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Abstract The rapid increase in the volume and variety of
data poses a challenge to safe drug prescription for the den-
tist. The increasing number of patients that take multiple
drugs further exerts pressure on the dentist to make the right
decision at point-of-care. Hence, a robust decision support
system will enable dentists to make decisions on drug pre-
scription quickly and accurately. Based on the assumption
that similar drug-pairs have a higher similarity ratio, this pa-
per suggests an innovative approach to obtain the similarity
ratio between the drug that the dentist is going to prescribe
and the drug that the patient is currently taking. We con-
ducted experiments to obtain the similarity ratios of both
positive and negative drug-pairs, by using feature vectors
generated from term similarities and word embeddings of
bio-medical text corpus. This model can be easily adapted
and implemented for use in a dental clinic to assist the den-
tist in deciding if a drug is suitable for prescription, taking
into consideration the medical profile of the patients. Experi-
mental evaluation of ourmodel’s association of the similarity
ratio between two drugs yielded a superior F score of 89%.
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Hence, such an approach, when integrated within the clin-
ical work-flow, will reduce prescription errors and thereby
increase the health outcomes of patients.
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1 Introduction
With the increasing number of patients who take multiple
drugs, adverse drug interactions resulting from the prescrip-
tion of additional drugs is a major concern for both patients
and health professionals. Hence, the ability of a system to
predict drug interactions at point-of-care to reduce prescrip-
tion error is important as an adverse event can lead to serious
health consequences. A common cause of hospital admis-
sions worldwide is adverse drug reactions, with incidence
being as high as 24% [1]. Naturally, many such admissions
could have been avoided if more care was taken in drug pre-
scription, such as by considering the patient’s drug allergies.
Consider a toy illustration where a patient with heart
problems is taking warfarin and is allergic to penicillin. The
dentist wishes to prescribe a painkiller paracetamol before
extracting a tooth. A drug prescription support system that
ensures paracetamol does not adversely interact with war-
farin, and also is not similar to penicillin, would be very
useful.
A recent work by [2] derives similarity within a drug-
pair by comparing textual descriptions between DrugBank
and Medical Subject Headings. Although the experiment
reported favorable results with metformin, a drug for treat-
ing diabetes, the focus was on drug repositioning to treat
other conditions. So far, many methods have been developed
to extract information on drug interactions [3,4], but these
methods do not integrate with the patient’s medical history
within the clinical workflow. Having identified this gap in ex-
isting research, this paper describes innovative approaches in
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determining if a drug-pair is similar as well as using such
information to support the dentist’s prescription decision.
Based on the assumption that similar drug-pairs have a
higher similarity ratio than that of dissimilar pairs, the aim of
this paper is to explain and evaluate a novelmethod in predict-
ing if a drug-pair is similar. While the three-tier framework
has been used in the extraction of feature vectors from drug
attributes in our previous work [5], this study expands on
this by describing the word embedding approach within the
predictive layer in finding the similarity of a drug-pair. The
text corpus is trained on Google’s word2Vec platform where
word embedding models are generated and used for the ex-
traction of feature vectors. A higher similarity ratio suggests
a higher probability that the drug-pair is similar. By assess-
ing the number of correct predictions, the performance of our
model can be evaluated. Our work performs well compared
to other methods of prediction, having a F score of 89% with
drug properties gathered from textual data obtained through
bio-medical sources.
Traditionally, chemical structures and drug targets are
used to decide if a drug-pair is interactive or non-interactive.
By using data mining and feature extractions from text cor-
pus which describes the drugs in terms of their attributes like
adverse interactions and side effects, this paper contributes
significantly in the way that useful information on drug inter-
actions can be obtained. Moreover, the practical use of data
mining techniques in supporting the dental prescription of
drugs will benefit the ongoing research on machine learn-
ing methods and knowledge management within the medical
domain.
The rest of the paper is organised as follows: Section 2
discusses the related work in data mining and how our model
differs in the way the drug-drug relationship is detected and
deployed for use. The research problem is described in Sec-
tion 3, while Section 4 explains how data is collected for the
study. Section 5 then describes the approach in the predictive
layer within the three-tier framework in predicting the suit-
ability of a drug-pair. Section 6 outlines the experimental
design with comparison to other baseline models. Finally,
Section 7 discusses the results, and Section 8 presents the
conclusions obtained.
2 Related Work
2.1 Drug interactions
Many systems have been developed which use data min-
ing techniques to explore DDI. In fact, such techniques are
evolving quickly to improve the accuracy of the experiments,
although in most situations the results may not be suffi-
cient to derive DDI [6]. A recent work by [7] attempts to
determine DDI by identifying neutral candidates, negation
cues and scopes from bio-medical text. Features extracted
from these articles include linguistic definitions of negation,
the position of the drugs discussed in the sentence and the
linguistic-based confidence level of an interaction. Text min-
ing techniques have also recently been used to predict protein
interactions from bio-medical text [8]. Another commonway
of examining DDI is to extract relevant information from
text. For example, Tari et al. [9] developed a method that
combines text mining and automated reasoning to predict
enzyme-specific DDI. Yan et al. also used text mining tech-
niques to create features based on relevant information such
as genes and disease names extracted from drug databases
to augment limited domain knowledge [10]. These features
were then used to build a logistic regression model to pre-
dict DDI. Another method to extract information on DDI
from bio-medical text was proposed by Bui et al. [3]. DDI
pairs are mapped according to their syntactic structure, and
subsequently generated feature vectors are used to produce a
predictive model which classify the drug-pair as interactive
or non-interactive [3]. Although these studies use data min-
ing methods to extract relevant information to predict DDI,
they do not take into account the drug profile of the patient.
The crucial need to integrate the patient’s medical profile
with the knowledge obtained from data mining motivated us
to embark on this study. Although our system is similar to
that proposed by [4] in terms of using information from the
patient, the unique approach adopted in this paper goes one
step further in using such information to support the decision-
making process for the dentist at point-of-care within the
clinical work-flow. Moreover, the word embedding method
is also adopted which uses features that relate the similarity
of a drug-pair in terms of how closely the words are related
to each drug of the drug-pair. This approach distinguishes
from our earlier work where feature vectors were constructed
based on term similarities within the drug corpus [11].
2.2 Clinical prescription support
Though current clinical decision support systems (CDSS)
utilise knowledge bases in their design, they are of a lim-
ited nature, restricted to a particular kind of treatment plan.
Even if it is focused on diagnosis of a common disease such
as tooth decay, the knowledge base is not self-learning. For
example, Park et al.’s [12] shared CDSS for dental fillings
needs to be expanded to include clinical guidelines from
global dental ontology in a real-time manner and integrated
with local knowledge for the system to be self-learning. This
involves semantic annotation which requires complex ma-
chine learning techniques [13].
Since dental ontology can enable CDSS to automatically
update their knowledge bases with expensive expert medical
and dental knowledge, it will be easier and cheaper to main-
tain the CDSS with the current expertise of dentists and the
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latest knowledge in scientific and clinical evidence [13]. Ad-
ditionally, the efforts of researchers and dentists can be har-
nessed easily through the semantic web interfaces provided
by dental ontologies which act as a consensual representa-
tion of knowledge in the dental domain[13]. Good design and
fast response time will increase the appeal of such a system.
Not only must the CDSS response time be fast enough to
appear helpful to dentists, the system must also fit into the
clinical workflow at point-of-care, which commonly requires
it to handle multiple disease and drug allergy information.
Bhatia and Singh [14] have designed a CDSS that uses the
Bayesian Network to suggest treatment plans based on differ-
ent degrees of oral symptoms. Another system also uses the
Bayesian Network as an inference engine to produce treat-
ment options based on oral health history and risk factors
[15]. Though these systems help the dentist to treat patients
more confidently, their applications are restricted to tooth
decay.
Moreover, there are no features on drug detection to facil-
itate prescription of medicine. Such features are important as
the wrong prescription can result in adverse outcomes for the
patients. A decision support systemwith prescription support
customised to patients’ individual drug profiles could help
to reduce the incidence of adverse drug reactions as well as
associated hospital admissions [16]. Such a system will also
relieve the dentist from having to rely on search engines such
as Google which suffer from low recall and precision rates
[17], with results that may not be relevant to the needs of
the dentists. Although there has been much research on DDI
using different techniques, there is no system that uses DDI
information to facilitate drug prescription within a CDSS,
notwithstanding the absence of a complete source of infor-
mation on potential DDI [18]. A CDSS that conforms to
our recommendations of a personalised system, which takes
into account the drugs the patient is taking and is allergic
to, will contribute to the productivity and efficiency of den-
tal treatment. Therefore, a CDSS which integrates with drug
knowledge bases to identify adverse drug events and advise
on drug suitability before prescription will appear helpful
to the dentist. With timely and accurate DDI information
embedded within a CDSS, more comprehensive treatment
options can be made available to patients and practitioners,
thus contributing to a more positive treatment experience
and better oral health outcomes.
3 Research Problem
Dentists are trained to rapidly and accurately diagnose oral
disease using data gathered frompatient history, observations
and images. However, the increase in volume and variety of
data and the way these data are presented may overload the
cognitive skills of even themost experienced dentists, leading
to inefficient treatment planning or even wrong diagnosis.
In terms of drug prescription, new drugs are introduced
regularly, and to assist dentists to function with more ac-
curacy and timeliness at point-of-care, a personalised CDSS
will inform dentists as to whether these drugs are appropriate
to prescribe to the patient. There have been many studies in-
vestigating the presence of DDI, and this study does not aim
to repeat these findings, but instead, to use such information
in an evidence-based approach to ensure drugs prescribed by
the dentist are safe based on the individual patient’s profile.
Hence, assuming the dentist has knowledge of the patient’s
medical conditions, the drugs the patient is currently taking
and any drug allergies the patient may have, the goal of this
research is to ensure that the drug the dentist is prescribing
does not interact adversely with the drugs that the patient is
currently taking and does not belong to the group of drugs
that the patient is allergic to. The research problem is for-
malised as follows.
Problem 1 Let D = {d1,d2, ...di} be the set of drugs that
patient is currently taking; D′ = {d ′1,d ′2, ...d ′j} be the set of
prescription drugs dentist is considering to prescribe to pa-
tient; D− = {d−1 ,d−2 , ...d−k } be the known set of drugs that
patient is allergic to, and D⊥ = {d⊥1 ,d⊥2 , ...d⊥l } be the un-
known set of drugs that patient is potentially allergic to. For
each pair of (d,d ′) ∈ D×D′, a function f (y− |(d,d ′)) is re-
quired to uncover the likelihood of d ′ ∈ D⊥ considering d
and D−. 
The research goal then is to evaluate the performance of the
model in predicting the similarity ratio of a drug-pair in a
test environment. The better the performance of the model,
the better its ability in assisting the dentist to prescribe a drug
that does not adversely interact with the current drugs that
the patient is taking.
In this study, similarity ratios are computed from fea-
ture vectors obtained in terms of term similarities and word
embeddings.
4 Data Collection
Data used in this research was extracted from DrugBank, a
resource that contains a comprehensive corpus of informa-
tion relating to various properties of drugs. It is maintained
in collaboration with the US Food and Drug Administra-
tion (FDA), which acknowledges that easy access to useful
information can help the public protect and improve their
health1.
This corpus contains 6811 drug entries including 1528
FDA-approved small molecule drugs, providing free, inde-
pendent, peer-reviewed, and up-to-date information at both
consumer and professional levels. Each drug is described
1 http://www.fda.gov/NewsEvents/Newsroom/PressAnnouncements
/ucm212844.htm
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Fig. 1 Three-tier framework
from a different perspective to suit both patients (under the
heading “Overview”) and health professionals (under the
heading “Professional”)while information on side-effects are
found under the heading “Side Effects”. All this information
is collectively stored in the drug taxonomy. References are
also provided for drugs that are indexed to other databases
such as the Kyoto Encyclopedia of Genes and Genomes,
which is a collection of information on diseases and chem-
ical substances useful for bio-informatics research and edu-
cation. Many fields in this database are also hyperlinked to
other resources including the RxList database which offers
detailed and current pharmaceutical information on drugs
useful for prescription and patient education.
In this study, the properties that are of interest are those
related to interactions and side effects.Data related to “Overview”,
“Professional” and “Side Effects” can be extracted from this
database. Text mining is conducted on each property in order
to construct feature vectors for computing similarity between
drugs. Take for example the drug warfarin. The “Overview”
section explains in lay language the effects of warfarin, the
dosage and other relevant advice such as the kinds of food to
avoid while taking it. For the professional, under the prop-
erty “Professional”, more in-depth description of warfarin
is provided such as the chemical structure, warnings and
precautions as well as the recommended dosage for various
symptoms to achieve maximum effect. The “Side Effects”
page lists the major and minor side effects that are associated
with warfarin.
5 Proposed Framework
As shown in Figure 1, the predictive layer obtains data from
the domain knowledge base in the knowledge layer, and the
drug profile of patients in the presentation layer. Feature
vectors are then extracted and similarity ratios calculated to
determine if the drug prescribed by the dentist is suitable for
the patient.
The next two sections described the two approaches used
within the predictive layer.
5.1 Term similarity
The quote by Tobler [19] that “Everything is related to ev-
erything else, but near things are more related than distant
things” can be applied not just to spatial similarity but also to
textual similarity. It is expected that a higher set of common
terms are used to describe a pair of drugs that are similar in
functions. Text mining is used to extract the term frequency
for each drug. Given that each drug has k terms each with
their tf*idf computed, the task of this model within the pre-
dictive layer of our framework is to construct feature vectors
for each attribute of the drug. This feature vector comprises
of a set of pairs of terms and their respective tf*idf. Thus, the
feature vectors extracted during the data mining process for
each attribute (“Overview”, “Professional”, “Side Effects”)
of the drug is respectively given as:
−→
f vi = {(tv1i,vv1i), (tv2i,vv2i), ...(tvxi, f vxi)} (1)
−→
f pi = {(tp1i,vp1i), (tp2i,vp2i), ...(tpyi, f pyi)} (2)
−→
f si = {(ts1i,vs1i), (ts2i,vs2i), ...(tszi, f szi)} (3)
Similarity between a drug-pair for an attribute is computed
by comparing common termswithin that attribute. For exam-
ple, the similarity ratioS(dj,dk)within the attribute “Profes-
sional” for drug dj and druq dk was obtained by comparing
these two feature vectors, with each feature vector sorted in
descending order of the size of the term frequency:
−→
f pj = {(tp1j,vp1j), (tp2j,vp2j), ...(tpnj,vpnj)} (4)
such that vpnj >= v
p
(n+1)j
−→
f p
k
= {(tp1k,vp1k), (tp2k,vp2k), ...(tpnk,vpnk)} (5)
such that vp
nk
>= v
p
(n+1)k where n is the size of each feature
vector and for any nth term, vpnj == v
p
nk
.
The similarity ratios obtained from individual drug prop-
erties are used to decide if the drug-pair is similar. For exam-
ple, if sv(i, j) is the similarity ratio between feature vectors−→
f vi and
−→
f vj taken from drug property “Overview”, then the
number of similar drug pairs that were correctly predicted as
similar can be found by counting the number of similar pairs.
The number of true positives and true negatives can then be
used to compute the F score. A drug pair is considered to be
similar if sv(i, j) is above a threshold value α which occurs
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at Fvmax . Thus
Sv(i, j) =
{
0, if sv(i, j) < α
1, otherwise (6)
To obtain the overall gross similarity ratio, the perfor-
mance of the individual drug property is taken into con-
sideration. Depending on how accurately the similarity of
each drug-pair is predicted, the similarity associated with
each property is normalised by a factor as indicated by the F
score. Thus if Fvmax , F
p
max and Fsmax is the maximum F score
for drug attribute “Overview”, “Professional” and “Side Ef-
fect” respectively, then the weight w1 against the similarity
ratio for “Overview” is given by:
w1 =
Fvmax
(Fvmax +Fpmax +Fsmax)
(7)
(8)
The weights w2 and w3 against the similarity ratio “Profes-
sional” and “Side Effects” respectively can also be calculated
in a similar manner.
Thus the overall similarity ratio s(p,q) for drug-pair with
feature vector p and q is given by:
s(p,q) = w1 ∗ sv(p,q)+w2 ∗ sp(p,q)+w3 ∗ ss(p,q) (9)
where
sv is the similarity ratio for the drug property from“Overview”,
sp is the similarity ratio for the drug property from “Profes-
sional”,
ss is the similarity ratio for the drug property from “Side
Effects”.
5.2 Word Embeddings
One of the reasons for its popularity lies in the fact that ana-
logical linguistic relationships among words can be easily
discovered through word embeddings. Interest in word em-
bedding has intensified with Mikolov et al.’s introduction
of a simplified architecture, which eliminates the non-linear
hidden layer, allowing training on much larger datasets than
was previously possible [20]. Thus, for the word pairs a:b
:: c:d (a is to b as c is to d), the vector for the word d, ®d,
can be obtained by finding the vector closest to the vector
®c− ®a+ ®b. Hence, in the ubiquitous proportional analogyman
is to woman as king is to queen, the vector for the word
queen, ®queen, can be found from the linear vector operation
®king− ®man+ ®woman [21].
As the aim is to find the extent of similarity between
two drugs, it will be appropriate to obtain words most con-
nected to the name of the drug. To achieve this, Google’s
word2Vec platform is used to generate pre-trained word em-
beddingmodels from the same text corpus within the domain
knowledge base as used for extracting feature vectors based
on term similarity (see Section 5.1). One of the reasons for
the popularity of word2Vec is that the output vector which
is produced in numerical format can be easily understood
by other deep learning networks making it very suitable for
use in such works. For a detailed mathematical explanation
behind word2Vec, refer to [22].
Once the text corpus has been trained by word2Vec, the
output vector for any name of a drug can be conveniently ob-
tained through built-in Java methods included in word2Vec.
For example, given a keyword, the output vector comes in an
array of numbers, and the number of such arrays depends on
the number of nearest neighbors specified in the experiment.
Refer to the definitions above for the feature vectors obtained
for computing similarity.
6 Evaluation Design
We conducted an experimental evaluation to assess the ac-
curacy and efficiency of the proposed method, testing the
hypothesis that similar drug-pairs have a higher similarity
ratio compared to that of dissimilar pairs.
6.1 Experimental Design
The training set consisted of sample drug-pairs that were
either similar (true positive) or dissimilar (true negative)
according to the drug taxonomy.
In the term similarity approach, feature vectors were
based on terms in the text corpus and their respective term
frequencies. By performing data mining on the corpus, mod-
els of feature vectors were constructed from the three prop-
erties “Overview”, “Professional” and “Side Effects”. By
computing the similarity ratio of drug-pairs in the training
set, the experiment aims to find how accurately themodel can
predict if the drug-pair is similar. The performance can be
evaluated by varying the threshold value which determines
if the drug-pair is similar or not similar.
The same dataset is used in the experiment using theword
embedding approach. By using the skip-gram model from
word2Vec[20], a predictive model was constructed for learn-
ing word embeddings from the raw corpus that described the
properties of the drugs. Since the problem domain aims to
extract related words to determine the extent of similarity
from bio-medical text, word2Vec fitted well in the context
of our experiment. Given a keyword, for example, the name
of a drug, this method formulated a feature vector that best
predicts a window of surrounding words that occur in some
meaningful context. Such semantic similarity also conforms
to the important criteria for selecting good word pairs [23].
6 Wee Pheng Goh et al.
With this model, word vectors were constructed by send-
ing a keyword. In this experiment, a number of keywords
associated with the nearest neighbor of the drug name was
retrieved from the model. Similarity ratio between each set
of vectors produced from the keywords could then be com-
puted. In order to observe the behavior of this approach, the
model was constructed with individual properties of the drug
(“Overview”, “Professional” and “Side Effects”) while vary-
ing the number of nearest neighbors. In each model, word
vectors were constructed from different combinations of key-
words associated with the drug name. For example, if d11,
d12, d13 were the three nearest keywords for a given drug d1,
a word vector would be obtained from the specified model by
combining the three word vectors from the respective three
keywords.
To obtain the weighted feature vector, the number of
nearest neighbors that yielded the maximum F score for each
attribute of the drug (“Overview”, “Professional” and “Side
Effects”) was used to normalise the similarity ratio.
6.2 Performance Assessment Methods
Precision, recall and F scorewere used to evaluate the perfor-
mance of our model. Precision indicated how accurately the
model predicted drug-pairs as similar, while recall indicated
how accurately similar drug-pairs were predicted. Accuracy
was also used to measure the percentage of correct predic-
tions combining both the similar and dissimilar predictions.
Thus,
precision =
TP
TP+FP
recall =
TP
TP+FN
(10)
where TP is True Positive, FN is False Negative, and FP is
False Positive. F score (see equation 11) was based on the
precision and recall.
Fscore =
2∗ precision ∗ recall
precision+ recall
(11)
6.3 Baseline Models
Our work was evaluated against other works to highlight how
adoption of this approach results in superior performance.
The work of [9] predicted DDI by parsing bio-medical text
for syntactic and semantic information on biological entities
like induction and inhibition of enzymes by drugs. These
relationswere thenmappedwith the general knowledge about
drug metabolism and interactions to derive the DDI.
Just like our work, DrugBank was also used by [10].
However, one of the methods in their preparation of data was
to represent each drug by a vector of drug targets. The values
in each vector are either 1 or 0, depending on whether the
drug target is associated with the given drug. In our work, we
Tari [9] Yan [10] Proposed
Model
Aim Discover drug
interaction
Predict drug in-
teraction (non-
personalised)
Predict drug
interaction
(personalised)
Source Drug Bank and
MeSH
Drug Bank and
MeSH
Drug Bank
Method Combine text
mining and
reasoning ap-
proach based
on biological
entities
Compose feature
vectors based on
names of disease
and genes
Create feature
vectors from
textual drug
description
Accuracy 78% 69% 89%
Table 1 Comparison with baseline models
chose to construct feature vectors from textual information
related to the properties of each drug.
In terms of accuracy, which indicates the percentage of
correct predictions taking into consideration both the similar
and dissimilar predictions, our model yielded a superior per-
formance of 89%. Table 1 summarises the accuracy of our
model as well as the baseline models.
7 Results and Discussions
With the unique three-tier conceptual frameworkwhere knowl-
edge is extracted from the knowledge base and delivered to
the predictive layer, the ensuing results demonstrate the effi-
ciency and robustness of ourmodel. Not only is the algorithm
able to compute the similarity of the drug-pair based on the
hypothesis that a drug-pair is similar if the cosine similarity
ratio between their frequency terms is high but such infor-
mation can also be adopted as a decision support tool for the
health professional in drug prescription.
7.1 Experiment using term similarity
By building feature vectors of terms and their corresponding
tf*idf, the model predicts if the drug-pairs are similar. Table
2 shows the number of correct predictions by applying to our
model the datasets or attributes “Overview”, “Professional”
and “Side effects”.
Overview Professional Side Ef-
fects
Similar
(n=24)
19 13 23
Dissimilar
(n=24)
19 23 4
Recall 0.79 0.54 0.96
Precision 0.79 0.93 0.53
F score 0.79 0.68 0.69
Table 2 Correct predictions based on different attributes of drug-pairs
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By computing the similarity ratio between drug-pairs,
their average valueswere obtained as a guide to set the thresh-
old φ in order to maximise the F score. For a given value of
φ, the number of correct predictions for the dataset that was
supposed to be similar (true positives) and dissimilar (true
negatives) was counted. If the similarity ratio was above φ, it
was considered “similar”, otherwise it was considered to be
“dissimilar”. For example, from the “Professional” attribute,
there were 13 and 23 correct predictions from the similar and
dissimilar datasets respectively.
φ Overview Professional Side Effects
0.45 0.60 0.60 0.67
0.48 0.61 0.56 0.66
0.50 0.60 0.57 0.67
0.53 0.56 0.51 0.68
0.55 0.53 0.52 0.69
0.58 0.51 0.54 0.69
0.60 0.54 0.52 0.68
0.63 0.56 0.46 0.73
0.65 0.53 0.44 0.70
Table 3 F score at different threshold values of φ
Table 3 shows the F scores obtained for a range of values
for φ, applied for each of the drug properties “Overview”,
“Professional” and “Side Effects”. For example, a φ of 0.45
was used as a threshold to compute the recall, precision and
F score for features gathered from the drug property in the
“Professional” attribute as the maximum value of F score
occurs at this value.
Fig. 2 Performance comparison against different drug properties
By using this threshold value that yields the maximum F
score, Figure 2 compares the results achievedwith drug prop-
erties gathered from “Overview”, “Professional” and “Side
Effects”. As indicated in Figure 2, a recall rate of 96% was
achieved from drug properties obtained from “Side Effects”,
showing that our model performed much better than other
methods of prediction. In contrast, the work by [9] achieved
48.5% with predictions based on the inhibition properties of
drugs in the knowledge base.
From the F score of each attribute, a weightage was com-
puted in proportion to the respective Fmax . In our exper-
Predicted: Predicted:
Similar Dissimilar
Actual: 17 13
Similar
Actual: 7 49
Disimilar
F Score 0.63
Table 4 Results with feature vectors normalised
Predicted: Predicted:
Similar Dissimilar
Actual: 24 3
Similar
Actual: 15 33
Disimilar
F Score 0.73
Table 5 Results from word embeddings method
iment, Fmax for “Overview” was 0.6 and the total Fmax
for the three attributes was 1.94, so the feature vector for
“Overview” was weighted by a factor of 0.6/1.94 which was
0.32. The weights of the other attributes were computed in
a similar manner. By combining the normalised feature vec-
tors for all the three attributes, an aggregated similar ratio
was obtained for each drug-pair.
In the same manner, different F score values were ob-
tained at different threshold levels by counting the number
of true positives and true negatives produced from themodel.
Table 4 shows the results based on the aggregated similarity
ratio obtained from the normalised feature vectors. In terms
of accuracy, the percentage of correct predictions combin-
ing both the similar and dissimilar predictions, our system
achieved 76% compared to 69%where drug predictions were
based on the relationship between drug targets [10].
7.2 Experiment using word embeddings
Table 5 shows the results of the experiment trained using the
word embeddings approach. At different threshold values of
φ, results are obtained and compared for the two different ap-
proaches. With the common data-set used for both methods,
results show that the word embeddings approach performs
better than the term similarity approach (Figure 3). This is
expected as the former approach in computing similarity was
to gather the term frequency by means of a bag of words.
In the latter approach, the feature vectors used to find the
similarity were obtained from closely related words.
To illustrate the conceptual framework of this study, the
same model can be used to decide if the drug is suitable for
prescription. Based on the overall similarity from the three
properties of the drug-pair, the system can help dentists to
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Fig. 3 Comparison with word similarity approach
ensure that the drug prescribed does not adversely interact
with the drugs that patient is currently taking. This approach
highlights the usefulness of our framework where knowledge
generated can become useful to the user - in this case, as a
decision support tool for the health professional. In future
work, we will investigate the drug taxonomy for more com-
plex semantic relations existing between drugs, for example,
neutral and advantageous, and use a more comprehensive
database for the CDSS.
8 Conclusions
This paper presents a novel idea in prescription support for
the dentist by predicting the similarity ratio of a drug-pair
using the feature vectors of a bio-medical text that describes
the drugs. Term similarity and word embeddings approach
are used to predict the similarity of a drug-pair. Empirical
results show that our approach performs better than other
approaches using a similar data set. Additionally, our design
which incorporates the patient’s medical condition can be
readily implemented within the clinical work-flow of a dental
clinic as it takes into account the drugs that the patient is
currently taking and the drugs that the patient is allergic to.
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