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ABSTRACT 
This paper investigates the structure of the sclasses in the semigroup N, of 
nonnegative matrices. We obtain two sets of equivalent conditions for any two 
matrices A, B to satisfy A 2 B in N,,. We establish a one-toone and onto correspon- 
dence between the &‘+lass 2” and the group WA, of the greatest cone independent 
submatrix A, of A. We find WA, can be made up from the groups of the connective 
submatrices of A,. 
1. INTRODUCTION 
The importance of Green’s relations in the theory of nonnegative matrices 
is well known. Berman and Plemmons [l] and Tam [2] give a lot of important 
results on Green’s relations, especially on the structure of L@classes and 
.?&classes. 
In this paper we shall concentrate on the structure of &lasses. In Section 
2 we investigate the cone linear independence properties of a nonnegative 
matrix and its submatrices in order to obtain some preparation for the group 
representation of Classes (Theorem 3.4). Theorems 3.1,3.4,3-g, 4.2, and 4.9 
are the main results concerning the structure of .%%lasses in N,,. The set 
{ mA : m > 0} consisting of all the positive multiples of the nonnegative 
matrix A is obviously an (in general, proper) subset of ZA. Finding conditions 
under which the equality X* = 1 { mA : m > 0} holds is surely an interesting 
problem. Theorems 4.7, 4.13, and 4.14 answer this problem. The concept of 
connectivity introduced at the beginning of Section 4 plays an important role 
in that section. 
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2. CONE LINEAR INDEPENDENCE 
Let A E N,. We denote the polyhedral cone generated by all the columns 
[rows] of A by G(A) [G(A)], that is, 
G(A)=AR: [G(A)=R:A]; 
here and in the following, we express the dual proposition in brackets. 
A column [row] vector x E G(A) [G(A)] is called extremal if for any 
y E G(A)[G(A)], x - y E G(A) [G(A)] implies y = cx for some c > 0. A 
column [row] of A is called extremal if it is an extremal vector of G(A) 
[&U. 
According to the definition, a column [row] vector x E G(A) [@(A)] is 
not extremal if and only if x can be expressed as 
where ci, c, > 0, xi, x2 E G(A) [G(A)], and xi # cxs for any constant c > 0. 
If A E N,, let A’ [k] denote an n X r [s x n] submatrix of A whose 
columns [rows] represent all the extreme rays of G(A) [G(A)]. Then we have 
G(A) = G(A’) [G(A) = G(A’)]. (24 
We denote the number of columns [rows] of A’ [A’] by d(A) [d(A)]. It is 
clear that A = 0 if and only if d(A) = 0 [d(A) = 01. Since we do not want the 
trivial case A = 0 to bother us, we shall assume in the following that A # 0 
and thus that d(A) and d(A) = d(At) are positive. 
PROPOSITION 2.1. Zf G(A) = G(B) [G(A) = G(B)], then we have 
d(A)=@) [d(A)=ci(B)] 
A’ = B’M [A’= MB’], 
where m E N, is d( Atmonomial [ d( A)-monomial]. 
The following theorem is a known result: (i) 0 (ii) is proved in Tam [2, 
Theorem 6.11, and (i) = (iii) is proved in Berman and Plemmons [l, (3.4.15) 
Theorem]. Here we put them together. 
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THEOREM 2.2. The following are equivalent: 
(i) A9B [A.SB]; 
(ii) G(A)= G(B) [c(A)= c(B)]; 
(iii) there exists a d(A)-mmom iul [ d( A )-monomial] nonnegative matrix 
M such that 
A’ = B’M [a’= MB’]. 
COROLLARY 2.3. Zf A 9 B [A 9 B] in N,, then 
d(A)=d(B) [d(~)=d(~)]. 
There is a misprint in [l, p. 711 concerning d(XB); we state the correct 
relation in the next lemma. 
LEMMA 2.4. For any X, B E N,,, we have 
d(XB)<d(B) [I&]. 
NOTE. It is not true, in general, that d(BX) < d(B) [d(xB) 6 &WI. 
COROLLARY 2.5. Zf A 9 B [A 9 B] in N,,, then 
d(A)=d(B) [d(A)=d(B)]. 
PROPOSITION 2.6. Zf A 9 B [A R B], then 
d(A)=d(B) and d(At)=d(Bt) 
[d(~)=d(~) ati J(A~)=~(B’)]. 
Proof. If A%‘B [ABB], then A”.%‘B’ [At9B”], and thus the conclu- 
sion of this proposition follows immediately from the Corollaries 2.3 and 2.5. 
n 
Using Proposition 2.6, we give a very simple proof of the following 
well-known result (cf. Berman and Plemmons [l, (3.4.13)]). 
PROPOSITION 2.7. Zf A $3 B in N,,, then 
d(A)=d(B) and d(At)=d(Bt). 
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Proof. If A 9 B, then A LJ? C and CL5 B for some C E N,,. By Proposition 
2.6. we have 
d(A)=d(C), d(At)=d(Cf), d(C)=d(B), d(Ct)=d(Bt). 
Hence 
d(A)=d(C)=d(B) and d(At)=d(Cf)=d(Bf). n 
The converses of Corollaries 2.3 and 2.5 and Proposition 2.7 are not true. 
For example, the matrices 
A=[% i 61 and B= [a 1 n] 
satisfy 
and A9B. 
d(A)=d(B)=3=d(Af)=d(Bt) 
PROPOSITION 2.8. lf A E N, i.s regular, then 
d(A) = d(At). 
Proof. IfA=O,thend(A)=d(At)=O.IfrankA=r>O,thenbyTheo 
rem (4.9) of Berman and Plemmons [l], we have 
A9B, where B= I?’ ’ 
[ 1 0 0’
Since d(B) = d( Bf) = r, we have, by Proposition 2.7, that 
d(A) = r = d(At). n 
B. S. Tam [2] has given an example showing that A f B 
imply d(A) = d(B). But in the case that A or B is regular, by 
(6.4) of Tam [2], we can easily prove the following conclusion: 
in N,, does not 
using Corollary 
PROPOSITION 2.9. If A f B in N,, and A or B is regular, then 
d(A)=d(B)=d(At)=d(Bt). 
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PROPOSITION 2.10. For any permutation matrices P and Q, we have 
(i) PAQ.C@ PBQ iff A W B, 
(ii) PAQL? PBQ iff A 2’B, 
(iii) PAQ 9 PBQ iff A 9 B, 
(iv) PAQs? PBQ iff A L@ B. 
Proof. (i) is true because the following statements are equivalent: 
(a) PAQ 2 PBQ, 
(b) (PAQ)X = PBQ and (PBQ)Y = PAQ for X, Y E N,, 
(c) A(QXQ”)= B and B(QYQt)= A, 
(d) A.%‘B. 
(ii) can be proved similarly. 
(iii) and (iv) are direct corollaries of (i) and (ii). n 
In the remainder of this paper, for simplicity, we use the following 
notation concerning a matrix A in N, without further comment: 
r=d(A), s=d(A’), 
A’ = a submatrix consisting of r cone independent columns of A, 
A’ = a submatrix consisting of s cone independent rows of A, and 
A, = an s X T submatrix of A lying in A’ and A’. 
In addition, we call a matrix column [row] cone independent if all its 
columns [rows] are cone independent. We call a matrix cone independent if it 
is both column and row cone independent. 
PROPOSITION 2.11. Zf A, is an s X T submatrix of A E N,, lying in A’ and 
A’, then A, is cone independent, or 
d(A,)=d(A)= r and d(Ak)=d(At)=s. 
Proof. Let 
B= A0 
[ 1 0 0 
be an n X n matrix; then 
d&d = d(B), d( A;) = d( B”). 
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Using Propositions 2.10 and 2.2, we have A 9 B, from which the desired 
result follows. W 
The converse of Proposition 2.11 is also true, that is, 
PROPOSITION 2.12. Zf an s X r submatrix C of A is cone independent, 
where T = d(A) and s = d(A’) = d(A), then the T columns of A belonging to 
C are cone independent, and the s rows of A belonging to C are cone 
independent. 
Proof. If these r columns [s rows] of A belonging to C are not cone 
independent, then all the columns [rows] of C are not cone independent 
either. w 
PROPOSITION 2.13. Suppose A E N, i.s partitioned as 
A, AI 
A= A 
[ 1 2 As’ (2.2) 
where A, is an s x T s&matrix of A lying in A’ and A’, then we have 
A, = A,X, (2.3) 
A, =YA,, (2.4 
A, = YA, = A,X (2.5) 
fm some r X (12 - r) nonnegative matrix X and some (12 - s) X s nonnegative 
m&ix Y. Further, the matrix A, is independent of the matrices X and Y. 
Proof. Since 
A0 
A’= A 
[ 1 2 
contains r = d(A) cone independent columns of A, there must be a T x (n - r ) 
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nonnegative matrix X such that 
Similarly, we have 
[A,, 41 =Y[A,, A,] = [Y&JA,] 
for some (n - s)X s nonnegative matrix Y, and thus we have (2.3), (2.4), and 
(2.5). 
If there is another T x (n - r) nonnegative matrix Xi satisfying A,X, = A, 
= A,X, then we have 
A,X, = YA,X, = YA,X = A,X. 
Similarly, for any (n - s) x s nonnegative matrix Y,, Y, A’ = A, = YA’ implies 
Y,A, = YA,. Therefore, if A E TV, is partitioned as in (2.2) with 
42 A’= A 
[ 1 2 
and A’ = [A,, A,], then the matrix A, is uniquely determined by the matrices 
A,, A,, and A,. R 
In general, a matrix A E N, cannot be partitioned as in (2.2), but we still 
have 
THEOREM 2.14. Any matrix A in N, is uniquely determined by A’ and A’. 
In other words, A’ = B’ and A’ = B’ imply A = B. 
Proof. First of all, we change the order of the columns and the rows of A 
to get anew matrixKin suchaway that ifai,,ai2,...,air(i,<i2<**. xi,) 
belong to A’, we let a, = aik for k = 1,2,. . . , r, and keep the order of the other 
columns, that is, for G, = ais and at = a,,, s < t if and only if i, -C i,; and the 
order of the rows of A is changed similarly. Thus we have 
PAQ=A= 2 A1 
[ 1 2 43’ (2.6) 
where P and Q are some permutation matrices and A, is the submatrix which 
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we get by deleting A’ and A’ from A. It is easy to see, from the construction 
of the matrix A, that both Ai and xs are uniquely determined by A’ and A’. 
By Equation (2.6) and Proposition 2.11, we have 
d(A)=d(A)=d(A,), 
d(z)=d(At)=d(A;). 
and hence A is partitioned as in (2.2). Since xi and AZ are uniquely 
determined by A’ and A’, the matrix A, is uniquely determined by A’ and A’, 
by Proposition 2.13. So is the matrix A. a 
How can we determine A from A’ and A’? First we find the P, Q, xi and 
xs of Equation (2.6). Then we find an T X (n - T) nonnegative matrix X such 
that xi = A,X, and thus we find A, ( = x2X) as well as A. Finally, we get 
A = Pt@. 
3. THE STRUCTURE OF Z-CLASSES 
We now investigate the structure of the &lass in the semigroup N,. First 
we establish the following important theorem, which is really a restatement of 
Theorem 2.2. 
THEOREM 3.1. The following statements are equivalent: 
(i) A&‘B in N,,, 
(ii) G(A)= G(B) and c(A)= c(B) (or G(At)= G(Bt)), 
(iii) there exist monomial matrices M E N, and N E N, such that 
B’ = A’M, (34 
B’= NA’, (3.2) 
$=A,M=NA,. (3.3) 
PROPOSITION 3.2. Let A X’B; then the ith column [row] of A belongs to 
A’ [A’] if and only if the ith column [row] of B belongs to B’ [B’]. 
Proof. It suffices only to prove the “only if” part, Suppose that the 
iith, isth, . . . , i,th rows of A belong to A’ and the j,th, jsth, . . . , j,.th columns of 
A belong to A’. Then, by Theorem 3.1, the equations (3.1)-(3.3) hold for 
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some monomial matrices M and N. By Equation (3.2), the submatrix consist- 
ing of the jith, jsth,. . . , j,th columns of B’ is NA,; by Equation (3.1), the 
submatrix consisting of the iith, i&h,. . . ,i,th rows of B’ is A,M; and by 
Equation (3.3), both these submatrices are equal to a cone independent s X T 
submatrix $ of B. Therefore the jith, j&h,. . . ,j,th columns of B are cone 
independent and the iith, i&h,. . . , i,th rows of B are cone independent by 
Proposition 2.12. n 
If the matrix A is partitioned as in (2.2) (that is, its first r columns and first 
s rows are cone independent), then every matrix B in the &&ss S$ 
containing A must be partitioned as in (2.2) by Proposition 3.2. If A is not 
partitioned as in (2.2), we can find permutation matrices P and Q to partition 
the matrix K= PAQ as in (2.2). Then B E #x is also partitioned as in (2.2). 
By Propositions 2.10 and 3.2, B E X if and only if PtBQt E 3’; and B E XA 
if and only if PBQ E Xz We may assume, without loss of generality, that A is 
partitioned as in (2.2), and hence every element in .%$ is also partitioned as in 
(2.2). 
Denote the set of all r-monomial matrices by 
V, = { M E N,: M is monomial}. 
Then V, is a group under matrix multiplication. Let G be the direct product of 
the groups V, and V,, that is, 
G=V,xV,= {(M,N):ME~,NEy}, 
with the multiplication as 
(Ml, %)+% 4) = uw62~ vu. 
Then (G, e) is a group. 
THEOREM 3.3. For any rwnzero s X r matrix, the set 
is a subgroup of G. (We call it the group of A,.) 
Proof. It is clear that the identity (I,, Z,) of the group G is in WA,. If 
(M, N) E WA,, then M-’ E V,, N-l E V,, and A,M = NA, implies 
100 YANG SHANGJUN 
N-IA, = AaM-l, which means that (M, N)-‘=(M-‘, N-‘) is in WA,. 
Finally, if (Ml, Nl ) and (Ma, Ns) are in WAO, then Ml& E V,, N,N, E V,, 
and A,M,M, = N,A,M, = N,N,A,, which means that (Ml, N,).(M,, N,) = 
(M,M,, N,N,) is in WA,. Therefore WA, is a subgroup of G. n 
The next theorem follows immediately from Theorems 2.14, 3.1, and 3.2. 
THEOREM 3.4. Let A’, a’, A,, and WA, be as before. Then 
ZA= {B:B’=A’M,B’=NA’,and(M,N)EWAO}, 
and the mapping + : WA, + X* with +( M, N) = B i.s one-to-one and onto. 
PROPOSITION 3.5. Let 
AU 1 VAU ’
where A E N,, U is an n X k rwnnegative matrix and V is an 1 X n nonnega- 
tive matrix. Then 
C,,=A, (3.4) 
and 
JQ= B BU :BEA?\ 
VB VBU 1 “I ‘. (3.5) 
Proof. Using the argument in the proof of Proposition 2.11, we have 
d(C) = d(A) and d(C”) = d(Af), 
from which (3.4) follows. (3.5) is easy to prove. n 
If A has another r x s submatrix A, * lying in cone independent columns 
and rows, then, since A &‘A with these two r x s submatrices A, and A, *, 
we have, by Theorem 3.1, that A, = A, * K = LA,, * for some (K, L) E V, X Vs. 
On the one hand, for any (M, N) E WAO, we have 
SEMIGROUP OF NONNEGATIVE MATRICES 101 
which implies that (KM, NL) E WAO*. On the other hand, for any (M*, N*) 
E WA”,) 
AOK-‘M* = AO,M* = N*A,, = N*L-‘A, 
implies that (K-‘M*, N*L-‘)E WA, or that (M*, N*)= (KM, NL) for some 
(M, N) E WA,. So we have proved the following result. 
PROPOSITION 3.6. Zf A, * is another s x r cone independent submatrix of 
the matrix A such that A, = A, * K = LA,, *, then 
WA,,= {(KM,NL):(M,N)EW~~}. 
Further, the mapping + : WA, + WA,. with \Ir( M, N) = (KM, NL) is one-to-one 
and onto. 
NOTE: \k is not a group isomorphism unless K and L are identity matrices. 
It is easy to see that the group of I, is Wlr = {(M, M) : M E V, }. Thus for 
the matrix 
jq= ZT O 
[ 1 0 0 
we have, by Theorem 3.4, that 
Using this fact together with Proposition 2.10, we immediately get the 
following known result (see Robinson [3, Theorem 51). 
PROPOSITION 3.7. Let E, be an idempotent in N, of rank r such that there 
exist permutation matrices P and Q with the property that 
A= PE,Q= ‘d ; . 
[ I 
Then B X E, if and only if 
where M E V,. 
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If E is a general idempotent matrix in N, of rank r, then, by a well-known 
theorem (Berman and Plemmons [l, (3.3.1) Theorem]), we have 
J=diag(T,,&,...,T,), (3.7) 
where P is a permutation matrix, Ti are positive idempotent matrices of rank 
1, and U,V are arbitrary nonnegative matrices of appropriate sizes. 
Equations (3.6) and (3.7) imply that d(E) = d(E’) = r and that E, = 
aag(t,, tz,. . . , t,), where ti are any elements of q, i = 1,2,. . . ,r. In this case 
the group of E, is 
Let Bi E X’z correspond to (Mi, Ni) E WEO, i = 1,2. Then by Proposition 
3.5 we have 4 B,=O 1 IJJ 00 0 00 VA vr,u  0 1’0 0 00 
where Jj is an element of X, corresponding to (Mi, Ni) E WE,. Since every 
monomial matrix can be expressed in two ways as a product of a diagonal 
matrix and a permutation matrix, we can assume that 
M, =diag(mil,mi2,...,mi,)Pi = Pi*diag(m~~,m~~,...,m~~), 
where mij, mrj are positive numbers, and Pi, Pi* are permutation matrices 
i = 1,2. [We can easily prove that Pi* = Pi, diag(mTi,. . . ,mX) = 
P,tdiag(m,i,..., m,,) Pi.] The matrices Ji then can be respectively expressed as 
Ji = diag( milTI,. . . ,mJ) Pi( I,, . . . ,I,) 
= Pi*(zl,..., Z, > aag( mV,, . . . , mX.), 
where Pi(Z,, . . . , I,) is the same permutation matrix as Pi, but its elements are 
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the identities Z r, . . . , I, satisfying order( I, ) = order( Z’, ), . . . , order( I,) = 
order( T,). 
Let us now observe the element Jr2 E 2, corresponding to 
(M,, Nr)(Ms, Na) = (MrMs, NrNs) E WE,. Since 
M,M, = p:diag(m:,,...,m~,)diag(m,,,...,m,,)Pz 
= Z’;” diag( m~rrnsr , . . . , rnfp~~~) Pz 
and Ti2 = Ti, a direct computation shows that Jr2 = J,_Z, and further that 
BIB2 = B,,, where B,, E .%‘E corresponds (M,M,, NrN,). So the bijective 
+ : WE, + XE with +( M, N) = B is an isomorphism. Since WE, is a group, 3” 
is also a group (see, for example, Fraleigh [5, Theorem 7.11). Because B E XE 
iff P’BP ~2’~ and PtBlB2P =(PtB,P)(PtB2P), the bijective 9: XE + X’s 
with ‘k(B) = Pt BP is an isomorphism. So we have proved the following result: 
THEOREM 3.8. Zf E is an idempotent matrix of rank r in N,, then G%‘~ is a 
group under matrix multiplication. Further, the map f: WE, + & with 
f( M, N) = \k(+(M, N)) is a group homorphism. 
Conversely, for any A E N,,, WA, is a group. Therefore, the map +: WA, + 
ZA is a group isomorphism, which implies that $” is a group and thus 
contains an idempotent matrix, the identity of XA. At last we have 
THEOREM 3.9. If A E N,, is of rank T, then the following statements are 
equivalent: 
(1) X* is a group under the matrix multiplication, 
(2) the map +: WA, + XA with +(M, N) = B is an isomorphism, 
(3) XA contains an idempotent matrix of rank r, 
(4) there exist positive numbers ml, m2,. . . ,m, and permutation matrices 
P,, Q1, and P such that 
PIAQ1= [ 
I JtJ 0 0 
0 0 00 
VI VJU 0 0 
   I 
and 
where U,V, q are the same as in Equations (3.6) and (3.7). 
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NOTE. (3) =L. (1) is a well-known result in the theory of semigroups (see 
Cliford and Preston [4, Theorem 2.161). Here we have got it and other results 
by using a simple elementary method. 
4. CONNECTIVE MATRICES 
Let A E Rmx”. Connect any two nonzero entries of A with a horizontal 
line if they are in the same row or with a vertical line if in the same column. 
Thus two nonzero entries a, j and up9 are connected in A if there is a 
sequence of pairs of indices 
(i,j)=(i,,j,),(i,,j,),...,(i,-,,j,-,),(i,,j,)=(p,q) 
such that ai,j, # 0 for T = 1,2,. . . , s and for any successive pair 
(i,, jr),(ir+i, j,,,) either i, = i,+i or j, = j,, i. The matrix A is called connec- 
tive if any two nonzero entries of A are connected in A. 
For any two nonzero entries a, j and apQ of A, we define a relation - such 
that 
‘ij - ‘pq iff a i j and a p4 are connected in A. 
Now the following lemma is obvious. 
LEMMA 4.1. The relation - is an equivalence relation on the set S, of all 
rwnmo entries of A. 
THEOREM 4.2. For any matrix A E Rmx”, there exist two permutation 
matrices P and Q such that 
PAQ = diag( A,, A,, . . . ,A,; 0), (4.1) 
where A,, A,, . . . , A, are connective submatrices of A and the ZYO matrix 0 
may not appear in some cases. 
Proof. Let S,/ - = {G,,G,,..., G, } be the quotient set of S, relative 
to the equivalence relation - . For each G, (t = 1,2,. . . , k) and the two sets of 
indices 
{ i,,i,,..., i,}= {i:aijEG,} 
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and 
{j,, j,,..., j,} = {j:aijEG,}, 
let A, be the u x v submatrix of A with respect to these u rows and these v 
columns. Then (4.1) follows directly from the fact that S, = G, U G, U . . . U 
G,andGinGj=O (i# j). n 
PROPOSITION 4.3. For any nonnegative matrix A we have: 
(i) d(A) = 1 iff d( At) = 1. In this case A is connective. 
(ii) d(A) = 2 iff d(At) = 2. In this case A, is connective iff A, has 
exactly one or no zero entry. 
Proof. (i) is immediate. 
(ii): If d(A) = 2, then d(A’) > 2 by (i). Suppose that d(At) > 2 and that 
the first three rows of A, are (a,,,~,,), (a,,,~,), and (aS1,aS2), then the 
linear system 
has a solution as 
allrl+ asirs + a31x3 = 0, 
u12x1 + u2222 + u32x3 = 0 
These three x’s should be all nonzero, and one of them, say x3, should have 
its sign different from the others’. Further we have 
which is contrary 
clear. 
THEOREM 4.4. 
connective. 
(a31 3 a32) = C1(a,,,a,,)+c2(a,,,a,)Y 
to Theorem 2.11. Therefore d(At)= 2. The rest of (ii) is 
n 
Zf 3 = d(At) < d(A) M 3 = d(A) < d(Af), then A, is 
Proof. If A, were not connective, then A, would have, by Theorem 4.2, 
a connective submatrix having two rows (columns) and more than two 
columns (rows), which is contrary to Proposition 4.3(ii). n 
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COROLLARY 4.5. Zf 4 = d(At) < d(A) or 4 = d(A) < d(At), then either 
A, is connective or A, is a direct sum of a 1 X 1 submatrix and a connective 
subm4ztrix. 
It is clear that multiplying a matrix by a monomial matrix does not change 
its connectivity. So the next proposition follows from Theorem 3.1. 
PROPOSITION 4.6. Let A, and AO* be two s X r submatrices of A E N,, 
lying in cone independent columns and rows. Then A, is connective if and 
only if AO* is connective. 
Now let A = [aij] E N,,. The set { mA: m > 0} is obviously a subset of &$, 
or equivalently, the set 
I,= {(mZ,,mZ,):m>O} 
is a subset of WA,. In addition, since for any positive numbers m and 1, 
(ml,, mZ,)-’ = (rn- ‘I m_lZ,) E I, and (mZ,, mZ,).(ZZ,, ZZ,) = (mll,, ma,) r, 
E I,, the set I, is also a subgroup of the group WA,. So it may happen that 
WA, = I,. And this is just the necessary and sufficient condition for .Y$ to be 
equal to the set { mA : m > 0}, by the following proposition. 
PROPOSITION 4.7. 2* = { mA : m > 0} if and only if WA, = 
{(mZ,,mZ,): m > 0} = I, for some cone indqwndent s x rsubm&ixA, ofA. 
Proof. We know, by Theorem 3.4, that 
2qA= {B:B'=A'M,B'=NA',(M,N)Ew,"} 
and the map $I: WA, + ZA with +( M, N) = B is one-to-one and onto. So it 
follows immediately that 2FA = { mA: m > 0} iff WA, = I,. n 
COROLLARY 4.8. Zf any cone independent s x r submutrir A, of the 
nonnegative matrix A has its group WA, = I,, then every cone independent 
s X r submatrix A, * of A has its group WA,, = I,. 
THEOREM 4.9. Let A, be an s X r cone independent submatrix of A E N,. 
By Proposition 2.10 and Theorem 4.2, we may assume, without loss of 
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generality, that 
A, = diag( A(‘), A@), . . . ,Ack)), 
where A(” (i = 1 2 , , . . . , k) are connective sulnnutrices of A,. Then 
(4.2) 
(M(‘), N(Q) E W,,,,) ci > o} ) (4.3) 
if for any i # j (16 i, j < k), there are 720 monomial matrices H,, Hi such that 
A(’ = H.&j’. 
I (4.4) 
Proof. For any (M, N) E WA”, we have positive numbers m,, . . . , m,, 
nl,. . . , n, such that 
A,$4 = NA,, (4.5) 
M = diag(m, ,..., m,) P = diag(M, ,..., Mk) P, (4.6) 
N=Qdiag(n, ,..., n,)=Qdiag(N, ,..., N,), (4.7) 
where P, Q are permutation matrices, and Mi ( Ni) are block diagonal matrices 
with the numbers of their columns (rows) equal to the numbers of the 
columns (rows) of A”‘, i = 1,. . . , k. By (4.2), (4.5)-(4.7), we have 
diag( A(‘)M, , . . . , Ack)M,) P = Qdiag( N,A(‘), . . . , NkAck)) (4.8) 
or 
diag( A(‘)M, , . . . , Ack)M,) = Q diag( N,A(‘), . . . , NkAck)) P-l. (4.9) 
We assert that the permutation Q( Pp ‘) does not exchange any row (column) 
belonging to Ni A”’ with any row (column) belonging to NjA(J’) if i # j. 
Suppose Q exchanges a row ri belonging to NiA(“) with a row belonging to 
N,.A(j) (i # j). Since N,A(‘) is connective, ri should have a nonzero entry 
belonging to a column I, of N,A”’ which has one nonzero entry not belonging 
to ri. Owing to (4.9), the permutation P-’ should exchange 1, with a column 
belonging to Nj A(j). And 1, should have a nonzero entry belonging to a row 
r, # ri, while r, has one nonzero entry P 1,. Owing to (4.9) again, Q should 
exchange rz with a row belonging to Nj A (j). Then P-’ should exchange I, with 
a column belonging to NjA(j), and so on. Therefore, Q (P- ‘) must exchange 
all the rows (columns) belonging to NiA(“) with all the rows (columns) 
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belonging to N,.A(J’). Hence Equation (4.9) implies that 
A(“)M, = QjNjA’j’pi-l, 
where Pi and Qj are some permutations. Let Hi = Mi Pi, Hj = QjNj; then Hi 
and Hi are monomial satisfying (4.4), which is impossible. 
Now we can write (4.8) as 
diag( c,A(l)M(‘), . . . , c,A(~‘M(~)) = diag( c,N(l)A@), . . . ,c,N(~)A(~)), 
where ci are arbitrary positive numbers and MC”), Nci) are monomial matrices 
satisfying 
A(i)M(“) = N(i)A(i), i=l >..a, k. 
COROLLARY 4.10. Zf the matrix A,, satisfies the conditions 
4.9, but (4.4) holds for some i # j, then 
W,,,=G,uG,, 
where G, is as in (4.2) and G, contains all possible elements as 
/- 
cl MC’) 
\- 
I- 
fl T1 N(l) 
0 
cH;’ 
0 
cHi 
0 
ck MC’ 
cHj 
:I 
\ 
J 
cH; ’ 0 
ckNck) 
n 
of Theorem 
SEMIGROUP OF NONNEGATIVE MATRICES 109 
COROLLARY 4.11. Zf A, is not connective, then WA, # I,. 
By Theorem 4.9 and Corollary 4.10, the group of A,, can be made up from 
the groups of its connective submatrices. So we may confine ourselves to the 
groups of connective matrices. 
THEOREM 4.12. Zf A, is connective and all its nonzero entries are the 
same, then 
WA,= {(M,N)=m(Q,P):m>O}, 
where Q and P are permutation matrices satisfying 
A,Q = PA,. (4.10) 
Proof. Let M=Qdiag(m, ,..., m,), N=diag(n, ,..., ns)P, and S= A,Q 
= [sij]. Then A,M = NA, implies 
Sdiag(m, ,.,., m,)=diag(n, ,..., n,)PSQt. (4.11) 
Hence PSQt = S, and then 
[mjsij]= [nisij], l=si<s, l<jGr, 
or 
[mjeij]= [n,eij], l<i<s, l<j<r, (4.12) 
where 
i 
1 if sij#O, 
eii= 0 if sij=~. 
Since the matrix E = [eij] is connective, (4.12) implies 
ml=-. . = m, = nl =. . . = n, = ma n 
THEOREM 4.13. Zf A, satisfies the conditions of Theorem 4.12, then 
.%$ # { mA : m > 0} iff neither of the matrices P and Q satisfying (4.10) is the 
identity. 
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Proof If one of the matrices Q and P in (4.10) is not the identity, then 
the other is not either, because A, is row and column cone independent. In 
the case WA, # I,, or, by Proposition 4.7, .%$ # { mA : m > O}. n 
THEOREM 4.14. Suppose’d(A) = 2 and A, is connective. Then we have: 
(i) Every element (M, N) E WA, satisfies 
M=mP, N=mQ, 
where m > 0; Q and P are permutation matrices. 
(4 WA, # Z, iff 
AO=[; ;] Bo, uzv. 
Proof. If (M, N) is any element in WAa, then we have 
and 
M = Qdiag(m,, m,), 
N=diag(n,,n,)P, 
Sdiag(m,,m2)=diag(N,,N2)PSQt, (4.13) 
where mi, ni > 0, P, Q are permutation matrices, and S = A,Q is connective. 
We have three cases: 
(a) P = Q = I,. In this case (4.13) implies 
m,=m,=n,=n,=m, (4.14) 
which means M, N E I,. 
(b) P or Q is I,, but the other is not. In this case (4.13) gives 
which contradicts the fact that d(S) = d(A,) = 2. So case (b) is impossible. 
(c) P=Q=[: A]. If A, has only one zero entry, then (4.13) can not 
hold. If A, is positive, so is S. In this case (4.13) still implies (4.14), and thus 
M=N= ’ m PI,. 
[ 1 m 0 
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If we denote A, = [aij], then A,M = NA, becomes 
from which we get 
a11 = a22 = u > 0 and aI2 = a21 = v > 0. n 
The author is thankful to Professor George P. Barker for making many 
suggestions and comments during the whole work. 
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