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The non-linear electrohydrodynamic RTI in presence of electric ﬁeld bounded above by porous layer and
below by a rigid surface, have been studied based on electrohydrodynamic approximations in the effect
similar to the Stokes and lubrication approximations. The non-linear problem is studied numerically in the
present paper using the Adams–Bashforth predictor and Adams–Moulton corrector numerical techniques. In
the conclusion, the non-linear problem discussed here is quite different from that of Babchin et al. (1983) [10]
considering the plane Couette ﬂow. The present problem is greatly inﬂuenced by the slip velocity at the
interface between porous layer and thin ﬁlm. It is not amenable to analytical treatment as that of Babchin
et al. [10]. Therefore, numerical solutions have to be found. Fourth-order accurate central differences are used
for spatial discretization using predictor and corrector numerical technique.
& 2011 Elsevier Ltd. All rights reserved.1. Introduction
The phenomenon of instability of the interface between a
heavy ﬂuids supported by a lighter ﬂuid known as the Rayleigh–
Taylor instability (RTI) has been studied extensively starting from
Rayleigh [1] and Taylor [2]. A detailed account of RTI is given by
Chandrasekhar [3]. This problem has attracted considerable
interest (see Refs. Sharp [4] and Mikaelian [5]) over the years
because of its natural occurrence and of its importance in science,
engineering and technology. It plays an important role in the
areas of inertial conﬁnement fusion; astrophysics and geophysics
(see Refs. Bernstein and Book [6], Rudraiah [7]).
Although copious literature is available on linear RTI, the work on
non-linear RTI is very sparse. McCrory et al. [8] have given the
simulations of the RTI of ablatively accelerated thin-shell fusion
targets and showed that the non-linear evolution exhibits spike
amplitude saturation. A simple model is derived heuristically for
the non-linear evolution of the RTI by Baker and Freeman [9]. Babchin
et al. [10] have studied the non-linear saturation of RTI in thin ﬁlms.
They have found that the combined action of ﬂow shear and surface
tension is the essence of the saturation mechanism. Shivamoggi [11]
has used the method of strained co-ordinates in investigating the
non-linear RTI problem. After incorporating the corrections pointed
out by Malik and Singh [12] he obtained a revised expression for the
non-linear cut-off wave number, which separates the region ofll rights reserved.
raiah),stability from that of instability. Mohamed and Shehawey [13] have
investigated non-linear electrohydrodynamic RTI in the absence of
surface charges and a charge-free surface separating two semi-inﬁnite
dielectric ﬂuids inﬂuenced by a normal electric ﬁeld subjected to non-
linear deformations. Allah and Yahia [14] have studied the non-linear
RTI in the presence of magnetic ﬁeld and also mass and heat transfer
using the simpliﬁed formulation. Later, Varma and Shukla [15]
have studied the linear and non-linear properties of Rayleigh–
Taylor modes.
Rudraiah et al. [16] have studied the linear and non-linear RTI in a
viscous ﬂuid layer bounded below by a rigid surface and above by a
porous layer based on the approximations in effect, which are similar
to lubrication and Stokes approximations. The linear problem has
been studied analytically, while the non-linear problem is studied
numerically. They have shown that the stability curve can be
controlled by the porous-slip parameter. A weakly non-linear but
numerically tractable model has been developed for the ablative RTI
with a ﬁnite bandwidth by Ikegawa and Nishihara [17].
Nevertheless, much attention has not been given in the literature
on the study of non-linear RTI in a poorly conducting ﬂuid bounded
above by a porous layer and below by a rigid surface in the presence
of electric ﬁeld in spite of its importance in varied problems.
Therefore, in this paper we have investigated non-linear RTI in a
composite ﬂuid–porous layer. The evolution of the interface is
analyzed numerically by employing the fourth-order Adams–
Bashforth predictor and Adams–Moulton corrector methods. The
control of instability of the interface is analyzed in detail.
To achieve this objective, this paper is planned as follows. The
basic equations for poorly conducting ﬂuid in the presence of an
electric ﬁeld called EHD equations are given in Section 2 with
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relation of RTI in EHD denoted by ERTI in the presence of electric
ﬁeld in ﬂuid layer bounded above by a porous layer is derived in
Section 3. The importance of maintaining an electric potential
either parallel to or opposing the direction of gravity in the
control of ERTI growth rate is discussed in this section. The
important conclusions are drawn in the ﬁnal section.2. Mathematical formulation
The physical conﬁguration is same as the one considered in Fig. 1.
It consists of a thin target shell in the form of a thin ﬁlm of
unperturbed thickness h (region 1) ﬁlled with an incompressible,
viscous, poorly electrically conducting light ﬂuid of density rf
bounded below by a rigid surface at y¼0 and above by an
incompressible, viscous poorly (Fig. 1) conducting heavy ﬂuid of
density rp saturating a dense porous layer of large extent compared
to the shell thickness h. Also, the electrodes are embedded at the rigid
surface y¼0 as well as at the interface y¼h and there by an electric
ﬁeld is generated in ﬂuid–porous medium composite system. The
ﬂuid in the thin ﬁlm is set in motion by acceleration normal to the
interface whereas in the porous layer it is assumed to be static and
small perturbations are ampliﬁed when acceleration is directed from
the lighter ﬂuid in the thin ﬁlm to the heavier ﬂuid in the porous
layer. The instability at the interface in the presence of electric ﬁeld is
known as the electrohydrodynamic Rayleigh–Taylor instability (ERTI).
To investigate this ERTI, we consider a rectangular coordinate system
(x, y) with the x-axis parallel to the ﬁlm and the y-axis normal to it.
The interface between the porous layer and thin ﬁlm (ﬂuid) is
described by Z(x, t).
Following are the basic equations for ﬁlm-porous layer com-
posite system:
The conservation of mass:
rU q!¼ 0: ð2:1Þ
The conservation of momentum:
@ q
!
@t
þð q!UrÞ q!¼rpþmr2 q!þre E
!
: ð2:2Þ
The conservation of electric charges:
@re
@t
þð q!UrÞreþrU J
!¼ 0: ð2:3Þ
Maxwell’s equations:
rU E!¼ re
ee
ð2:4aÞFig. 1. Physical conﬁguration.r  E!¼ 0 or E!¼rj ð2:4bÞ
J
!¼ s E! ð2:4cÞ
s¼ s0½1þahðCC0Þ ð2:4dÞ
where, q
!¼ ðu,vÞ is the ﬂuid velocity, E! the electric ﬁeld, J! the
current density, s the electrical conductivity, re the density of
charges, ee the dielectric constant, f the electric potential, p the
pressure, C the concentration, s0 the electrical conductivity at the
reference concentration C0, ah is the volumetric expansion coefﬁ-
cient of s, m the ﬂuid viscosity and r the ﬂuid density.
In view of Eq. (2.4b), E
!
can be expressed as
E
!¼rf ð2:5Þ
where f is the electric potential.
The electrical conductivity s varies with concentration C as in
Eq. (2.4d). Then assuming negligible advection of concentration, we
have
d2C
dy2
¼ 0 ð2:6Þ
with
C ¼ C0 at y¼ 0, ð2:7aÞ
C ¼ C1 at y¼ h: ð2:7bÞ
Solving Eq. (2.6) using the given conditions and substituting this
solution in Eq. (2.4d), we get
s¼ s0½1þay  s0eay ð2:8Þ
where a¼ ahDC=h and DC ¼ C1C0. We assume the frequency of
charge distribution is smaller than the corresponding relaxation
frequency of the electric ﬁeld, and hence the time derivative of re
is negligible compared to rðsEÞ in Eq. (2.3). From this, we get
@2f
@x2
þ @
2f
@y2
þa @f
@y
¼ 0: ð2:9Þ
The above equation has to be solved subject to the boundary
conditions
f¼ v0
x
h
at y¼ 0 ð2:10aÞ
f¼ v0
ðxx0Þ
h
at y¼ h ð2:10bÞ
where v0 is the applied electric potential. These conditions arise
due to embedded electrodes at y¼0 and y¼h and permits a linear
variation of f with x.
In solving Eqs. (2.1)–(2.4), following Rudraiah et al. [18], we
make use of the following electrohydrodynamic approximations:(i) The electrical conductivity of the liquid, s, is negligibly small,
that is s51.(ii) The ﬁlm thickness h is much smaller than the thickness H of
the dense ﬂuid above the ﬁlm. That is
h5H(iii) The surface elevation Z is assumed to be small compared to
ﬁlm thickness h. That is
Z5h(iv) The Strauhal number S, a measure of the local acceleration to
inertial acceleration in Eq. (2.2), is negligibly small. That is
S¼ L
TU
51
Fig. 2
botto
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viscosity, L¼
ﬃﬃﬃﬃﬃﬃﬃﬃ
g=d
p
the characteristic length and T ¼ mg=h3d2
the characteristic time.These approximations are usually called the Stokes and lubri-
cation approximations, which help to neglect many terms, parti-
cularly the induced magnetic ﬁeld and the non-linear terms in the
basic equations. We also assume that the heavy ﬂuid in the
porous layer is almost static because of heavy creeping ﬂow
approximation in a densely packed porous medium, which is
needed to use the Saffman [19] slip condition.
Let us non-dimensionalize the equations using
x ¼ x
h
, y ¼ y
h
, u ¼ u
dh2=mf
, v ¼ v
dh2=mf
,
p ¼ p
dh
, re ¼
reh2
eev0
, E ¼ Eh
v0
ð2:11Þ
become (after neglecting the asterisks for simplicity)
0¼ @u
@x
þ @v
@y
ð2:12Þ0
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m).0¼ @p
@x
þ @
2u
@y2
þWereEx ð2:13Þ
0¼ @p
@y
þWereEy ð2:14Þ
where
We¼ eev20=h3d is the electric number:
Substituting Eq. (2.10) in Eq. (2.9) and in the boundary conditions
(2.10), we obtain
@2f
@y2
þa @f
@y
¼ 0 ð2:15Þ
with boundary conditions
f¼ x at y¼ 0, ð2:16Þ
f¼ xx0 at y¼ 1: ð2:17Þ
The solution of Eq. (2.14), using the above boundary condi-
tions, is
f¼ x x0
1ea ð1e
ayÞ: ð2:18Þance (X)
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re ¼
x0a2
1ea e
ay ð2:19Þ
and hence
reEx ¼re
@f
@x
¼ a
2x0e
ay
ð1eaÞ : ð2:20ÞElectric param
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To ﬁnd the dispersion relation, ﬁrst we have to ﬁnd the
velocity distribution from Eq. (2.13) using the following boundary
and surface conditions:(i)eter 
istanc
istanc
istanc
istanc
1 witThe no-slip condition at the rigid surface:
u¼ 0 at y¼ 0 ð3:1Þ(We) variations
e (X)
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N. Rudraiah et al. / International Journal of Non-Linear Mechanics 46 (2011) 1009–1016 1013(ii) The Saffman [19] slip condition:
@u
@y
¼apspu at y¼ 1 ð3:2Þ(iii) The kinematic condition:
v¼ @Z
@t
þu @Z
@x
at y¼ 1 ð3:3Þ0
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where B¼ dh2=g is the Bond number, sp ¼ h=
ﬃﬃﬃ
k
p
is the porous
parameter and Z¼ Zðx,y,tÞ is the elevation of the interface. It
may be noted here that the kinematic condition given by
Eq. (3.3) is non-linear.e (X)
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u¼ Py
2
2
Wea3eayþa1yþa2 ð3:5Þ
where
a1 ¼P
bþ2
2ðbþ1Þ
 
þWea4
a2 ¼
Wea0
a2
a3 ¼
x0
1ea
a4 ¼
bð1aÞeab
ðbþ1Þ a3
b¼ apsp
P¼ @p
@x
:
After integrating Eq. (2.12) with respect to y between y¼0 and
1 and using Eq. (3.5), we get
vð1Þ ¼ v1 ¼
Z 1
0
@u
@x
dy¼ 4þb
12ð1þbÞ
 
@2p
@x2
: ð3:6Þ
Then Eq. (3.3), using Eqs. (3.6) and (3.4), becomes
@Z
@t
þ 1
2ð1þbÞ ð17WeÞ
@Z
@x
þ 1
B
@3Z
@x3
" #
@Z
@x
þWeðx0a4Þ
¼ 4þb
12ð1þbÞ
 
ð17WeÞ @
2Z
@x2
þ 1
B
@4Z
@x4
" #
: ð3:7Þ
Let us analyze the interface evolution by this equation.
The process described here is quite different from a process in
which the ﬁlm is bounded by a ﬂuid with moving boundaries,
instead of porous layer, discussed by Babchin et al. [10]. There-
fore, we use Eq. (3.7) to study the non-linear interface evolution.
Eq. (3.7) is not amenable to analytical treatment and hence we
solve it numerically using 4th order central differences in space
and time as explained below. For time-integration of Eq. (3.7), the
Adams–Bashforth predictor and Adams–Moulton corrector steps
of fourth order are used, as described by Chapra and Canale [20].
Spatial derivatives are described by the following central differ-
ence formulae of fourth-order accuracy:
@Z
@x
-
1
12Dx
Zði2Þ8Zði1Þþ8Zðiþ1ÞZðiþ2Þ  ð3:8Þ
@2Z
@u2
-
1
12Dx2
Zði2Þþ16ði1Þ30ZðiÞþ16Zðiþ1Þ
Zðiþ2Þ ð3:9Þ
@3Z
@x3
-
1
8Dx3
Zði3Þ8Zði2Þþ13Zði1Þ13ðiþ1Þþ8Zðiþ2Þ
Zðiþ3Þ ð3:10Þ
@4Z
@x4
-
1
6Dx4
Zði3Þþ12Zði2Þ39Zði1Þþ56ZðiÞ
39Zðiþ1Þþ12Zðiþ2ÞZðiþ3Þ: ð3:11Þ
Here Zði2Þ stands for the value of Z at the position x2Dx. The
integer i indicates the ith grid point.
The initial condition used in the numerical integration is a
sine-wave with wave number ‘ and is of the form
Zðx,0Þ ¼ Z0 sinð‘xÞ 0oxr
p
2
‘
 
: ð3:12Þ
Here the amplitude Z0 is assumed to be small. In our numerical
computation we use Z0¼104 in non-dimensional form and periodic
boundary conditions have been applied in the x-direction.4. Results and discussion
The non-linear electrohydrodynamic RTI (ERTI) in a ﬂuid layer
bounded above by a porous layer and below by rigid surface is
investigated. This equation is solved numerically using fourth-
order differences in space and time and the results are depicted in
Figs. 2–7.
In Figs. 2–4, we discuss the spatial structure of growth rate of
the interface in terms of
nNLnNL,max ¼
1
Z
@Z
@t
 1
Zmax
@Zmax
@t
at an early stage (initial line) before instability occurs for wave
number ‘¼ 0:75 and other parameters deﬁned earlier. In Figs. 2–4
six waves are contained in the interval the case of small wave
numbers. The peaks reﬂect the position of the wave modes.
Figs. 5 and 6 represent whether the full numerical solutions
deviate from a simple harmonic behaviour of Z, namely
Z¼ Z0 sinð‘xÞ for ‘¼ 0:75, where only part of the wave is shown.
Fig. 5(a)–(c) shows that the spatial structures of the interface
for t40 and Fig. 2(a)–(c) describes the interface at t¼0. Initial
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notice that the symmetry is lost, since the maximum moves
farther from one of the zeros and closer to the other one.
However, this process of steepening of the forward faces of the
proﬁle does not result in the breakup of the interface, because of
the effects of surface tension, slip and electric parameter. Initially
these parameters may have negligible effects, but as times
progresses those parameters play an important role in the
stabilization. In Fig. 5(a)–(c) only one part of the wave is shown
as we move from top to bottom and clearly notice that the
symmetry can obtained with the effect of slip due to porous layer
and hence reduced the growth rate of RTI at the interface
considerably for t40.0 10 20
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Fig. 6.From Fig. 6(a)–(d) it is clear that the interface proﬁle is
symmetric in the interval 0rxr16p for initial time t¼0. As we
move from Fig. 5(a)–(d) (top to bottom), we observe that the
symmetry can be recovered for increasing the electric parameter,
We. Therefore, the effect of electric ﬁeld is to reduce the
asymmetry of the system and hence the system makes the stable.
Also, Fig. 4(a)–(d) represents that the interface is symmetric in
the interval 0rxr16p for t¼0. For t40, initially symmetry can
be lost as shown in Fig. 7(a) and with increase in the Bond
number the symmetry can be recovered and the results are
depicted in Fig. 7(b)–(d). Hence for suitable choice of the Bond
number values the symmetry can be maintained at the interface
and hence reduce the growth rate of RTI at the interface.0 10 20
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N. Rudraiah et al. / International Journal of Non-Linear Mechanics 46 (2011) 1009–10161016It may also be noted that the full numerical solution for all
cases is not possible because of the limitation of the numerical
scheme. In this problem computation of the inﬂuence for different
values of We (¼0.25–1). Also similar behaviour happens when
b is very large. In addition to this full numerical solution becomes
unstable for such cases.Acknowledgement
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