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Electrostatic structures have been observed in many regions of space plasmas, including the solar wind, the
magnetosphere, the auroral acceleration region. One possible theoretical description of some of these struc-
tures is the concept of Bernstein-Greene-Kruskal (BGK) modes, which are exact nonlinear steady-state solu-
tions of the Vlasov-Poisson system of equations in collisionless kinetic theory. We generalize exact solutions of
two-dimensional BGK modes in a magnetized plasma with finite magnetic field strength [Ng, Bhattacharjee,
and Skiff, Phys. Plasmas 13, 055903 (2006)] to cases with azimuthal magnetic fields so that these structures
carry electric current as well as steady electric and magnetic fields. Such nonlinear solutions now satisfy
exactly the Vlasov-Poisson-Ampe`re system of equations. Explicit examples with either positive or negative
electric potential structure are provided.
PACS numbers: 52.35.Sb, 52.25.Dg, 52.35.Mw, 52.25.Xz
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I. INTRODUCTION
High temperature plasmas relevant to fusion exper-
iments, space and astrophysics can be considered as
collisionless due to small collision frequency.1 Conse-
quently, particle distributions in a collisionless plasma
often deviate from Maxwellian.2–4 Studies of the col-
lisionless Vlasov equation have produced many impor-
tant insights in kinetic theory, e.g., Landau damping of
linear plasma waves,5–8 and the existence of exact self-
consistent steady-state nonlinear solutions of the Vlasov-
Poisson equations known as Bernstein-Greene-Kruskal
(BGK) modes in one dimension (1D),9 i.e., planer struc-
tures. A large number of papers have been written on the
subject of BGK modes (too many to be cited here but
please refer to an interesting recent review10), but the
vast majority of these works were still within the original
1D framework.
The method of constructing a 1D BGK mode is
straightforward, either by specifying the form of the dis-
tribution first or the electric potential first, as found
in some plasma physics textbooks.11–13 However, there
has also been considerable interest in BGK modes in
higher dimensions, i.e., 2D (long tube structures) or 3D
(structures localized in all three dimensions). This is
mainly due to the fact that 3D features of solitary wave
structures in space-based observations that cannot be ex-
plained by 1D BGK modes.14–17 For example, Ref. 14
shows that electrostatic solitary waves observed in the
auroral ionosphere have electric field components perpen-
dicular to the background magnetic field with compara-
ble magnitude to the parallel component. This is incon-
sistent with a 1D BGK-like potential, which only has
a)cng2@alaska.edu; https://sites.google.com/a/alaska.edu/chungsangng
the parallel component, but consistent with the struc-
ture of a single-humped solitary potential that travels
past the spacecraft along the magnetic field. Also, there
are results from numerical simulations suggesting higher
dimensional BGK modes.18–20
One kind of approximate 3D BGK modes has been
constructed under the assumption of an infinitely strong
background magnetic field.21–23 The strong field assump-
tion constrains charged particles to move along magnetic
field lines, and thus effectively reduces the problem to
1D. To demonstrate in principle that higher dimensional
exact BGK modes can indeed exist, we have constructed
exact 3D BGK modes (in the geometry of a localized
spherically symmetric potential) by allowing the elec-
tron distribution function to depend on the angular mo-
mentum for an unmagnetized plasma.24 Another kind
of solutions that has greater relevance to space plasmas
with finite magnetic field has also been constructed un-
der the 2D geometry with cylindrical symmetry.25 Such
solutions satisfy exactly the Vlasov-Poisson-Ampe`re sys-
tem of equations with the distribution depending on both
the energy and the canonical angular momentum. Indeed
a Particle-in-Cell (PIC) simulation has found structures
similar to our 2D exact solution.26 To study the stability
of such 2D BGK modes, we have also performed 2D PIC
simulations,27 which show that they are indeed stable for
stronger magnetic field.
Electrostatic structures have long been observed exper-
imentally in both magnetized plasmas,28,29 trapped pure
electron plasmas,30 and in space-based observations of
solitary waves or phase space holes in the magnetosphere
and the solar wind.31–38 Early numerical simulations have
also shown that 1D BGK modes can be formed dynam-
ically via a two-stream instability or nonlinear Landau
damping and can be reasonably stable.39–47
Meanwhile, kinetic physics down to small electron
scales has increasingly been recognized to play a cen-
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2tral role in the fundamental process of magnetic re-
connection, which has been extensively studied in the
space physics, plasma physics, and astrophysics com-
munities for decades.48–61 One consequence of kinetic
physics during reconnection is the formation of small
kinetic scale structures, as seen by many kinetic simu-
lations of reconnection.62–71 While most kinetic simula-
tions are still in 2D due to high computing costs, larger
3D kinetic simulations using PIC method have been per-
formed in recent years and have found that some of these
structures having the geometric form of magnetic flux
ropes in 3D.72 Physically, such flux ropes are simply 3D
counterparts of plasmoids (or secondary islands) seen in
2D reconnection simulations, either kinetic,63 or even in
resistive magnetohydrodynamics (MHD).73,74
Besides observations of possible BGK modes men-
tioned above, there have been more observations of small-
scale kinetic structures in the magnetosphere in the last
few years,75–83 from spacecraft such as the Magneto-
spheric Multiscale (MMS) Mission.
Motivated by the formation of kinetic flux ropes seen
in 3D simulations, we have generalized the form of exact
2D BGK mode solutions further, now with the distribu-
tion function also depending on the z-component (along
the symmetric axis) of the canonical momentum. Such
more general solutions thus allow a parallel current den-
sity with associated azimuthal magnetic field. The result-
ing structures are then of the form of magnetic flux ropes,
due to kinetic physics, rather than MHD. We present the
analytic forms of such solution in Section II. Some so-
lutions will then be solved numerically in Section III to
show properties of solutions as examples. Discussions
and conclusion will be presented in Section IV.
II. CONSTRUCTION OF SOLUTIONS
We start the construction of BGK mode solutions by
requiring the s-charge species to satisfy the Vlasov Equa-
tion
∂fs
∂t
+ v · ∂fs
∂r
+
qs
ms
(E+ v×B) · ∂fs
∂v
= 0 , (1)
where s = e for electrons, and s = i for ions. Note that
qe = −e is a negative value for the electron charge, and
me is the mass of electron. In this paper, we continue to
follow the usual simplification of setting ions to be form-
ing a uniform background of positive ion charge density
n0e to maintain charge neutrality outside the localized
BGK mode structure.21 One situation this approxima-
tion is justified is when the electrons, imbedded with
the BGK structure, are drifting through a uniform back-
ground of ions with high enough relative velocity such
that ions cannot respond significantly due to the heavier
ion mass during the short transit time. This approxima-
tion is also valid in the limit of large ion to electron tem-
perature ratio, even without a large relative drift between
ions and electrons. While this assumption seems dras-
tic, it has been found that qualitatively similar solutions
still exist for a large range of ion to electron temperature
ratio,84 which will be the subject of a future publication.
By using the form of the Vlasov Equation in Eq. (1),
we have assumed a non-relativistic treatment. This is
because the numerical construction of BGK mode solu-
tions for the relativistic Vlasov Equation is much more
complicated. For BGK modes, we seek steady-state so-
lutions and thus we ignore the time derivative term. We
also seek self-consistent solutions so that the electric field
E and the magnetic field B in Eq. (1) are solved from the
Gauss Law ∇ · E = ρq/0 and the steady-state Ampe`re
Law ∇ × B = µ0J, with charge density ρq and current
density J calculated from integrating the moments of the
distribution function fe. Introducing electric potential
ψ and magnetic potential A such that E = −∇ψ and
B = ∇×A, the Gauss Law (Poisson equation) and the
Ampe`re Law become
∇2ψ = − e
ε0
[
n0 −
∫
dvfe
]
, (2)
∇×∇×A = −eµ0
∫
dvfev , (3)
where we have ignored possible current density due to
the background ions, assuming the drift velocity between
electrons and ions is much smaller than the electron ther-
mal velocity.
Since we are looking for 2D cylindrically symmetric
solutions, it is convenient to use cylindrical coordinates,
with the z-axis being the symmetric axis. Therefore, only
the radial coordinate ρ enters into the spatial dependence
of all physical quantities. The steady-state Vlasov Equa-
tion can then be written explicitly as
vρ
∂fe
∂ρ
+
{
e
me
[
dψ
dρ
− vφ
ρ
d(ρAφ)
dρ
− vz dAz
dρ
]
+
v2φ
ρ
}
∂fe
∂vρ
−
[
vρvφ
ρ
− evρ
me
d(ρAφ)
ρdρ
]
∂fe
∂vφ
+
evρ
me
dAz
dρ
∂fe
∂vz
= 0 , (4)
with A = Aφφˆ+Az zˆ and v = vρρˆ+vφφˆ+vz zˆ. Before we
continue the construction of solutions for this equation,
we introduce the following units to normalize physical
quantities to shorten expressions in analysis, as well as
in numerical codes. We will measure velocity v in the
unit of electron thermal velocity ve of the background
(far away from the electrostatic structure) Maxwellian
electrons, spatial vector r in the unit of the Debye length
λ = ve/ωpe = (ve/e)
√
ε0me/n0 (with ωpe being the elec-
tron plasma frequency), electric potential ψ in the unit
of n0eλ
2/ε0, electron distribution function fe in the unit
of n0/v
3
e , and magnetic field B in the unit of n0eλ/ε0ve,
with units of other quantities derived from combinations
of these units. Note that a magnetic field with a field
strength of unity (B = 1) in this unit indicates a case
where the electron cyclotron frequency equal to ωpe. The
Vlasov equation in these units is simply given by Eq. (4)
without the need of writing out the e/me factors.
3For the 2D case with cylindrical symmetry, the steady-
state Vlasov equation can be solved by a fe that de-
pends only on conserved quantities. Therefore, we seek
solutions of the general form of fe = f(w, l, p), where
w = v2/2 − ψ = (v2ρ + v2φ + v2z)/2 − ψ is the normal-
ized total (kinetic plus electrostatic) energy of a particle,
l = 2ρ(vφ−Aφ) is two times the z-component of the nor-
malized canonical angular momentum, and p = vz − Az
is the z-component of the normalized canonical momen-
tum. Note that solutions in Ref. 25 is for the special case
without the p dependence. This generalization turns out
to be non-trivial since the p dependence will generally
induce a current along the z-axis which in turn produces
an azimuthal magnetic field and thus the flux rope struc-
ture. So this should be the more general case in physical
situations. To complete the solution, fe of this form must
also satisfies self-consistently the Gauss Law (2) and the
Ampe`re Law (3), which can be written explicitly as
1
ρ
d
dρ
(
ρ
dψ
dρ
)
=
∫
d3vf(w, l, p)− 1 , (5)
d
dρ
[
1
ρ
d
dρ
(ρAφ)
]
= β2e
∫
d3vf(w, l, p)vφ , (6)
1
ρ
d
dρ
(
ρ
dAz
dρ
)
= β2e
∫
d3vf(w, l, p)vz , (7)
where β2e = v
2
e/c
2 is the square of the ratio of the electron
thermal velocity to the speed of light. These three equa-
tions are much more complicated than simply three cou-
pled ordinary differential equations, as their forms seem
to suggest. This is due to the fact that f is an unknown
function that depends on ψ, Aφ, and Az. Therefore this
is a set of three coupled nonlinear integral-differential
equations, with the possibility of having many non-trivial
solutions. The fact that we are using a non-relativistic
treatment might suggest simply setting β2e = 0, so that
Eqs. (6) and (7) imply special solutions of Aφ = Bz0ρ/2,
Az = constant, or simply a uniform magnetic field along
the z-direction with a field strength of Bz0. This limit is
essentially considering the electrostatic effect only, which
is indeed the dominant effect. However, for solutions
having flux rope structures, we require the self-generated
non-uniform magnetic field. Therefore we will consider a
large enough β2e but still within the validity of the non-
relativistic treatment.
Due to the (maybe infinitely) large number of accept-
able forms of the function f , we will first show the exis-
tent of solutions by limiting it to a form of
f(w, l, p) = (2pi)−3/2e−w
(
1− he−kl2−ξp2
)
, (8)
where −∞ < h < 0 or 0 < h < 1, k > 0, ξ > 0 are
constant parameters. The case of h = 0 is excluded ex-
plicitly due to the non-existence of localized solutions as
proved in Ref. 24. This form with the specified ranges of
parameters is chosen to ensure ∞ > f ≥ 0 for any ρ and
v values, since physically it is a distribution function, and
that f tends to a Maxwellian (with the already specified
thermal velocity) as ρ → ∞ (assuming ψ → 0, and the
magnetic field tends to a uniform field, in the same limit)
so that the solution represents a localized structure in the
transverse directions. Moreover, this form of f would al-
low the integration of its moments easier, and resulting
in analytic expressions in the right-hand-sides of Eqs. (5)
to (7). While this is one of many possible forms, it al-
ready have three parameters that allows solutions to have
a large range of properties that require an extensive scan
of the parameter space to fully explore. Obvious general-
izations of this form include adding terms with different
h, k, and ξ, or adding terms with more general depen-
dence in l or p in the exponential function. However, due
to the nonlinear nature of this set of equations, it is un-
likely to expand f with a complete set of functions. We
will therefore only consider the form given by Eq. (8) in
the rest of this paper.
Once we have specified the form of f using Eq. (8),
we can then evaluate its moments to be used in Eqs. (5)
to (7). The zeroth order moment gives the normalized
electron density ne =
∫
d3vf(w, l, p), with an analytic
expression after integration
ne = e
ψ
1− h exp
(
− 4kA
2
φρ
2
1+8kρ2 − ξA
2
z
1+2ξ
)
√
(1 + 8kρ2) (1 + 2ξ)
 , (9)
which can be substituted as the first term on the right-
hand-side of Eq. (5). Note that ne is always positive with
the restrictions on parameters mentioned above. Also,
ne → 1 as ρ → ∞, indicating a localized structure as
required. The expression in Eq. (9) gives further restric-
tions for the existence of a localized ψ,
1 ≷ eψ(0)
[
1− h√
1 + 2ξ
exp
(
−ξA
2
z(0)
1 + 2ξ
)]
, (10)
with ψ(0) and Az(0) being ψ and Az at ρ = 0, for posi-
tive/negative h and ψ(0).
Similarly, the first order moments give the normal-
ized current density J = Jφφˆ + Jz zˆ, where Jφ =
− ∫ d3vf(w, l, p)vφ, and Jz = − ∫ d3vf(w, l, p)vz. The
normalized electron flow velocity is then given by v¯ =
−J/ne. In the same way, Jφ and Jz can be integrated
into analytic forms
Jφ =
8hkAφρ
2eψ
(1 + 8kρ2)
3/2√
1 + 2ξ
exp
(
− 4kA
2
φρ
2
1 + 8kρ2
− ξA
2
z
1 + 2ξ
)
,
Jz =
2hξAze
ψ√
1 + 8kρ2 (1 + 2ξ)
3/2
exp
(
− 4kA
2
φρ
2
1 + 8kρ2
− ξA
2
z
1 + 2ξ
)
,
which can then be substituted into Eqs. (6) and (7) re-
spectively. With these analytic integrations, the right-
hand-sides of Eqs. (5) to (7) become explicit functions of
ψ, Aφ, and Az such that they are a set of three coupled
nonlinear ordinary differential equations that can be inte-
grated numerically with a technique described in Refs. 24
and 25.
4The second or higher order moments are not required
in solving for solutions. However, for completeness and
possible comparison with either observation data or di-
rect simulations, we will calculate the second order mo-
ments in terms of the normalized electron pressure tensor
P =
∫
d3vf(w, l, p)(v− v¯)(v− v¯), which is in the unit of
n0kBTe0 with Te0 ≡ mev2e/kB and kB being the Boltz-
mann constant. Expressing P in cylindrical coordinates,
it is easy to show that Pρφ = Pφρ = Pρz = Pzρ = 0, and
Pρρ = ne. Other components are given by
Pφφ + nev¯
2
φ = e
ψ
{
1− h
[
1 + 8kρ2 +
(
8kAφρ
2
)2
(1 + 8kρ2)
5/2√
1 + 2ξ
]
exp
(
− 4kA
2
φρ
2
1 + 8kρ2
− ξA
2
z
1 + 2ξ
)}
,
Pzz + nev¯
2
z = e
ψ
{
1− h
[
1 + 2ξ + (2ξAz)
2
(1 + 2ξ)
5/2
√
1 + 8kρ2
]
exp
(
− 4kA
2
φρ
2
1 + 8kρ2
− ξA
2
z
1 + 2ξ
)}
,
Pφz + nev¯φv¯z = − 16hkξAφAzρ
2
(1 + 2ξ)
3/2
(1 + 8kρ2)
3/2
exp
(
ψ − 4kA
2
φρ
2
1 + 8kρ2
− ξA
2
z
1 + 2ξ
)
, (11)
with Pzφ = Pφz. Clearly as ρ→∞, Pρρ = Pφφ = Pzz →
1, with other components being zero. We can also de-
fine normalized parallel and perpendicular electron tem-
perature, in the unit of kBTe0, with Te‖ ≡ Pzz/ne, and
Te⊥ ≡ (Pρρ + Pφφ)/2ne. The total normalized electron
temperature is then Te ≡ (Te‖ + 2Te⊥)/3.
III. NUMERICAL EXAMPLES
In this section, we will present some numerical exam-
ples to show that solutions constructed by the method
described in Section II do exist. We have mentioned al-
ready that this group of solutions depend on a number
of parameters: h, k, ξ, and βe. Moreover, in addition
to the boundary condition of ψ → 0 as ρ → ∞ required
for a localized solution, two more free parameters are
needed for boundary conditions. In our method of inte-
gration, we specify Az(0) and Bz(0) = 2dAφ(0)/dρ on
the symmetric axis as those boundary values. Note that
Aφ(0), dψ(0)/dρ, and dAz(0)/dρ are zero by symmetry.
The value ψ(0) is determined numerically to satisfy the
condition for a localized solution as described in Refs. 24
and 25. Because of a large parameter space with these
six parameters, it is difficult to investigate how proper-
ties of solutions depend on these parameters, although
we have simulated a large number of cases with different
parameters to confirm that solutions do exist generally.
In this section however, we will present only two exam-
ples for brevity, to demonstrate explicitly the existence of
FIG. 1. (a) ψ, (b) ψ in semi-log scales, (c) dψ/dρ, (d) ρq as
functions of ρ, for a case with h = 0.99, k = 1 × 10−5, ξ = 1,
βe = 0.005, Az(0) = 1, and Bz(0) = 0.00293.
solutions, and to point out some of their properties. The
first example is for a positive electric potential ψ with
h > 0, while the other one is for a negative ψ with h < 0.
Fig. 1 shows plots of ψ, dψ/dρ, which is the negative
of the normalized radial electric field Eρ, and the nor-
malized charge density ρq as functions of the radial coor-
dinate ρ, for the first case with h = 0.99, k = 1 × 10−5,
ξ = 1, βe = 0.005, Az(0) = 1, and Bz(0) = 0.00293.
We have plotted over a range of ρ from 0 to 5000, in
the unit of λD, to show clearly the structures of the so-
lution well into the asymptotic regime where ψ → 0.
The length scale lψ over which ψ > 0.1ψ(0) is about
ρ < lψ ∼ 700, while the length scale lq over which
ρq > 0.1ρq(0) is about ρ < lq ∼ 100. This example shows
that the electrostatic structure and the region of charge
non-neutrality can be much greater than λD, although
there are also many other choices of parameters in which
length scales are of the order of λD. Another spatial unit
that can be used to measure such kinetic structures is
the electron inertia length de = c/ωpe = λD/βe. For this
case, we have de = 200λD so that the range of ρ is 0 to
25de in Fig. 1, and lψ ∼ 3.5de, lq ∼ 0.5de. Note that
lq  lψ is expected since the electric potential is due to
the charge non-neutrality through the Possion equation.
Fig. 1 (b) shows the plot of ψ again in semi-log scales
to show better the asymptotic behavior of ψ as ρ → ∞.
In fact, from Eq. (5) with Eq. (9), it can be shown that
ψ ∝ exp(−ρ)/√ρ in this limit. From Fig. 1 (d) we see
that ρq becomes negative outside the positive core with
a radius about lq. In fact the whole structure must be
charge neutral, as required by the asymptotic behavior
of the electric field which tends to zero exponentially at
large ρ. Fig. 1 (c) shows that the positive radial electric
5FIG. 2. (a) Aφ, (b) Az, (c) Bz, (d) Bφ as functions of ρ, for
the same case as Fig. 1.
field Eρ peaks around the edge of the core with positive
charge density around ρ ∼ lq, and tends to zero over a
wider tail of the order of lψ. For this case, the values of
ρq is very small, with a maximum about 10
−4. However,
such a small ρq can still produce a significant ψ since it is
non zero over a larger range of ρ. With such a small ρq,
the normalized electron density ne = 1− ρq is very close
to unity. Therefore we do not show a plot of ne here.
Fig. 2 shows plots of magnetic potential components
Aφ, Az and corresponding magnetic field components
Bz = [d(ρAφ)/dρ]/ρ, Bφ = −dAz/dρ for the same
case. Asymptotically as ρ → ∞, Aφ → B∞ρ/2 and
Az → −C1 ln ρ+C2 with B∞, C1 and C2 being constants,
so that Bz → B∞, and Bφ → C1/ρ, i.e., a uniform field
along the z-direction. We can see that the length scale
of the magnetic field structure is much larger than the
length scale of the electric structure lψ and charge non-
neutrality structure lq. This is expected since a plasma
has a tendency to neutralize charge separation and to
shield electric field, but does not neutralize current den-
sity and does not shield magnetic field produced by net
currents.
Fig. 3 (a) and (b) shows plots of the normalized cur-
rent density components Jφ and Jz, corresponding to the
magnetic field shown in Fig. 2 (c) and (d), through the
Ampe`re Law (6) and (7). As pointed out above, ne is
very close to unity for this case, so the normalized cur-
rent density J is essentially the negative of the normalized
electron flow velocity v¯. It is also easy to check that the
sign of J is consistent with the B profile. Since Jφ is pos-
itive and localized, it produces an increase of Bz on the
z-axis. Asymptotically Bz tends to a constant value B∞,
presumably given by the background magnetic field. At
the same time, a positive localized Jz produces a positive
FIG. 3. (a) Jφ, (b) Jz, (c) Te‖, (d) Te⊥ as functions of ρ, for
the same case as Fig. 1.
localized Bφ which tends to an asymptotic 1/ρ behavior
at large ρ, as consistent with a localized axial current.
For completeness, the normalized parallel and perpen-
dicular electron temperatures Te‖ and Te⊥ are plotted in
Fig. 3 (c) and (d). They are given by the calculations
of the components of the normalized electron pressure
tensor through Eqs. (11). We see that they deviate from
unity (background) over a region of a length scale close
to lψ. While the deviation is not large for this case, of
the order of 10%, it is large enough to be observable if
such solutions exist in real physical situations.
With ψ, Aφ, and Az solved from Eqs. (5), (6), and (7),
the corresponding normalized electron distribution fe can
be calculated through Eq. (8). For this symmetric solu-
tion, the phase space of fe is four-dimensional in vρ, vφ,
vz, and ρ. However, since the dependence on vρ is simply
a gaussian factor exp(−v2ρ/2), non-trivial behavior is in
the vφ, vz, and ρ space only. Due to the difficulty in plot-
ting fe in the full three-dimensional space, we will instead
plot a few 2D cross sections to illustrate some features of
the full structure. Fig. 4 (a) shows a color coded contour
plot for the cross section of ln fe on the plane of vz vs. vφ
at ρ = vρ = 0, while Fig. 4 (b) shows a similar plot but at
ρ = 400, where ψ has not decreased to a small level with
Bφ and Jφ near maximum. In these contour plots, we
employed a rainbow color coding scheme with the dark
violet end of the spectrum at the minimum value (lmin) of
ln fe over the plot area, and the red end of the spectrum
at the maximum value (lmax) of ln fe over the plot area ,
increasing over 30 contour levels with an increment of ∆l
at each level. For Fig. 4 (a), lmin = −9.34, lmax = −2.46,
and ∆l = 0.229, while lmin = −7.7, lmax = −2.68, and
∆l = 0.167 for Fig. 4 (b). We report these numbers here
instead of showing a color bar for each plot because such
6FIG. 4. Color coded contour plots for the cross section of
ln fe on the planes of (a) vz vs. vφ at ρ = vρ = 0, (b) vz vs.
vφ at ρ = 400, vρ = 0, (c) vz vs. ρ at vφ = vρ = 0, (d) vφ vs.
ρ at vz = vρ = 0, for the same case as Fig. 1.
bars would be difficult to read or taking up too much
space, while these numbers would allow the determina-
tion of the value of ln fe at any point if needed.
From these two plots, we see from the shift of the con-
tours with larger values that there is an electron flow
with a negative z-component both on the axis (ρ = 0),
and slightly off axis, and a negative φ-component off axis
but zero on the axis as required by symmetry. These
features are consistent with the plots of Jφ and Jz in
Fig. 3. We also see in Fig. 4 (b) an interesting feature
of a hole-like structure of electron depletion in the vφ-
vz space, indicating a strong distortion from an isotropic
distribution as in a Maxwellian. Fig. 4 (c) shows the
cross section on the plane of vz vs. ρ at vφ = vρ = 0,
with lmin = −8.61, lmax = −2.67, and ∆l = 0.198, while
Fig. 4 (d) shows the cross section on the plane of vφ vs.
ρ at vz = vρ = 0, with lmin = −7.35, lmax = −2.46, and
∆l = 0.163. Electron depletions are seen in these two
plots also, with a structure more localized in ρ shown in
Fig. 4 (c), while the structure extends to much large ρ
values. This is consistent with a narrower profile in Jz
but a more extended profile in Jφ shown in Fig. 3.
With the components of magnetic field Bz and Bφ
shown in Fig. 2 (c) and (d), it is clear that the mag-
netic field lines are having a helical structure as in a flux
rope. To illustrate this explicitly, Fig. 5 shows some mag-
netic field lines drawn in different colors, going through
y = z = 0, x = 0, 2.5, 5, 10, 20 de over a range of positive
z values. We use de as the spatial unit for this plot, in-
stead of λD as in previous plots, for clarity in the labels,
and to show that the helical flux rope structure has a spa-
tial scale of a few de. Since Bφ = 0 at ρ = 0 by symmetry,
FIG. 5. Five magnetic field lines drawn in different colors,
going through y = z = 0, x = 0, 2.5, 5, 10, 20 de, which is
200 λD, the unit of ρ in previous plots, for the same case as
Fig. 1.
the magnetic field on the z-axis is going straight along
the axis. Similarly, since Bz → B∞ while Bφ → C1/ρ
as ρ → ∞, the magnetic field lines also tend to uniform
field along the z-direction asymptotically. Therefore the
helical flux rope structure with larger Bφ is localized to
a range of ρ approximately between 1 de and 10 de.
For the second case, Figs. 6 to 9 show plots correspond-
ing to Figs. 1 to 4 for a case with h = −1, k = 1× 10−5,
ξ = 1, βe = 0.005, Az(0) = 1, and Bz(0) = 0.00293. We
see from these plots that many features for this case are
very similar to the first case except with opposite sign.
The spatial scales of structures are actually similar but
we plot in Figs. 6 to 9 using a range of ρ from 0 to 2000λD
instead of 5000λD as in Figs. 1 to 4 to show more clearly
features near the axis for comparison. Electric poten-
tial ψ and electric field Eρ, as well as charge density ρq,
shown in Fig. 6 are with signs negative to corresponding
quantities shown in Fig. 1, although not with exactly the
same magnitudes. Bz shown in Fig. 7 (c) still has pos-
itive sign by choice but is having a dip in value on and
near the ρ = 0 axis, opposite to an increase shown in
Fig. 2 (c). Bφ for this case shown in Fig. 7 (d) is now
pointing to the negative direction, opposite to the first
7FIG. 6. (a) ψ, (b) −ψ in semi-log scales, (c) dψ/dρ, (d) ρq
as functions of ρ, for a case with h = −1, k = 1×10−5, ξ = 1,
βe = 0.005, Az(0) = 1, and Bz(0) = 0.00293.
FIG. 7. (a) Aφ, (b) Az, (c) Bz, (d) Bφ as functions of ρ, for
the same case as Fig. 6.
case shown in in Fig. 2 (d).
These opposite features in the magnetic field is indeed
due to current density components Jφ and Jz having neg-
ative sign, as shown in Fig. 8 (a) and (b), opposite to cor-
responding plots shown in Fig. 3 (a) and (b) for the first
case. The normalized parallel and perpendicular electron
temperatures Te‖ and Te⊥ plotted in Fig. 8 (c) and (d)
are also having different profiles than those in Fig. 3 (c)
and (d), although not exactly opposite.
Cross section plots of ln fe for this case shown in Fig. 9
FIG. 8. (a) Jφ, (b) Jz, (c) Te‖, (d) Te⊥ as functions of ρ, for
the same case as Fig. 6.
are also very different from corresponding plots shown
in Fig. 4. We first list color code values to read these
plots: lmin = −7.1, lmax = −2.64, and ∆l = 0.148 for
Fig. 9 (a); lmin = −6.84, lmax = −2.61, and ∆l = 0.141
for Fig. 9 (b); lmin = −4.98, lmax = −2.65, and ∆l =
0.0777 for Fig. 9 (c); lmin = −6.84, lmax = −2.55, and
∆l = 0.143 for Fig. 9 (d). This case with h = −1 means
that now electrons are added to the Boltzmann distri-
bution, rather than taking away in the first case with
h = 0.99, as can be seen from the from of the distribu-
tion specified in Eq. (8). Therefore we see from Fig. 9
increases of electrons in regions corresponding to electron
depletions shown in Fig. 4. Similar to the discussion on
Fig. 4, the shift of the electron distribution seen in Fig. 9
is consistent with the sign of the current density plotted
in Fig. 8.
IV. DISCUSSION AND CONCLUSION
In this paper, we have presented a general theory in
constructing localized 2D BGK modes, which are ex-
act solutions of the Vlasov-Poisson-Ampe`re system of
equations, with electron distribution functions depending
on three conserved quantities: energy, canonical angular
momentum, and canonical momentum along the sym-
metric axis. These 2D solutions generally have a mag-
netic field in both the axial and azimuthal directions and
thus a structure in the form of a flux rope in the kinetic
scales. We emphasize that such flux rope solutions are
solved from the kinetic theory (Vlasov equation) and thus
are very different from flux rope solutions in MHD.
To show the existence of solutions based on this theory,
and to illustrate some general features in solutions, we
8FIG. 9. Color coded contour plots for the cross section of
ln fe on the planes of (a) vz vs. vφ at ρ = vρ = 0, (b) vz vs.
vφ at ρ = 400, vρ = 0, (c) vz vs. ρ at vφ = vρ = 0, (d) vφ vs.
ρ at vz = vρ = 0, for the same case as Fig. 6.
have presented two solutions found numerically based on
a special form of solution specified in Eq. (8). This form
of solutions depends on six parameters. The two exam-
ples are chosen with only one parameter being different:
h = 0.99 for the first case, which can be described physi-
cally as taking away electrons so that electron holes form
in the electron distribution, while h = −1 for the second
case, which has electrons added instead. While magnetic
flux rope structures exist in both cases, electric potential
and electric fields, as well as current density and mag-
netic field perturbations are having opposite signs, most
noticeably an increase of magnetic field on the axis for
the first case, but a decrease for the second case. Corre-
spondingly there is a decrease of the electron density ne
on the axis for the first case, but an increase for the sec-
ond case, although ne ≈ 1 with our choices of parameters
in our examples.
The second case with a negative potential ψ deserves
some more discussion. Such localized electrostatic struc-
ture of negative electric potential produced by electron
dynamics with a uniform ion background does not exist
in the conventional 1D BGK mode solution, since the ex-
istent of a self-consistent solution in that case depends on
having trapping electrons with a different form of distri-
bution from the Boltzmann distribution of passing elec-
trons. However, a localized negative electric potential
cannot trap electrons and thus all electrons are having
the same Boltzmann distribution which cannot support
a self-consistent negative potential structure. The fact
that a solution with a negative potential exists as a 2D
BGK mode is interesting in itself. Moreover, there is
an indication that a negative potential solution might be
easier to exist than a positive one in the sense that the
range of h for the positive case in our form of solutions
is 0 < h < 1, while it is −∞ < h < 0 for the negative
potential case. Physically it means that while there is
a limit in taking electrons away from a Boltzmann dis-
tribution since the most one can do is to decrease it to
zero, there is no limit in adding electrons in the negative
potential case.
We again emphasize that the two examples presented
in this paper are simply two choices of parameters out of
a large six-dimensional parameter space, and thus there
can be solutions with very different properties from these
two examples. Moreover, as have been pointed out above,
our form of the electron distribution in Eq. (8) can be
easily generalized to forms with many more parameters.
Due to the non-linear nature of such solutions, such gen-
eralizations most likely will produce different solutions.
Adding to the complication is the ion dynamics, which is
ignored in this paper with the assumption of a uniform
ion background. There is one more possible generaliza-
tion in extending the form of the electron distribution
from a smooth and analytic ones such as in Eq. (8) to pos-
sible discontinuous ones such as in 1D BGK mode theory
after taking into account of the possibility of trapping
electrons having a different distribution. The physics of
trapping (in transverse directions only) is ignored in this
paper but it can indeed be included in a more general
case.
With the possibility of the existent of 2D BGK mode
solutions over a very large parameter space, it is inter-
esting to see whether such solutions can be compared
with observations in space or experiments. However, this
also depends on the stability of such solutions, as well as
the existent of mechanisms that can generate such solu-
tions. In this paper, we have only considered the existent
of steady-state solutions, without considering whether
such solutions are stable and how such solutions can be
formed. While these are interesting and important top-
ics for further research, our solutions can also be used
to compare with large-scale numerical simulations using
either the Vlasov equation or PIC method, in which flux
ropes in kinetic scales have been observed.
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