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1. INTRODUCTION 
Let G be a finite group and k an algebraically closed field of characteristic 
p. In their paper [2], Benson and Parker describe two character tables which 
one may associate to the representations of G over k. Both of these are 
constructed by considering the Green ring A(G) of kG-modules, and one of 
them was considered by Green in [4] for the purpose of proving that A(G) is 
semisimple when G is a cyclic p-group. The virtue of the second character 
table is that it satisfies a set of orthogonality relations with respect to the 
first, and these are exactly analogous to the orthogonality relations for 
ordinary characters of G, or indeed for Brauer characters. The two character 
tables considered contain the tables of values of the Brauer characters on the 
projective modules and the simple modules as submatrices, so that the 
orthogonality relations they satisfy are a natural extension of the Brauer 
orthogonality relations. Certain coefficients arise in these orthogonality 
relations which are analogous to the centralizer orders in the ordinary or 
Brauer theory. Unlike the centralizer orders, these new coefftcients need not 
be rational integers, but they still satisfy certain arithmetical properties, for 
example, of divisibility. It is the purpose of this paper to elucidate these 
properties, and in the course of doing this the information we give allows the 
numbers to be computed rather easily. 
TO be more precise, we consider character tables given as follows. We let 
A(G) be the complex vector space with the isomorphism classes of indecom- 
posable kG-modules as a basis and with a product given on the basis 
elements by tensor product. To any module M we associate the linear 
combination of basis elements of A(G) corresponding to the decomposition 
of M into indecomposable modules, and we use M to denote this linear 
combination as well. Any non-zero C-algebra homomorphism ,4(G) --) C will 
be called a species of A(G) (these are called characters by Green [4]). We 
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need to work within the subspace of A(G) spanned by the indecomposable 
modules which have cyclic vertex. This is an ideal of A(G), since the tensor 
product of a cyclic vertex module with any other module again has cyclic 
vertex, and it is denoted A(G, CYC). By [5], and as observed in [2], 
A(G, CYC) is a finite-dimensional semisimple ring which is an ideal direct 
summand of A(G). We can therefore regard species of A(G) which do not 
vanish identically on A(G, CYC) as species of A(G, CYC) and vice versa, 
and we do this without further comment. We place a bilinear form ( , ) on 
A(G) defined on the basis elements by 
(M, N) = dim, hom,,(M, N). 
It is shown in [2] that there exists a set of elements A E A(G) which are 
dual to the basis elements with respect to the bilinear form. This means that 
if M and L are indecomposable, then (L, 4?Z) = 6,,. These dual elements 
may be constructed as follows: if M is indecomposable and non-projective, 
we let 0 -+ N + E + M -+ 0 be the Auslander-Reiten sequence terminating at 
M and put ii? = M f N - E. If M is indecomposable projective we put k = 
M-M e rad(kG). This statement of the existence and identification of dual 
elements can be regarded in itself as a statement about orthogonality 
relations, just as the usual Brauer orthogonality relations can be taken to be 
a statement involving duality with respect to the bilinear form induced by 
( , ) on the Grothendieck ring of kG-modules. Benson and Parker also 
express the relations in terms of the character tables. They form two square 
tables with columns indexed by the species of A(G, CYC) and with rows 
indexed by the indecomposable kG-modules with cyclic vertex. The number 
of these rows and columns will be n = dime A(G, CYC). If 4 and M are such 
a species and module then the corresponding entry of the representation table 
is $(M) and this gives a square matrix denoted U. The dual table T has $(fi) 
as the corresponding entry. The statement of the orthogonality relations in 
terms of these tables is as follows: 
THEOREM (Benson and Parker (21). There exist complex numbers 
m I ,..., m, so that 
u. diag(m, ,..., m,) - T’ = Z 
where t denotes the transpose and 6 is the matrix obtained from U by 
exchanging each row corresponding to a module M, say, with the row 
corresponding to the dual (contragredient) representation M”. 
The above way of presenting this material is not quite the point of view 
preferred by Benson and Parker. As well as our form ( , ) they use another 
closely related bilinear form on A(G) which has the ‘advantage of being 
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symmetric. Their dual elements and table are then defined with respect to 
this form so that the construction for M is slightly different and the matrices 
which arise in their theorem have some different entries. We are going to 
prove that the numbers m, have certain properties and some of our results 
would fail if we had adopted the alternative definition. In particular, 
Theorem A and the last sentence of Theorem B would be false. 
We will call the numbers mi in the above theorem the orthogonality 
coefficients, and frequently we will also be interested in their reciprocals 
ci = l/m,. In the orthogonality relations for ordinary or Brauer characters, Ci 
is the order of the centralizer of an appropriate element of G. In any case, 
each ci is associated with a particular column of the representation table, i.e., 
with a particular species #i of A(G, CYC). To state our results we need the 
notion of the origin of a species. We say that #i has cyclic origin if there is a 
cyclic subgroup E < G and a species ii of A(E) so that $i is obtained as the 
restriction res’ * E . A(G) + A(E) followed by ii. This condition is equivalent to 
the statement “di factors through E, ” in the terminology of [2], and we will 
say Ji gives di in these circumstances. A minimal subgroup through which di 
factors is called an origin of di. 
THEOREM A. Let 4, ,..., 4, be the species of A(G, CYC) and suppose that 
4, ,..., 4, have cyclic origin, #,, , ,..., #,, have non-cyclic origin. If m, ,..., m, are 
the corresponding orthogonality coefficients then 
ml + *..+m,=l, m,+,+...+m,=O. 
From Theorem A we evidently have m, + . .. + m, = 1, but we are also 
interested in proper subsets of the m, which have this property. In Theorem 
B we will prove that for 1 ,< i ,< u the mi are positive real numbers, so that 
no proper subset of these will sum to 1. 
In ordinary character theory the assertion that the orthogonality coef- 
ficients sum to 1 is merely an expression of the fact that the inner product of 
the identity character with itself is 1. In the case when G is a group with 
cyclic Sylow p-subgroups one may also prove that m, + ..- + m, = 1 in this 
way. In general, however, the assertions of Theorem A require an analogue 
of Artin’s Induction Theorem. 
THEOREM B. Let # be a species of A(G) with cyclic origin and with 
orthogonality coefficient m = l/c. Let [ be a primitive complex pth root of 
unity, where p = char(k), and suppose the largest cyclic p-subgroup of G has 
order pd. Then c lies in the ring of integers Z [t;] and divides 2d 1 GI in this 
ring. c is a positive real number. 
Theorem B is proved by determining the number c explicitly, first by 
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reducing to the origin of 4 in Theorem C and then by computing the 
orthogonality coefftcients for cyclic groups. 
THEOREM C. Let 4 be a species of A(G) with cyclic origin E and 
orthogonality coeflcient m. Let 4 be a species of A(E) which gives 4, and let 
fi be the orthogonality coeflcient of 4 as species of A(E). If we write 
E = H x K, where H is a p-group and K is a p’-group, then 
m = IN,(H) n:,(K) : E 1’ 
In addition we determine the coefftcient A which appears in Theorem C. 
This is done first by expressing A as a product of coefftcients of species for 
A(H) and A(K) in Lemma 3.2. Then we determine the coefficients for A(H) 
and A(K). The only difficulty here is with the cyclic p-group H, and this case 
is treated in Section 4. The principal result there is Theorem 4.4. 
The information which the representation table U contains is precisely that 
of how the tensor products of kG-modules with cyclic vertex decompose, and 
so one might wish to calculate U to obtain this information. The 
orthogonality relations can play the role of a computational tool in building 
up U in just the same way as they do in ordinary character theory. They also 
serve as a check when one has the complete tables U and T that one’s 
calculations are correct. In this kind of situation one naturally needs to know 
the values of the orthogonality coefftcients. Thus, for example, Theorem A 
would be useful in determining the final row when all except one row of U 
and T are known. Under these circumstances we could determine all except 
one orthogonality coefficient (cf. the proof of 4.2) and the remaining coef- 
ficient would follow from Theorem A. The orthogonality relations would 
then yield the last rows of U and T. 
As an example to illustrate the properties of the orthogonality coefficients 
we give the character tables of the symmetric group on three letters in 
characteristic 3: 
Representation Table 
IA” 2: 3:: 3A42 6:: 6:; 
Dual Table 
3 1 0 0 0 0 1 1 1 -1 i -i 
3 -1 0 0 0 0 1 -1 1 -1 -i i 
1 1 1 1 1 1 0 0 3 1 -i i 
1 -1 1 1 -1 -1 0 0 3 1 . . 
2 0 -1 1 i -i 0 0 -3 1 1’ -f 
2 0 -1 1 -i i 0 0 -3 1 -1 -1 
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The top line above the representation table lists the analogues of the 
centralizer orders ci, and the first digit of each label in the second line is the 
order of the origin of the species in that column. Since only the first four of 
the ci are real, the species with cyclic origin are contained among these by 
Theorem B, and since l/6 + l/2 + l/12 + l/4 = 1, these are precisely the 
species with cyclic origin, by Theorem A. As claimed in Theorem B, the first 
four ci are integers dividing 2 . / G 1 = 12. Evidently the estimate 2d ] G 1 which 
we give as a common multiple of the ci is sharp. 
2. PROOF OF THEOREM A 
The following fact will be used many times. 
LEMMA 2.1. If 4 is a species of A(G) with origin H and M is a kK- 
module for some subgroup K of G, then #(MT:) = 0 unless H is contained in 
a conjugate of K. 
ProoJ 121. 
As well as the cyclic vertex ideal A(G, CYC) which is a ring direct 
summand of A(G) we consider the ideal A’(G) of A(G) spanned by those 
modules of the form MT~ where H is cyclic. Thus AC(G) c A(G, CYC), and 
by semisimplicity of A(G, CYC), AC(G) is also a ring direct summand of 
A(G). These two ideals admit alternative descriptions in terms of species. It 
is clear from the definition of the vertex of a species [2] that the species 
which do not vanish on A(G, CYC) are precisely those with cyclic vertex. 
On the other hand, the species which do not vanish on A’(G) are precisely 
those with cyclic origin, since if a species has cyclic origin it certainly does 
not vanish on AC(G), and if it has a non-cyclic origin then it does vanish on 
AC(G) by 2.1. 
Let B(G) be the Burnside algebra of G over C. In his book, Burnside 
regarded this as an algebra of finite G-sets. We prefer to take the point of 
view that B(G) is the complex vector space with the set of transitive 
permutation modules KTE as a basis, where H ranges over a set of represen- 
tatives of the conjugacy classes of subgroups of G, and K is some field. The 
product of two transitive permutation modules Kfz, and KT,C,~ is given by 
KT:, . KT&= \‘ KTi&vz 
d’;b 
where D is a set of representatives of the (H,, H,) double cosets in G. It is 
clear from this that the structure of B is independent of the choice of the field 
K. At different times we will need to allow char(K) to be either 0 or p. 
481/89/2-2 
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We define B(G, CYC) to be the ideal of B(G) spanned by the KY: where 
H has a cyclic (possibly trivial) Sylow p-subgroup and BC(G) to be the ideal 
spanned by the KTE where H is cyclic. There is a canonical homomorphism 
B(G) + A (G) given by taking K = k and sending a permutation module to its 
image in A(G), and this restricts to homomorphisms B(G, CYC)+ 
A(G, CYC) and BC(G)+AC(G). By semisimplicity of B(G) [6], B(G, CYC) 
and B’(G) are both ring direct summands of B(G), and they have idempotent 
generators C ~,KT$ = e and JJ D~KT~ =J The first of these sums is taken 
over conjugacy classes of subgroups H with a cyclic Sylow p-subgroup, and 
the second over conjugacy classes of cyclic subgroups. We will not 
distinguish in our notation between these elements of B(G) and their images 
in A(G). 
LEMMA 2.2. (1) A(G, CYC) = e a A(G). 
(2) AC(G) =f -A(G). 
Proof. This follows from the discussion in [3] and [2]. In the present 
context one might prove the assertions as follows. 
(1) Certainly A(G, CYC) 2 e . A(G), and if equality did not hold we 
could find a species 4 of A(G, CYC) which vanished on e . A(G), by 
semisimplicity. Such a species would have cyclic vertex, and if E is the 
origin of $ then by 7.4 and 7.8 of (21 the vertex is a Sylow p-subgroup of E. 
Hence kT,” lies in e . A(G). But 
where 6 is a species of ,4(E) which gives 4 and D is a set of representatives 
of the (E, E) double cosets. By 2.1 all summands vanish except those of the 
form J(k), so $(kfg) # 0. H ence no species of A(G, CYC) vanishes on 
e . A(G). 
(2) The proof follows the same lines as (1), the difference being that 
the species Q will have cyclic origin. 
We review the definition of the orthogonality coefficients mi. They are the 
unique solution to the set of equations 
(1, M) = dim(M’) = 2 rni4&M) for all indecomposable 
modules M with cyclic vertex 
where the sum is taken over all species #i of A(G, CYC). The orthogonality 
relations follow, because if N and M are indecomposable with cyclic vertex, 
d,,,, = (N, ti) = (1, N*ti) = v m&(N* . fi) = Cmi&(N*) tii(fi). 
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The proof of Theorem A will be immediate from Lemmas 2.4 and 2.5. We 
first state an instance of the adjoint property of induction. 
LEMMA 2.3. If K is any jield, H a subgroup of G and V a KH-module 
for which dim V” = 1, then the group of fixed points of q$ under G also 
has dimension 1. 
LEMMA 2.4. With the notation of Theorem A, 
m, + . . . +m,=Lh, m,+ ..- +mu=Ca,, 
where e = ‘jJ p,Kf$ is the identity of B(G, CYC) and f = C a,Kf$ is the 
identity of BC(G). 
ProoJ For any subgroup H with cyclic Sylow p-subgroup, 
c7 midi(kTg) = dim(kfg)’ = 1 
(T, 
by Lemma 2.3. Since e is the identity of A(G, CYC) (Lemma 2.2), #i(e) = 1 
for every species pi of A(G, CYC), and SO 
If #i has a non-cyclic origin then since #i vanishes on A’(G), pi = 0. On 
the other hand, if #i has a cyclic origin it does not vanish on AC(G) and so 
#i(f) = 1. Therefore 
LEMMA 2.5. C&= 1 =Ca,. 
Proof: Regarding B(G) as an algebra of permutation modules UJT$ in 
characteristic zero we obtain a homomorphism B(G) -+ R(QG) Or C, where 
R(QG) is the ordinary character ring of QG. This homomorphism is 
OT z + xH, where xH is the character of QT~. The composite homomorphism 
F(G) + B(G, CYC) + B(G) + R(QG) On C 
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is surjective by Artin’s Induction Theorem, which asserts a corresponding 
result when the above vector spaces are defined over Q. Thus C p,QTg and 
C uHQTg both map onto the identity character, and hence 
1 =(I, I)= (l&,XH) =~PH(LXN)=&j 
where ( , ) is the usual inner product on the character ring. This is because 
in characteristic zero Lemma 2.3 asserts that each xH has precisely one 
trivial irreducible constituent. 
The same argument works with C a,QTE. 
3. RELATIONS WITH SUBGROUPS 
In this section we consider a species 4 of A(G, CYC) with origin E and 
orthogonality coefficient m = l/c. We may regard 4 also as a species of 
A (kE). This means there is a species 6 of A(kE) so that $ = 4 0 res. In the 
orthogonality relations for A(kE), (6^ will have its own orthogonality coef- 
ficient A = l/c^, and our aim in this section is to establish the relationship 
between c and c^. 
From formula 9.16 of [2] one immediately obtains 
A 
m= 
1 stab(J) : E 1 
where stab($) is the stabilizer in the conjugation action of N,(E) on the 
species of A(E). For any g fZ N,(E) and species w of A(E) this action is 
defined by taking the conjugate species wg to be t@‘(M) = y(Mg-‘). Let 
E = H x K, where H is a cyclic p-group and K is a cyclic PI-group. To prove 
Theorem C it remains to identify stab($) as N,(H) n C,(K). We do this by 
expressing f in terms of species of H and K, and we subsequently prove in 
3.2 that d is the product of the coefficients for these species. 
Indecomposable k(H x K)-modules have the form VOk W, where V is an 
indecomposable kH-module and W is a one-dimensional module for K. This 
is because writing kK as a direct sum of fields F, 0 e.e OF,,, , the group 
ring k(H X K) E kH @ kK breaks up into a direct sum of blocks 
(kH@ F,)@ 1.. @ (kH @ FIK,). Any indecomposable module M is 
annihilated by all except one of these blocks, and that block gives a scalar 
action of K on M. We see that M therefore has to be indecomposable on 
restriction to H and has the form VOk W as claimed. It follows from this 
that any species v of A (H x K) will have the form w( V ok w) = s(V) . t( IV), 
where s and t are species of ,4(H) and A(K), respectively. Since V is just the 
ORTHOGONALITY COEFFICIENTS FOR CHARACTER TABLES 255 
restriction of M= Vak W to H and Ml, is the direct sum of dim(M) copies 
of W, we may write 
y/(M) = s(M) . t(M)/dim(M). 
It is clear that the origin of w is the product of the origins of s and t. 
LEMMA 3.1. (i) If v is a species for the cyclic p-subgroup H of G, the 
conjugation action of N,(H) on v is trivial. 
(ii) If w is a species for the cyclic p’mbgroup K of G and K is the 
origin of li/ then the stabilizer of v in the conjugation action of N,(K) is 
C,(K). 
Proof. (i) Since H is a cyclic p-group, any indecomposable kH-module 
A4 is determined by its dimension, so that M = Mg for any g E N,(H). 
Hence @ = VI. 
(ii) Indecomposable kK-modules are one dimensional and hence K 
acts on them as a group of scalars. We may choose a generator x of K so 
that if M is indecomposable then v(M) is the scalar by which x acts. For 
any gE N,(K), v’(M) is the scalar by which xRm’ acts on M. Hence 
@(M) = y(M) for all A4 if and only if xg-’ = x, i.e., g E C,(K). 
From the preceding description of an arbitrary species with cyclic origin 
E = H x K as s( ). t( )/dim( ) ‘t 1 is immediate that stab($) = stab(s)n 
stab(t), and by 3.1 this is N,(H) n C,(K). This proves Theorem C. 
Our final stage in reducing the calculation of the orthogonality coefficient 
m to cyclic subgroups is to express A in terms of p and p’ components. Let 
#ij be the distinct species of A(E), defined on indecomposable /&modules by 
4,(M) = s,(M) . tj(M)/dim(M), so si ranges over all species of A(E) with 
origin contained in H, and tj over species with origin contained in K. The 
detining equations for the orthogonality coefficients are 
z mij#ij(A4) = dim(ME) 
for all indecomposable k&modules M. Here mij is the coefficient of tiij. If ai 
is the orthogonality coefficient of si as species of A(H), pj the coefficient of tj 
as species of A(K) then for any indecomposable kE-module M, 
k‘ criSi(M) = 1, - 2: pj tj(M)/dim(M) = 6, L. 
This is because A4 remains indecomposable on restriction to the cyclic p- 
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group H, so MH = 1, and the action of K on A4 is given by some fixed 
generator of K acting as a scalar L Multiplying these equations together, 
2 oiPjsi(M) * tj(M)/dim(M) = 6,i = dim@@). 
i,i 
Since A(E) is semisimple there is a unique solution to these equations in the 
numbers aipj as M is allowed to range over all indecomposable kE-modules. 
Comparing this with (1) we have proved: 
LEMMA 3.2. Let 4 = s( ) . t( )/dim( ) be u species of A(E) where 
E = H x K is cyclic, H is a p-group, K a PI-group, and s, t have origins 
contained in H, K, respectively. If m, a, j3 are the orthogonality coefficients of 
4, s, t as species of A(E), A(H), A(K), respectively, then m = ap. 
Note that if K is the origin of t in 3.2 then /3 = l/]KI, since the 
orthogonality relations for A(K) coincide with the usual Brauer 
orthogonality relations. 
4. CYCLICP-GROUPS 
We have reduced the calculation of orthogonality coefficients for species 
with cyclic origin to the case when G is itself cyclic, and either ap-group or 
a p/-group. For a p’-group the coefficients are l/l GI as just remarked. We 
now calculate the coefficients for a cyclic p-group, and together with 
Theorem C and 3.2 this will provide a proof of Theorem B. The structure of 
the representation ring A(C,,) is very well known because of the work of 
Green [4] and other authors. In fact, Green determined the representation 
table of A(C,,). Determining the orthogonality coefficients is little more than 
assembling the available information in a suitable way so that the calculation 
becomes transparent. We indicate how this may be done, and provide proofs 
of the formulae we use in the Appendix. 
It is known that for each integer n, A(C,,) is the tensor product of n copies 
of A(C,J. For 1 < r <p” we denote by V, the indecomposable kc,,-module 
of dimension r, with V, the zero module, and we let d, = V, - V,_, be the 
rth successive difference of the Vr’s. Then for each k, 
(Ap$ = 1 
and we set 
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For each fixed k the following relations holds: 
‘k.2 ’ zk,l = zk,2 
‘k.2 ’ = k.s = ‘k,s+ 1 - ‘k,s + ‘k-s- I P<S<P- 1) (3) 
‘k,2 ’ zk,p = zk,p- 1. 
It follows that the subalgebra (z~,~) of A(C,,) generated by zk,* is spanned as 
a vector space by zk,, ,..., z~,~, hence has dimension at most p, and 
furthermore these subalgebras are all isomorphic. One may show (for 
example, by considering (3) and (4)) that the elements zk,*, 0 < k < n - 1, 
generate A(C,,) as a ring. Hence we have an epimorphism 
(zo,*) 0 ... 0 (zn-I,*) * WJ 
By counting dimensions this map is an isomorphism. Now (z~,~) =A(C,) 
since z~,~ = V2 - V, , so that A(C,,) is the tensor product of n copies of 
‘4 (C,>* 
Green showed in [4] that any species of A(C,) is either the dimension 
species or else is determined by one of the p - 1 possible assignments 
v, + 2 cos(w7c/p) 
where 1 < w  <p - 1. The complete set of values of such a species is then 
given by 
Vr + 
sin(wm/p) 
sin(wlr/p) ’ 
Accordingly, a species of A(C,,) will be completely determined by one of the 
p” possible assignments 
zk,2 + ak (O<k<n-1) 
where ak is either 1 (corresponding to the dimension species on (z~,~)) or 
2 cos(w,72/1)) - 1 for 1 < wk <p - 1. 
LEMMA 4.1. The element p,. E A(C,,) dual to the indecomposable 
module V, is given by 
Pr=dr-dr+, (1 <r<p’-- 1) 
= A,, (r =p”). 
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Proof: Unless V, is projective the Auslander-Reiten sequence 
terminating at V, is 
see [1], so vr=2V,- Vr+l-Vr-l=dr-dr+l. In the case of the 
projective indecomposable I’,“, pP,, = VP” - V,,- i = A,,. 
In the following lemma we will need to use the relations 
A, * Aspkt, =Aspk+r for 1 <r<pk, O<s<p- 1. (4) 
LEMMA 4.2. If 4 is a species of A(kC,,) with orthogonality coefficient 
m = l/c, then c is the value of 4 on 
(zi,, + ... +z;,p>(z:,, + .** +z:,p) a*. (zip,,, + **. +zft-,,p). 
Proof: If m, ,..., mP” is the complete list of orthogonality coefficients, then 
from the orthogon_ality relations 0. diag(m, ,..., m,,k T’ = I we obtain 
diag(m, ,..., m,,) = Up’(To-’ and diag(c, ,..., _cp”) = T’U. Since all modules 
for the group ring kc,, are self-dual, we have U= U and hence 
c = y 4(M) ma 
for each c, where the sum is taken over all indecomposable modules M. By 
Lemma 4.1 this is 
P”-I 
4 ( r;l ~@,-A,+,) + Wb) 
=#(A,V, +A2(Vz- V,)+... +A,,(V,,- V,n-,>) 
=#(A;+A;+...Aft). 
By relation (4), this is the value of 4 on 
(A:+A:+~~~+A~)(A~+,+A:,+,+~~~+A~,~,,,+,)~~~ 
x (A;,-,+I + .a. + LI:~-~)~~-,+J. 
Since zk,s =A$‘A(,-,,pk+, and A$ = 1, the result follows. 
In the next two results we determine the orthogonality coefficients for 
species of A(kC,), and then A(kC,,,). We use the description of the species 
which was outlined before 4.1. 
LEMMA 4.3. Let 4 be a species of A(kC,) with orthogonality coefJicient 
m = I/c. 
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(1) If#(VJ= 2 then c=p. 
(2) If $(V,) = 2 cos 0 where t?= on/p with 1 ,< ;v <p - 1 then 
c=p/(l + cos e). 
Proof: (1) If #(I’,) = 2 then #(A,) = 1 for every r, and the result 
follows from 4.2. 
(2) If #(VJ = 2 cos 8 then @(V,) = sin(rO)/sin 8 and 
$(A,) = (sin 8 - sin(r - 1) @)/sin 8. 
Thus by 4.2, 
c= $y #(A;)= 
r=I 
& 2 (sin(r8) - sin(r - 1) e)* 
r-l 
= & t [sin’ ri3 - 2 sin(d) sin(r - 1) e + sin*(r - 1) e1 
,?I 
1 
=- 
\4 1 - cos(2r0) 
sin* 8 ,y, 2 -(cosB-cos(2r-I)@+ l~cos~(r-l’e 
=p. (1 -case)= P 
sin* e i + cos e * 
By putting 4.2 and 4.3 together we immediately obtain the next theorem. It 
is one of the principal results of this section. 
THEOREM 4.4. If $ is a species of A(kC,,) with orthogonality coefJicient 
m = I/c then c = II::,’ cj, where 
cj = fv -t ~0s 0) if #(zj,*) = 2 c0s e - 1, 8 = wz/p 
is #Czj,2) = l- 
The remainder of this section is devoted to showing how the assertions of 
Theorem B may be deduced from Theorem 4.4. These principally involve 
divisibility properties of the orthogonality coefficients. 
LEMMA 4.5. If B = w~/p with 1 < w  < p - 1 and [ is a primitive complex 
pth root of unity then p/(1 + cos 0) is an algebraic integer which divides 2p 
in the maximal real subfield of O(c). 
ProoJ: If p = 2 then p/( 1 + cos t!?) = 2 also, so we may suppose p is odd. 
In this case we may write either cos 0 = (< + <-I)/2 or cos t9 = -(t + <-‘)/2, 
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where < is a primitive pth root of unity. If cos 0 = (< + r-i)/2 then 
1 +cose=(l +<)(1 +r-I)/2 so 
2P 
1 +:ose = (1 +(x1 +r’1 
= 2p(C + r’ + . . . + yz)(<’ + <” + ... f p-y 
since 1 + c and 1 + <- ’ are units. If cos 8 = -(r + rP ‘)/2 then 1 + Cos f3= 
(1 - <)(l -r-9/2 so 
2P 
1 +:osf3 = (1 -<)(l -r-l> 
P-2 
=2 nc2 (1 -?I 
since nz:t (1 - r”) =p. The desired assertions follow from these formulae. 
Note that we may also prove that p/(1 + cos 19) is an algebraic integer by 
observing that it is obtained in Lemmas 4.2 and 4.3 as an expression in the 
entries of the representation and atom tables involving only integer coef- 
ficients. These entries are themselves algebraic integers by [2]. 
By combining 4.4 and 4.5 we obtain: 
THEOREM 4.6. Let qi be a species of A(kC,,) with orthogonality coef- 
ficient m = l/c, and let [ be a primitive complex pth root of unity. Then c is 
a positive real number which is an algebraic integer dividing (2~)” in Z[<]. 
Proof of Theorem B. Apply Theorem 4.6, Theorem C and Lemma 3.2. If 
E = H X K is an origin of 4 then with the notation of 3.4, l//I = Ii?], l/a is a 
positive real number which is an integer dividing 2d \H\, so that 
c = IN,(H) n C,(K) : E j/a/? satisfies all the claims made in the theorem. 
APPENDIX 
For the convenience of the reader we show how Eqs. (2), (3) and (4) used 
in Section 4 may be derived from the relations for A(C,,) given in [4]. When 
we refer to these relations we use their numbering in [4]. As in Section 4, I/, 
is the indecomposable kc,,-module of dimension Y and A, = V, - V,_ 1. 
We first prove Eq. (2). By 2.7(d) and 2.5(b) of [4], 
V pK-, . Apk = V+,(Vpk - V,k-,> 
= (p”- 1) Vpk- (pk- 2) Vpk- v, = I/pk- v,. 
Hence on subtracting, (Apk)* = V,, and this is (2). 
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It remains to establish (3) and (4), and to do this we calculate various 
products Apk+ , A,.for 1 <r<pkt’. 
LEMMA Al. (i) Apk+,A,=Apk+,.for 1 ,<r<pk. 
(ii) A pk+ I A spk+ r =A (S-t I)Pk+r -A ~s+l,p~--r+,+Acs-l,pk-+r for l<r<pkT 
1 <s<p-2. 
(iii> ~pt~spk~r~~~s+,~pk~-r+,fOr 1 <S <<p - 2. 
ProoJ (i) By 2.8(c) of [4], 
V pk+l “r= vpk+,(vr- vr-,> 
ZZ V pk+r + (r- 1) Vpk- vpk+r-, - (r- 2) Vpk 
=A pktr + Vpk for r<pk. 
Ah VP,. A, = VPk. V, - Vpk. V+, = Vpk for r <pk, by 2.7(d) of [4]. 
Hence Apk+ 1A, = A,,,, as required. 
(ii) We deduce from 2.8(d) and (e) of [4] that 
Vpk+l(vspk;r- Vspk+r--l) 
= V(s+,,pk+r+ V(s-,)pk+r+ V,s+],pk-r+ @-- ‘> Vo+],pk 
+(~k-r--l)Vspk-(V(s+,)pk+r~]+V(s-,)p~+~~] 
+ ‘(s+ I)pkpr+, + tr - 2, v(s+ ])pk + (p” - r> v,pk) 
=A (s+l)pk+r -A (St I)p’-r+l + A(s-I,pk+r + v(s+ ,)pk - vs,k* 
From 2.7(d) of [4] we obtain 
‘Pk. (v,,ktr- Vspt+r-,) 
= (P” - r> Vspk t rVpkcS+ ,) - ((p” - ’ f l> vspk + (r - 1) Vpkcs+ 1,) 
= V (s t I)/9 - ‘,pk. 
Hence subtracting this from the previous equation we obtain (ii). 
(iii) By 2.9(c) of [4], 
V A 
pk-1 spk+r= Vpk-I(Vspk+r- vspk,,-,) 
=(r-l)V~s+I)pk+V~~+])pkC--l+(~k-~-~)~~pk 
- ((r - 2) v,,, l)P k-t Vcs+l)pk-r+l t (pk-r) v,pk) 
= -A 
(s+ 1)$-r+ 1 + ‘p”(r+ 1) - v,pk* 
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Subtracting this from the formula for VplidSDk+r in the proof of (ii) gives the 
result. 
We now deduce Eqs. (3). Taking Y = 1 in Lemma Al (ii) and substituting 
in the expression for A Cs+ ijpk given in part (iii) we obtain 
A Aspk+,=A(S+l)pt+,-ApkAspk+,+A(s-,I)pk+,. pk+ 1 (5) 
It is immediate from this that when we put z~,~ = Ai;’ a A,,- Ijpk+ 1, Eqs. (3) 
hold for 2 < s <p - 1, since (A,,)’ = 1. To verify the equation for s =p we 
calculate directly: 
A 
pk+lA(p-l)pk+l = tVpk+l - vpk)(v(p-,)pk+l - v(p-,,pk) 
= yp,,, + (d( - 2, V(p-l)pk + v(,-2,,k+, 
- cvpk+l + (P” - l> v,p-,)pk + v(p-,,,k) 
- cVpk+l t (P” - l) V(p-~)pk) 
+!+?p-l)pk 
=A cp-21pxt I 
using 2.8(e) and 2.7(d) of [4]. The final equation of (3) follows at once. 
We prove Eqs. (4) by induction on s. They hold trivially when s = 0, and 
by part (i) of Lemma Al when s = 1. Fix a particular value of s and suppose 
the equations hold for smaller values. By (5) 
A -A A 
(s+ I)pk+ 1 - pk+ I spkt I +ApkAs,k+, -A(s-l,pk+,. 
Hence by the induction hypothesis, 
Substituting the expressions in parts (ii) and (iii) of Lemma Al into the 
right-hand side we obtain (4). 
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