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ECAL 2013 Preface
ECAL 2013 continues with its mission to play a unique role as an information and knowledge sharing forum in
synthetic life, where the wide range of its offerings allows ECAL attendants to learn and network.
After a pioneering phase lasted more than twenty years, ECAL will show the current state of the art of a mature
and autonomous discipline, Artificial Life, that is collocated at the intersection between a theoretical perspective,
namely the scientific explanations of different levels of life organizations (e.g., molecules, compartments, cells, tissues,
organs, organisms, societies, collective and social phenomena), and advanced technological applications (bio-inspired
algorithms and techniques to building-up concrete solutions such as in robotics, data analysis, search engines, gaming).
ECAL 2013, the twelfth European Conference on Artificial Life, is held in Taormina, on the beautiful island
of Sicily, Italy, in September 2-6, 2013. While hosting the event, the city of Taormina will give the participants
the opportunity to enjoy the richness of its historical and cultural atmosphere, its traditions, and the beauty of its
natural resources, the sea, and Mount Etna the largest and active volcano of Europe (a UNESCO World Heritage
site).
The 12th ECAL is truly “grand celebration” with hundreds of paper and poster presentations, five focused tutorials
and an impressive constellation of ten satellite workshops. The scientific program has been designed to optimize the
interactions on all levels. This year’s program includes papers from one of the largest pool of submissions (267
submissions).
Moreover, at ECAL 2013 we added new and exciting tracks: Adaptive Hardware & Systems and Bioelectronics, Adap-
tive Living Material Technologies & Biomimetic Microsystems, Artificial Immune, Neural and Endocrine Systems,
Artificial Immune Systems - ICARIS, Bioinspired Learning and Optimization, Bioinspired Robotics, Biologically
Inspired Engineering, Evolvable Hardware, Evolutionary Electronics & BioChips, Foundations of Complex Systems
and Biological Complexity, Mathematical Models for the Living Systems and Life Sciences, Music and the Origins
and Evolution of Language, Programmable Nanomaterials, and Synthetic and Systems Biochemistry and Biological
Control.
So, in the ECAL 2013 program you will find research works written by leading scientists in the field, from fifty
different countries and five continents, describing an impressive array of results, ideas, technologies and applications.
The keynotes have always been one of the most important parts of ECAL. The nine keynote speakers of ECAL 2013
will focus on a wide spectrum of topics of our scientific and technological ecosystem. In particular, the nine keynote
speakers are the following:
• Roberto Cingolani, Italian Institute of Technology - IIT, Italy
• Roberto Cipolla, University of Cambridge, UK
• Dario Floreano, Ecole Polytechnique Fe´de´rale de Lausanne - EPFL, Switzerland
• Martin Hanczyc, University of Southern Denmark, Denmark
• Henrik Hautop Lund, Technical University of Denmark, Denmark
• Keymeulen, California Institute of Technology - CALTECH, USA
• Steve Oliver, University of Cambridge, UK
• Bernhard Palsson, University of California San Diego - UCSD, USA
• Rolf Pfeifer, Swiss Federal Institute of Technology - ETH, Switzerland
These speakers make a blend of all the Artificial Life topics, in particular their choice represents one of the first cross
talk between synthetic (or systems biology) and robotics through the concept of artificial life. We expect both the
round table with the speakers and the frequent non-formal interactions with the researchers attending the conference
and the workshops will represent remarkable events!
This edition has highlighted a more profound integration of concepts and ideas from life sciences, artificial
intelligence, mathematics, engineering and computer science than in the past. Furthermore, the integration between
dry and wet lab biological results shows more progress. Although synthetic biology appears on a small number of
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papers, it is already showing itself as a powerful engine for boosting new ideas into the ECAL breath of topics and
new type of researchers, perhaps interested in designing life at different levels of complexity, will follow ECAL or
will consider ECAL as top conference. As organisers of such important event we felt the duty to ask ourselves three
questions:
Will this event attract young inquisitive minds?
Will this event be full of opportunity and career boosts for established researchers in the artificial life fields?
Will an ECAL author, or a student attending it, change the world?
We have shaped the conference to answer all these questions. We believe this conference is the place for rapid
exchange of very innovative ideas in artificial life and therefore has a very important role in the current geography
of places where innovation could take place. A young researcher will be exposed to the largest diversity of ideas in
artificial life. The expectations are reflected by the larger number of registrations, papers, and satellite workshops
with respect to the previous editions.
Finally, we would like to recognize the enormous efforts of the ECAL organizing committee who made ECAL
possible by donating their time, expertise, and enthusiasm. Without their hard work and dedication, ECAL would
not be possible. We also could not have organized ECAL 2013 without the excellent work of all of the program
committee members, our workshop chair, tutorial chair, publicity chair, financial manager, conference secretary and
local organizers. We would like to express our appreciation to the plenary speakers, to the tutorial speakers, to the
workshop organizers, and to all the authors who submitted research papers to ECAL 2013.
ECAL is the premier event for science and technology in synthetic life, where scientists from all over the world
meet to exchange ideas and sharpen their skills.
Taormina, September 2013
Pietro Lio`, Orazio Miglino, Giuseppe Nicosia, Stefano Nolfi, and Mario Pavone
Preface
xv ECAL 2013
Keynote Speakers
Nanotechnologies for Humans and Humanoids
• Roberto Cingolani is the Scientific Director of IIT since December 8th, 2005. He earned a Ph.D. in Physics
from the University of Bari in 1988. From 1989 to 1991, he was a staff member at Max Planck Institute
for Festko¨rperforschung in Stuttgart (Germany). Since 2001, he has been member of various panels of the
European Commission within the Sixth and Seventh Frame Programs in the field of Nanotechnology, New
materials and New production systems. From 2002, he has been member of different panels of the Ministry of
Research and University (Technical Secretariat for the National Research Plan, Commission for the selection
the Centres of Excellence). From 2000 to 2003, he was executive Vice-president of the National Institute for
the Physics of the Matter (INFM). Founder and Director of the National Nanotechnology Laboratory (NNL) of
INFM at University of Lecce in 2001, R. Cingolani is author or co-author of about 700 papers in international
journals and holds about 30 patents in the fields of structural, optical and electronic properties of quantum
nanostructures of semiconductors, molecular nanotechnologies for plastic photonics, OLED e plastic electronic
devices (since 2000), bio-nanotechnologies, biomimetic systems, biological electronic devices (since 2003) and
smart nanocomposite materials.
Abstract Nanotechnology is developing along a pathway which is parallel to that of evolution. Nanocomposite
biomimetic materials, new sensing devices, interconnection of living cells (organs) and circuits are boosting
the development of complex integrated systems such as humanoids and animaloids, whose performances,
either biomechanic or cognitive, are continuously improving. A number of new technologies is thus first
developed for these advanced machines, and then transferred to humans. Following the concept of the
evolutionary pathway of technology we will briefly describe a few representative examples developed at
IIT over the last few years:
- Artificial molecules and artificial antibodies, and their application to drug delivery and diagnostics
- Plantoids and robots with sensing roots
- Animaloid (quadrupeds) with advanced equilibrium and motion characteristics and their application to
disaster recovery
- Humanoids with unprecedented cognitive and biomechanic capabilities, and their application as human
companions, and for rehabilitation and prosthetic tools
- New biocompatible materials for soft machines
Computer Vision: Making Machines that See
• Roberto Cipolla is a Professor of Information Engineering at the University of Cambridge and the Director of
Toshiba’s (Toshiba Research Europe) Cambridge Research Laboratory. He obtained a B.A. (Engineering) from
the University of Cambridge in 1984 and an M.S.E. (Electrical Engineering) from the University of Pennsylvania
in 1985. From 1985 to 1988 he studied and worked in Japan at the Osaka University of Foreign Studies
(Japanese Language) and Electrotechnical Laboratory. In 1991 he was awarded a D.Phil. (Computer Vision)
from the University of Oxford and from 1991-92 was a Toshiba Fellow and engineer at the Toshiba Corporation
Research and Development Centre in Kawasaki, Japan. He joined the Department of Engineering, University of
Cambridge in 1992 as a Lecturer and a Fellow of Jesus College. He became a Reader in Information Engineering
in 1997 and a Professor in 2000. His research interests are in computer vision and robotics and include the
recovery of motion and 3D shape of visible surfaces from image sequences; object detection and recognition;
novel man-machine interfaces using hand, face and body gestures; real-time visual tracking for localisation and
robot guidance; applications of computer vision in mobile phones, visual inspection and image-retrieval and
video search. He has authored 3 books, edited 8 volumes and co-authored more than 300 papers.
Abstract Computer vision is the science and technology of making machines that see. The talk will begin
with an overview of the state-of-the-art in the 3R’s of computer vision: registration, reconstruction and
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recognition and will include demonstrations of research projects from the University of Cambridge. and
Toshiba Research Europe’ s Cambridge Laboratory.
The second part of the talk will introduce a novel digital interface - a talking head created by Toshiba
Research Europe and the University of Cambridge. We have developed a system that can generate a
realistic expressive talking head animation. The user enters input text and selects an expression such as
’happy’ and ’angry’ and the software makes a previously recorded face model talk at an unprecedented
level of realism.
The face and speech model was learned from a large training dataset where sentences are spoken with a
number of different emotions. In addition to a neutral style, the corpus includes angry, happy, sad, tender
and fearful expressions. The realism of the animation is achieved by novel training and face modelling
algorithms. A key technology behind training the expressive “talking head” model is Cluster Adaptive
Training (CAT), which allows flexible control over the expressiveness of both the voice and the face model.
The new technology allows next generation interfaces. By combining speech and face video synthesis,
so-called visual speech synthesis, interaction with computers will become more similar to interacting with
another person. A demonstration will be included at the end of the talk.
Bio-mimetic Flying Robots
• Dario Floreano is full professor, Director of the Laboratory of Intelligent Systems at Ecole Polytechnique
Fe´de´rale de Lausanne Switzerland (EPFL) and Director of the Swiss National Center of Robotics, a national
strategic initiative bringing together all major robotics labs in Switzerland. His research focuses on the con-
vergence of biology, artificial intelligence, and robotics. He has published more than 300 peer-reviewed papers,
which have been cited more than 9K times, and four books on the topics of evolutionary robotics, bio-inspired
artificial intelligence, and bio-mimetic flying robots with MIT Press and Springer Verlag. He is member of
the World Economic Forum Council on robotics and smart devices, co-founder of the International Society of
Artificial Life, Inc. (USA), co-founder of the aerial robot company senseFly Ltd (now member of the Parrot
Group), advisor to the European Commission for Future Emerging Technologies, member of the editorial board
of 10 professional journals, and board member of numerous professional societies in robotics and artificial intel-
ligence. He is also active in the public understanding of robotics and artificial intelligence, delivered almost 150
invited talks worldwide, and started the popular robotics podcast Talking Robots (now The RobotsPodcast).
Abstract I will present an overview of my lab’s efforts to develop autonomous robots capable of flying in
cluttered environments and in safe interaction with humans. I will start by presenting miniature and
small-size robots capable of performing collision-free flight and altitude control indoor and outdoor by
means of insect-inspired vision and control. I will also present evolved and bio-mimetic strategies for
coordination of outdoor flying robots. Finally, I will revisit the conventional concept of flying robots and
describe recent work on the development of flying robots capable of surviving and exploiting collisions,
just like insects do, in order to explore semi-collapsed buildings or extremely cluttered environments with
no light.
The real artificial lives of droplets
• Martin Hanczyc is an Associate Professor at the Institute of Physics and Chemistry at the University of
Southern Denmark. He formally was an Honorary Senior Lecturer at the Bartlett School of Architecture,
University College London and Chief Chemist at ProtoLife. He received a bachelor’s degree in Biology from
Pennsylvania State University, a doctorate in Genetics from Yale University and was a postdoctorate fellow
under Jack Szostak at Harvard University. He has published in the area of protocells, complex systems, evolution
and the origin of life in specialized journals including JACS and Langmuir as well as PNAS and Science. He
is also a mentor for the first iGEM synthetic biology student team from Denmark. He is developing novel
synthetic chemical systems based on the properties of living systems. Martin actively develops outreach for his
research by giving several public lectures and collaborating with architects and artists in several exhibitions
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world wide including the Architecture Biennale in Venice Italy in 2010 to bring experiments out of the lab and
into the public space. His approach to science has been integrative, multidisciplinary and publicly visible with
over 20 press items including Nature News, Scientific American, Discovery Channel, and BBC Radio. Martin
gave an invited public lecture at TED in 2011, which now has over 500,000 views.
Abstract My work is focused on understanding the fundamental principles of living and evolving systems
through experimental science. To this end, I build synthetic systems where dynamic life-like properties
emerge when self-assembled systems are pushed away from equilibrium. I will present an experimental
model of bottom-up synthetic biology: chemically-active oil droplets. This system has the ability to
sense, metabolize and the potential to evolve. Specifically, I will present how sensory-motor coupling can
produce chemotactic motile droplets and may form the basis for intelligent and self-replicating materials.
In addition, I am involved with a new consortium to develop a robotic interface with feedback to maintain
and manipulate the non-equilibrium state of the chemical systems in real time. This represents the
integration of chemical, computational, and robotic artificial life.
Playware ABC
• Henrik Hautop Lund, Technical University of Denmark, is head of the Center for Playware. He is World
Champion in RoboCup Humanoids Freestyle 2002, has developed shape-shifting modular robots, and has
collaborated closely on robotics, ALife and AI with companies like LEGO, Kompan, BandaiNamco, etc. for
the past two decades. His Center for Playware at the Technical University of Denmark has a long track record
of developing modular playware for playful contextualized IT training in Sub-Saharan Africa and for playful
rehabilitation of mentally and physically handicapped children and adult in rural areas of Sub-Saharan Africa.
These modular playware technology developments include I-Blocks (LEGO bricks with processing power) and
modular interactive tiles (larger bricks for physical rehab). Further, with the development of East-Africa’s
first science and business park, local entrepreneurship has been fostered amongst students graduating from the
university degree programs in contextualized IT. Combining such skills, it became possible to develop technical
skill enhancing football games and global connectivity based on modular playware for townships in South
Africa for the FIFA World Cup 2010. Lately, together with international pop star and World music promoter
Peter Gabriel, it has been possible to develop the MusicTiles app as a music 2.0 experience to enhance music
creativity amongst everybody, even people with no initial musical skills whatsoever. In all cases, the modular
playware technology approach is used in a playful way to enhance learning and creativity amongst anybody,
anywhere, anytime.
Abstract Embodied Artificial Life research has led to the development of playware defined as intelligent hard-
ware and software that creates play and playful experiences for users of all ages. With recent technology
development, we become able to exploit robotics, modern artificial intelligence and embodied artificial
life to create playware which acts as a play force that inspires and motivates users to enter into a play
dynamics. In such play dynamics, users forget about time and place, and simultaneously increase their
creative, cognitive, physical, and social skills. The Playware ABC concept allows you to develop solutions
for anybody, anywhere, anytime through building bodies and brains to allow people to construct, combine
and create. Designing playware technology that results in specific behaviors of the user in not a trivial
task, and it demands an array of background knowledge in a number of scientific fields. Indeed, definition
of desired interactions and behaviors should arise from deep knowledge of the field of application (e.g.
play of a specific user group, clinical knowledge of therapy of a specific patient group, professional music
knowledge, and professional sport knowledge). In order to meet a practice, where several disciplines can
join to develop such playware, and inspired by early artificial life work, we conceptualized the approach of
modular playware in the form of building blocks. Building blocks should allow easy and fast expert-driven
or user-driven development of playware applications for a given application field. The development of such
modular playware technology takes its inspiration from modular robotics, human-robot interaction and
embodied artificial life. In this talk, I will present the design principles for creating such modular playware
technology with focus on the embodied AI principles that forms the foundation for the design principles
of modular playware technology. I will exemplify the design principles with practical applications from
the fields of play, sports, music, performance art, and health.
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Self-Repairing and Tuning Reconfigurable Electronics for Space
• Didier Keymeulen joined the computer science division of the Japanese National Electrotechnical Laboratory
as senior researcher in 1996. In 1998 he moved to the California Institute of Technology and is currently principal
member of the technical staff in the Bio-Inspired Technologies Group. He is leading several research tasks on
adaptive computing, fault-tolerant electronics, and autonomous and adaptive sensor technologies. He was the
electronics test lead of the tunable laser spectrometer (TLS) instrument on the 2011 Mars Science Laboratory
(MSL) rover mission to Mars. He serves as chair, co-chair, and program-chair of the NASA/ESA Annual
Conferences on Adaptive Hardware and Systems. Didier received his BSEE, MSEE and Ph.D. in Electrical
Engineering and Computer Science from the Free University of Brussels, Belgium.
Abstract Space missions often require technologies not yet available for earth applications. This talk will
present the development of self-reconfigurable electronics for few real-world problems encountered in space
applications: survival in extreme environment, high precision inertial measurement for navigation, and
in-situ adaptive control for space instruments. Radiation and extreme-temperature hardened electronics
is needed to survive the harsh environments beyond earth’s atmosphere. Traditional approaches to pre-
serve electronics incorporate radiation shielding, insulation and redundancy at the expense of power and
weight. This presentation will demonstrate the implementation of a self-adaptive system using a field
programmable gate array (FPGA) and data converters which can autonomously recover the lost function-
ality of a reconfigurable analog array (RAA) integrated circuit (IC). The second application is related to
the development of inexpensive, navigation grade, miniaturized inertial measurement unit (IMU), which
surpasses the state-of-the art in performance, compactness (both size and mass) and power efficiency used
by current space missions. The talk will explain a self-tuning method for reconfigurable Micro-Electro-
Mechanical Systems (MEMS) gyroscopes based on evolutionary computation that has the capacity to
efficiently increase the sensitivity of MEMS gyroscopes through in-situ tuning. Finally, we will address
the path forward of using adaptive electronics for space.
The Robot Scientist: Artificial Life Investigates Real Life
• Steve Oliver started to work on yeast as a graduate student and has studied it ever since, with occasional
excursions into the filamentous fungi and even Streptomyces bacteria. The yeast genome-sequencing project
was initiated in his lab in the mid-1980’s when he started to sequence chromosome III. This turned into a
major European Project, which eventually led to the sequencing of the entire yeast genome. He then took up
the challenge presented by all the genes of unknown function revealed by the genome sequence, leading the
EUROFAN Consortium that pioneered many of the ’omic and other high-throughput technologies in current use.
His lab is dedicated to unravelling the workings of the yeast cell, using both top-down and bottom-up systems
biology strategies. He is also concerned with developing yeasts as systems to both understand and combat
human diseases, including through the use of automated (“Robot Scientist” methods in collaboration with
Ross King’s group in Aberystwyth). Finally, he takes an interest, at both the bioinformatic and experimental
levels, in the evolution of genomes and networks, and is starting to apply this to mammalian systems. The
models and experimental systems he uses with yeast sometimes lead in unexpected directions, such as predicting
the impact of gene copy number variation in cancer, constructing network models to identify genes important
in Alzheimer’s Disease, or using yeast “surrogates” to screen for drugs against parasitic diseases .
Abstract Science involves the generation of hypotheses and the testing of those hypotheses by experiments
whose results are recorded in sufficient detail to enable reproducibility. We developed the Robot Scientist
“Adam” to advance the automation of both these processes. Adam has autonomously generated functional
genomics hypotheses about the yeast Saccharomyces cerevisiae, and experimentally tested those hypothe-
ses using laboratory automation. We, and others, have manually confirmed Adam’s conclusions using
additional experiments. To describe Adam’s experiments we developed an ontology and logical language.
The resulting formalisation involves over 10,000 different research units in a nested tree-like structure, ten
levels deep, that relates the 6.6 million biomass measurements to their logical description. This formalisa-
tion describes how a machine discovered new scientific knowledge. We have now developed a second Robot
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Scientist, “Eve”. Like Adam, Eve is a laboratory automation system that uses artificial intelligence tech-
niques to discover scientific knowledge through cycles of experimentation. Eve automates the screening of
candidate drugs, hit confirmation, and lead generation through QSAR learning and testing. Econometric
modelling has identified the conditions where Eve outperforms standard automation. The second advance
is the development of assays based on cellular analog computers. These utilize Saccharomyces cerevisiae
synthetic biology to compute arbitrary Boolean functions of compound properties. These advances have
enabled us to reposition multiple compounds as drugs likely to be effective at inhibiting specific enzyme
targets in parasites causing tropical diseases.
An Insight into Metabolic Requirements of Life
• Bernhard Ø. Palsson earned a Ph.D. from the University of Wisconsin in 1984. He held a faculty position
at the University of Michigan from 1984 to 1995. He has been with UCSD since 1995. He is the author of
over 350 peer reviewed scientific articles. He co-authored the text TISSUE ENGINEERING, Prentice Hall
in 2004, and wrote SYSTEMS BIOLOGY: properties of reconstructed networks, Cambridge University Press
in 2006, and SYSTEMS BIOLOGY: simulation of dynamic network states, Cambridge University Press in
2011. He sits on the editorial boards of several biology, bioengineering and biotechnology journals. Profes-
sor Palsson current research at UCSD focuses on 1) the reconstruction of genome-scale biochemical reaction
networks (metabolism, transcriptional regulation & signaling), 2) the development of mathematical analysis
procedures for genome-scale models (constraint-based and dynamic models), and 3) the experimental verifi-
cation of genome-scale models with current emphasis on cellular metabolism and transcriptional regulation
in E. coli, human pathogens, and organisms that are environmentally & bioprocess importance. He received
an Institute of International Education Fellowship in 1977, Rotary Fellowship in 1979, a NATO fellowship in
1984, was named the G.G. Brown Associate Professor at Michigan in 1989, a Fulbright Fellow in 1995, an Ib
Henriksen Fellow in 1996, the Olaf Hougen Professorship at the University of Wisconsin in 1999, the Lindbergh
Tissue Engineering award in 2001, was named the Galetti Chair of Bioengineering in 2004, was elected into the
National Academy of Engineering in 2006, received the UCSD Chancellor’s Associates award in Science and
Technology in 2006, and was selected as the developer of one of the most influential technologies on Biotech
over the past 10 years by Nature Biotechnology (March 2006). He was the Richard S.H. Mah Lecturer at
Northwestern University in 2007, received the Ernst W. Bertner Memorial Award, from the MD Anderson in
Houston in 2008, an honorary doctorate from Chalmers University in Gothenburg, Sweden, in 2009, the Marvin
Johnson Award from the ACS in 2010, elected fellow of the AAAS on 2011, and received the ASM Promega
Biotechnology Research Award in 2012. Professor Palsson is an inventor with over 35 U.S. patents, many of
which are in the area of hematopoietic stem cell transplantation, cell culture technology, bioreactor design,
gene transfer, cell separations, high-throughput single cell manipulation, pedigree-controlled drug screening,
network reconstruction, laboratory adaptive evolution, in silico model building and metabolic engineering. He
co-founded a biotechnology company, AASTROM BIOSCIENCES (NASDAQ: ASTM) in 1988, where he served
as the Vice President of Developmental Research for two years. Dr. Palsson is the founder and co-founder
of ONCOSIS, a company that was focused on the purging of occult tumor cells in autologous bone marrow
transplants, renamed as CYNTELLECT, focusing on instrumentation for high-throughput screening and in
situ cell sorting and processing, GENOMATICA, a company that is focused on the production of commodity
chemicals by fermentation (a spin-off from UCSD), and GT LIFE SCIENCES, an in silico biology (a spin-off
from Genomatica).
Abstract Whole genome sequencing has enabled us to understand the basic gene portfolio of living cells. A
class of gene products that are well known are metabolic enzymes. Based on genome annotation and
legacy data it has become possible to reconstruct metabolic networks. These networks are amenable to
modeling as systems and have given the basis for in silico cells that are the best representation of their
living counterparts. We will discuss the conceptual basis for this field, the difficult and laborious process
of network reconstruction, and give examples of the use of in silico cell simulations.
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“Soft Robotics” - the next generation of intelligent machines
• Rolf Pfeifer Master’s degree in physics and mathematics and Ph.D. in computer science (1979) from the
Swiss Federal Institute of Technology (ETH) in Zurich, Switzerland. Three years as a post-doctoral fellow
at Carnegie-Mellon and at Yale University in the US. Since 1987: professor of computer science at the De-
partment of Informatics, University of Zurich, and director of the Artificial Intelligence Laboratory. Visiting
professor and research fellow at the Free University of Brussels, the MIT Artificial Intelligence Laboratory
in Cambridge, Mass., the Neurosciences Institute (NSI) in San Diego, the Beijing Open Laboratory for Cog-
nitive Science, and the Sony Computer Science Laboratory in Paris. Elected “21st Century COE Professor,
Information Science and Technology” at the University of Tokyo in 2004. In 2009: visiting professor at the
Scuola Superiore Sant’Anna in Pisa, and at Shanghai Jiao Tong University in China; appointed “Fellow of
the School of Engineering” at the University of Tokyo. Currently: Deputy Director of the NCCR Robotics,
the “National Competence Center for Research in Robotics” in Switzerland. Research interests: embodied
intelligence, biorobotics, morphological computation, modular robotics, self-assembly and educational tech-
nology. Authored books: ”Understanding Intelligence”, MIT Press, 1999 (with C. Scheier), “How the body
shapes the way we think: a new view of intelligence,” 2007 (with Josh Bongard) MIT Press (popular science
style), “Designing intelligence - why brains aren’t enough” (short version - with Josh Bongard and Don Berry,
e-book), and “La re´volution de l’intelligence du corps”, 2012 (“The revolution of embodied intelligence”; with
Alexandre Pitti) (in French). Lecture series: “The ShanghAI Lectures”, a global mixed-reality lecture series
on embodied intelligence, broadcast in 2012 from the University of Zurich, and Shanghai Jiao Tong University,
China in cooperation with other universities from around the globe. World exhibition: ROBOTS ON TOUR
- World Congress and Exhibition of Robots, Humanoids, Cyborgs, and more. 9 March 2013, Zurich (Puls 5):
robotsontour.org.
Abstract Researchers from robotics and artificial intelligence increasingly agree that ideas from biology and
self-organization can strongly benefit the design of autonomous robots. Biological organisms have evolved
to perform and survive in a world characterized by rapid changes, high uncertainty, indefinite richness, and
limited availability of information. The term “Soft Robotics” designates a new generation of robots capable
of functioning in the real world by capitalizing on “soft” designs at various levels: surface (skin), move-
ment mechanisms (muscles, tendons), and interaction with other agents (smooth, friendly interaction).
Industrial robots, in contrast, operate in highly controlled environments with no or very little uncertainty.
By “outsourcing” functionality to morphological and material characteristics - e.g. to the elasticity of
the muscle-tendon system - the distinction between control and to-be-controlled, which is at the heart of
manufacturing and control theory, breaks down and entirely new concepts will be required. In this lecture
I will argue that the next generation of intelligent machines - robots - will be of the “soft” kind and I will
explore the theoretical and practical implications, whose importance can hardly be over-estimated. I will
be using many examples and case studies. In particular I will be introducing the tendon-driven “soft”
robot “Roboy” that we have been developing in our laboratory over the last few months. Although many
challenges remain, concepts from biologically inspired “soft” robotics will eventually enable researchers to
engineer machines for the real world that possess at least some of the desirable properties of biological
organisms, such as adaptivity, robustness, and versatility.
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Tutorials
• Cell Pathway Design for Biotechnology and Synthetic Biology
Claudio Angione, Jole Costanza, Giovanni Carapezza, Pietro Lio´ and Giuseppe Nicosia
Description. We will introduce the BioCAD framework that we have developed to analyse, optimise and re-
design biological models. The framework includes 1) Multi-Objective Optimisation, 2) Sensitivity, 3)
Identifiability and 4) Robustness analyses. More specifically, we will present single- and multi-objective
optimization algorithms able to handle genetic strategies or uptake rates in a given model. We will show
that the condition of Pareto optimality can be relaxed (e.g., epsilon-dominance) to include suboptimal
points that can be used to boost the algorithm in its convergence process. The Sensitivity Analysis (SA)
is used to compute an index for each parameter that indicates its influence in the model. The Identifia-
bility Analysis (IA) detects functional relations among decision variables through a statistical analysis on
the values after and before the optimisation. The Robustness Analysis (RA), Local, Global and Glocal
robustness, proves useful to assess the fragileness and robustness of the Pareto optimal solution (or of a
given feasible solution) as a result of a perturbation occurring in the model. Our methodology is suit-
able for (i) any model consisting of ordinary differential equations, differential algebraic equations, flux
balance analysis and gene-protein reaction mappings and for (ii) any simulator (e.g., SBML, MatLab,
NEURON, C/C++ program). In the tutorial, we will show how these techniques offer avenues to system-
atically explore, analyse, optimise, design and cross-compare biological models (e.g., metabolic models,
gene regulatory networks).
• Exploring Prebiotic Chemistry Spaces
Jakob L. Andersen, Christoph Flamm, and Daniel Merkle
Description. We have developed a graph grammar based formalism to model chemical transformations. Within
our formalism molecules are treated as vertex and edge labeled graphs and reactions (between molecules)
are handled as graph rewrite. This approach nicely captures the algebraic properties of real chemistry,
where novel molecules can be produced during chemical reactions. Graph grammars, i.e. a set of reaction
rules and starting molecules, are very compact representations of entire chemical space. These spaces can
contain interesting chemical transformation patterns such as auto-catalytic sub-networks, or alternative
routes to molecules of interest. Such sub-networks are usually hard to find due to the vastness of chem-
ical spaces. The situation is especially bad in the origin of life realm, where several putative prebiotic
chemistries, all combinatorial complex in nature, have been suggested. Efficient computational methods
for constructing and exploring chemical spaces are therefore essential to explore alternative scenarios, or to
shade light on potential chemical processes which could have resulted in the emergence of life. The tutorial
will offer a mix between short background presentations and accompanying practical examples. To ensure
that attendees have the right libraries and programs available, we will provide a working environment.
The attendees will learn (i) how to translate chemical reactions to graph rewrite rules, (ii) various methods
to explicitly construct chemical spaces (iii) query the chemical space for interesting sub-networks.
• Designing Adaptive Humanoid Robots Through the FARSA Open-Source Framework
Gianluca Massera, Tomassino Ferrauto, Onofrio Gigliotta and Stefano Nolfi
Description. In this tutorial we will illustrate FARSA, an open-source tool available from http://laral.istc.cnr.it/farsa/,
that allows to carry on research on Adaptive Robotics. Farsa allows to simulate different robotic plat-
forms (the iCub humanoid robot, and the Khepera, e-Puck, and marXbot wheeled robots), design the
sensorimotor system of the robots, design the environment in which the robots operate, perform collective
experiments with many interacting robots, design the robots’ neural controllers, and allow the robots
to develop their behavioural skills through an evolutionary or learning process. It is a cross-platform
framework, that works on Linux, Windows and Mac on both 32bit and 64bit systems, constituted by a
collection of integrated open-source object-oriented C++ libraries. The framework comes with a powerful
graphical application that allow to create and run a large variety of experiments and to analyse and test
the obtained results. Furthermore, FARSA has a plugin mechanism that allow to add new features (new
robots, new motors, new neural networks, new learning algorithms, etc) that are integrated and accessible
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by the graphic interface without modifying and recompiling the core code. FARSA is well documented,
easy to use and comes with a series of exemplificative experiments that allow users to quickly gain a
comprehension of the tool and a base for running a large spectrum of new experiments that can be set up
simply by changing the available parameters. The aim of the tutorial is that to allow also non-technical
user to quickly acquire the knowledge required to use the tool and personalize it to specific research
interests.
• Next Generation Sequencing Data Production, Analysis, and Archiving
Heiko Muller and Luca Zammataro
Description. Application of Next Generation Sequencing (NGS) in cancer research is becoming routine in
laboratories all over the world and new applications of NGS are being developed at increasing speed.
The generation, analysis, interpretation, and storage of NGS data poses a number of technical challenges.
Here, the computational infrastructure and the analysis pipelines used at the Center of Genomic Science
in Milan (Italian Institute of Technology) are described. In the second part, meta-analysis approaches
facilitating the interpretation of NGS data are being discussed. In particular, we will highlight international
efforts in cancer genomics aimed at collecting genomic data (e.g. somatic mutations, gene expression,
epigenetic modifications, copy number variation) from cancer samples and correlating these data with
clinical parameters with the aim of identifying novel biomarkers of cancer subtypes and eventually novel
targets for therapeutic intervention. The joined analysis of genomic data of various kinds is a field of
active research that is often referred to as Integromics. We will provide an overview of the current state
of the art and illustrate the use of selected novel bioinformtaic resources of general interest.
• PyCX: A Python-Based Simulation Code Repository for Complex Systems Education
Hiroki Sayama
Description. This tutorial will introduce PyCX, an online repository of sample codes, all written in plain
Python, of various complex systems simulation, including iterative maps, cellular automata, dynamical
networks and agent-based models. These sample codes are designed as educational materials so that
students can gain practical skills for both complex systems simulation and computer programming si-
multaneously. The target audience of this tutorial will primarily be educators and researchers who teach
complex systems-related courses and thus need simple, easy-to-understand examples of complex systems
simulation. The tutorial will also be helpful for students who want to learn basics of writing complex sys-
tems simulation themselves. Prior knowledge of Python is helpful but not required. Participants should
bring their own laptops to the tutorial so they can work on hands-on coding activities.
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Satellite Workshops
• A TRUCE workshop on Unconventional Computing in 2070
Martyn Amos
• Artificial Life Based Models of Higher Cognition
Onofrio Gigliotta and Davide Marocco
• Artificial Life in Massive Data Flow
Takashi Ikegami, Mizuki Oka, Norman Packard, Mark Bedau and Rolf Pfeifer
• Collective Behaviours and Social Dynamics
Stefano Nolfi, Marco Dorigo, Francesco Mondada, Tom Wenseleers, Vito Trianni and Michael Spranger
• 2nd International Workshop on the Evolution of Physical Systems
John Rieffel, Nicolas Bredeche, Jean-Baptiste Mouret and Evert Haasdijk
• ERLARS 2013 - 6th International Workshop on Evolutionary and Reinforcement Learning for Autonomous
Robot Systems
Nils T. Siebel and Yohannes Kassahun
• Fundamentals of Collective Adaptive Systems
Emma Hart and Ben Paechter
• HSB - 2nd International Workshop on Hybrid Systems and Biology
Thao Dang and Carla Piazza
• Protocells: Back to the Future
Timoteo Carletti, Alessandro Filisetti, Norman Packard and Roberto Serra
• What Synthetic Biology can offer to Artificial Intelligence? Perspectives in the Bio-Chem-ICT and other
scenarios
Luisa Damiano, Pasquale Stano and Yutetsu Kuruma
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Abstract
Cooperation is vital for maintaining the integrity of complex
life forms. In many cases in nature cooperation manifests it-
self through constituent parts performing different, but com-
plementary, functions. The vast majority of studies on the
evolution of cooperation, however, look only at the special
case in which cooperation manifests itself via the constituent
parts performing identical tasks. In this paper we investigate a
class of games in which the socially optimal behaviour has the
property of being heterogeneous. We show that this class of
games is equivalent to a region of ST space (the space of nor-
malised two-player games characterised by the ‘sucker’ and
‘temptation’ payoffs) which has previously been dismissed.
We analyse, through a simple group selection model, prop-
erties that evolving agents would need to have in order to
“solve” this dilemma. Specifically we find that positive as-
sortment on pure strategies may lower mean individual pay-
off, and that assortment on mixed strategies will increase pay-
off, but not maximise it.
Introduction
Division Of Labour (DOL) is ubiquitous in the biologi-
cal world. Social insects often have specialised castes for
performing individual tasks (Hölldobler and Wilson, 2009).
Multicellular organisms exhibit high levels of cell differ-
entiation. Colonial marine invertebrates have differentiated
parts which also specialise (Dunn and Wagner, 2006). Even
bacteria have been shown to exhibit specialisation (Crespi,
2001). Arguably DOL is one of the major benefits to group
living. It has long been recognised that specialisation may
result in gains in efficiency; the idea can be traced at least as
far back as Adam Smith’s Wealth of Nations (Smith, 1776).
However, with all group living comes the potential for the
emergence of cooperative dilemmas. Whenever a task is
broken down into smaller parts the products of the sub-tasks
must be shared or distributed. This potentially opens the
door to free riders who benefit from the distribution of the
products of labour, without contributing to its costs.
There are a growing body of artificial life studies con-
cerning the evolution of the division of labour. Specifically
authors have addressed: the mechanisms by which a divi-
sion of labour can occur (Goldsby et al., 2012), the evolu-
tionary pathway to the emergence of complex internal fea-
tures (Lenski et al., 2003), the evolution of differentiation
in multicellular organisms (Ray and Hart, 1999), the role of
gene networks in multicellular development (Joachimczak
and Wróbel, 2008) and the evolutionary role of asymmetric
cell division (Hotz, 2004).
DOL is also one of the key theoretical ideas behind
the major evolutionary transitions research program (May-
nard Smith and Szathmary, 1997). A major transition is one
in which biological entities which were, preceding the tran-
sition, able to replicate as individuals are, after the transi-
tion, only able to replicate as part of a larger whole. DOL is
likely to be one of the key concepts that leads to a deeper un-
derstanding of the major transitions. As increased speciali-
sation develops, individuals become increasingly dependent
upon one another, to the point where it is no longer sensible
to regard them as functionally independent entities. For ex-
ample, a potentially defining characteristic of certain types
of major transition (i.e. the fraternal transitions (Queller,
1997)) is a reproductive division of labour (Michod, 2006).
Cooperative dilemmas are the class of games in which
well-mixed populations of agents evolve to a state which
does not maximise mean individual payoff. Theoretical con-
siderations regarding the evolution of cooperation posit a
game in which the socially optimal behaviour, for the popu-
lation, is for every agent to perform the action labelled as
cooperate. These set of games are cooperative dilemmas
if there exists an ESS which is different from total coop-
eration. That is that under freely evolving conditions the
population is composed either partially or entirely of defec-
tors. Models of the evolution of cooperation then typically
consider extensions of the underlying game which result in
an increase in the level of cooperation. A common way in
which this is achieved is through imposing population struc-
ture which leads to positive assortment and hence to an in-
crease in cooperation (see for instance: Nowak and May
(1992); Maynard Smith (1964)). Here positive assortment
means that like strategies play each other more often than
would be expected from random interactions. (For general
arguments concerning the role of assortment in the evolution
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of cooperation see: Eshel and Cavalli-Sforza (1983); Queller
(1985); Dugatkin and Mesterton-Gibbons (1992); Godfrey-
Smith (2008)).
Despite the large variety of computational and analytic
models along these lines all such studies are built on a com-
mon assumption: namely the final optimal state is a homo-
geneous one in which all individuals play the same strat-
egy. However, many situations in nature can be said to be in
cooperative states, but between individuals or components
which are not exhibiting homogeneous behaviours. To the
best of the authors’ knowledge none of these evolutionary
game-theoretic investigations have considered situations in
which a heterogeneous final state is desirable.
This paper firstly identifies the class of games in which a
mixed state is socially optimal, i.e. games in which a divi-
sion of labour may evolve. We show that these games are
related to the conventional cooperative dilemmas. We then
go on to present two models to illustrate some key points.
The first model challenges the assumption that positive as-
sortment on pure strategies will lead to an increase in the
population’s mean payoff. The second model extends this
by introducing the additional assumption of mixed strate-
gies. The model shows that positive assortment on mixed
strategies does lead to an increase in the population’s mean
payoff. Finally we sketch some further theoretical consid-
erations which show that, although positive assortment on
mixed strategies does lead to an increase in payoff, it is not
the highest payoff that can be reached under any circum-
stance. Specifically in order to maximise average payoff in-
dividuals would have to control not just the frequency of
strategies, but the frequency of interactions within the popu-
lation. In this case a negative assortment on social strategies
is optimal for the population; however, we show that it is not
evolutionarily stable. In order for this optimal configuration
to be stable it is necessary to have a higher level positive as-
sortment on genotypes which provides a lower level negative
assortment of phenotype/social strategy.
Division of Labour Games
We now outline a formalism which enables us to think about
the division of labour in the simplest non-trivial case.
Consider a situation in which individuals meet and per-
form one of two tasks: A or B. Each task bestows a benefit
to both of the individuals involved in the interaction. The
benefits are given by bA and bB respectively. Each individ-
ual must bear the cost of their performed task themselves.
Costs are given by cA and cB. However, if both individuals
perform the same task the cost of that task is shared between
them. In addition, there is a synergistic benefit which is the
benefit of having both tasks performed together: δ . We con-
sider the cases in which A has a higher cost but also a higher
benefit than B, i.e. cA > cB and bA > bB.
An example of the situation described above might go as
follows. Two human individuals living in the same tribe may
perform one of two tasks. Task A is to go and hunt for meat.
Task B is to build a fire. Hunting comes at an extra cost
to the individual either because it requires more energy or
because it is inherently riskier. The benefit of hunting is
meat. Building the fire has a lower, but non-zero, cost. The
benefit of building the fire is warmth. We assume that the
meat is more valuable than the warmth, but that both tasks
provide some benefit in isolation. In this instance the syn-
ergistic benefit, δ , is that of having cooked meat. It is the
benefit above and beyond that of the sum of the two bene-
fits in isolation. We are assuming here that the benefits are
non-excludable, that is that the hunter could not stop the fire
builder from taking meat, and vice versa. This cartoon is an
aid to understanding; the essential features of the situation
are represented via the payoff matrix:
A B
A bA− cA/2 bA+bB+δ − cA
B bA+bB+δ − cB bB− cB/2
Given that games have two arbitrary degrees of freedom
we will assume that: bA− cA/2= 1 and bB− cB/2= 0. We can
thus rewrite the above payoff matrix as:
A B
A 1 1− r+δ
B 1+ r+δ 0
Where r = 12 (cA− cB). This reduces to the 1 dimensional
parameterisation of the snowdrift game if δ = 0 (Hauert,
2004). Conceptually we may also think of the story behind
the snowdrift game as the special case in which task B is the
task of doing nothing with no benefit and no cost.
We can trivially see that this game represents a region of
ST space using S = 1− r+ δ and T = 1+ r+ δ . For an
explanation of ST space see Santos et al. (2006).
Note that r is the difference in cost between performing
the two tasks, and can thus be thought of as parameteris-
ing the severity of the dilemma. δ represents the synergistic
benefits of having both tasks performed. δ > 0 corresponds
to the region S+T > 2.
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Figure 1: The location of all games in ST space. Previously
the top right quadrant was simply referred to as the snow-
drift game. Here we split this region into two. Snowdrift
A corresponds to games which are snowdrift games but not
DOL games. Snowdrift B refers to snowdrift games which
are also division of labour games. The remainder of this pa-
per is concerned with the region labelled snowdrift B.
Cooperative Dilemmas
The previous section introduced a class of games which are
formally equivalent to the region of ST space in which S+
T > 2. We shall refer to these games as Division of Labour
games. Snowdrift games are defined by 0< S< 1 and T > 1.
We shall focus our investigation on the class of games which
are both snowdrift games and DOL games (note that neither
one implies the other).
ST space was conceived of in order to systematically in-
vestigate all classes of cooperative dilemmas. Some authors
(see for instance Macy and Flache (2002)) specifically ex-
clude the region S+ T > 2 from the definition of cooper-
ative dilemmas. We find this exclusion somewhat artificial.
The essence of a cooperative dilemma is a situation in which
evolution leads to a state which does not maximise mean
individual payoff. It just so happens that in conventional
cooperative dilemmas social welfare is maximised by ev-
ery agent cooperating, but this is by no means an essential
part of the argument. Let us define the Socially Optimal Fre-
quency (SOF) as the frequency of cooperate (or type A in the
language of DOL games) which maximises the mean payoff
of the population under well mixed conditions. We then de-
fine a cooperative dilemma as one in which SOF=ESS.
We now need to derive an equation for the SOF in terms
of S and T . To do this note that the mean fitness of the
population is given by:
f¯ = fcρc+ fdρd (1)
We consider a fixed population size so that ρd = 1−ρc. Fit-
nesses are given by fc = ρc + Sρd and fd = Tρc. We then
arrive at a formula for average fitness in terms of density of
cooperators (ρ):
f¯ = ρ(S+T +ρ(1−S−T )) (2)
The SOF is the maximum of this function for ρ ∈ [0,1]. It
is straight forward to prove that:
SOF=
{
S+T
2(S+T−1) S+T > 2
1 S+T ≤ 2 (3)
The ESS of the snowdrift game is (Nowak, 2006a):
ESS=
S
S+T −1 (4)
for DOL games which are also snowdrift games the ESS is
only equal to the SOF in the very special instance in which
S= T . Thus, by our slightly broader definition, DOL games
are cooperative dilemmas.
Figure 2: Left: The equilibrium frequency of cooperate.
Right: the SOF, note that in the top right hand corner this
is not equal to 100% cooperation.
Model
In this section we demonstrate that positive assortment on
pure strategies is only sufficient in allowing populations to
reach the SOF in the non-generic case in which SOF = 1.
We go on to show that positive assortment is still one of
the key elements in allowing populations to reach the SOF.
However, in this case the assortment must be on something
other than pure social strategies.
We implement two generational GAs (labelled model I
and II) to illustrate some key points. In both cases we con-
struct a scenario in which one can exogenously control the
level of assortment in a population of evolving individuals
and measure the total payoff in the population. Model I
serves as a control for model II. With model I we allow only
pure strategies which are only able to perform one of two
tasks, A or B, for the entirety of their lifetime. In model
II we lift this assumption and allow for mixed strategies.
Specifically a genotype specifies not a task A or B, but a
probability, p ∈ [0,1], which determines how often task A is
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performed. Apart from this difference models I and II have
the same underlying structure.
The models consist of two distinct phases, a group phase
and a population phase. Rounds of the game during one gen-
eration occur in τ discrete time steps; the first X time steps
within groups, the remaining τ − X time steps within the
fully mixed population. If fG is fitness acquired within the
group phase and fP fitness acquired within the population
phase then total fitness, fT , is given by:
fT =
X
τ
fG+
τ−X
τ
fP (5)
There areNG groups consisting of g players in each group.
Individuals acquire fitness over both stages of the genera-
tion. NG individuals are chosen at the end of the population
stage via fitness proportionate selection and go on to form
new groups. The founding individuals immediately repli-
cate g−1 times so that the groups are composed of g clonal
individuals. Figure 3 shows schematics for the two models.
Figure 3: Schematics for models I and II respectively.
We consider the model in two different manners. First
of all, we model the situation through numerical integration
of the relevant replicator equation (see appendix A). This
corresponds to infinite populations without mutations. Sec-
ondly, we model the system via an agent based simulation
with finite population and mutations. The two approaches
show good agreement in final results.
In the agent-based model there is mutation. Mutation
leads to one of the individuals in the group stage being ge-
netically different to their parent.
In model I we model mutation by allowing an A to create a
B, and vice versa, with a probability µ = 1×10−2. In model
II, with probability µ = 5×10−2, an individual is born with
a value of p which differs from its parent by an amount cho-
sen from the random uniform distribution [−0.1,0.1]. Mu-
tations are capped to physically meaningful ranges (i.e. be-
tween 0 and 1) if they mutate outside of this range.
Figure 4: Top: The mean value of p at equilibrium for a
range of values of α in model II. The lower dotted line is
the ESS and the upper one the SOF. Bottom: Fitness at ESS
for the two models. The solid line is generated from the pre-
dictions of the analytic model, points from the agent based
model. Clearly agents in model II are at an advantage over
those in model I. (r,δ ) = (0.5,0.5).
This group structuring model allows us to fine-tune the
level of assortment on the population. It bears some similar-
ities to the hay-stack model (Maynard Smith, 1964). How-
ever, within a group there is no selection, as all members
are clonal. The groups are formed from a founder and serve
only to limit the interactions of individuals to a certain, non-
random, subset of the population. In this sense the models
bear some conceptual similarities to the ones discussed in
Godfrey-Smith (2008). The qualitative results would be re-
peatable with any of the standard repertoire of “evolution of
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cooperation” models (Nowak, 2006b). This particular model
is not chosen for biological realism, but because the essen-
tial property of population structure leading to positive as-
sortment is completely transparent. The models have the
convenient feature of being able to tune the level of popula-
tion structure via the parameter α = X/τ.
Previously the distinction between pure and mixed strate-
gies has not been important. In a snowdrift game the fre-
quency of cooperate at the ESS can represent either the
frequency of pure strategy cooperators within the popula-
tion or the average value of p (the probability of coop-
erating) within a population of mixed strategy individuals
(Maynard Smith, 1982, p.17). These two models show that
this distinction is important when playing a game in which
SOF = 1.
In model I there is a one-to-one correspondence between
the genotype and the social strategies A and B. Group struc-
ture provides only positive assortment on pure strategies.
Assortment is needed for the evolution of cooperation. How-
ever, positive assortment leads to groups comprised only of
one type.
It is important to realise that model II provides assortment
on mixed strategies rather than on the pure phenotypes A and
B. This is crucial to the following results.
Figure 5: The mean fitness at ESS. Left column is for pure
strategies, as in model I, right column is for mixed strategies,
as in model II. Going down the page the figures correspond
to increasing levels of α . Top: α = 0, middle: α = 0.25 and
bottom: α = 0.5.
Figure 4 shows the results of the two versions of the
model. There are 125 groups composed of 5 individuals
each. The simulation is run for 5×106 generations and the
average value of p (probability of playing strategy A) over
the entire population is recorded. We find that groups in
model II evolve towards the SOF for larger values of α (the
degree of population structure). As expected with α = 0 the
population simply evolves to the ESS in both models.
We plot the relative fitness for models I and II for increas-
ing α to illustrate the fact that mixed strategies are at an
evolutionary advantage over pure ones. Note that by con-
struction pure strategies only interact with types of the same
pure strategy within groups (in model I). In the case where
the socially optimal solution was pure cooperate the abil-
ity to form pure groups is sufficient to solve the dilemma.
However, in general these are a special type of game. For
DOL games, in which a mix of strategies is desirable, mixed
strategies can outperform pure ones.
Figure 5 shows the fitness at ESS for models I and II for
all games parameterised via r and δ . Interestingly positive
assortment on pure strategies can actually be detrimental to
the population’s payoff if δ (the synergistic benefit to hetero-
geneous behaviours) is sufficiently high. The higher the syn-
ergistic benefit is the greater the advantage of having mixed
strategies.
Group Phenotypes
Groups composed of mixed strategies do not maximise so-
cial welfare. The reason for this is that they are unable to
control their internal structure or organisation. In this sec-
tion we formalise this point. We leave a detailed specifica-
tion and analysis of a model for a forthcoming work.
In a well-mixed population the parameter ρ (frequency of
type A) characterises the state of the system. However, if
interactions are not random then ρ on its own is insufficient.
We also need to know the frequency of the different types of
within-group interactions. In principle there are three types
of interactions: (A-A, A-B and B-B). If the total number of
interaction of all types is fixed, then knowing the fractional
density of each type will specify the state of the group. We
will denote these three densities as ϕAA, ϕAB and ϕBB. How-
ever, it is sufficient to know only one of these. Let us then
use ϕAB and drop the subscript. We shall define the group
phenotype as a point in the space (ρ,ϕ). The following for-
mulae show how the densities of all types of interaction can
be found from these two variables.
ϕAA = ρ− 12ϕ (6)
ϕAB = ϕ (7)
ϕBB = 1−ρ− 12ϕ (8)
Notice that ϕ is confined within certain ranges based on
ρ . Specifically 0 ≤ ϕ ≤ 2Min{ρ,1−ρ}. ϕ is equivalent
to certain measures of linkage disequilibrium (see for in-
stance Hartl and Clark (1998)). For interesting parallels be-
tween population genetics and the evolution of cooperation
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see Gardner et al. (2007).
The previous section considered the cases in which groups
only had control over the parameter ρ and had no way of
controlling the internal composition of within group interac-
tions. In this case they were confined to have a value of
ϕ = ϕ(R) = 2ρ(1−ρ) (9)
where R stands for random. Thus the SOF (Socially Opti-
mal Frequency) corresponds to the fittest group with random
internal interactions. Let us also define the Optimal Group
Phenotype (OGP) to be the point in (ρ,ϕ) space which max-
imises average fitness. To see this, note that average fitness
is given by:
f¯ = ρ+
1
2
(S+T −1)ϕ (10)
for games in (S,T ) space. The OGP is then given by:
OGP=
{
(1,0) S+T < 2
(1/2,1) S+T > 2
(11)
thus in DOL games a group which maximises the amount of
A-B links at the expense of all other types of interactions is
the one which maximises group fitness.
Figure 6: Left: The average fitness in terms of ρ and ϕ ,
for a certain game in which R+ T > 2. Right: the abso-
lute difference between the fitness of the two phenotypes A
and B (assuming that the group is composed of pure strat-
egy individuals). The dotted line marks ϕ(R). Circled points
correspond to A: The ESS under well mixed conditions, B:
The SOF, C: The optimal point for pure groups and D: the
OGP. Note: if S+T < 2 B, C and D coincide. The fact that
stability is non-zero at points B and D shows that these sit-
uations are fundamentally unstable without the addition of
extra assumptions.
With reference to figure 6 model I of the previous section
was only able to evolve to point C, model II was able to do
better and reach point B. However, neither model produced
groups who were able to reach point D. This is the subject
of a forthcoming work in which we investigate the effects of
developmental or aggregational processes.
Discussion
Kant said:
“Act only according to that maxim whereby you
can, at the same time, will that it should become a uni-
versal law.”
In a fully assorted population Kant’s principle is not only
morally commendable, but it is also entirely sensible. Given
that you will only meet individuals who are the same as you
it makes sense to perform social actions which are beneficial
to be on the receiving end of. Thus it would seem that posi-
tive assortment is the answer to the evolution of cooperation.
On the other hand gains from specialisation occur via
a collection of different types of individuals. We have
seen that a division of labour game may be a cooperative
dilemma. There are two needs which seem to be fundamen-
tally at odds with each other: firstly, the need for positive as-
sortment to alleviate the cooperative dilemma, and secondly,
the need for negative assortment in order to gain from spe-
cialisation. This is the fundamental problem of the evolution
of the division of labour. How does nature have her cake and
eat it? That is how does evolution create the positive assort-
ment necessary to alleviate the cooperative dilemma, but at
the same time maintain the diversity needed to benefit from
a division of labour?
It could be argued that many interesting and complex as-
pects of the biological world are about solving this problem.
Phenotypic plasticity is a way in which a social strategy is
able to become decoupled from the genotype which under-
lies it (Gavrilets, 2010). Thus we can have assortment on
genotype without assortment on phenotype (as in model II),
which goes some way to alleviating the problem of the di-
vision of labour. This is the key point which the models
presented here attempt to illustrate. One way of express-
ing this would be to say that the social strategy has become
de-Darwinised (sensuGodfrey-Smith (2009)). In division of
labour games the optimal configuration involves As interact-
ing with Bs to the exclusion of all other types of interaction.
However, in this situation the fitness acquired by the pheno-
type B will always outweigh that acquired by A (because in
our framework T > S). Thus the optimisation of the higher
level entity, the group, is in direct conflict with that of the
lower level entities, the individuals. The only way in which
higher level optimisation can occur is if selection does not
act directly on the frequency of the constituent types A and
B. This is what we mean by de-Darwinisation. A potential
way for this to occur is through a genotype-phenotype map
which is not one-to-one (i.e. a genotype may specify more
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than one phenotype). In this case, although social interac-
tions lead to Bs having a higher fitness, the configuration
is sustainable because natural selection does not “see” the
phenotypes A and B, it only “sees” genotypes which spec-
ify certain frequencies and organisations of social strategies.
We see the concept of de-Darwinisation as a powerful con-
ceptual tool for understanding the emergence of higher lev-
els of biological organisation.
An ALife approach will doubtless be one of the key the-
oretical tools in our quest to understand biological organisa-
tion. Simulation is necessary not only because the processes
of interest are obscured by time, but also because we only
have one truly independent example of life. What we really
want to know is which aspects of biology are contingent on
the particulars of our bio-chemistry, and which are profound
consequences of the logic of natural selection. This paper
has attempted to add to the small, but growing number, of
ALife studies which tackle the question of the division of
labour and internal organisation. We have laid down ground
work for a systematic investigation of the ultimate causes of
the evolution of internal differentiation and organisation.
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Appendix A
We sketch the solution to the model via the replicator equa-
tion formalism, for the case of mixed strategies playing
within variable levels of group structure.
Individuals have strategies which are specified via a prob-
ability p. They play strategy A with probability p, and there-
fore B with probability 1− p. An individual with strategy
p who interacts with another individual with strategy q re-
ceives an expected payoff of:
F [p,q] = pqR+ p(1−q)S+(1− p)qT +(1− p)(1−q)P
(12)
Selection acts on p and thus the population is specified by
the function ρ(p) which is a 1D function which specifies the
density of the population playing a strategy for every value
of p ∈ [0,1]. The systems dynamics are specified by the
replicator equation:
ρ˙(p) = ρ(p)
(
f (p)− f¯ (p)) (13)
where f (p) is the fitness of the individuals for a given p, and
f¯ (p) is the mean fitness of the population.
The fitness of any strategy comprises of two parts. The fit-
ness gained in the group phase, and the fitness gained in the
population phase. Call these fitness fG and fP respectively.
In the absence of mutations strategies always play with like
strategies in the group phase, thus:
fG = F [p, p] (14)
in the population phase strategies play with every other strat-
egy. The average payoff is given by the strategy they would
have received from playing a hypothetical average individ-
ual. That is:
fP = F [p, p¯] (15)
where p¯ is the average value of p in the population.
Total fitness is thus:
f (p) = TGF [p, p]+TPF [p, p¯] (16)
we normalise by saying that TG+TP = τ , i.e. that the whole
cycle happens over τ units of time. Let α = TG/τ . By divid-
ing by τ we arrive at:
f (p) = αF [p, p]+ (1−α)F [p, p¯] (17)
We thus have a fitness defined for every possible strategy,
which can be used to model the situation by means of the
replicator equation.
Population dynamics follow from numerical integration
of equation 13.
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Abstract
A minimal artificial living cell is a sustainable and repro-
ducible cell-like entity composed of biological components
such as proteins, DNA, RNA and phospholipids (Luisi et al.
(2006)). The most realistic strategy in producing such an
artificial cell is assembling biomolecules that imitate the ar-
chitecture and the function of biosystems in living organisms
(Oberholzer et al. (1995)). Firstly we reconstructed the gene
expression machinery with the minimal number of purified
translation factors addressing the need for an artificial gene
expression system. The PURE (Protein synthesis Using Re-
combinant Elements) system (Shimizu et al. (2001)), a key
tool for bottom-up synthetic biology, enables information en-
coded in the DNA sequence to be converted to functional pro-
teins and enzymes, and can be used in developing artificial
cellular components. Another important and indispensable
feature of artificial cells is the encapsulation of genetic infor-
mation and gene expression system by a lipid bilayer mem-
brane (Ishikawa et al. (2004); Kuruma et al. (2009)). This
is also important to sustain an individual from environment.
In addition to compartmentalization of biomolecule compo-
nents, the membrane provides a structural platform for impor-
tant biological functions such as selective transport of mate-
rials, adoption of environment information, production of en-
ergy, etc. Actually, many of the vital cell functions reside on
the lipid membrane, and these functions mostly rely on mem-
brane proteins.
In this paper, we focused on three important membrane func-
tions, i.e. (i) lipid synthesis, (ii) energy production and (iii)
membrane protein synthesis. All these membrane functions
were indispensable for sustaining cell alive and must be re-
constructed as a consequence of internal metabolic reactions.
Each membrane function has the corresponding membrane
proteins. Therefore our strategy is to construct the membrane
function on artificial membrane vesicles, liposomes, through
the gene expression of the corresponding protein components
by the PURE system. (i) For the lipid synthesis, we selected
eight membrane enzymes involving in the biosynthesis pro-
cess of major phospholipids from a bacterial genome. These
eight enzymes were synthesized by the PURE system in the
presence of membrane fraction (membrane Nano-Disc) and
measured their activities. The goal of this project is to de-
velop a biochemical network in vitro that aims to produce
several kinds of phospholipids necessary for the formation of
cell envelop. As the first step, we have succeeded to synthe-
size two membrane enzymes inside liposomes and individu-
ally detected their activities (5). This result would be a funda-
mental for the construction of a self-reproducible cell mem-
brane. (ii) For energy production, a membrane embedded su-
per molecule complex, FoF1-ATP synthase (FoF1), was syn-
thesized through the eight kinds of component proteins. The
function of FoF1 is to produce ATP molecules, which is an
energy source of most cellular activities, based on the proton
gradient across a membrane. We have succeeded to synthe-
size FoF1 complex by the PURE system and detected its ATP
synthesis activity that driven by an artificially generated pro-
ton gradient. Furthermore, the reconstructed FoF1 is coupled
with another membrane machinery, bacteriorhodopsin (bR),
to construct an artificial organelle. The bR is proton pomp
machinery that transports protons to inside of the membrane
vesicles due to light stimulation. Therefore, our idea is that
if the bR and FoF1 were allocated on a same membrane vesi-
cle, the resulting vesicle is able to generate ATP molecules by
light irradiation (Fig. 1). In this design, we have succeeded to
detect the production of ATP molecules in the rate of 35 nmol
ATP/hr/mL Reaction Solution. If the produced ATP could
be used for protein synthesis reaction within the PURE sys-
tem, this represents an energetically independent system and
becomes a practical platform of autonomous artificial cell.
(iii) All these membrane machineries are built up based on
a spontaneous membrane insertion of the synthesized mem-
brane proteins. However, a certain kind of membrane protein
cannot be integrated spontaneously. In that case, the mem-
brane protein needs a help of special membrane machinery,
Sec translocon, to achieve the native formation on a lipid
membrane. The Sec translocon works as a gate to mediate a
membrane insertion and secretion of membrane proteins (Fig.
2). Therefore our idea is to synthesize the component proteins
of Sec translocon by the PURE system and construct the Sec
translocon on membrane vesicles. Since most of membrane
proteins are generated through Sec translocon in living cells,
any types of membrane protein can be produced after the con-
struction of Sec translocon. So far, we have succeeded to syn-
thesize three component proteins (SecYEG) of Sec translo-
con of bacteria and to detect its heterotrimeric complex for-
mation on a lipid membrane. Furthermore, so synthesized
SecYEG enables to produce another membrane proteins that
cannot be spontaneously integrated into the membrane. This
result indicates that, by synthesizing the Sec translocon, other
important membrane proteins (machineries) can be continu-
ously produced on the artificial membrane vesicles.
Using our in vitro gene expression system, cell membrane
functions can be partially constructed on the artificial mem-
brane vesicles. More importantly, these membrane functions
were autonomously constructed just by adding of the cor-
responding DNAs. The ability of an artificial cell to au-
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Figure 1: Artificial organelle consists of FoF1-ATP synthase
and bacteriorhodopsin for production of ATP.
tonomously produce membrane protein machineries by its in-
ternal genetic/metabolic network is consistent with the theory
of autopoiesis by Varela and Maturana (Varela et al. (1974)).
This is adaptive and complements the definition of life, sel-
freproduction, which is based on gene replication. We be-
lieve that our cell-free approach will become a central device
for the construction of artificial cell membranes and a break-
through for the realization of artificial cells.
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Abstract
Bipedal hopping has evolved as a mode of terrestrial loco-
motion in relatively few mammalian species. Despite large
differences in body size, habitat use, and having evolved in-
dependently, all species that use bipedal hopping have re-
markably similar limb morphology and posture. In addition,
these species all have relatively long tails, presumably to as-
sist in maintaining stability. However, the evolution of this
behavior, and specifically the role of the tail, is not well un-
derstood. In this paper, we explore the evolution of bipedal
hopping in a simulated animat, using a relatively simple mus-
culoskeletal model and a rigid-body physics simulation en-
vironment. Results indicate that characteristically different
hopping gaits evolve with alterations to the morphology, in-
cluding the structure and actuation of the tail. Many of the
the results are consistent with behaviors and morphologies
observed in natural organisms. However, in some cases ef-
fective hopping evolved despite key differences from nature,
potentially inspiring new design approaches in robotic and
biomechanical systems.
Introduction
Bipedal hopping has evolved in relatively few mammalian
species, but apparently for different reasons. In small ani-
mals such as kangaroo rats (Figure 1), spring hares, and jer-
boas, hopping is primarily used as a predator escape mech-
anism (Biewener and Blickhan, 1988). In larger animals,
such as kangaroos and wallabies, hopping offers an energy-
efficient means of locomotion over long distances (Dawson
and Taylor, 1973). Despite size differences, the overall mor-
phologies of these animals are quite similar. Specifically,
bipedal hoppers tend to have long tails and powerful hind
legs, which perform the majority of work during locomo-
tion.
Yet, the evolutionary origins of this behavior, as well
as many related issues, remain obscure. Can bipedal hop-
ping evolve only with this morphology, or is it coincidence
that these various species exhibit similar body proportions?
Which aspects of the morphology are essential to hopping?
Do there exist other morphologies for which bipedal hop-
ping would provide an effective means of locomotion? Not
only can answering such questions inform biology, but a bet-
ter understanding of the evolutionary history and mechanics
of hopping has application in biomechanics, robotics and
the development of prosthetics. Unfortunately, the relatively
small number of species that exhibit this behavior, as well
as incomplete fossil records, make it difficult to address this
problem through natural systems alone.
Computational evolution provides a means to explore the
selective pressures that can lead to hopping, as well as mor-
phological characteristics that sustain it over generations.
Moreover, both the behavior and body can deviate from
those occurring in nature, enabling the researcher to dis-
cover more general principles regarding these issues. A pre-
vious study into the evolution of hopping using a 2D muscu-
loskeletal model found that both quadrupedal and bipedal
hopping gaits are very sensitive to changes in morphol-
ogy (Hase et al., 2004). However, such a model does not
take into account many aspects of hopping, such as main-
taining balance, that are essential in the physical world.
Our work explores the evolution of hopping in 3D physics-
based simulation environments. While our early studies, de-
scribed here, rely on rigid-body physics environments, more
complex musculoskeletal models have been developed (Gut-
mann et al., 2012) and will be integrated into our investiga-
tions as computational capacity permits.
In this paper, we focus on the role of the tail in the
evolution of hopping behavior. The virtual animat model
approximates muscles, joints, mass and torque, enabling
us to evolve biologically plausible patterns of movement.
Through a series of five evolutionary treatments, described
Figure 1: The kangaroo rat was selected as the base mor-
phology for studying the evolution of bipedal hopping, due
to its representative morphology and the availability of infor-
mation on both the mechanics and dynamics of its behavior.
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later, we investigate the effect of different initial (and evolv-
able) tail configurations on the evolution of effective hop-
ping gaits. We initially start with a fixed morphology resem-
bling a kangaroo rat, but restrictions on the morphology are
loosened with each subsequent treatment.
The contributions of this paper are as follows. First, the
proposed muscle model produces locomotion patterns simi-
lar to those of natural organisms and limits the output poten-
tial of each individual joint. This model is computationally
less expensive than a musculoskeletal dynamics simulator,
enabling the large number of evaluations necessary in evo-
lutionary approaches. Second, the results demonstrate that
a tail is essential to hopping, but that different configura-
tions can lead to very different gaits, some closely resem-
bling those of biological counterparts (namely kangaroo rats
and wallabies), and others different from any known species.
Third, while we observed a close coupling among tail move-
ment and the oscillation frequency of leg joints, we discov-
ered multiple combinations that produced effective bipedal
hopping behavior. Finally, we were surprised that many
evolved tails had relatively low mass, as it is hypothesized
that a heavy tail helps maintain a high moment of inertia in
animals, producing a more stable gait. This result might be
due to our relatively simple model of the morphology (we
plan to use more detailed musculoskeletal models in the fu-
ture), but might also represent a combination of morphology
and behavior that has application outside biology.
Related Work
The role of the tail in locomotion is of considerable inter-
est within biology. In their studies of geckos, which are not
bipedal hoppers, Full and colleagues found that the tail is
essential to both orientation control and gait stability (Jusufi
et al., 2008; Libby et al., 2012). Alexander and Vernon stud-
ied the musculoskeletal system of kangaroos and described
the overall mechanical system and the forces exerted dur-
ing hopping (Alexander and Vernon, 1975). They also first
hypothesized that the tail was necessary to balance the an-
gular momentum produced by the swinging legs during hop-
ping. However, to our knowledge no one has yet tested this
hypothesis, nor explored its significance in other hopping
species.
In robotics, hopping is an intriguing locomotion strategy
for its potential energy efficiency and the ability to rapidly
change elevation. The latter is particularly important to radio
communication, as signal propagation distance is greatly in-
creased by moving transmitters above ground level (Cintro´n
and Mutka, 2010). Indeed, research in this area has led to
the development of small robots capable of both self stabi-
lization and hopping (Zhao et al., 2009). Prior studies on
hopping have also addressed mechanics of simple, single-
joint actuated robots that were able to achieve stable hop-
ping gaits (Berkemeier and Fearing, 1998), and single-hop
robots have been constructed using pneumatic muscle actu-
ators (Niiyama et al., 2007). It has also been shown that
combining several hops was more energy efficient than a
single, powerful hop, while producing the same jumping
height (Aguilar et al., 2012). This efficient hopping motion
was discovered after analyzing thousands of results, lending
support to harnessing the search capability of evolutionary
computation in order to address similar problems.
Evolutionary approaches have been shown to be success-
ful in many robotic and biological applications. Beginning
with the foundational work of Brooks and Sims (Brooks,
1992; Sims, 1994), computational evolution has proven ef-
fective at producing a diverse range of behaviors. Examples
include evolution of neural-based controllers (Cliff et al.,
1993; Ijspeert, 2001, 2008) and locomotion strategies for
real or simulated robots (Bongard, 2011; Clune et al., 2009;
Gomez et al., 2008). Other studies have focused on opti-
mizing morphological components, such as the caudal fin of
a robotic fish (Clark et al., 2012) and flexible joints in ter-
restrial robots (Moore and McKinley, 2012). As noted ear-
lier, the evolutionary computation study conducted by Hase
et al. (Hase et al., 2004) found that 2D animats with sim-
ulated neuromuscular morphologies were capable of both
bipedal and quadrupedal hopping motions similar to their re-
spective biological counterparts. By applying evolutionary
approaches to the study of bipedal hopping in 3D animats,
we hope to gain insights into this behavior at a level not pre-
viously explored.
Methods
We began our study with an animat based roughly on the
morphology of a kangaroo rat, whose gaits have been ana-
lyzed extensively with the aid of high-speed, high-resolution
video cameras (Gutmann et al., 2013); see Figure 2. We first
evolved gaits for fixed morphologies, then allowed evolution
of morphological parameters such as limb dimensions, joint
output potential and mass distribution.
Virtual Animat. Figure 3 shows the initial animat con-
structed in the Open Dynamics Engine (Smith, 2012), with
body part dimensions corresponding to that of the kanga-
roo rat. The animat also features a controller that actu-
ates all joints. Kinematic data of the kangaroo rat’s hop-
ping gait indicated that the individual joints move in a pe-
riodic motion similar to a sine wave. Hence, for this initial
study where we focus on steady state hopping gaits, a rel-
atively simple sinusoidal controller was implemented; our
ongoing investigations use more complex neural-based con-
trollers. In addition, left/right symmetry was enforced. This
decision was made primarily due to the difficulty in evolv-
ing a controller for a predefined morphology (unlike na-
ture, where they evolved together). Preliminary experiments
found that asymmetric controllers had difficulty achieving
stable gaits due to large differences in the length of hind and
fore limbs. Moreover, observation of kangaroo rats demon-
strates left/right symmetry during hopping.
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Figure 2: X-ray video progression of a kangaroo rat hopping across a force plate to quantify hopping dynamics.
Muscle Model. Animals exhibit fluid movements pro-
duced by muscles contracting and relaxing in a coordinated
manner. To approximate such dynamics in a rigid-body sim-
ulator such as ODE, we modeled muscular connections us-
ing hinge joints with appropriate constraints. In particular,
we devised a model in which the energy an individual joint
can expend during actuation is limited. Doing so prevents
situations in which a joint can move with an infinite amount
of force, an impossibility in biological organisms. Figure 4
shows the range of motion and relative power of each joint
in the morphology. Limiting the maximum force an indi-
vidual joint can exert produces a system in which multiple
joints must work together to move the animat. This muscu-
lar model is applied only to the rear legs, as the fore legs
do not factor heavily into the locomotion pattern for evolved
individuals.
We found that this model produced coordination among
the components of the body and natural looking gaits. Dur-
ing locomotion, animal joints do not always move through-
out their entire range of motion (for example, strides may
be shortened to handle rough terrain, or the center of gravity
may be lowered by crouching to improve balance). If the po-
tential were unlimited, joints would always move throughout
their full range of motion, irrespective of external forces. By
limiting potential, the range of motion of one joint would be
indirectly determined by the evolved muscle output param-
eters of other joints. Moreover, limiting the overall output
potential of each joint allowed the limbs to flex and react to
the ground when landing, increasing stability and the “natu-
ralness” of the gait.
Figure 3: Initial simulated animat used in this study, with
morphological dimensions and mass based on kangaroo rat.
Figure 4: Two-dimensional representation of the animat
joints, with range of movement indicated.
Evolutionary Setup. For each of five treatments, de-
scribed in the next section, we executed 25 replicate runs,
each with a unique random number seed. In each run, a
population of 150 individuals evolved for 4000 generations.
Fitness was defined simply to be the distance traveled in 10
seconds of simulated time. No special selective pressure was
applied to prefer hopping to other forms of locomotion. Suc-
cessive generations were populated using 2-way tournament
selection with mutation and crossover as defined below. The
genome comprised 12, 14, or 16 values, depending on the
treatment, as shown in Table 1. For treatments 1 and 2, the
genome did not include parameters for an actuated tail.
The mutation rate was relatively high, 20%, but mutations
were defined according to a gaussian distribution, so an in-
dividual mutation was unlikely to produce a large change in
value. We found this approach to be effective given the con-
trol strategy used, where a large change in a single key pa-
rameter, such as a phase offset, often produced an unstable
solution. A more conservative mutation approach allowed
for gradual change to gait patterns over generations.
Single-point crossover was applied with a probability of
25% per genome. Crossover exhibited spatial locality, in
that parents for an individual solution were chosen within a
defined range. Specifically, we applied a geographical ap-
proach (Spector and Klein, 2006), where the population is
considered as a one-dimensional line with wrap-around. In-
dividuals are produced from parents that are considered to
be close to their offspring.
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Table 1: Individual Gene Limits
Parameter Min. Value Max Value
Actuation Freq. 0 Hz 2.5 Hz
Hip Orientation 0◦ 337.5◦
Knee Orientation 0◦ 337.5◦
Ankle Orientation 0◦ 337.5◦
Toe Orientation 0◦ 337.5◦
Shoulder Orientation 0◦ 337.5◦
Elbow Orientation 0◦ 337.5◦
Center of Mass body center -
0.25 × length
body center +
0.25× length
Hip Power 0 (passive) 1.0
Knee Power 0 (passive) 1.0
Ankle Power 0 (passive) 1.0
Toe Power 0 (passive) 1.0
Treatments 3, 4 and 5
Tail Actuation Freq. 0 Hz 2.5 Hz
Tail Orientation 0◦ 337.5◦
Treatment 5 Only
Tail Length 0.07 × body
length
2.2 × body
length
Tail Mass 3.25×10−4 ×
body mass
0.6 × body
mass
Experiments & Results
The 5 treatments, described below, investigate the role of
the tail in bipedal hopping, including interaction with other
aspects of the morphology and effect on gaits. To assist
the reader in visualizing evolved behaviors, we have placed
videos of selected evolved behaviors on a YouTube account:
Treatment 1: http://y2u.be/V56Xmgf7pxE
Treatment 2: http://y2u.be/M1BWXwVUAEM
Treatment 3: http://y2u.be/bizIMorOv9g
Treatment 4: http://y2u.be/dIyoE0eMm2A
Treatment 5: http://y2u.be/OXIbXrwXU3Y
Treatment 1: No Tail. In Treatment 1, individuals lack a
tail. Most (18) of the 25 replicate runs failed to produce
bipedal hopping, instead evolving bounding gaits, where
fore and hind limbs alternate contact with the ground. Such
gaits were common throughout the study, since they offer
relatively stable locomotion, albeit slower than bipedal hop-
ping. Six of the replicate runs were able to manage two or
three hops before settling into a forward-leaning gait and
then regressing to a bounding gait. However, in one run, the
dominant individual, shown in Figure 5 and the Treatment 1
video, exhibited a fairly effective bipedal hopping gait, al-
though it flipped over near the end of the simulation period.
Presumably, the bounding gait was a more stable configura-
tion for tailless animats. Examination of early generations
found that many individuals attempting to hop tended to flip
over backwards, resulting in low fitness scores. One en-
couraging trend that emerged in this and subsequent treat-
ments was the effectiveness of our muscle model in simulat-
ing flexible joints. During locomotion, joints flexed to react
to contact with the ground, resembling the function of bio-
logical musculoskeletal systems.
Treatment 2: Fixed, Rigid Tail. In the second treatment,
individuals had a fixed, rigid tail, and were able to evolve
hopping gaits with relatively high fitness values. However,
we observed that the majority of successful hoppers used the
tail as a “kickstand” to prevent flipping over, as had occurred
in Treatment 1. The increased stability enabled individuals
to hop farther. The best evolved individual for this treatment
can be seen in Figure 5. Most of the replicate runs produced
individuals that used their tail in this manner through the
entire simulation period, however, a few managed to execute
two or three hops between tail taps. Although not ideal, this
tail-tapping motion turned out to be an important aspect in
the emergence of hopping gaits.
Treatment 3: Actuated Tail. The fixed tail in Treatment
2 approximates the initial posture of a kangaroo rat at the
start of a hopping motion. In Treatment 3, we expanded
the genome to allow the tail to evolve a speed of oscilla-
tion value as well as a starting position. We expected to see
hopping gaits that did not use the tail as a kickstand as had
occurred in Treatment 2. Evolved solutions for this treat-
ment did tend to favor oscillating tails that counteracted the
angular momentum of the body. However, the kickstand ef-
fect was still present in many individuals, although not as
predominant as those evolved previously. In addition to the
kickstand function of the tail, evolved individuals demon-
strated a coupling between tail and leg oscillation that has
the tail moving against the legs to limit the rotation of the
body during the hop. An evolved individual for this treat-
ment can be seen in Figure 6, which shows the use of the
actuated tail to stabilize the body pitch.
Treatment 4: Tail Collision Removal. In a natural en-
vironment, hopping species tend not to drag their tails on
the ground or even allow the tail to contact the ground at
high speeds, in order to avoid injury. In Treatment 4, we
explicitly removed the kickstand effect by simply prevent-
ing the tail from interacting with the ground. (Effectively,
the tail could contact and penetrate the ground with no ef-
fect on the animat.) We expected solutions to instead use the
tail as a counterbalance to angular momentum, consistent
with a prevailing hypothesis in biology (Bartholomew and
Caswell, 1951; Alexander and Vernon, 1975; Libby et al.,
2012). Instead, the results from all replicate runs tended to-
wards bounding gaits similar to those in Treatment 1. We
suspect that the additional mass associated with a tail made
it more difficult for the individuals to maintain balance, re-
sulting in the tendency to lean forward.
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Figure 5: Behavior of evolved tailless and fixed-tail individuals. The fixed tail individual was able to hop more effectively by
using its tail as a stabilizer to prevent flipping over backwards.
Figure 6: An evolved hopping individual from Treatment 3 with an actuated tail. Note the coordination between tail and legs to
maintain body pitch throughout the hopping motion. In the evolved individual from Treatment 5, the tail evolves to be shorter
than those of the previous treatments, enabling faster hopping.
Treatment 5: Evolvable Tail Morphology In the first
four treatments, tails appeared to be essential to maintaining
stability. In biology, it is generally agreed that an important
function of the tail is to counter the angular momentum of
the body, discouraging body pitch changes over the hopping
period (Bartholomew and Caswell, 1951; Libby et al., 2012).
Since we had based the animat’s morphology on the kanga-
roo rat, we were curious what solutions would be discovered
if tail length and tail mass were allowed to evolve. Indeed,
Treatment 5 runs produced bipedal hoppers with tails ap-
proximately half as long as those in the earlier treatments;
an example is shown in Figure 6.
Performance Comparison. Figure 7 plots the best and
average fitness for each of the 5 treatments. In Treatment 1,
solutions were forced to focus heavily on stable locomotion
rather than maximizing the speed of movement, resulting in
low fitness. Treatment 4 exhibited even worse performance
in both plots, demonstrating that in these experiments tail
tapping is an important part of the behavior, at least as the
animat starts moving. Treatment 5 had the best performing
individuals across all treatments, although the average per-
formance was similar to that of Treatment 3. This result is
likely due to individuals that were unstable and attained low
fitness scores. Individuals in Treatment 2 had the second
best performance, presumably by using the tail to stabilize
the animat during hopping. Treatment 2 also had the best
average fitness, indicating that the static nature of the mor-
phology likely made finding stable solutions easier.
Analysis. Considering the high performance achieved in
Treatment 5, we sought to determine which factors and rela-
tionships gave rise to effective bipedal hopping. We discov-
ered that in the top 10% of evolved solutions in this treat-
ment, there existed a relatively tight coupling between tail
and leg oscillation frequencies. Figure 8 presents these data
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(a)
(b)
Figure 7: Fitness of 5 treatments over evolutionary time: (a)
Best performing individual, averaged across 25 runs for each
treatment; (b) Average performance in each evolved popula-
tion, averaged across 25 runs for each treatment. Shaded
bands indicate 95% confidence intervals.
for individuals in the final generation. In the figure, the tail
oscillation frequencies are generally near either a harmonic
of the leg oscillation frequency, or they act as a passively
flexible joint (lower right). Results that fall on or near these
harmonic values have tails that move directly opposite to the
rotation of the body, apparently helping to maintain a more
effective body orientation. In the solutions indicated as pas-
sively flexible, the tail oscillation frequencies are so low that
they behave as a flexible joint that moves only in reaction to
the hopping motion, thus countering rotational movement.
The coordination in phase between tail and leg movement is
essential for successful individuals and is supported by bio-
logical observation. In hopping species, tails tend to move
in concert with the rest of the body producing a unified gait
pattern. In our observations of evolved animats, individu-
als lacking this coordination tend to produce extraneous or
detracting movements that actually hinder performance.
























2
x H
ar
m
on
ic
1x
 Ha
rm
on
ic
0.5x
 Har
mo
nic
Passively Flexible
0.0
0.5
1.0
1.5
2.0
2.5
0.0 0.5 1.0 1.5 2.0 2.5
Leg Oscillation Frequency
Ta
il 
O
sc
illa
tio
n 
Fr
eq
ue
nc
y
Dataset
Top 10%
Bottom 90%
Fit


0
20
40
Leg Oscillation Frequency versus Tail Oscillation Frequency
Figure 8: Relationship between the leg oscillation fre-
quency and tail oscillation frequency in Treatment 5. The
straight lines indicate harmonics between the two frequen-
cies. Evolved solutions tended to either fall near these lines
or in the passively flexible region.
A second area of interest is the evolved mass of the tails
and the resulting moments of inertia. As seen in Figure 9,
the evolved results tended towards tail masses that were less
than 15% of the total body mass. Indeed, tails in some of
the best performing individuals accounted for less than 5%
of total body mass. These light tails resulted in relatively low
moments of inertia, as seen in Figure 10. Lower moments
of inertia in these individuals potentially allow the body to
generally change pitch throughout the hopping motion rather
than maintain a stable body orientation.
This result is intriguing because stable orientation in hop-
ping species benefits from a high moment of inertia in
tails (Usherwood and Hubel, 2012). Moreover, Figure 10
indicates that there is no direct relationship between the tail
moment of inertia and leg oscillation frequency. A possible
explanation is related to our evaluation period. While the in-
sight into high moments of inertia for the tails is well under-
stood, the biological observations leading to this conclusion
generally focus on steady-state hopping. However, in our
treatments, fitness evaluation begins at the start of the sim-
ulation period which includes the startup phase. Hence, in-
dividuals begin from a stationary starting position and must
begin to hop before reaching their final steady state. The
inclusion of the startup period places an emphasis on sta-
bility during the transition from stationary pose to hopping
to avoid falling over or becoming unstable. This pressure
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likely forces the solutions to evolve parameters that encour-
age stable startup gaits over those that are most efficient or
fastest during the steady-state phase. One possible approach
is to delay the evaluation until the animat has had an op-
portunity to start moving. Adding such a transient phase,
which has proven successful in other recent studies (Moore
et al., 2013), may encourage tail parameter evolution to-
wards steady state hopping. However, we note that at the
time of this writing, a preliminary set of experiments showed
that a transient phase actually reduced fitness. This issue is
a topic of our ongoing research.
Conclusions
Although relatively uncommon in the animal kingdom,
bipedal hopping provides benefits both for energy efficiency
and as a survival mechanism. A better understanding of this
behavior, and how it evolved, not only informs biology but
has implications for the design of robotic systems. We have
developed a computationally-efficient kinematic model that
approximates the function of natural muscles and is suitable
for integration into evolutionary algorithms. In 5 treatments,
we explored the role of the tail in hopping gaits. We found
that a tail is essential to hopping, as tailless individuals re-
sorted to bounding or shuffling gaits. Evolved gaits exhibit
similarities to their biological counterparts in terms of tail
movement and joint coordination. However, our results also
show that bipedal hopping is not limited to the morphologi-
cal configurations observed in nature, but can evolve in other
morphologies (i.e., those with short, light tails). Indeed, the
initial morphology based on the kangaroo rat dimensions
proved not to be the most effective morphology. Finally,
the inclusion of the startup phase in fitness evaluation led
to an alternate use for the tail as a stabilizer, which to our
knowledge has not been previously reported.
In future work we plan to conduct more in-depth study
of transient versus steady-state hopping behaviors and the
pressures influencing them. We also plan to refine our simu-
lated muscular model to more accurately capture the behav-
ior of natural muscle and tendon systems. Finally, as with
our studies of aquatic robots, we intend to evolve more com-
plex controllers, using artificial neural networks, for bipedal
hoppers.
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Abstract 
In this paper is investigated the problem of managing limited 
resources in human-robot interaction with a computational 
architecture of emotion. The architecture is based on the 
appraisal theory of affect and an ethological motivational model 
of task selection. Key variables and performance criteria for 
robotic energy autonomous behaviour in interaction with 
humans are discussed.  The role of arousal for modulating 
effort of movement is explored. It is shown that the architecture 
can manage task selection and the effort of the movement and 
offers sustainable basic-cycles in exemplar “two-resource 
problem” test-bed scenarios for an iCub robot. An extension of 
the architecture with a third ‘resource’ – safety – is presented 
and how the architecture is able to solve the new ‘three-
resource’ problem is demonstrated. 
Introduction 
Research on robots interacting with humans perennially 
arouses interest. There are many research agendas focused on 
human-robot interaction (HRI), for example, concerning 
service robots for helping the elderly or disabled people, robot 
toys for treatment of autism in children, artificial pets for 
entertainment, autonomous vehicles and robotized spacesuits. 
The requisite artificial agents should be able, autonomously, 
to balance their internal needs such as energy homeostasis, 
hardware integrity, temperature balance, and at the same time 
fulfil designer requirements whilst interacting efficiently with 
the human inter-actor. If a certain degree of autonomy is 
missing and there is no remote control operation, the agent 
will require a predesigned action set for every possible 
environment state, an impossible feat in a complex 
environment where humans reside.  
McFarland suggests that at the root of autonomous control 
is energy autonomy (Mcfarland & Spier, 1997; McFarland, 
2008). The robot should be able to produce high work quality 
whilst efficiently utilizing the available energy level of its 
batteries. Furthermore, the autonomous robot must find the 
behavioral trade-off between re-charging and working. 
Managing these two conflicting requirements fundamentally, 
constitutes the “two-resource problem”, which has become a 
test bed for several studies in autonomous robotics (Avila-
García & Cañamero, 2004; Lowe et al., 2010) .  The main 
emphases of the proposed solutions are: firstly, the amount of 
time the robot should spend at each resource, and secondly, 
the time at which (work, fuelling) behavioural activities 
should be switched (sequencing of behaviors) (Wawerla & 
Vaughan, 2009). Effort during movement is another crucial 
factor regarding energy autonomy. Responding to urgent 
situations such as items falling from surfaces, fire hazards, 
boiling, or/and overflowing, water requires fast and effortful 
action. However, in moments of relative calm, the 
autonomous robot should conserve its energy and, essentially, 
‘take it easy’. More effortful movements could raise the safety 
hazard and this is another reason that the robot should “spare 
its effort” in situations other than those requiring urgency. 
For the purpose of addressing the above considerations for 
robot autonomy we have developed an affective-cognitive 
architecture. This combines ‘top-down’ processes, enabling 
(human-like) expression of emotional state, with ‘bottom up’ 
processes grounded in the energy balancing mechanisms of 
the robot. We postulate that this hybrid approach offers the 
robot greater potential for flexibility when performing tasks 
that require the cycling of two or more activities. In 
(Kiryazov, Lowe, Becker-Asano, & Ziemke, 2011) a similar 
architecture was presented but implemented in a simulated 
NAO robot. Robot ‘work’ concerned an abstract behavioural 
sequence of reaching and then stepping onto a certain square 
on the ground. In the current set of experiments the work is 
less abstract and represents a more realistic service robot task 
subcomponent – robot tracking/monitoring of human action. 
The robot is required to track a ball, which the human inter-
actor holds and moves. Specifically, the robot is required to 
uncover an interactive dynamic in relation to its energetic and 
movement capabilities guiding viable task (ball tracking, 
(re)charging) switching behaviour. This is further constrained 
by a requirement to interact ‘safely’  
The rest of the paper breaks down into the following 
sections: 2) The two-resource problem and humanoid service 
robotics – we provide a description of a general two-resource 
framework for autonomous robots and its adaptation to the 
proposed service robotics specific requirements; 3) An 
affective embodied architecture – presenting a cognitive 
architecture for solving the specified problems; 4) 
Methodology; 5) Results; 6) Discussion – a summary of 
present work and insights, and proposed future experiments 
using the cognitive architecture incorporating emotional 
expression and recognition mechanisms; 7) Conclusion. 
The two-resource problem and humanoid 
service robotics 
Two-resource problem scenarios offer a common test bed for 
studying behaviour cycling of autonomous robots under 
resource constraints. The two-resource problem requires an 
agent to maintain the level of two basic internal variables in 
relation to relevant environmental resources. In order for the 
problem not to be trivial, the robot behaviour that leads to an 
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increasing satisfaction of one resource-related variable should, 
most of the time, lead to the inability to satisfy the other 
resource-related variable(s). In such a framework one of the 
main problems is the choice of the best action for collecting 
the right resource at the right moment in time (Wawerla & 
Vaughan, 2009).  The way of gathering a resource is also 
important as it is stated in (Spier & Mcfarland, 1986) it is not 
only important “what to do next” but also “how to do it” . 
When the two resources are the work and energy, which a 
mechanical robot should balance, then the choice of an effort 
of a movement (speed, stiffness) contribute importantly to this 
two-resource problem. 
In the two-resource problem framework of McFarland and 
Spiers (Mcfarland & Spier, 1997) the artificial agent (animat) 
is represented as a state space. The animat is characterized 
with a minimum set of state variables that are sufficient to 
describe its psychological state. The animat should maintain 
homeostasis of this state (not going into a lethal limit), 
handling the perturbations caused by its actions and the 
environment. Within this framework, McFarland and Spiers’ 
experiment with different decision strategies for the animat. 
They show that very simple cueXdeficit motivation leads to 
good performance in a lot of different environments. The 
motivation of a robot/animat to approach a particular resource 
(r) is calculated as: 
!! = !!  ×  !!×  !!                                                                (1)  
 
where Dr is the deficit of the resource-related variable in 
relation to a homeostatic value set by the designer. Cr is the 
cue of resource r and represents its ease of access, e.g. for a 
mechanical robot a metric for the cue could be the euclidean 
distance of the resource of the current position of the robot. If 
a resource is temporarily not visible, instead of having a zero 
cue value (cf. (Spier & McFarland, 1996), it is proposed to 
assign a low fixed value to the cue – the so-called “ambient 
cue”. This represent “the knowledge” of the agent that there 
should be some of this resource somewhere in the 
environment and could motivate the agent to search for it if 
this resource deficit is very low (even if the agent cannot see 
it). When the motivation is dependent on the cue, two types of 
behavioural patterns – opportunism and persistence – emerge, 
which are important for behavioural stability in two-resource 
problem frameworks (Avila-García & Cañamero, 2004; Spier 
& McFarland, 1996). Kr is the availability of tools in the 
environment, which are required to handle resource r. The cue 
of a resource is based on sensor input and the deficit is 
measured through proprioception. This model captures animal 
behaviour at an abstract level where a basic requirement of 
populations of animals is to choose between food and water 
resources (Sibly, 1975). For animals the most important 
resources are food and water or, alternatively, fuel and 
mating. The work and energy are suggested as robotic 
analogues for the two basic resources (Mcfarland & Spier, 
1997) 
 A basic measure for behavioural stability for a robot in 
such two-resource problem scenarios proposed in the above-
mentioned studies is the ability of the system to produce 
sustainable basic cycles – cycles in the state space of the robot 
which don’t cross the designer-specified “lethal” limits of the 
resource-related variables. 
 
Figure 1. Left: A typical two-resource problem in a 2D world where the 
robot collects multiple resources of two different types (e.g. blue = water, 
red = food). Right: A two resource problem for service humanoid robots, 
where there is one fixed energy resource and a dynamic “work” resource. 
For a simple wheeled robot the movement towards a resource 
and its effort is simply controllable by the speed of the two 
motors for the left and right wheel. Humanoid robots have 
many more degrees of freedom and the actions they perform 
are much more complex. In order to simplify the optimization 
problem for such robots an algorithmic distinction between 
the task switching mechanism and the effort of movement is 
reasonable. In order to translate simple wheeled robot two-
resource problems to humanoid robot and service robotics 
scenarios certain factors should be considered. In common, 
there is only one “energy resource” and that is a charger, 
which may be in a fixed position the location of which is 
knowable regardless of the robot’s current position. However, 
“work“ – which is often related to human behavior, entails 
complex environmental and social dynamics where interaction 
with human decision making is concerned. At any time the 
robot should choose the most appropriate action – for work or 
charging. The actions can be performed at different speeds or 
degrees of stiffness of the actuators, the latter relating to 
precision of performance, safety and energy efficiency. 
Robots can have different profiles of energy consumption 
related to their speed of movement. If movements at low 
speed are more energy efficient, then the robot has to choose 
the speed apt to solve the trade-off between energy and work 
efficiency. If the robot consumes less energy for higher 
movement speed, then the robot basically should move at the 
highest possible speed for optimal behaviour. However, as 
previously suggested, higher speed could raise difficulties in 
HRI, e.g. decreased safety. 
 Safety is an important aspect related to effort of movement 
in HRI. Higher speed or more power in the actuators will also 
mean a greater safety hazard in a close human-robot 
interaction.  Safety could be defined as a third resource, in the 
same framework, which the robot should maintain within 
appropriate limits in order to be efficient. One way the robot 
could gather “safety” is to completely stop when the safety 
hazard assessment is too high (for example, a human is nearby 
and the robot is moving fast). Another more relaxed way is to 
reduce speed and stiffness of the motors.  
 Generally, emotion plays an important role for efficient 
communication (Thill & Lowe, 2012), (Bar-On & Parker, 
2000). Expressing emotion states could provide fast feedback 
to another humanoid with respect to the current mental state 
of the partner in a cooperative task and potentially enhance 
the human-robot interaction. For safety purposes, it is very 
important that the robot recognizes human intention and 
action in order to act appropriately. On the other hand, the 
robot should meaningfully express its intention. 
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An affective embodied architecture 
The basic schema of the proposed architecture is shown in 
Figure 2. Part of the architecture is based on WASABI 
(Becker-Asano, 2008), which is a psychologically plausible 
appraisal theoretic model that has been successfully 
implemented and tested in the context of the virtual human 
MAX, who served as a museum guide and a card game player 
(Becker-Asano, 2008). In our architecture the unconscious 
appraisal process of WASABI and emotion dynamics in PAD 
space are used mainly. The task switching module substitutes 
for the BDI decision-making module of WASABI with the 
cueXdeficit action selection strategy.  
 
 
Figure 2. Basic modules of the architecture: modules depicted in orange 
boxes are robot specific. The other three (in blue) are implementation 
independent. 
A brief description of the components of the architecture, 
which are relevant to the provided experimental results, 
follows bellow. Some of the modules, which are important for 
emotional communication with human (face expression, face 
expression recognition, tactile pattern detection), are not 
relevant for the presented results. However, we envisage their 
deployment in for future test scenarios. Their role for the 
efficient management of the resources and possible future 
experiments are proposed in the discussion section. 
Task switching 
The task-switching module uses cueXdeficit action selection 
mechanisms (based on the model of McFarland and Spiers 
(Mcfarland & Spier, 1997). The robot chooses an action of 
accessing a resource depending on which of the resources the 
robot has higher motivation for. This can be described by the 
following rule: 
 Gather resource k: if  !! = max!!!, where Mi, is the 
motivation for choosing a particular resource i:  
 
 !! = !!   ×  !!,                                (2) 
Ci – is the cue of the i-th resource and is provided by the 
vision module. 
Di – is the deficit of the i-th resource. It is provided by the 
physiology module. In addition to the natural physiology 
measure of the energy level it also includes the other 
resources – work and safety – which are dependent on the 
designer’s goal. In this way the robot interprets the social 
environment in the same way as the physical one as suggested 
in (Dautenhahn, Ogden, & Quick, 2002) 
Appraisal 
The appraisal process is controlled by generating and sending 
to the WASABI engine emotion impulses in the form: 
 
!"#$%&' = ! !!
!.
!!!""  !"#$%!&"#            (3) 
where K is a coefficient tuned experimentally according to the 
dynamics of the Emotion Engine in such a way that the level 
of arousal during a run of the system could take all of the 
values from its minimum to maximum value (not remaining at 
the same level all of the time).  
The emotion impulse equations represent general principles 
of unconscious appraisal in WASABI – that the impulses sent 
to the emotion engine should represent bipolar evaluations of 
the environmental state. In the current variant we only use the 
arousal dimension and negative impulses. From another side, 
the proposed impulse equation represents the cost function 
provided in (Mcfarland & Spier, 1997), which is a general 
criterion for deviation of the animat’s equilibrium point in its 
state space.  
WASABI emotion engine 
In WASABI the emotions are represented in the three-
dimensional space of pleasure, arousal, and dominance by 
points with activation and saturation thresholds. The space 
itself is commonly referred to as PAD space. 
 The emotional state is a point in this 3D space and has 
internal dynamics, which is modulated by emotion impulses 
and other modules in WASABI. In the work presented here, 
the architecture uses only the arousal dimension. The 
WASABI engine modulates the execution of the task in the 
control module. The speed of each movement is made 
proportional to the current arousal level. A Similar relation 
between speed and arousal is shown in (Paterson, 2002) where 
the correlation between the perception of a character’s arousal 
and its speed of movement is studied.  WASABI engine also 
engages face expressions, which are not used in the results but 
discussed in the last section.  
Vision 
The vision module evaluates the cues of the resources based 
on the perception capabilities of the specific robotic 
implementation. For the current version cues of energy 
resource (charger) and work resource (a moving ball) are: 
 
!!"#$ =
!"#$%&'"()*+,-,./ − !"#$%&'()*+*,-
!"#$%&'"()*+,-,./
                            (4) 
 
!!"!#$% =
!"#$%&'"()*+,-ℎ!"#$" − !"#$%&'()*+ℎ!"#$"
!"#$%&'"()*+,-ℎ!"#$"
          (5) 
 
In this way both cues’ values are normalized in the interval 
[0,1]. As the safety is a special resource without a specific 
environmental cue representing it, its cue is set to the highest 
value of 1 all the time. This is also validated from the fact that 
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gathering this resource – stopping completely – could be 
achieved at any time immediately. 
Physiological state 
The module calculates the resources’ deficits based on 
introspection – monitoring internal physical properties such as 
electrical currents or more “abstract” deficits such as work 
and safety, which depend on the designer’s requirements. 
Control 
This module executes action for gathering the resource whose 
motivation is the highest, as provided by the task selection 
module. The action parameters, e.g. for effort of movement, 
are modulated by the emotion state in the WASABI engine. 
 The action for the work and charger resources consists of 
moving the robot’s hand towards their position. Safety is 
“gathered” by stopping at a place for a certain period. The 
speed of the movement is proportional to the arousal level 
scaled in such a way that the resultant speed remains within 
appropriate limits (not too high: undesirable for the real robot 
because of possible damage; not too low: prohibitively slow 
for HRI). 
Methodology 
For the specific tests of the proposed architecture we are using 
a scenario where a humanoid robot should follow a ball that is 
held, in front of it, at random positions by a human.  When the 
robot moves it loses energy and in order to regain it, it should 
move its hand to a certain “resting” position. This scenario 
can be viewed as a minimalist analogy to a service robot 
having to refuel but also carry out a task that involves 
unpredictable dynamics. This work may also be viewed as a 
fundamental requirement of robot interaction with a human, 
i.e. that has some ability to dynamically track the activity of 
the human. The robot should cycle efficiently between 
working and refuelling activities in order to remain viable, i.e. 
not run out of energy, work and safety. The complexity of the 
task in this case is mainly caused by the “unpredictable” 
human behaviour – providing complex patterns of the ball 
(work resource) movement. 
The lethal limits for the energy requirements of the robot 
are obvious – it should never go beyond a (lower) limit of a 
completely exhausted battery at which the robot stops moving 
and requires human intervention. In another, not so 
minimalistic, variant a higher “hibernation” threshold could 
be implemented which allows the robot to finish what it is 
currently doing and to find a safe location to ‘sleep’. This 
hibernation threshold can be manipulated from another 
“hibernate” behaviour. In the current experiments with the 
simulated iCub we use energy consumption proportional to 
the speed of movement. This is the simplest approximation to 
the real data, which we have collected with the real iCub. 
With such energy consumption dynamics, higher speed of 
movement is both more energy- and work-efficient. 
The work limits are not obvious as the robot work 
requirements depend on the goals of the designer (Spier & 
Mcfarland, 1986). In the investigation presented in this paper, 
we use a convenient and natural measurement for the deficit 
of the work resource – a linear work production decrease from 
the time point at which the work is “sensed” (the robot is 
aware of work to be done but cannot presently do it) and 
increase when it is actually working. In this way the work 
resource obtains constrained cyclical continuous dynamics 
similar to a physical resource. Here this is done more naturally 
than in (McFarland & Spier, 1997) where the robot should 
“pay” for energy when charging with its work points. 
In order to define the safety resource dynamics we first 
define: 
 
!"#$%&  !"#!"# = !"##$  ×  !"#$%  !"#$%&%'(     (6) 
 
The proportionality of safety to human distance is used in 
almost every measurement for safety hazards (Calinon, 
Sardellitti, & Caldwell, 2010; Kulić, 2006). The speed of the 
robot is a main factor for determining the force in an eventual 
collision so it is also of crucial importance for defining safety 
hazard (Kulić, 2006). 
Any time the robot moves, it starts to decrease its safety 
variable level with the current level of safety hazard. When 
the robot stops at the charger or because it decided to “gather 
safety” the safety resource increases in the same constant 
linear fashion as the work resource.  The latter two aspects of 
the safety dynamics were added mainly in order to obtain the 
same continuous and cyclical dynamics as the other two 
resources. More reasonable is that safety just equals the safety 
hazard. This is planned in the further development of the 
architecture where safety gathering could also relate to 
continuously decreasing of speed rather than a complete stop 
as in the current version. Another possible option of safe 
gathering behaviour could be the manipulation of joint 
stiffness, for example, decreasing the stiffness when the safety 
resource motivation becomes dominant. This will also make 
the change of safety hazard continuous with naturally 
constrained upper and lower levels. 
In the so proposed three-resource problem the choice of 
right speed of movement is of crucial importance. High speed 
will decrease the safety. A slowly moving robot, however, 
will require more time to reach the ball and will reduce the 
amount of gathered work. A flexible mechanism is required to 
choose the proper speed at the right time. We suggest the 
arousal mechanism of our architecture is a suitable modulator 
of the movement speed for solving the three resource problem 
and produce sustainable basic cycles. 
 We are primarily interested in the three-resource problem 
that consists of managing variables for fuel, work and safety 
needs. However, the proposed architecture, as a basic 
requirement, should be able to handle the two-resource 
problem – produce stable basic behavioral activity cycles. 
Therefore, we first evaluate whether the cueXdeficit strategy 
is still applicable in the new setup and explore the role of 
arousal for modulating the robot’s behaviour. 
 In a second experiment we use safety as a third resource 
and evaluate whether the architecture can maintain sustainable 
basic cycles in this three-resource problem. Although, as 
pointed out before, the safety hazard is defined as a reasonable 
measure the lethal limits of this resource are arbitrarily 
chosen. To demonstrate that such eventual behavioural 
stability is not trivial (the safety resource could be depleted in 
some of the environments) we will compare the performance 
of two variants of the architecture: 
ECAL - General Track
ECAL 2013 22
1. With three resources (work, energy, safety) and 
2. With only two – resources (work, energy). 
In the latter case we still use the same measure for the 
safety deficit but the architecture is “blind” for this “safety” 
resource. Although it can never take the decision to “gather 
safety” it could still “survive” in this case as the robot stops at 
the charger and also could stop for a shorter period when it is 
working (the ball is moving slowly). We predict that even if 
the robot dies in some of the environments in the “two-
resource” variant, it can still be viable in the “three- resource” 
variant – so the average life-time of the “three-resource” 
robot-architecture system will be longer.  
If there are only two resources, for the current robot energy 
consumption dynamics, the robot should go as fast as possible 
so the arousal mechanism is not so important. When the safety 
as third resource is announced that makes the problem of right 
speed non trivial because higher speed will increase the safety 
deficit. It is worth checking, however, whether the robot 
moving at the highest possible speed can still provide a 
solution for the three resource problem.  
 The experiments are performed using 21 runs for each of 
the two variants of the two architectures in 3 environments 
(therefore, 7 runs for each environment) for 35000 program 
cycles (approximately 15 minutes for each run). The detailed 
description of the used environments is summarized in the 
annex (table 2). In all environments the ball is moving with a 
sinusoidal speed on a line in front of the robot. In regular time 
intervals it disappears. The varied parameters are the speed of 
movement of the ball and the time it is hidden which are the 
key factors for environmental complexity. Higher speed of 
ball movement will require the robot to move more often and 
at a higher speed so that it will lose more energy and safety. If 
the ball is visible for a longer period, that will eventually 
decrease the work deficit if the robot is not succeeding to 
track it.  The continuous pattern of movement is mainly 
chosen for implementation reasons – the vision module 
recognizes the ball much more easily when the ball’s position 
change is continuous with time (without sudden jumps), 
which actually should be the case if a human moves it. 
Although this simulated deterministic environment could look 
different to the unpredictable human behaviour it still has 
enough complexity, which for a simple reactive robot is not 
trivial. Extra complexity comes from the noise of vision and 
control modules. 
 For measuring the agent viability, we use two of the 
proposed viability indicators in (Avila-García & Cañamero, 
2004) – life span and overall comfort: 
 
!"#$%&'( = !!"#$ !!"#                           (6) 
where !!"#$  is the number of steps when the robot is viable, 
  !!"#is the maximum number of steps of one run  
!"#$%&&'()*($+ = (1 − !!)
!!"#$
!!! !!"#$       (7) 
where !!is the mean of the deficit of all resources 
The particular robotic implementation used for the 
experiments here uses the iCub robot (Sandini, Metta, and 
Vernon 2007). Most of the data presented here is collected in 
the iCub simulator. Some demonstrative results with the real 
robot are shown in the discussion section. For emotion 
recognition with the simulated robot the video stream of the 
web-camera instead of the cameras in the eyes of the 
simulated iCub is sent to the face emotion expression 
recognition module.  
 
 
Figure 3 An iCub robot following a red ball – real (left) and simulated 
(right). 
The distance to the work and energy resource is calculated by 
using the Euclidian distance from the current hand position to 
the ball and the charger position. There is not any particular 
physical object representing “the charger” but we assume that 
the agent knows its state through proprioception. 
 The following modules from the iCub repository are used 
for the particular implementation of the vision, physiology 
and the control modules of the architecture: 
- pf3dtracker – detects a single coloured ball and returns its 
coordinates in a 3D robot-centric reference frame  
- ICartesianControl – moves the hand to a desired position for 
a desired time 
- controlBoardDumper – logs the current consumption of the 
individual motors. Each value is time stamped, so the user can 
process them offline to compute the instantaneous power 
consumption 
- emotion interface – controls patterns of LED on the face of 
the robot producing human-like facial expressions. 
The last two modules are available only for the real robot 
and are not relevant for the following results with the 
simulated robot. 
Results 
Experiment 1: Arousal & the two-resource problem  
The robot-architecture system ‘survived’ all the trials – it 
didn’t cross the lethal limits during the runs in this particular 
set of environments. That shows that cueXdeficit strategy is 
still viable strategy in our two-resource problem framework. 
In order to explore the role of the arousal mechanism we 
compare one of the runs in a more challenging environment 
(where the ball is shown for a longer period of time – 
environment 3 – see annex) and one in the least challenging 
(environment 1 – see annex). 
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Figure 4. Arousal level of the robot in an “easy” environment – (green) 
and a “hard” (red). The time is program cycles. 
  
 
Figure 5. Basic cycles of a robot in an “easy” environment (green) and a 
“hard” one (red). The axes are also the lethal limits lines for the energy 
and work resources. 
We can see that in the ‘easy’ environment arousal remains 
relatively low and the corresponding basic cycles are further 
from the lethal limits than in the more challenging 
environment where greater arousal is needed to produce 
behavioural stability.  
 
 
Figure 6. Dynamics of some of the essential variables in a short time 
window of a run of the architecture in environment 3. 
It is interesting to question why the robot doesn’t go into 
‘over-opportunism’ (consuming a resource until it dies from 
the deficit of another resource) in this scenario where the 
consuming of the resources doesn’t deplete as in ethological 
experiments with wheeled robots. If a resource is not 
disappearing, that makes its cue value in the moment of 
gathering the highest possible value and an agent using a 
cueXdeficit strategy could become almost blind to the rising 
of the deficit of the other resource. But as one can see in 
Figure 6 the robot still chooses to charge although the ball is 
present and very close to the hand if the energy deficit 
becomes considerably higher than the work deficit. One of the 
factors facilitating this is that the highest received cue value of 
the work is not maximum (at 1) but a little bit lower which is 
a side effect of the particular “embodiment” of the 
architecture (control module accuracy parameters and the 
dynamics of the tracking motion process). The periods with 
fixed cue of 0.2 (the ambient cue level) is when the ball 
disappears. In our scenario the ambient cue could be of benefit 
in the periods when the ball is missing for a certain short 
period but there is very high work deficit. In this case, the 
robot could still stay nearby “waiting” instead of starting to go 
to the charger.  Although the robot is not over-opportunistic it 
still shows opportunism and persistence - it doesn’t switch to 
collect the other resource immediately as the deficit drops 
lower. 
Experiment 2: Safety & the three-resource problem 
Firstly, we tested the three-resource variant of the architecture 
without arousal mechanisms but moving at highest possible 
speed. The architecture still survived the easy environment (1) 
but died in all the trials in the harder environments (2 and 3). 
Secondly, we performed tests with the proposed arousal 
mechanisms for modulating the speed. The basic cycles in the 
3D space of the three resources’ deficit for one of the “viable” 
runs of the 3-resource architecture are shown in Figure 7.  
One can observe the cycle’s sustainability – the robot is not 
crossing any of the three lethal limits planes. 
 
 
Figure 7. State space trajectory of a run of the "3 resource" system. The 
three planes 0 values provide lethal limits. 
A comparison of the viability indicators of the “two resource” 
and “three resource” architecture is shown in Figure 8. 
 
   
Figure 8. Viability indicators for the architecture with or without safety as 
the third resource. The graphs show the mean value of all (21) runs and 
standard error of the mean. 
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We performed one-tailed t-test in order to compare the life 
span in the two conditions (as we had hypothesized better 
performance in the three resource variant) and a two-tailed t-
test for the overall comfort. There is no significant difference 
in the overall comfort - p = 0.26765. The life span however is 
significantly different at the 0.01 level of significance (p = 
0.000235). This result shows that the proposed 3-resource 
problem is not trivial (the robot dies before the end of the trial 
in the 2 resource case in 6 of the runs crossing its safety lethal 
limit) and succeeds in adapting (prolonging its life-time) when 
the architecture is extended for handling the three resources. 
In Figure 9 the average deficit of safety is plotted. A one-
tailed t-test for the mean safety shows the three-resource runs’ 
safety significantly increases at the 0.01 level of significance 
(p = 0.000539). This combined with the fact that overall 
comfort remains relatively the same shows that generally the 
new architecture compensates the pressure of having a new 
resource to handle with lowering the efficiency of gathering 
the other two resources – work and energy. 
 
  
Figure 9. Average safety deficits with standard error for all the test cases 
Discussion  
One possible criticism about the presented results with safety 
is that having such a flexible decision strategy regarding 
safety is not an appropriate way to deal with such an 
important issue as safe HRI. Usually industrial robots are 
programmed to completely stop whenever a human is detected 
in their workspace.  That is a reasonable for robots with rigid 
bodies, big mass and high speed of movement because danger 
of injury in any collision between robots and humans is too 
big and should be avoided at any price. This is not the case 
however when the robots are “soft”. For example iCub has 
ImpendanceControl mode, which can be run parallel with 
CartesianControl. In this mode robot react to any external 
force and this could dampen a collision with human. The 
current version of iCub is still made of rigid material but 
future service robots could be made of soft materials so any 
possible collision with humans will not be damaging because 
of the soft robot body. When the robots have such “soft” 
properties the collision with humans is not something which 
should be avoided at any cost but could still be an unpleasant 
experience. Therefore, it could be flexibly balanced with the 
other requirements such as work and energy efficiency. 
One of the main differences of our arousal mechanism with 
the hormone mechanism used in the competitive two-resource 
problem in (Avila-García, 2004) is the “inertial” dynamics  of 
arousal in connection with environmental changes. WASABI 
engine has its  “internal inertia” – the arousing events need 
little time before the arousal becomes high and more time to 
cool down. The advantage of this inertia has not been 
demonstrated here but this could be done in experiments when 
the “dangerous” (arousal causing) event are not uniformly 
distributed but are grouped in time. Another advantage of 
such a property is that it is closer to the arousal dynamics in 
the biological systems. 
There are several studies showing that other people’s 
emotional states tend to induce similar ones in human inter-
actors (Hatfield, Cacioppo, & Rapson, 1994). A more aroused 
human when the robot is moving faster and calmer when there 
is no urgency would tend to increase safety within the 
interaction. Further experiments, however, with human 
participants and iCub are needed to validate that assumption. 
In order to express robots’ emotional states three different sets 
of LED face patterns corresponding to the current level of 
arousal are used. In (Paterson, 2002) it is shown that people 
assess the level of arousal based on the corresponding speed 
of movement. The emotion expression of the real iCub serves 
as extra emotional feedback. 
  From another angle, recognizing the emotional state of the 
human in a cooperative task could also be of crucial 
importance. Human arousal could be a fast heuristic of 
anticipated danger. A robot could detect the arousal and adopt 
its behaviour appropriately before the human becomes aware 
of the anticipating event (Rani et al., 2004).  Multimodal 
emotion expression recognition based on the face expression 
recognition module and touch pattern classification is being 
developed. The system can distinguish two-different types of 
facial expressions and three touch patterns in real time. Future 
experiments are planned which will prove the role of human 
emotion state recognition benefits for resource managing in 
HRI. 
Conclusion 
In this paper a particular two- and three-resource problem 
setup for humanoid robots in a scenario suitable for service 
robotics tasks is reported. In addition to that mainly exploited 
in other similar studies – task switching – the concept of 
‘effort’ is emphasized here, which is essential for two-
resource problems and is studied separately from the action 
selection. A bio-inspired affective architecture, for solving the 
multiple resource problems, is presented. We show that the 
proposed architecture preforms stable basic cycles – a 
measure for behaviour stability for two-resource (work, 
energy) problem.  The role of ‘safety’ as a necessary third 
importance resource in HRI is presented. The safety and work 
efficiency although being high-level entities dependent on 
designer requirements are successfully incorporated in the 
architecture in the same way as a physically constrained 
resource such as the battery energy level.  We show that with 
a reasonable safety measure the architecture can handle the 
three-resource problem. The arousal, used for maintaining the 
right effort of movement, is an important modulator of the 
cueXdeficit action selection mechanisms in the two and three 
resource problems. 
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Annex 1 
The main parameters of the architecture for the presented 
results are summarize in the table below: 
Table 1 architecture parameters 
Parameter Value 
Maximum of work  1770 
Maximum of energy 1 
Maximum of safety 470 
Distance to the ball when “work is consumed”  0.11 m 
Time of standing still when “safety is consumed” 3.5 sec 
Ambient work cue value 0.2 
 
Ball position is controlled by equations of time shown below. 
Coordinates of points are in robot-centric coordinate system 
with a centre on the floor below the legs of the robot. The ball 
is hidden in regular time patterns in order for the environment 
to not be too hard to live in. 
Table 2 Environment properties  (ball movement patterns) 
Environment  
index 
Ball movement pattern 
1 Ball position = A + (cos (t/4)/2 + ½) * B 
t- current time in seconds 
A (0,1,0.3), B (0,0.87,0.4) 
Ball is hidden every 50 sec for 50 sec 
2 Ball position = A + (cos (t/3.5)/2 + ½) * B 
t- current time in seconds 
A (0,1,0.3), B (0,0.87,0.4) 
Ball is hidden every 50 sec for 50 sec 
3 Ball position = A + (cos (t/4)/2 + ½) * B 
t- current time in seconds 
A (0,1,0.3), B (0,0.87,0.4) 
Ball is hidden every 60 sec for 40 sec 
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Abstract
Agent-based modelling is useful for policy evaluation in
fields such as epidemiology. The current paper presents a
model of Human African Trypanosomiasis (HAT), or sleep-
ing sickness: a disease which is becoming increasingly
prominent due to recent epidemics. Associated medication
is often scarce, whilst diagnosis through blood screening is
not always effective. Current modelling methodology uses
simple reaction-diffusion models to predict future epidemics,
but this makes policy at the village level difficult to evalu-
ate. Agent-based, object-oriented simulation provides a sim-
ple means of adding complexity to models of sleeping sick-
ness, allowing the easy incorporation of spatial and vector
data. We present an exploratory two-host agent-based simula-
tion for humans and cattle, applying known values for sleep-
ing sickness infection rate, before evaluating the model’s pol-
icy implications and suggesting steps for future improvement.
Introduction
Agent-based modelling (ABM) in artificial life has long
been used to examine fundamental questions in areas such
as the evolution of cooperation or communication. However,
ABMs have also been used in a pragmatic way in disciplines
such as anthropology (e.g. Gumerman et al., 2003; Lansing
and Kremer, 1993), conservation biology (e.g.Watkins et al.,
2011), and epidemiology (e.g. Muller et al., 2004; Auchin-
closs and Diez Roux, 2008). In this latter tradition, we will
focus here on an agent-based model of Human African Try-
panosomiasis (HAT), also known as sleeping sickness. Our
goal is to show how an ABM approach can improve on con-
ventional modelling methods in assessing the likely success
of different policies for managing the disease.
HAT is a neglected tropical disease (NTD) (Simarro et al.,
2010) and one of the most common conditions affecting
the poorest 500 million people living in sub-Saharan Africa
(Hotez and Kamath, 2009). Sleeping sickness is a vector-
borne, parasitic disease which is transmitted to humans by
the bites of the tsetse fly from the genus Glossina. The dis-
ease is caused by protozoa of the species Trypanosoma bru-
cei - namely the sub-species T. b. gambiense and T. b. rhode-
siense (Fe`vre et al., 2008) and, as of 2005, was responsible
for an estimated 100,000 deaths every year (Picozzi et al.,
2005).
In recent years, the potential for a spatial cross-over of
the two forms of the disease has been heightened due to the
continued northward spread of Rhodesian HAT in Uganda
(Batchelor et al., 2009). This would be particularly signif-
icant as Gambian and Rhodesian HAT require different di-
agnosis and treatment, and any overlap would compromise
previous disease characterisation based on knowledge of the
geographical distributions of the diseases.
The resettlement of communities in response to epidemics
in the 1900s and 1940s had aided the control of the dis-
ease. However, a large volume of uncontrolled movements
through tsetse infested bush following a further large out-
break in 1971, combined with a lack of resources and trained
personnel, meant that mitigation efforts were hindered in a
time of political and economic unrest (e.g. Matovu, 1982;
Okiria, 1985). As a result of the poor control measures, the
T. b. rhodesiense form of the disease spread northwards to-
wards the Tororo district in 1984 (Mbulamberi, 1989), be-
fore reaching the Soroti district on the north west shores of
Lake Kyoga in 1998 (Fe`vre et al., 2004), and the Kabera-
maido district in 2004 (Fe`vre et al., 2005).
At present, with cases of T. b. rhodesiense being diag-
nosed as far north as the Ugandan district of Lira, there
is a distance of only 150 km separating the active foci of
Rhodesian sleeping sickness to the north of Lake Kyogo,
and the Gambian form of the disease towards the north west
of Uganda and south Sudan (Figure 1).
The vector
Mitigation techniques for sleeping sickness in sub-Saharan
Africa often focus on the reduction or the removal of the
tsetse fly, which carries the disease. For example, while
the burning of tsetse infested bush has fallen out of favour
due to the associated environmental damage, other effective
techniques have incorporated community led ‘vector trap-
ping’ to reduce the concentration of the flies (Joja and Okoli,
2001). The associated research concluded that the integra-
tion of public participation aided community learning and
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Figure 1: The conversion of Rhodesian (red) and Gambian
(orange) sleeping sickness between 1985 and 2005. After
Picozzi et al. (2005).
made the volunteers much more open to mass blood screen-
ing programmes.
An alternative approach to vector control has been re-
searched in the field of molecular genetics. With the lack
of a mammalian vaccine and affordable drugs making dis-
ease control difficult, Aksoy (2003) notes that the future of
vector control may be the genetic disruption of the para-
site transmission cycle in the invertebrate. While this re-
quires a full understanding of the relationship between tsetse
and trypanosome, the replacement of susceptible insect phe-
notypes with anti-pathogenic properties could result in de-
creased transmission.
Accompany these vastly different mitigation strategies
with the application of insecticides such as deltamethrin
(e.g. Torr et al., 2007a; Hargrove et al., 2012) to grazing
cattle, and a focus on preventative measures which manage
tsetse fly population sizes can be identified.
Agent-based modelling
Lambin et al. (2010) review the merits of using multi-agent
simulations (MAS) to model disease transmission, conclud-
ing that the technique is a good method of acquiring prelimi-
nary knowledge of a disease system, and that the representa-
tion of the dynamics of people-vector contacts in space and
time are ideal to investigate scenarios that have not previ-
ously been observed or explored.
Similarly, the modelling of people-vector contacts is of
particular significance given that the majority of current mit-
igation strategies focus on the control of tsetse fly move-
ment and density. Lambin et al. (2010) also consider the
incorporation of geographical information in epidemiologi-
cal models through the use of MAS, such as the impact of
land-use and land cover change. The report suggests that
the benefits include an increased knowledge of transmis-
sion cycles, allowing the construction of ‘pathogenic land-
scapes’ which can subsequently provide an early warning of
increased transmission risk. The benefits of incorporating
geographical data into epidemiological models can be ob-
served widely in the literature. For example, Raffy and Tran
(2005) note that landscape features largely control the con-
nectivity between hosts and vector habitats, inhibiting move-
ment, and ultimately modifying disease risk. One of the least
well integrated factors in traditional landscape epidemiology
is human behaviour (Lambin et al., 2010). Despite this, dif-
ferent risk perception between men and women, and also
by permanent and part-time residents of endemic areas, has
been shown to influence the adoption of preventative mea-
sures and ultimately vary transmission risk (e.g. Stjernberg
and Berglund, 2005).
We therefore saw an opportunity to build an ABM that in-
cluded the disease vector (tsetse flies) and both host species
(humans and cattle) interacting in a common geography so
that we could assess the likely costs and benefits of widely
differing management strategies for HAT.
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Figure 2: The simulated environment; description in text.
The Model
The simulation incorporates an abstract spatial map and
three interacting agents: tsetse flies, humans and cattle, al-
lowing the influence of agent interaction in disease transmis-
sion to be explored. The model includes two simple daily
tasks for farmer and non-farmer agents: farmers must drive
their cattle to the river to drink, before grazing and returning
home. Non-farmers must collect water from the river and
return it to their settlement. Tsetse flies are assumed to have
a natural habitat on, or near the river. Interactions between
flies and the ground-based agents occur when the daily tasks
take place, and humans and cattle enter the high risk, tsetse
infested river area.
We begin with a simple, abstract terrain representing an
area of 30 km by 20 km. The simulated land includes a river
(blue) at the centre of the canvas, with flood plains either
side (green), and the remaining land representing general
pasture. Black icons represent small settlements or home
bases for human and cattle agents (figure 2).
Within the model, time steps are grouped into the phases
‘night’ (7 pm - 5 am), ‘morning’ (5 am - 8 am), ‘day’ (8 am
- 4 pm) and ‘evening’ (4 pm - 7 pm), simulating a day with
240 time steps. These phases govern agent activity and vary
exposure to the disease vector, ensuring that farmers drive
their cattle to and from the river each day before grazing and
returning to their settlement.
Humans are depicted in the graphical output as orange
circles and are divided into farmers and non-farmers. This
distinction dictates their movement pattern to and from the
river. At setup, all humans are randomly assigned a settle-
ment as a home base, with the initial cattle population ran-
domly assigned a farmer as an owner. During the morning
and day phases, all humans are required to have left their
home settlements and begun either making a trip to the river
to collect water (non-farmers), or driving their cattle to water
before grazing (farmers). During the morning phase, there is
an initial probability (10%) for each individual leaving their
home per time step. When the day phase is reached, any
person not to have left home yet is forced to leave.
Movement is governed using a cell desirability function,
such that the rows of the map are assigned integer values
which are high at the river, and decay to the edges of the
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map. People move from home to the river by selecting a
desirable cell from a list of their neighbouring locations.
When a movement probability is exceeded for each individ-
ual, there is a 66% chance they will move to a cell with a
higher value (closer to the river), and a 33% chance they
will either move closer to the river or make a lateral move-
ment, simulating different routes taken, and the subsequent
spreading out of agents.
Non-farmers move directly to their homes when the river
has been reached. However, if the people are farmers, a ran-
dom movement element has been included to simulate the
grazing of cattle. Once the cattle have been driven to the
river (and whilst still in the day phase) this ‘grazing’ oc-
curs with a probability per time step of going home (ini-
tially 1%). When the evening phase is reached, all remain-
ing farmers drive their cattle to the home settlement. By the
‘night’ phase, all people and their cattle will have returned to
their home settlement and remain there until the next morn-
ing phase, when the cycle begins again.
Should people get bitten and become infected with the
disease, when they return home, they stay there, and do not
resume with the next daily cycle. This simulates the debil-
itating nature of the disease, preventing people from under-
taking their everyday duties.
As previously mentioned, cattle (blue circles) are as-
signed an owner at initialisation, and are programmed to fol-
low the movement pattern of their keeper. The exception to
the rule is when owners become infected and subsequently
stay at home for the duration of the simulation. Under these
circumstances, the cattle of the infected farmer are redis-
tributed to uninfected people at the same home settlement,
during the night phase, so that they can still be driven to the
river. The redistributed cattle can be infected or uninfected
and this redistribution can continue as more people become
ill, until there are no longer any healthy humans in the home
settlement. At this point all cattle stay at home, whether in-
fected or not, as there are no healthy human agents to drive
the cattle to water.
Tsetse flies are represented as green icons. They stay
close to the river and flood plain areas which represent the
natural habitat of the species. This behaviour is imple-
mented by assigning each cell on the grid an integer value,
with the central 10 rows having a uniformly high value,
decaying north and south of the river so that the extreme
four rows have values of 0. Tsetse flies have a lower initial
movement threshold than humans to simulate faster move-
ment.The random and directed elements of fly movement
are not separated to reflect a daily routine as found with hu-
mans. Instead, flies are initially set to have a 70% chance of
moving using the ‘fly suitability rating’ of the cells around
them (i.e., moving to the neighbouring cell with the highest
value). The alternative is a completely random move to any
of the agent’s 8 neighbouring cells. This movement regime
means that, while the majority of flies will stay close to the
river and its banks, some spread is observed as stray flies
can move away from their natural habitat and towards the
settlements.
In this simulation, flies have a 100% chance of contracting
the disease if they bite an infected cow or human, however,
if the fly does not bite an infected agent for their first blood
meal, the fly is re-spawned at the river to represent the re-
moval and replacement of that agent. This action simulates
the finding that flies that don’t become infected on their first
blood meal are much less likely to contract, and therefore,
transmit the disease (e.g. Walshe et al., 2011; Aksoy, 2003).
Additionally, once a fly has become infected, there is a 15-
30 day delay before it becomes infective, incorporated to
reflect a real life incubation period for the disease (Muller
et al., 2004).
The transmission of the disease between agents is gov-
erned by a bite and infection probability, using values ex-
tracted from the literature. At the beginning of each simu-
lation, a single fly is infected with sleeping sickness. Trans-
mission occurs from the point of view of the tsetse fly. For
every time step, each fly has a ‘potential victim’ list, made
up of all the human and cow agents in the same cell. If
this list is populated, and a randomly generated number is
less than the chosen bite probability value, the fly randomly
chooses one of the agents in the list as a victim.
Whether or not the bite successfully infects the human
or cow agent is governed by another pair of probabilities.
As humans and cows are widely considered to be differen-
tially susceptible to T. b. gambiense and T. b. rhodesiense
(e.g. Fe`vre et al., 2006), different infection probabilities are
incorporated for the different types of agents. The values
associated with these three probabilities vary in the litera-
ture, due in part to the small sample sizes in data collection,
and the complexity involved in the transmission of the dis-
ease and vector-host interaction. For example, Torr et al.
(2007b) find that cattle bite rates vary with cattle age and
herd size, suggesting that mean fly feeding probability can
increase from 54% to 71%with an increase in herd size from
1 to 12. We take our infection probabilities from the work of
Hide (1999), reporting on the dynamics of transmission of
sleeping sickness during the 1988 to 1990 sleeping sickness
epidemic. Hide (1999) reports a cattle infection probability
of 0.0115, and a human infection probability of 0.006, based
on data for the frequency of infected hosts in the population
during this period in Uganda.
Consequently, the basic bite probability under investiga-
tion will be 0.54, while infection rates of 0.115 and 0.06
will be used to reflect the susceptibility of cows and hu-
mans respectively. This uses the same ratios as Hide (1999),
however the values have been increased by a factor of 10
to compensate for the unrealistically small population sizes
we have used (typically 100 humans, 320 cows and 100
flies). Smaller population sizes have been used as it would
be computationally inefficient to attempt to simulate every
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fly present in an area this size.
To simplify the simulation, and consider worst case epi-
demic scenarios, recovery from the disease is absent from
the model. While an ideal model would incorporate some
form of recovery factor, the degree of variability in diagno-
sis and treatment rates would be a difficult thing to include
in a spatially and culturally abstract simulation.
Results
Figure 3 shows the progression of transmission of the dis-
ease in this abstract environment with 100 humans (includ-
ing 80 farmers), 320 cattle, and 100 flies over a 6 month
period. 6 months was chosen as, in an environment where
there is no recovery, this is how long it takes for the disease
to affect the vast majority of the population, given the human
infection rate of 0.06, and a cow infection rate of 0.115. Bite
rate is set at an intermediate value of 0.54, thought to be sig-
nificant in cattle herds (after Torr et al., 2007b).
Figure 3: Progression of sleeping sickness over 6 simulated
months (240 time step days); from single infected fly to
complete epidemic. (Bite probability = 0.54, cow infection
probability = 0.115, human infection probability = 0.06).
The six month run of the simulation shows that the fly
population is the first to reach complete infection, and as
suggested above, the fastest rate of cow infection occurs be-
tween months 1 (7200 time steps) and 2 (14400 time steps),
once fly infection reaches approximately 50%, and sick hu-
mans start to be taken out of the equation by staying at home.
The simulation shows that although fly infection occurs for
100% of the population, there are approximately 40 cows
and under 10 people which are not infected after 6 months.
These remaining cows are at a significantly reduced risk of
infection as the simulation progresses as it is possible that all
people from a certain settlement become ill, meaning that
uninfected cows can be left at home with no fit human to
take them to water. Even before this occurs, if it is left to
Figure 4: Infection rates of cattle driving farmers and water
retrieving children (non-farmers).
one fit person to take an entire settlement’s cow population
to water, the spatial coverage of this herd is low, the chance
of each individual being bitten is low, and a large propor-
tion of the herd may already be infected, reducing the prob-
ability of new infections even further. Similarly, the healthy
human that drives this large body of cattle is at a signifi-
cantly reduced risk as the potential victim list for each fly
will be more heavily populated. In this sense, even a sim-
ple, spatially abstract simulation such as this can help re-
late to certain theories of transmission, such as that of Torr
et al. (2007b), who suggest that although bite probability in-
creases in larger herds, there may be a degree of ‘safety in
numbers’.
Figure 4 shows the progression of the disease amongst the
80 farmers and 20 non-farmers in the simulation. Prior to
running the simulation, one prediction may have been that
the infection would propagate at a faster rate among non-
farmers than farmers due to the fact that they have no cattle,
and therefore when they encounter an infected fly, they are
the only potential victim. As the rate of infection for each
sub-class appears to be comparable for the first ten victims,
this theory appears to be accurate, particularly as there are
only 20 non-farmers in the population, compared to 80 farm-
ers.
Figures 5 and 6 show the results from a series of two-
month simulations where the ratio of cattle to farmers is sys-
tematically increased from 1:1 (80 farmers and cows) up to
1:7 (80 farmers, 560 cows). As before, the infection rates
are a scaled representation of those found in the 1988 Ugan-
dan sleeping sickness epidemic (Hide, 1999). These values
of 0.115 for cow infection, and 0.06 for human infection,
suggest the propagation of a disease which is reflective of
the Rhodesian form of sleeping sickness, where cattle are
the main reservoir (Batchelor et al., 2009).
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Figure 5: Mean human infection (25 repeat runs) while vary-
ing the cow population. T. b. rhodesiense infection rate (Bite
probability = 0.54, cow infection probability = 0.115, human
infection probability = 0.06).
Figure 6: Mean cow infection while varying the cow popu-
lation. T. b. rhodesiense infection rate (as figure 5).
With a 1:1 farmer to cow ratio (80 cows), overall infection
is comparable between the two agent types by the end of the
two month period. This is likely to be a product of the low
total population, and a slower spread of the disease as a re-
sult. In a scenario where a fly meets a farmer and his cow in
a grid square, there is a 50% chance of selecting either, and
the bite probability is the same for both (0.54). Therefore,
the only factor promoting infection in cows over humans is
the infection rate, which is approximately double, but still
only represents a 1 in 10 chance of infection. As a result,
flies are less likely to meet infected cows or humans at the
earlier stages of this two month simulation and, at this time
scale, there is little promoting infection in either agent type
Figure 7: Example of a two month run where human and
cow populations are both 80.
(see, for example, figure 7). By the end of the simulation
almost all flies are infected (graph not shown) yet the rela-
tive sparsity of the human and cow populations means that
disease propagation is inhibited.
When the cow population is increased to 160, mean hu-
man infection also increases, despite the greater proportion
of cows to humans. This is likely to be a result of the in-
creased rate at which the disease is transmitted, given that
infection amongst the cow population significantly increases
from a mean of 50 infections to a mean of 100. Although the
mean increase in human infection is slight, it suggests that
the idea of ’safety in numbers’ does not apply for this pop-
ulation ratio. However, subsequent increases in the cattle
population seem to create this effect, with mean human in-
fection reaching a lower limit of 21 when the human to cow
ratio is 1:7. At this point, it appears as though the number of
new infections that can occur with an increasing cow popu-
lation has peaked. This is likely to mean that the cow popu-
lation is no longer the limiting factor in increasing infection,
and instead the fly population is. Indeed, at this point the
fly to cow ratio is also 1:7, and therefore a two month pe-
riod may not be long enough for the vector to have a greater
impact on the total population.
Figures 8 and 9 illustrate the results of a similar simula-
tion with the infection probabilities reversed (cows = 0.06,
humans = 0.115).
This scenario may be expected to produce infection data
representative of the Gambian form of sleeping sickness,
where humans are the primary reservoir, and cattle are af-
fected to a lesser extent. While there are on average more
infections per 100 of the human population than for the cow
population, there are a few interesting points to note. Firstly,
the range of mean human infection across all initial cow pop-
ulations is 30-50 people. Compare this to the human infec-
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Figure 8: Mean human infection (25 repeat runs) while vary-
ing the cow population. Reversed infection rate (Bite proba-
bility = 0.54, cow infection probability = 0.06, human infec-
tion probability = 0.115).
Figure 9: Mean cow infection (25 repeat runs) while varying
the cow population. Reversed infection rate (as figure 8).
tion range in figure 5, which is 21-49, and changing the in-
fection rate of humans between simulations appears to have
had little effect, particularly as the shape of the plots is very
similar. Although there are significantly fewer cow infec-
tions observed in figure 9 than figure 6, the data suggests
that human to cattle population ratios and human infection
numbers alone cannot be used to distinguish between two
distinct infection rate scenarios. While only a simple sim-
ulation at this point, one can see how this may have some
bearing in the real world, where knowledge of cow infection
data would be very useful, but may not be widely available,
or easy to collect.
Conclusion
This report has outlined a growing problem in sub-Saharan
Africa: the re-emergence of sleeping sickness at epidemic
levels during the 2000s, and the risk that two distinct forms
of the disease, T.b. rhodesiense and T.b. gambiense, may
no longer be spatially discrete in the near future. Combine
this with inaccurate diagnosis techniques and scarcely avail-
able, outdated treatment, and there are urgent reasons to in-
vestigate new means of mitigating the disease. Agent-based
modelling appears to be a tool which can aid this mitigation,
particularly as a significant amount of focus has been given
to controlling the spread and density of the disease vector,
the tsetse fly. The results from our model do not yet consti-
tute firm predictions as there are several key parameters on
which we would like to get improved data, and we have so
far used a spatially abstract simulation. However, the project
has conveyed the potential for the technique to incorporate
a degree of spatial complexity which would be extremely
difficult in a purely traditional epidemiological susceptible-
infected-susceptible (SIS) model.
While the future spread of sleeping sickness appears un-
certain in the affected areas, the exploration of a number of
potential scenarios with agent-based modelling appears to be
a sensible step in the future study of the epidemiology of the
disease. Improvements that we plan to make in the second it-
eration of this model include a move away from an abstract
gridworld in favour of GIS-derived maps of real Ugandan
landscapes, allowing the identification of habitats suitable
for tsetse flies, suitable watering holes for cattle, and herd-
ing routes for farmers. This incorporation of detailed maps
(especially at different times of year) will allow exploration
of the connectivity between host and vector habitat, which
may vary seasonally due to the drying out of lakes, and the
associated modification of the tsetse fly risk zone.
In addition, more attention will be given to the possibili-
ties of ABMs for the rich representation of human daily rou-
tine and decision-making on key aspects of behaviour that
can affect disease transmission. Parameters to explore may
include behaviour towards the sick, the distribution of daily
tasks amongst the household, the availability/successful un-
dertaking of preventative measures, and the decision to go
to a market town despite the risk of infection.
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Abstract
We present a system of virtual particles that interact using
simple kinetic rules. It is known that heterogeneous mixtures
of particles are producing particularly interesting behaviours.
Here we present a two-species swarm in which a behaviour
emerges that resembles cell division. We show that the
dividing behaviour exists across a narrow but finite band of
parameters and for a wide range of population sizes. In
a two dimensional environment the swarm’s characteristics
and dynamism manifests differently from those observable
in a three dimensional environment. In further experiments
we show that repeated divisions can occur if the system is
extended by a biased equilibrium process to control the split
of populations. We propose this repeated division behaviour
provides a simple model for cell division mechanisms, which
relates to discussions of the origin of life and is of interest
for the formation of morphological structure and to swarm
robotics.
Introduction
We investigate emergent behaviours found arising from
the interactions within a heterogeneous swarm. The
interactions are in the manner of that originally described
by Craig Reynolds (Reynolds, 1987). He introduced a
simple algorithm showing that such a swarm could manifest
flocking behaviours. Each particle is influenced only by
other particles in its local neighbourhood. Each update
of the model represents a discrete time step. On each
update every particle is drawn toward the centre of mass of
its neighbours, aligns its velocity with its neighbours and
is pushed away from any particles too close. Reynold’s
swarms were homogeneous.
Sayama (2009) extended this approach allowing multiple
swarms to interact. Each swarm may have different sets
of parameters. A set of parameters may be thought of
as defining a species. By mixing two or more species of
swarms unusual structures and dynamic behaviours have
been seen (Sayama, 2010, 2012b,a). Many swarms could be
identified that have a distinct biological look to them: cells,
amoebas, diatoms abound. It is tempting to see the dynamics
of the so-called swarm chemistry as a simple model for the
real life counterparts of these forms.
We extend the heterogeneous swarm algorithm to include
both growth and biased equilibrium mechanisms. Our
explorations have found a set of species that show cell
division like behaviour. Density and entropy measures
allow us to make broad categorizations of behaviours.
Single homogeneous swarm show limited behaviours, but
more complex emergent behaviours are apparent with just
two interacting species. Our investigations explore the
robustness of this behaviour under parametric variation.
Specifically we studied:
• How cell division is affected by the total size of the swarm
and the populations of each subspecies.
• The differences in the behaviour exhibited in 2D and 3D
environments.
• How cell division is affected by variation of several of
each swarm’s defining parameters.
Structure and form abound in and between biological
organisms. Much of this comes about via self organization.
One benefit of this is that its resultant emergent forms are,
in some sense, available for free. Structure emerges from
interactions without the need for it to be explicitly coded.
An understanding of these rules and their application allow
us the possibility of reusing this free structure in robotic
systems. Self-organization of structures, self repair or
growth without explicit command and control is beneficial.
This approach may provide a model that allow us look at the
automatic creation of morphological artefacts and dynamic
behaviours. The tendency of many swarms to mirror
biological forms, albeit superficially, raises the question of
whether they can also be a model of biological processes.
Theories on the origin of life often invoke mechanisms to
assure that proto-replicators are held in close association:
within rock fissures; agglomeration at thermal vents;
within the wind blown organic foams formed in the sea.
Self-organized structures offer options for such discussions.
A similar argument is made (Hutton, 2002) with reference
to artificial chemistry. However this model is limited to the
organizational dynamics arising from its kinetic interactions.
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Single cell division and the dynamics of small multicellular
groups contain the ebb and flow of chemical gradients,
protein interactions and gene expressions. Whilst much is
known, the precise chemo-mechanical details are still there
for investigation. We propose that the dynamics of our
cell division swarms may offer a simple model that allows
some of these investigations. In order to allow this we
require that a robust repeating cell division like mechanism
be implemented. Thus we also look at modifications made
to enable the observed cell division behaviour to repeat.
Background
D’arcy Thompson detailed many roles that physical
processes might play in the morphological development of
creatures and their artefacts (Thompson, 1917). He saw that
the forms that soap bubbles took as their surface energies
pulled and found equilibria bore resemblances to biological
forms. He believed that this was not mere coincidence. It
has been shown that this idea is indeed true — at least in
part. Honeycomb, its hexagonal packing and shape of end
caps, are both found in bubble foams but are not derived
from a bubble formation mechanism (Ball, 2011). However
the packing of the four cones in the ommatidia of a fly’s
compound eye may be due a mechanism of simple squeezing
together like bubbles. Ball also documents work that notes
that the spicule structures of sponges appears to form via
a mechanism whereby a bubble array is created and then
inorganic compounds are allowed to permeate the interstices
of the bubble matrix. The creature is leveraging the free
structure from what Ball refers to as a fossilized foam. The
processes at all scales of life are complex when compared
to the simple mechanisms that our model uses. And yet
simple processes may shed light on the forms that life can
take. Finite subdivision rules have been used to model cell
division previously.
Reynolds’ flocking algorithm have been subject to
numerous variations, adding in: assumed fear, or leadership
roles, or desire to stay close to roost sites etc. It
has been shown (Feder, 2007) that in starlings it is the
number of neighbours (not radius), that is important, and
that the influence of neighbours was spatially anisotropic.
Nearest neighbour interactions combined with an energy
minimization argument has been used to generate line and
vee formation flocks (Klotsman and Tal, 2011). These
homogeneous swarm algorithms have been further extended
by combining multiple ‘species’. We should mention here
again the studies of Sayama in particular on the relationship
between 2D and 3D species (Sayama, 2012b). An
evolutionary approach was adopted to discover interesting
heterogeneous swarms (Sayama, 2010, 2012a).
Local interactions in biology have been much studied.
Quorum sensing, the switching of behaviours due to local
sensing, is seen in a large range of organisms from
bacteria to honeybees (Miller and Bassler, 2001; Seeley
et al., 2006). Various insects employ local microrules
to drive artefact construction (Camazine et al., 2001). It
has been shown (Schmickl and Hamann, 2011; Kengyel
et al., 2009; Bodi et al., 2009) that bees, through local
interactions, locate areas of a target temperature. Such
biological inspirations have informed swarm robotic work.
Review documents (Bayindir and Sahin, 2007; Mohan
and Ponnambalam, 2009) highlight the extensive range of
behaviours that may be implemented from swarm robotic
interactions, including: pattern formation; aggregation;
chain formation; self-assembly; coordinated movement;
hole avoidance; foraging; self-deployment; grasping;
pushing; caging.
Method
The basic heterogeneous swarm algorithm (Sayama, 2012b)
gives each particle a set of parameters. Each particle’s
update of position and velocity is influenced only by its
local particles within a specific neighbourhood radius. Each
particle has a preferred normal speed, the maximum speed
being bounded. Parameters c1, c2 and c3 scale the influence
of the neighbouring particles. The c1 parameter is a measure
of cohesion, the strength of pull toward the mean neighbour
position. The c2 parameter is a measure of alignment, the
strength of pull toward mean neighbour velocity. The c3
parameter is a measure of avoidance, the strength of push
from close neighbours. On each update of the swarm each
particle uses neighbouring particles to update its position
and velocity.
N is the set of particles centred on particle i and being
within particle i’s neighbourhood radius. The average
position of these is
〈x〉 = 1|N |
∑
j∈N
xj .
The average velocity of the particles within the
neighbourhood radius of particle i is
〈v〉 = 1|N |
∑
j∈N
vj .
The acceleration of particle i is given by
ai = −c1 (xi − 〈x〉)− c2 (vi − 〈v〉)
+c3
∑
j∈N
(xi − xj)/|(xi − xj)|2
 .
The dynamics are further modified by the c4 parameter
which is a probability of ignoring the neighbours’ effects.
The particle’s velocity is updated using the acceleration ai.
v′i← vi+ai.
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The magnitude of a particle’s velocity has an upper
bound. This is one of the swarm’s parameters. Similarly
each swarm has a parameter that is the preferred magnitude
of the particles velocity. If a particle is not travelling at
this preferred velocity, vn, then parameter c5 is then used to
nudge the velocity back to its toward its preferred velocity
using
vi ← c5 (vn/|v′i |.v′i) + (1− c5)v′i .
Finally each particle’s position is updated using
xi ← xi + vi.
Quantification
The eight parameters (c1 through c5, neighbourhood radius,
speed and maximum speed) define a large parameter space.
To search this space we require automated means to detect
behaviours of interest.
In our swarms we can calculate the average density of
particles. This density measure differentiates single blobs
from both dispersed swarms and multiple blobs: single
blobs show a higher density. We note that this may
not always be true: a large hollow single blob may be
less dense than multiple blobs that are close together. A
second measure, a spatial entropy, allowed differentiation
between multiple blobs and dispersed swarms. It has been
suggested (Bonabeau et al., 1999) that a spatial entropy can
be defined as
H = −
∑
k
P (k) logP (k),
where P (k) is the fraction of particles found in patch k. H
decreases as clusters form. We used patches that are always
cubes of side 0.1 times the maximum extent of the swarm
i.e. the minimal cube containing the swarm is split into 1000
patches. Two similar treatments are made in (Batty, 1974)
and (Wolfram, 1984).
We also use the Kullback-Leibler divergence from an
evenly distributed population as a measure. This is defined
by
DKL =
∑
k
P (k) log
(
P (k)
Q(k)
)
,
where P is the distribution of the particle positions and
Q is the distribution of an evenly dispersed swarm. Note
that since Q is evenly distributed, we have simply DKL =
log
(
1
Q(x)
)
−H . For the cell division like behaviour DKL
thus increases when the swarm has divided into separate
clumps.
Fig. 1: Typical evolution of cell division in our swarm. Top
left shows red particles as a toroid about the yellows.
Top right shows the yellow swarm divided in two
with a separate red swarm. Bottom left has the
reds rejoining the larger yellow blob. Finally bottom
right, the process repeating and is shown at a larger
scale.
Results
Single species characterization
A homogeneous swarm appears to exhibit behaviours drawn
from a fairly limited palette of possible behaviours. We
note four behaviours: full dispersal, blob or sphere, multiple
blobs, and one we call a point swarm (all particles collapse
toward a single point). In full dispersal the particles separate
and move apart, there is little or no tendency to aggregate.
In a blob the particles form a sphere (or approximate sphere)
or shell of a sphere. Multiple blobs are simply a multiple
version of the last form. Point swarms are seen for swarm
parameters where the avoidance value is at or near zero. This
results in all particles collapsing to a single point. This state
tends to not show as a sphere or a point. Instead the particles,
which all exist in a tiny spatial volume, show as an irregular
clump of particles that jump about. Particles have discretised
speeds so at each update a particle tends towards the average
position of the clump, but the step size is larger than the size
of the clump, thus the particles are unable to actually occupy
a single point.
We find that the four single species states can be classified
by the density and spatial entropy (or Kullback-Leibler
divergence). By sweeping through the parameter space of
the cohesion and avoidance parameters it was possible to
find regions of each of the four swarm types. The spatial
entropy and densities were measured for each. A visual
check of the final state of the swarm was also made. The
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Fig. 2: Density and entropy measurements for a homogeneous swarm as a function of its cohesion (c1) and avoidance (c3)
parameters. The logarithm of each measure is plotted in order to squash the vertical extent of the surface plots as the
range of values extends over several decades.
measures were plotted against the parameters to generate the
surface plots shown in Fig. 2.
Cell division behaviour species
We present two species of swarms that individually formed
single blobs (multiple blobs if their populations were large
enough), but in combination result in a cell division like
behaviour. Typical stages of this are shown in Fig. 1. The
values for the parameters used in these swarms are shown in
Tab. 1.
spc rad spd msp c1 c2 c3 c4 c5
1 20.5 1.94 20.7 1 1 18.6 0.05 1
2 300 15.58 37.08 1 0.05 9.11 0.47 0.61
Tab. 1: Parameter values for the cell division like behaviour
swarms. Headings are: spc = swarm species, rad =
neighbourhood radius, spd = normal speed, msp =
maximum speed, c1 = cohesion, c2 = alignment, c3
= avoidance, c4 = whim, c5 = speed control.
When displaying the particles the parameters c1 through
c3 are used to define the displayed colour of the particles.
Here, species 1 displays as a yellow colour and species 2 as
a red colour. Clearly if we alter these parameter values the
colours will alter. For descriptive convenience we choose to
describe the two swarms as the yellow and the red swarms
respectively. Typically the swarm population constructed of
around ten yellow particles for every red particle. When
this heterogeneous swarm is run the initially mixed species
separate. A toroid of red particles forms about the yellows
until a split occurs. The separate yellow blobs move apart,
with the red particles forming a blob in between. At some
point the reds are drawn into one of the yellow blobs and the
process repeats. The repetition only occurs within a single
blob of the yellows.
Comparison with 2D Swarm Chemistry
We explored the differences in 2D and 3D behaviour of
our swarms. With no change to the swarm parameters cell
division behaviour still occurred. Differences in the 2D
version included: the red particles travel to the inside of a
yellow circle of particles causing an inside out division to
occur; the separated blobs do not travel apart; and the red
particles do not get drawn back into one of the yellow blobs.
An outside in division was achieved via modification of
both swarms’ parameters, Fig. 3. As parameters have been
changed, the particles no longer appear as red and yellow
but as magenta and cyan respectively. Now the red particles
form a ring around the yellow circle and squeeze it until
division occurs. Again the separate parts do not travel apart.
It is possible that reintegration of the red particles with
one of the yellow blobs would occur if the swarm was
left to run. It is also possible that with further parameter
modification a recipe may be found that results in the split
parts separating.
Robustness under population dynamics
Yellow versus red populations. We varied the two
species’ populations to determine the limits on the cell
division like behaviour. Each run lasted for 2000 time
ticks. The density and entropy measures were captured at
the end of each run. For confirmation the final state of the
swarm was captured as an image. Yellow populations were
varied over a range from 100 to 550 in steps of 50, and red
population over the range 10 to 90 in steps of 10. Fig. 4
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Fig. 4: Density and entropy measurements for a heterogeneous swarm as a function of its yellow and red populations (p1 and
p2). The logarithm of each measure is plotted in order to squash the vertical extent of the surface plots as the range of
values extends over several decades.
Fig. 3: 2D cell division. Upper row shows an ‘inside out’
division. Lower row shows and ‘outside in’ division.
shows the density and entropy measures as a surface plot
for all combinations of these populations. Cell division is
marked by low density (blue on left hand plot) and high
entropy (red on right hand plot). We see that the cell division
behaviour extends over a wide range of populations. Very
low red or high yellow populations tend to never show cell
division. The line between division and no division is noisy.
We assume this is due to variability in starting position
of particles and/or the arbitrary duration of each run. We
explore both of these possibilities.
We fixed the red population at 50, and executed 5 runs for
yellow populations varying from 300 to 600 in steps of 25.
When the yellow population is below 375 division always
occurred. For populations above 450 it never occurred. In
the range between division may or may not occur. The
difference between each run was the randomized initial
positions of the particles in the swarms. The KL divergence
and the density (averaged over the 5 runs) are summarized
in Fig. 5. The density increases and the KL measure drops
above a population of 350 coinciding with the onset of
swarms that fail to divide. When division never occurs the
values level off.
Fig. 5: Density and Kullback-Leibler divergence measures
as function of yellow population after 2000 time
ticks. For a fixed population of red particles (50), we
vary the population of the the yellow swarm (from
300 to 600).
Effect of lengthening run time. We repeated the previous
investigation but allowing the model to run now for 10000
steps. There is still no distinct population boundary between
split/no split behaviour. Yellow populations less than 425
always result in division. Those greater than 475 never
divide. Populations between these limits may divide. Fig. 6
confirms this observation in that the step up in density occurs
at higher yellow populations. Executing the swarm for still
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Fig. 6: Density and Kullback-Leibler divergence measures
as function of yellow population after 10000 time
ticks. For a fixed population of red particles (50),
we vary the population of the yellow swarm (from
300 to 600).
longer durations suggested that with relatively small red
swarms the whole swarm may be unable to divide. However
when the red population was increased (to 180) the swarm
which appeared to be stable would occasionally eject a small
blob of yellow particles. This suggests that such a swarm
may slowly lose yellow particles until the remaining yellow
blob is small enough to show the normal division behaviour.
Robustness under parameter variation
A full search of the parameter space is currently too onerous.
Therefore we choose a simpler approach. We look to
vary single parameters whilst keeping all other parameters
unchanged. We vary the parameter being studied until the
cell division behaviour disappears.
Variation of neighbourhood radius. Using a yellow:red
population mix of 300:50 we varied, independently, the
neighbourhood radii of each swarm. For cell division
behaviour the red species was required to have a
neighbourhood radius greater than 125 and for the yellow
‘species’ it needed to be within the range of about 13 to 25.
Samples are shown in Fig. 7. Each swarm was run for 2000
time ticks. Yellow radii above 28 result either in a single
cloud or have the red particles held within the yellows.
Variation of avoidance and cohesion parameters. We
separately swept through combinations of avoidance and
cohesion parameters. First we varied red avoidance between
5 and 40, yellow between 10 and 60. Then we varied the red
and yellow cohesion values from 0.2 to 1.0. A number of
different behaviours were noted. Several behaviours would
not be distinguishable via the use of measurements alone,
so each run was watched and categorized. A single run of
each permutation was made. All runs lasted 2000 time ticks.
Tab. 2 shows the results for avoidance variation and Tab. 3
(a) Red radius = 100, yellow radii of 10, 20, 30.
(b) Red radius = 125, yellow radii of 10, 20, 30.
(c) Red radius = 300, yellow radii of 10, 20, 30.
Fig. 7: Final states of each run. Examples of neighbourhood
radius variation.
shows the results for cohesion variation.
Cell division behaviours exist over narrow ranges of both
these parameters. Cell division behaviour of the sort we
have been looking at is thus very sensitive to the values of
both avoidance or cohesion parameters. As with the other
parameter studies whether this is true for other population
and parameter mixes is unknown. It appears that for small
yellow avoidance values (c3≤ 40) the red avoidance value
needs to be around half that of the yellow value for any
division to occur. Given the parameter set of the swarms,
it appears that larger yellow cohesion values are needed to
stop the yellow swarm from disintegrating. Perhaps above
this level (around 0.6) the yellow swarm requires a greater
‘pull’ from the reds to begin to divide. As with the other
parameter studies whether this is true for other population
and parameter mixes is unknown.
Repeated division
The cell division behaviour in the previous sections splits
a clump of yellow particles in two. Only one of those
clumps will subsequently divide again. This occurs as the
red particles tend to only associate with the larger clump
of yellow particles. In order for this division behaviour
to be seen as a possible model for real world division we
needed a mechanism that would allow any yellow clump
to potentially divide. In (Sayama, 2012a) each particle
is modelled as expressing one parameter set drawn from
a group of parameter sets. This formulation allowed a
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Red=15 0 0 0 3D 3D 2D
Red=20 0 0 0 0 3D 2D
Red=30 0 0 0 0 3D Y
Red=40 0 0 0 0 3D Y
Tab. 2: Division types as function of avoidance parameter,
c3, for a selection of the parameter variations tried.
Categories are: ‘0’ — No division seen, reds may
form toroid round yellows. ‘3D’ — Division seen,
behaviour was characteristic of the standard 3D cell
division. ‘2D’ — Considered the same as 2D case.
Inside out split but clumps are largely static after
split. Reds may be drawn in. ‘Y’ — Yellows
disintegrate into small clumps, reds form their own
clump.
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Red=0.2 Y Y Y 0 0
Red=0.4 Y Y 3D 0 0
Red=0.6 Y Y 0 0 0
Red=0.8 Y Y 3D 0 0
Red=1.0 Y 2D 2D 3D 3D
Tab. 3: Division types as function of cohesion parameter,
c1. Categories are as per Tab. 2.
natural extension to evolutionary techniques to be applied.
We choose a similar approach. Each particle expresses
itself either as a red or a yellow particle. There is a
small probability that any particle may change the behaviour
it expresses. This is modelled as a biased equilibrium
processes. Each yellow, on being chosen to pick a behaviour,
will select changing to red with a 0.1 probability. Each
red will select changing to yellow with a 0.9 probability.
This ensures a rough 90:10 percent mix in the population,
but allows any clump of yellow particles to develop a red
population. This mechanism only works as a divided cell
tends to move apart. If the parts remain close, either
by artificial confinement or as would be the case in the
2D version, then any new reds in one clump tend to be
immediately sucked into the clump with the larger red
population.
This mechanism alone provides for each clump to
continue to divide over time. However, as clumps do not
Fig. 8: Repeated division. Top left shows first division.
Top right shows the second division. Bottom Left
shows multiple blobs with red particles from the bias
equilibrium process. Bottom right shows multiple
divisions occurring.
tend to recombine the ultimate future for this approach is
a dispersed swarm. We added a growth mechanism to
allow clumps to increase in size. New particles would be
created close to randomly chosen existing particles. This
can be viewed as new particles being recruited from the
environment. Fig. 8 shows some examples from a swarm
that implements both the biased equilibrium and growth
mechanisms. The swarm still tends to appear somewhat
dispersed, however, there are still many clumps that continue
to divide.
Discussion
We presented a heterogeneous swarm that exhibits cell
division like behaviour. Prior to dividing, the red particles
form a toroid — but only because the yellows support it.
There are configurations where this appears a long lived
phenomenon. Division occurs for a wide range of swarm
sizes, but there appears to be a size above which the yellow
swarm tends to stability. We found some evidence that
such a swarmmay gradually lose yellow particles suggesting
that cell division may reappear if the swarm runs for long
enough. Balancing the growth and biased equilibrium can
be hard and the population will tend to fragment. It would be
appealing to improve the linkage between these mechanisms
so that division would become more regularly periodic.
We observed differences in the emergent behaviour
depending whether the swarm ran in a 2D or 3D
environment. If the parameter values used in a 3D
environment were used, unchanged, in a 2D environment
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then we observed an ‘inside out’ division. This resulted
in a relatively static set of divided clumps. By modifying
the parameter values used we were able to recapture the
‘outside in’ division seen in 3D. This still failed to show
the full dynamics seen in 3D. However, the fact that there
are parameter mixes that show behaviour in 3D that matches
that seen in 2D suggest the opposite may also be true.
The cell division behaviour was sensitive to the swarms’
parameter recipes. Yellow neighbourhood radius needs to
be in a narrow band. The red neighbourhood radius appears
to have a lower limit, while much larger values seem to
result in division behaviour. Cell division behaviour is seen
only across a narrow band of both avoidance and cohesion
parameters. On one side of the band no division is observed.
On the other side either an ‘inside out’ division similar to
that seen in 2D, or a spontaneous yellow disintegration that
requires no interaction with the red particles, is observed.
The inclusion of a biased population equilibrium and
growth mechanisms enabled the swarm to show ongoing cell
division like behaviours.
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Abstract
The emergence of antibiotic resistant bacteria is a major
threat to public health and there is a constant need for edu-
cation to limit dangerous practices. Here, we propose to use
alife software to develop training media for the public and
the physicians. On the basis of the Aevol model we have
been developing for more than six years, we built a game
in which players fight bacterial infections using antibiotics.
In this game the bacteria can evolve resistance traits, mak-
ing the infection more and more difficult to cure. The game
has been tested with automatic treatment procedures, show-
ing that it behaves correctly. It has been demonstrated during
the French ”Nuit des Chercheurs” in October 2012.
Introduction
The rapid spread of antibiotic resistant bacteria is a grow-
ing threat to public health. Attempts to fight this threat in-
clude searching for new antibiotic molecules, understanding
the evolutionary dynamics of resistance traits and organiz-
ing health care services to avoid dissemination of resistant
bacteria. However, all specialists and authorities agree that
the most important challenge to fight resistance is educa-
tion. As Stuart B. Levy already argued in 2002: “Much
work is needed on education of the consumer and the pre-
scriber” Levy (2002). In many countries, large awareness
campaigns were conducted, but even after ten years, (Bush,
2011) still claimed that “substantial increases in public edu-
cation about bacteria and antibiotic importance are vitally
important”. Despite fundings from international and na-
tional agencies and the enrollment of non-profit organiza-
tions, the basic laws of antibiotic resistance are still very
poorly known by the public, leading to maladapted usages
that favor the spread of resistant strains.
One of the difficulties when teaching antibiotic resistance
is that many factors are intertwined, leading to messages that
might sound contradictory (e.g., limit antibiotic usage but
systematically finish your treatment even though you feel
you are cured!). To understand the resistance problem, one
needs to grasp the entire evolutionary dynamics of antibiotic
resistance, from the selection of resistant mutants to their
spread in a bacterial population (MacCallum, 2007). In par-
ticular, one must understand the paths that can lead to higher
resistance levels (Almahmoud et al., 2009; Weinreich et al.,
2006). These dynamics are far from trivial and are influ-
enced by many parameters: the mutation rate, the popula-
tion size, population bottlenecks or the fitness cost of resis-
tance. As a matter of fact, the very principles of evolution
are poorly known by the public and even by physicians.
To facilitate the understanding of the microbial world and
dynamics, computer games have been developed like e-Bug
(Lecky, 2011; Farrell, 2011), Bait (Kerr, 2005) or the vir-
tual infection control simulation (Pulman and Shufflebot-
tom, 2009). These programs emphasize the population dy-
namics of the resistant and susceptible bacterial strains with
or without different antibiotics but they do not include evo-
lution per se and cannot account for resistance appearance
and increase. Although attempts to include evolutionary al-
gorithms in games are numerous, they mainly focus on the
evolution of avatar behavior (Grand and Cliff, 1997; Stan-
ley et al., 2005) and often take many freedoms with the real
evolutionary phenomena (Bohannon, 2008). We argue that
artificial life evolutionary models have a huge potential to
develop educational games and that too little work has been
done in this direction, except for few occasional attempts
(Adami Lab. and Beacon center, 2013; Miglino et al., 2012).
Here, we present the “Aevol Serious Game”, based on the
Aevol model of bacterial evolution. The game idea is quite
simple: the player fights a series of bacterial infections with
five different antibiotics: prokarycin, microbicin, bactericin,
bacillicin and aevolicin (all antibiotic names but the last one
have been chosen to enable the teacher to explain what is
a “microbe”). The player controls which antibiotics are de-
livered and at what doses. The availability of five antibiotics
allows to modulate the treatment strategies to fight the infec-
tions. Of course, at the beginning of the game, one can cure
an infection very simply by setting one or more antibiotics to
the maximum for a few generations. However, the artificial
bacterial colony may evolve antibiotic resistance traits that
make it more difficult to cure subsequent infections. More-
over, the acquired resistance traits directly depend on the
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way antibiotics have been used previously and these effects
cannot be cancelled. Thus, as the game goes on, it becomes
increasingly difficult to kill the bacteria and to fight infec-
tious diseases.
We first present how the evolving bacterial population is
modeled. We then illustrate the model behavior with a sim-
ulated player who delivers antibiotics in various automatic
ways. Finally, we report how non-scientific players used the
game during “La Nuit des Chercheurs” in October 2012.
Modeling the evolving bacterial population
The Aevol model (http://www.aevol.fr) was developed to
study the evolution of genome structure and the influence
of indirect selection pressures for robustness or evolvability,
see Knibbe et al. (2007, 2008). We present here an adapted
version of the model, aimed at teaching non-scientific public
about antibiotic resistance in the context of evolution. The
model is organized as a generational evolutionary algorithm,
each generation consisting in three main steps: genome de-
coding, selection and reproduction with both local mutations
and chromosomal rearrangements.
From genotype to phenotype
The genotype-phenotype mapping in Aevol was inspired by
the microbial transcription and translation processes. Each
artificial organism owns a genome organized as a circular
double-stranded binary string containing a variable number
of genes separated by non-coding sequences (figure 1). A
set of signaling sequences is used to identify the regions that
will be transcribed into mRNAs and within those the ones
that will be translated into proteins.
Transcription initiation and termination sites are directly
inspired by bacterial genetics. In Aevol, we defined a pro-
moter as a sequence close enough to a predefined consensus
and a terminator as a short sequence able to form a stem-
loop structure. When a promoter is found, the transcrip-
tion proceeds until a terminator is reached, thus producing
an mRNA whose expression level directly depends on the
promoter quality.
Translation occurs when a ribosome-binding site is
present on an mRNA, followed by a START codon. Then,
the following sequence is read three bases (one codon) at a
time, until an in-frame STOP codon is found. Each codon
is translated into an abstract “amino-acid” using an artificial
genetic code (figure 1).
An artificial chemistry (Dittrich et al., 2001) was defined
to model the protein activity and the resulting phenotype.
We defined an abstract, one-dimensional space Ω = [0, 1] of
possible cellular processes (therefore, in this model, a “cel-
lular process” is a real number). Each protein can either re-
alize or inhibit a particular set of these biological processes
with a certain efficacy. For simplicity, we use piecewise-
linear functions with a symmetric, triangular shape. Hence
the activity of a protein can be fully characterized by the po-
sition m of the triangle on the axis, its half-width w and its
height h.
A protein’s primary sequence is viewed as three interlaced
binary sequences that code for m, w and h values (see fig-
ure 1). Small mutations in the coding sequence will change
these parameters, resulting in a modification of the protein
activity. Once all proteins encoded by a given genotype have
been identified and characterized, their activities are com-
bined into a global fuzzy set representing the individual’s
phenotype P . The possibility distribution of P , called fP ,
indicates to what extent the individual can realize each ab-
stract cellular process.
For the game, the interval Ω = [0, 1] of cellular processes
is divided into 7 subintervals (figures 1 and 3). The first (Ω0)
and last ones (Ω6) represent sets of abstract metabolic pro-
cesses and they are used to determine the performance of
the individual in the competition for reproduction (see be-
low). The five intermediate zones (Ω1 to Ω5) correspond
to resistance traits respectively against the five antibiotics.
The proximity of these traits along the functional axis facil-
itates multi-drug resistance (a common feature in bacteria)
through pleiotropy since a single triangle can span 2 con-
tiguous zones.
Environment, fitness measure, death and
competition
In Aevol, the environment is represented by a phenotypic
target: a fuzzy set E defined on Ω whose possibility dis-
tribution fE indicates the optimal degree of possibility for
each “metabolic process”. To evaluate an individual, we
compare its phenotype P to the optimal one E. The “gap
with target” g is computed as the geometric area between
these two sets on the “metabolic” subintervals (figure 1):
g =
∫
Ω0
|fE(x)− fP (x)|dx+
∫
Ω6
|fE(x)− fP (x)|dx. The
lower the gap, the fitter the individual. This penalizes both
the under- and over-realization of each metabolic process.
Cells can die with a probability Pdeath = 20 × g if
g < 0.05, or Pdeath = 1 if g ≥ 0.05, implying that some
mutations are lethal. This mortality process, not present in
the original Aevol model, was introduced in the game be-
cause antibiotics may cause severe population bottlenecks,
which are known to make selection less efficient and allow
mildly deleterious mutations to accumulate in the population
(an effect used by microbiologists in “mutation accumula-
tion” experiments (Korona, 2004)). Making highly deleteri-
ous mutations in the game actually lethal prevents them from
propagating during the population bottlenecks. In the runs
below, typically around 20% of the individuals die at each
generation through this mortality process.
Cells can also die because of an antibiotic treatment. Al-
though antibiotics can act on different bacterial subsystems
(Normark and Normark, 2002), in this first version of the
game, we simply simulated an effect on cell mortality de-
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Local competition 
for reproduction
foreach Generation do
    //Genome decoding and evaluation
    foreach Individual do
        Identify coding sequences
        foreach CodingSequence do
            Translation into abstract protein
        end
        Compute phenotype P by combining
        protein contributions
        Compute gap with target g by comparing 
        the phenotype P to the environmental 
        target E
    end
    //Selection
    Death/Survival due to lethal mutations
    Death/Survival due to antibiotic/resistance
    trade-oﬀ
    Local competition based on gap with target g
    
    //Reproduction with mutations and 
   //rearrangements
    foreach Individual do
        foreach Oﬀspring do
            Create Oﬀspring
            Do rearrangements
            Do local mutations
        end
    end
    Replace current population
end
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Figure 1: Graphical representation of the Aevol algorithm with antibiotics. The algorithm iterates three main steps: (1) genome
decoding and evaluation, (2) selection of the best individuals and (3) reproduction with mutations and rearrangements. See the
main text for details. The lightnings correspond to mutations and rearrangements undergone during reproduction. Cells on the
grid are colored according to gap with target, red cells being those with lowest g and blue cells being the higher ones. The dead
cells are the black cells. The violet zone on the cellular process axis (Ω1 to Ω5) correspond to resistance traits (one zone per
antibiotic).
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pending on antibiotic dosage. When a cell receives an an-
tibiotic i with a dosage αi (0 ≤ αi ≤ 1), it has a prob-
ability Pantibio.i = 0.9 × αi to die1 except if it is pro-
tected by a resistance trait. The resistance traits to the an-
tibiotics are deduced from the phenotypic function within
the Ω1 to Ω5 zones (one zone per antibiotic, figure 1). The
probability to survive a treatment with a given antibiotic i is:
Presist.i = 1− 100
∫
Ωi
|0.5− fP (x)|dx. There is no direct
cost to resistance. However, since resistance is generally ac-
quired through mutation of existing genes, indirect costs are
very likely to occur. If more than one antibiotics are deliv-
ered simultaneously, the same process is applied for all the
antibiotics.
Cells are placed on a 40 × 40 grid (Misevic et al., 2012).
Each grid spot contains either a living or dead cell (figures 1
and 3). Local competition for reproduction takes place be-
tween living cells only. The population is entirely renewed
at each generation. Specifically, each grid spot at generation
t+ 1 is filled with an offspring from one of the neighboring
living cells at generation t (note that this offspring can die
immediately, e.g. if it undergoes a lethal mutation). The cell
that will produce the offspring is drawn according to a repro-
duction probability Preprod that decreases with g. If none of
the 9 neighboring spots contained a living cell at generation
t, the spot is left unchanged.
Reproduction, local mutations, rearrangements
During their replication, genomes can undergo both lo-
cal mutations (single nucleotide substitutions, and inser-
tions or deletions of 1 to 6 bp) and chromosomal rear-
rangements (duplications, deletions, translocations and in-
versions). Here, all local mutation occurred with probability
µmut = 1 × 10−5 per bp per generation and all rearrange-
ments with probability µrear = 1×10−6 per bp per genera-
tion. Not all mutational events have a phenotypic effect. For
example, a mutation in a region that is not transcribed will
most probably be neutral (except it it occurs in a promoter).
Because Aevol allows for gene duplication and divergence,
it can evolve new functions (e.g. antibiotic resistance traits)
and not only modify existing ones.
Evolution of wild-type strains
Before the game itself, the software was used to evolve a
“wild-type strain” in the same environment as used for the
game without antibiotics. Here, we used a strain that evolved
for 100,000 generations. Its genome is 80, 920 base-pair
long and has 106 coding sequences present on 101 coding
mRNAs. It is well adapted to its environment (g ≈ 0.006),
ensuring that slightly deleterious mutations can accumulate
without being immediately lethal.
1The 0.9 factor prevents the population from being killed all at
once: at maximum dosage the infection is cured in 8 to 10 gener-
ations if no resistance evolves. Note that, for pedagogical reasons,
α is always displayed as percentages of the maximal dose.
Simulating infection
During the first steps of the game, driving the population
to extinction is easy since the wild-type is highly suscepti-
ble to antibiotics. In such case, the game can go on with
a reinfection (triggered by the player). Then the cell with
the lowest g switches from dead to alive. The resistance
traits are thus more difficult to maintain since they are not
considered in the choice of the “resuscitated” cell, thereby
mimicking an infection from an antibiotic-free environment.
The resistance traits are actually eliminated unless they were
carried by the individual with the best g, a situation that usu-
ally occurs when the resistance traits were useful for a very
long period (long enough to enable fixation of these traits
despite their mutational load). After reinfection, the germ
progressively colonizes all the grid, showing circular pat-
terns where central cells accumulate fewer mutations than
peripheral ones (figure 2). This pattern reproduces a known
property of population expansion: mutations accumulate on
the expanding fronts (Excoffier and Ray, 2008).
Figure 2: Population expansion during an infection process
(here at t = 1, 5, 10, 15 and 20 generations after the reinfec-
tion). Cells are colored according to fitness, red cells being
those with highest fitness (lowest g) and blue cells being the
worst ones. The circular pattern is clearest at t = 15 and
t = 20 where many blue cells are observed n in the periph-
ery of the infection, while the central zone contains mainly
orange and red ones.
Graphical outputs
The Aevol game is not designed to be used by the player
alone but with a supervisor who can explain in real time the
effects of the treatment and advise the player. The graph-
ical outputs (figure 3) were designed accordingly. On the
left panel, the player can see the whole population on the
grid, each living cell being represented by a square, col-
ored according to the gap to target g of the individual. This
panel also displays the current antibiotic dosages that can be
changed through the keyboard. It allows the player to di-
rectly perceive the effect of the antibiotic on the number of
living cells. The right panel displays three different views
of the current best living cell. Two of them represent its
genome, with either the transcribed (top left) or translated
sequences (top right). The third one (bottom) shows its phe-
notype (in green) including the resistance traits (for clarity
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Figure 3: Screen capture of the Aevol game. The left panel presents bacteria population with a color code indicating their
fitness (red cells being the fittest and blue the least fit). It also presents the current concentration of the five antibiotics (here,
bacillicin is given at a 80% dose). The right panel presents the fittest individual’s transcriptome (top left), genome (top right)
and phenotype (bottom). The phenotype is represented in polar coordinates (green surface) together with the target function
(red curve) and the five resistance sub-functions (red triangles). Here, the fittest individual became resistant to bacillicin after
less than 100 generations (but resistance is not high enough to be fixed yet). Finally, the phenotypes of all living cells are
represented with blue lines, allowing an estimation of the population diversity.
and esthetic reasons, Ω is displayed in polar coordinates). It
also shows the environmental target (red curve), the optimal
shapes for the five resistance traits (red triangles), and the
phenotypes of all living cells (blue lines). This allows the
player to estimate the resistance traits in both the best indi-
vidual and the rest of the population and thus to detect clonal
interference between the metabolic and the resistance genes.
Behavior with an automatic player
Although the Aevol game was not developed to study but
to teach the emergence of resistant traits, we show here the
behavior of the model with a simulated player that delivers
antibiotics in various automatic ways. This study enables to
verify that the behavior of the model is realistic enough to
be used to educate people. It is also important for teachers
that can use it to prepare himself to comment the players’
actions.
Effects of antibiotic dose
For each antibiotic, the wild-type strain was given a con-
stant antibiotic delivery α, varying between 50% and 100%.
Each time the antibiotic treatment resulted in eradicating the
bacterial population, a new infection was automatically trig-
gered and the antibiotic treatment was momentarily stopped
until the population grew over 1000 living cells (the carry-
ing capacity of the environment being 1600 individuals). For
each antibiotic and dosage, we conducted the simulation un-
til the resistance trait was considered to be fixed in the popu-
lation (i.e. the resistance of the best living cell was sufficient
to make it resistant to a maximum antibiotic dose). We mea-
sured both the number of successes of the antibiotic (number
of infections driven to extinction) and the number of elapsed
generations before the resistance criterion was met.
Figure 4 shows that antibiotics cannot drive the infections
to extinction for doses below 80%. The effect of antibi-
otic dosage is intuitively obvious: the higher the dosage, the
higher the probability to eradicate the infection.
Figure 5 shows whether the resistance criterion is met and
if so, how fast, depending on the dose. Three ranges of
dosages can be distinguished by comparing figures 4 and
5. For α < 60% (low dosage), the treatment fails and no
resistance is acquired, most likely because the fitness cost
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Figure 4: Number of infections successfully cured, as a
function of the antibiotics dosage α (dashed curve: mean).
associated with the resistance mutation is too high com-
pared to the benefit it confers. For 60% ≥ α ≥ 80%
(intermediate dosage), the treatment also fails but resis-
tance can be acquired, which confirms the risk associated
with sublethal dosages. For α ≥ 85% (high dosage), al-
though the treatment succeeds several times, all populations
eventually acquired resistance. Increasing dosage generally
speeds up resistance acquisition, but the precise relationship
is antibiotic-dependent. More experimental replicates with
different random seeds and wild-types would be needed to
test whether this effect is random, genome-dependent (i.e.
dependent on the probability to find a favorable mutation in
the genome) or antibiotic-dependent (i.e. dependent on the
position of the resistance trait in Ω).
Figure 5: Number of generations elapsed before the re-
sistance criterion was met, as a function of the antibiotics
dosage α (dashed curve: mean). For α = 60%, only
aevolicin led to resistance. For α = 65%, 3 of the 5 an-
tibiotics led to a resistance.
These first results validate the game as a realistic tool to
educate people for a correct use of antibiotics. They show
that, in the model, bacteria can acquire resistance traits and
that the time to fixation of these traits depends on the way an-
tibiotics are used. Moreover, the behavior of the five antibi-
otics is globally coherent, with slight differences that com-
plexifies the game.
Effect of treatment timing
For each of the five antibiotics, the wild-type strain has been
submitted to intermittent treatments (with a 100% dosage).
The dose delivery randomly switches from treatment to non-
treatment using a Poisson process with a switching probabil-
ity ranging from 1/2 to 1/11 at each generation. In all cases,
the mean antibiotic delivery over a long period of time is
50%. Figure 6 shows that the treatment timing has no effect
on resistance acquisition. Similarly, there is no effect on the
probability of success of the treatment (data not shown).
In contrast to the previous results, here the bacteria
quickly acquire resistance in all cases (the maximum delay
being 1318 generations) while, for the same mean dosage
(50%), a constant treatment never leads to resistance acqui-
sition. Besides, intermittent treatment leads to a mean of 4.3
defeated infections before the resistance is fixed, regardless
of the frequency of switches2, while such a low dose could
not eradicate the infection with a constant treatment. This is
probably an indirect effect of the fluctuation of population
size when the infection is treated in an intermittent way. In-
deed, a constant treatment with low doses leads to a small
but constant population size (around 650 individuals for a
50% dose). In contrast, an intermittent treatment leads to
huge variations in the population size (see figure 7 for an
example).
Population genetics theory states that in case of variations
in the population size, the effective population size is given
by the harmonic mean over time of the real population size.
Here, for a mean switching probability of 1/3 and before
any resistance trait acquisition, the population size varies
between 1 and 1250 individuals (mean value around 350
individuals) but the harmonic mean of the population size
(excluding the periods of infection when no antibiotic is de-
livered) is around 18 individuals! The high level of genetic
drift can hence explain that resistant individuals (that gener-
ally also carry deleterious mutations) sometimes manage to
reproduce, thereby favouring the spread of resistance. More-
over, when the treatment temporarily stops, the population
can expand. As figure 2 shows, this leads to mutation ac-
cumulation in the population. Thus, intermittent treatments
also increase the apparent mutation rate (although the spon-
taneous mutation rate remains constant), thus increasing the
population diversity and hence favouring the emergence of
2The different antibiotics do, however, behave differently:
prokarycin leads to 4 successes on average, microbicin 5.9; bac-
tericin 7.6; bacillicin 3.3 and aevolicin 0.8. This is consistent with
the previous section, aevolicin, in particular, being more prone to
resistance traits acquisition.
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resistant mutants.
Figure 6: Number of generations elapsed before the resis-
tance criterion was met, as a function of the antibiotics treat-
ment dynamics. The antibiotic treatment switches between
on and off at each generation with a probability ranging from
1/2 to 1/11. See figure 4 or 5 for the legend.
These differences between intermittent high dose treat-
ment and constant small dose treatment (for similar mean)
shows the importance of taking into account evolutionary ef-
fects like population bottenecks and spatial expansion when
dealing with antibiotic resistance.
Effect of pharmacodynamics and adherence
In the first two experiments, the antibiotic dosage was either
constant or piecewise-constant over time. However, in a real
situation, the antibiotic delivery depends on many physio-
logical parameters such as means of delivery and half-life of
the drug. The Aevol game can be used to teach the effects
of these parameters and to introduce a patient’s adherence
to the prescribed treatment in the model, that is, the fraction
of scheduled doses taken. Indeed, it has been shown that
adherence can have a strong influence on resistance emer-
gence, at least during antiviral therapy (Rosenbloom et al.,
2012). Here, we show the behavior of an antibiotic treat-
ment with bacillicin. The drug was given to the patient at
40% doses with one dose every 9 generations (the maximum
drug concentration still being 100%). Five percent of the
drug was degraded at each generation (drug half-life: 21.5
generations).
Figure 7, top panel, shows how drug concentration
evolves during a treatment with perfect adherence, and the
resulting effect on the bacterial load. Since the evolution-
ary process is included in the simulation, we can study the
influence of drug dynamics on the emergence of a resistant
mutant in relation to the population expansion that occurs
regularly during the antibiotic delivery. The game can also
be used to show the impact of patient drug-taking behavior
on the dynamics of both the bacterial population and emer-
gence of resistant strains. Figure 7, bottom panel, shows
the drug concentration, bacterial population and resistance
to bacillicin when the patient randomly misses one dose out
of four. Here, after only two missed doses (doses 4 and 7),
the infection duration (initially 68 generations) is substan-
tially longer. This also increases the risk for resistance to
emerge before the end of the treatment, which in the present
case does happen. Note that the simulation presented here
was specifically chosen to illustrate the emergence of resis-
tance due to a bad adherence. However, systematic experi-
ments have not been performed yet on this question and no
conclusion can be taken at this stage.
Figure 7: Effect of pharmacodynamic (top panel) and adher-
ence (bottom panel) on bacterial load and antibiotics resis-
tance (see main text for details).
Conclusion and future work
The Aevol game was used in real conditions during “La Nuit
des Chercheurs 2012” (October 2012), one of the main pub-
lic science events in France. The simulation ran for three
hours using a beam projector, and around 40 people from 10
to 65 years old played with it (the game was also success-
fully tested with younger children but in a smaller audience).
After playing with the game, visitors wandered around the
place, discussed with other researchers, and came back later
to see how the game evolved and possibly play again. The
result was a clear success: during the whole event, the bacte-
rial population progressively acquired resistance to the five
antibiotics. By the end of the experiment, complex treat-
ments had become mandatory to fight the infections. Vis-
itors could witness that the misusage of antibiotics during
their first attempts had strongly influenced the evolution of
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the population in the long term and created the subsequent
difficulty for the next players. This shows the importance of
a global tracing of the game, allowing the players to visual-
ize the effects of previous treatments and detect a posteriori
those having succeeded and those resulting in resistance ac-
quisition. This experiment also showed that the game cannot
be used without a supervisor to explain the behavior of the
population and provide a minimal basis of evolution and ge-
netics.
Although preliminary, the Aevol game provides a proof
of concept that alife models can be used to teach people dif-
ficult but relevant scientific questions. It also opens the door
to many new developments. First, although a game is not a
model, it provides the opportunity to compare the simulated
dynamics with what is observed in in vivo experimental evo-
lution (Hindre´ et al., 2012). This will require a more precise
model of antibiotic action on the cell and of antibiotic resis-
tance traits. Second, there are ample opportunities for im-
provement of the game. An important direction would be to
enable the player to browse the whole population (not only
the best individual) and to visualize a posteriori the entire
course of evolution, starting from the beginning of the an-
tibiotic treatment. Antibiotic delivery can also be improved.
Here the antibiotic dose is directly fixed by the player (fig-
ure 3). One may ask the player for a prescription (i.e. dose
and scheduling of antibiotic uptakes) and include pharma-
codynamics in the model. Moreover, in the current version,
antibiotics are harmless for the patient and can be used at
maximum dosage without deleterious effects. Adding such
effects (which are well documented for this kind of drugs)
will add complexity to the game. Finally, an island model
can be introduced in the game. Different islands could rep-
resent different patients as well as the global environment,
thus enabling complex infection dynamics and multi-player
gaming (e.g. on the Internet).
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Abstract
This paper reconsiders Ashby’s framework of adaptation
within the context of dynamical neural networks. Agents
are evolved to behave as an ultrastable dynamical system,
without imposing a priori the nature of the behavior-changing
mechanisms, or the strategy to explore the space of possible
dynamics in the system. We analyze the resulting networks
using dynamical systems theory for some of the simplest con-
ditions. The picture that emerges from our analysis general-
izes the idea of ultrastable mechanisms.
Introduction
Organisms change their behavior in an attempt to remain
adapted to their interaction with the environment, in order to
maintain their self-constitution. W. Ross Ashby developed a
theoretical framework to understand operationally this ten-
dency towards ultrastability in organisms (Ashby, 1960).
His approach considered the role of what can be interpreted
as proxies to the essential variables of the organism - vari-
ables that correlate with its physiological well-being and that
are directly available to the organism (e.g., body tempera-
ture, sugar level, oxygen intake). A behavior is ultrasatable
if it conserves the proxies to the essential variables of the
organism within some physiological limits under changing
conditions. This paper explores the nature of the dynamics
of ultrastable systems in artificially evolved neural networks.
Ashby’s framework of ultrastability is still central to much
of the work on adaptive behavior, but many of the details of
the implementation in neural networks have not been studied
in enough depth (Harvey, 2008). The mechanism of adapta-
tion Ashby studied was hand-designed specifically to find
stable agent-environment interactions during perturbations.
There are two aspects of his original framework that we seek
to re-examine. First, the process of adaptation depends on
a strict separation between the parameter-changing mecha-
nisms and the behavior-producing mechanisms. In doing so,
it relies heavily on the stochastic, switch-like nature of the
behavior-changing mechanisms. Second, the framework of
adaptation treats the projection of the critical boundary on
the space of internal dynamics of the agent as a function
only of the constitution of the agent.
In this paper we ask: what are the agent-environment con-
ditions that allow artificial evolution to find neural networks
with ultrastable properties? And, what are some of the ways
in which ultrastability specified at the behavioral level can be
implemented dynamically at the neural network level? We
are interested in how a dynamical system can explore the
richness of its state space, navigating through the different
regions of its phase-portrait. The goal of this paper is to an-
alyze neural networks evolved to be ultrastable in an attempt
to extend and generalize Ashby’s framework of adaptation.
Ashby’s Ultrastable Mechanism
Ashby based his framework around the basic assumption
that organisms change their behavior by learning, so that
the later behavior is better adapted to their environment than
the earlier. He distinguished between two kinds of nervous
system activity: hardwired reflex and learned behavior. In
his framework (Figure 1A), the agent (A) is defined by two
subsystems: R, responsible for the ongoing reflexive be-
havior; and S , responsible for regulating the behavior of R.
There are also a set of variables, P , that serve as proxies to
the organism’s essential variables (V). The environment (E)
is defined as a system whose variables affect the organism
through coupling and which are in turn affected by it.
For the organism to survive, its essential variables (V)
must be kept within viable limits (gray area, Figure 1B).
The ‘constitutive viable region’ maps to an ‘internal viable
region,’M(V) (gray areas, Figure 1C). When the agent’s in-
ternal dynamics are inside this region, the essential variables
are kept within viable limits. When the internal dynam-
ics are outside this region, the agent-environment dynamics
have an effect on the proxies to the essential variables of the
system. When the proxies are outside the appropriate ranges
for the organism, they introduce parametric changes in S .
The configuration of S influences the agent-environment in-
teraction through R. Ashby proposed a step-function as a
mechanism for S . In Ashby’s view, adaptation occurs as the
system randomly flips through the catalog of R dynamics,
until it stumbles across one that is stable for the current en-
vironment.
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Figure 1: Ultrastable system (adapted from Ashby, 1960).
[A] Architecture: Environments (Ei); agent (A); reactive
system (R); system in charge of learning (S); and proxy
for the essential variables (P). [B] Region of viability (gray
area) over the agent’s essential variables (Vi), defined by the
agent’s constitution. [C] Agent’s state space (R and S).
Gray attractors and limit cycles depict autonomous dynam-
ics ofR. Blue and green trajectories depict dynamics of the
system when coupled to environments E1 and E2, respec-
tively. Gray areas depict the internal viable regions, accord-
ing toM(V). The magenta trajectory represents the state of
the system during adaptation.
Behaviorally Ultrastable Dynamical System
This paper extends the framework of ultrastability by recon-
sidering it from a behavioral level. There are two aspects of
Ashby’s framework that we re-examine.
First, in Ashby’s mechanism and the more recent simu-
lation models that have stemmed from his work (Di Paolo,
2000; Iizuka and Di Paolo, 2008; Herrmann et al., 2004),
there is a strict division between the parts of the system that
continuously interact with the environment, and the parts
that change the internal organization of the system itself. As
with previous work on modeling learning without synaptic
plasticity (Yamauchi and Beer, 1994; Izquierdo et al., 2008),
we consider a broader definition of an ultrastable system by
removing the a priori distinction between the reactive and
the learning components within the agent (Figure 2A). This
allows us to explore some of the ways in which ultrastability
specified at the behavioral level can be implemented at the
neural network level.
Second, in Ashby’s framework, the internal viable re-
gion (gray areas, Figure 1C) is a function M(V) solely of
the constitutive viable region (gray area, Figure 1B). When
coupled, the agent-environment produce a dynamic which
is specific to that environment (blue trajectory, Figure 1C).
A change of environment modifies the coupled dynamics
(green trajectory in the back, Figure 1C), but not the internal
viable region. Therefore, a change in the agent-environment
interaction can drive the internal dynamics of the agent out-
side its internal viable region, triggering changes in S (ma-
genta trajectory, Figure 1C), until a new coupled dynamic
is found (green trajectory in the front, Figure 1C). This per-
spective is problematic because it assumes the internal dy-
namics of the agent must be within the same internal vi-
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Figure 2: Extended ultrastable system. [A] Architecture:
Environments (Ei); agent (A); internal dynamics (DS); and
proxy for the essential variables (P). [B] Region of viabil-
ity (gray area) over the agent’s essential variables (Vi). [C]
Agent’s state space (A). Gray attractors and limit cycles
depict the autonomous dynamics of A. Blue and green tra-
jectories depict the dynamics of the system when coupled
to environments E1 and E2, respectively. Colored volumes
represent the internal viable regions, M(E ,V), colored ac-
cording to the environment. Magenta trajectory represents
the state of the system during adaptation.
able region for the two different behaviors. We consider a
broader condition (Figure 2), where the internal viable re-
gion is a function of both the constitutive viable region and
the environment, M(E ,V). Like in Ashby’s case, we as-
sume the constitutive viable region is defined over the es-
sential variables by the organization of the organism (Fig-
ure 2B). However, when the organism is situated, the in-
ternal dynamics required to maintain the essential variables
within their viability constraint changes as a function of the
environment (blue and green regions, Figure 2C).
The picture of ultrastability in a dynamical system that
emerges is different from Ashby’s and subsequent models
(Figure 2C). Assume a certain dynamics of the autonomous
agent is suitable to maintain its essential variables within
their viability constraints for a certain environment, E1, such
that the coupled agent-environment interaction (blue trajec-
tory) remains within the internal viable region (blue vol-
ume). Assume also a change to the environment, E2, such
that the agent dynamics required to survive is different from
the previous one (green volume). If the new coupled dynam-
ics fall outside the new internal viable region, the agent’s
viability is threatened, setting off the proxies to the essen-
tial variables. The proxies drive the organization of the sys-
tem towards an exploratory regime (magenta trace), until the
behavior regains viability. The system regains viability by
finding an internal dynamic that when coupled to the envi-
ronment remains within the internal viable region.
In this view, a behaviorally ultrastable system must have
three properties: (1) a rich reservoir of autonomous dy-
namics; (2) an exploratory regime capable of navigating the
repertoire of autonomous dynamics; and (3) the ability to in-
tegrate those two regimes by modulating some aspect of the
system via the proxies to the essential variables.
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Methods
We propose to study ultrastability by studying a simplified
version of the extended view described above. We take
for granted the self-constitution of the agent and the exis-
tence of a viability region. We also abstract away the agent-
environment interaction. We assume the existence of N
different environments such that, when combined with the
agent’s viability, they produce a series of internal viable re-
gions. The organism is modeled as a network of N interact-
ing neurons with C constrained ones and one proxy to the
essential variables that can affect the whole network. The
constrained neurons, in interaction with the environment,
determine the state of the proxy to the essential variable. We
artificially evolve these simple neural networks to maintain
their proxies to the essential variables within viable ranges.
Neural network We used continuous-time recurrent neu-
ral networks (CTRNNs) as a model of the organism’s inter-
nal dynamics. Each component in the network is governed
by the following state equation (Beer, 1995):
τiy˙i = −yi +
N∑
j=1
wjiσ(gi(yj + θj)) + Ii (1)
where y is the activation of each node, τ is its time constant,
wji is the strength of the connection from the jth to the ith
node, g is a gain term, θ is a bias term, σ(x) = 1/(1 + ex)
is the standard logistic activation function, Ii represents the
external input to the neuron, andN represents the number of
nodes in the network. The model does not include any form
of synaptic plasticity mechanisms.
Agent-environment interaction For an adaptive organ-
ism, different environments are likely to require different
internal dynamics. We abstract the agent-environment in-
teraction by imposing arbitrary ‘internal viable regions’ over
the neuron output space. Each of those regions is considered
adaptive to a particular environment. That is, the dynamics
available within this region of the phase-portrait are capable
of maintaining the essential variables of the organism within
their viability constraints. For simplicity, each environment
is associated with one of the corners of the output space of
the constrained neurons. The agent is considered adapted to
the environment if its state in neural output is a distance less
than 0.49 away from its corner.
Proxy to the essential variable According to the ideal-
ized rules above, at any point in time the agent can be
adapted (a = 0) or unadapted (a = 1) to the environment.
When the agent is adapted, the proxy to the essential variable
rests at 0.0. When the agent is unadapted, the proxy to the
essential variable increases over time, until it reaches one,
according to the following state equation: τE˙ = −E + a.
The proxy to the essential variable can affect the neurons
via the external input via a set of weights: Ii = gwiE.
In one of the experiments, we allowed for the proxy to
the essential variable to modify the gain parameter instead:
gi = gi + swiE, which is otherwise set to 1.
Evolutionary algorithm The parameters of the model
were evolved using a real-valued genetic algorithm (Ba¨ck,
1996). The optimization algorithm was run for populations
of 100 individuals. We evolved the following parameters
(ranges are shown in brackets): τi [1, 10]; wji, θj , and swi
[-10, 10]; gwi [-0.5, 0.5]. Parameters were encoded in a
vector of real-values between [-1, 1] and linearly mapped
to their corresponding ranges. Each time the algorithm was
run, individuals were initialized by random selection from
the range of each parameter. Populations were seeded with
center-crossing networks (Mathayomchan and Beer, 2002).
At the end of a run, the parameters of the best performing
individual were stored for later analysis.
Fitness evaluation Network activity is initialized to 0.0
once at the beginning of a trial. During a fitness trial, the en-
vironment changes to a new one every 200 units of time. The
fitness of a trial is measured as the integral of the adapted
variable over time.
f =
∫ 200
t=0
w(t) (1− a(t))
c
∫ 200
t=0
w(t)
(2)
where t is time, a(t) is the binary adapted variable. The con-
tribution of the adapted variable is weighted over time for
each environment with a power function of time, w(t) = t2,
such that unadaptedness immediately after a change of en-
vironment weighs less than unadaptedness later on. Finally,
in order to minimize the use of the critical boundary within
the dynamics of stability, fitness is penalized for the number
of times the agent becomes unadapted within a trial, c. The
final fitness of a circuit is the average over all trials.
Incremental evolution The network is faced with two
problems of a different nature. The first, to evolve attractors
in each of the adapted regions, such that the network can stay
within the adapted boundaries. The second, to transition be-
tween these regions. To allow for incremental evolution we
divided the task into two stages. First, a minimal transition
stage, where the network is asked to move from one environ-
ment to another one, always in the same sequence. Popula-
tions that are successful in this stage, move on to a second
stage, where the network is asked to transition from any one
environment to any other one, in random sequence.
Alternative fitness evaluations The fitness function de-
fined above is based on the overt behavior, not the internal
mechanisms of the circuit. In a final set of experiments,
we use two fitness functions defined more mechanistically.
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First, a function that maximizes the number of attractors in
the phase-portrait. The network is started at different parts of
the output space (3C starting points that cover the full range
of the constrained neurons) and integrated for 100 units of
time. The fitness is calculated according to: fa = (k/2C)5,
where k are the number of attractors found in the circuit.
The measure is normalized by the maximum number of at-
tractors possible in the constrained circuit (2C). The proxy
to the essential variable is fixed to 0 for this fitness evalu-
ation. Second, a function that maximizes the area covered
by a single dynamic in the phase-portrait. The network is
started at one randomly chosen point in the output space
and integrated for 50 ∗ 2C units of time. The fitness is
calculated by counting the number of corners of the con-
strained neural output space the circuit covers according to:
fb = (
∑2C
i=1mi/2
C)5, where m = 1, if the trace travelled
near enough to the corner, d∗ < 0.25, where d∗ is the min-
imum distance to the corner in the full trajectory; otherwise
m = 1.0 − ((d∗ − 0.25)/0.75). The proxy to the essen-
tial variable is fixed to 1 for this fitness evaluation. For
this experiments, some of the ranges of the parameters were
made larger: wji, θj , and swi [-50, 50], and wii [4, 50].
When combined, the total fitness function was the product:
f = fa ∗ fb.
Results
2D Ultrastability Task
Two-neuron networks The first set of experiments exam-
ined the ability of two-node CTRNNs to solve the simplest
version of the ultrastability task: both neurons constrained
(2C2N). In this task there are four possible environments,
each with a respective internal viable region within the neu-
ral output space. The best two-node circuits attained a fit-
ness of around 75%. That is, a typical successful network
can only adapt to 3 of the four possible environments and
transition between them in order (Figure 3). Evolutionary
searches led to such networks 93 out of 100 times.
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Figure 3: Neural traces during environment transitions for
the 2C2N condition. Top two black traces represent neu-
ral output over time. Red trace represents the proxy to
the essential variable. Black dashed vertical lines represent
changes of environment. The environment is labeled at the
bottom. Each environment is further divided by a red dashed
vertical line into unadapted (no shade) and adapted (gray
shade) stages.
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Figure 4: Phase portraits for the 2C2N condition. Adapted
(Pa): stable equilibrium points (blue disks), saddle points
(green disks), nullclines (solid gray curves), adapted regions
for each environment (gray regions, labeled). Unadapted
(Pu): unstable equilibrium point (red disk), limit cycle (blue
trace). Basins of attraction of the adapted phase portrait are
shown as colored volumes. The labels of the basins of at-
traction have a correspondence with the labels of the envi-
ronments they are adapted to.
To understand the dynamics of the evolved circuit we an-
alyzed the phase portraits of the most successful network
when decoupled from the environment in the adapted and
unadapted conditions independently by fixing the proxy to
the essential variable to 0 or 1, respectively. The dynam-
ics of a network are determined by the relative configura-
tion of the nullclines. The network evolved three attractors
(blue disks) in the phase portrait of the adapted condition
(Pa, Figure 4). The attractors cover three of the adapted re-
gions (gray areas). In the unadapted condition, the network
exhibits a limit cycle (Pu, Figure 4). The basins of attrac-
tion, delimited by the saddle manifolds, of the attractors in
the adapted phase portrait are visualized as light colored ar-
eas in the unadapted phase portrait. As can be seen, the limit
cycle can transit between all evolved basins of attraction in
the adapted phase. As we will see ahead, it this combination
of: (a) the shapes of the basins of attraction in the adapted
phase portrait, and (b) the trajectory of the exploratory be-
havior in the unadapted phase portrait, that are crucial for
the success of the adaptation.
To understand the limitations of the 2-neuron network, we
need to understand how the proxy to the essential variable
affects the dynamics of the network. A successful circuit
needs two distinct types of dynamics: a rich repertoire of at-
tractors, and a maximally exploratory dynamics. The maxi-
mum number of attractors in a circuit occurs when each null-
cline intersects maximally. In the two node circuit, a limit
cycle that can explore all the internal viable regions requires
that the nullclines ‘fit’ inside of each other. There are other
possible limit cycles in 2-neuron networks, but they don’t
cover as much of the output space (Beer, 1995). The change
in input to the neuron by the proxy to the essential variable
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Figure 5: Parameter space for the 2C2N condition. Adapted
phase (Pa). Unadapted phase (Pu). Regions of parameter
that are crossed as the proxy to the essential variable, E,
is gradually changed between 0 and 1 (brown line). Sad-
dle node bifurcation (black curves). Hopf bifurcation (gray
curves).
effectively shifts the nullcline up/down or left/right. A use-
ful way to visualize this movement is in parameter space
(Figure 5). The state of the proxy to the essential variable,
by affecting the external input of the neurons, effectively
moves the system through its parameter space. Different
points in parameter space entail different dynamics. Cross-
ing certain boundaries entails the system undergoing a bi-
furcation. Constrained to move in one direction in a line,
the most successful circuits for this task evolve to navigate
between a limit cycle and, at best, three stable attractor dy-
namics. From the limit cycle configuration, there is no way
to shift both nullclines in one direction in a line to make
them intersect maximally.
To understand the adaptive behavior of the coupled sys-
tem, we need to understand the relationship between the
shapes of the basins of attraction in the adapted phase por-
trait, and the trajectory of the exploratory behavior in the
unadapted phase portrait. During a trial, the agent re-adapts
to new environments by moving back and forth between the
adapted (Pa) and unadapted (Pu) configurations. The tim-
ing of when the portraits change in relation to the basin
boundary of the attractors is key to successful transitions.
To illustrate this idea, we visualize the first transition of the
trial shown in Figure 3, with the state of the network (brown
trace) imposed over the changing phase-portrait (Figure 6).
At the start of a run, the system starts off within the basin of
attraction of the adapted environment (D1, Figure 4). The
first time the environment changes, the proxy to the essen-
tial variable changes, the portrait of the system transitions
towards the limit cycle configuration, and the state of the
system begins to follow it (E2, Pu, Figure 6). When the
system hits the boundary of the adapted region of the sec-
ond environment, the proxy to the essential variable begins
to return to normal, changing the portrait configuration back
to the original (E2, Pa, Figure 6). Because the state of the
system is now within the basin of attraction of the top-left
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Figure 6: Neural activity (brown trace) in output space im-
posed over the phase portraits for the 2C2N condition. The
two panels show the transition into E2 (from E1) from the ex-
ample run in Figure 3. During the transition, the dynamics
are first unadapted (Pu), then adapted (Pa).
attractor point, as soon as the limit cycle disappears, the sys-
tem falls into it - effectively changing the dynamics of the
system within the same configuration. A similar process oc-
curs for each of the transitions.
The most successful 2-node networks displayed a simi-
lar dynamical configuration: (a) three equilibrium points in
the adapted phase-portrait; (b) a limit cycle in the unadapted
phase-portrait that allow them to transit between the basins
of attraction of the adapted phase-portrait.
Adding unconstrained neurons One approach to obtain
complete solutions to the 2-dimensional ultrastability prob-
lem is to increase the size of the network. This second set
of experiments examined the ability of three-node CTRNNs
to solve the same 2-dimensional version of the ultrastabil-
ity task (2C3N). Same as before, there are four possible
environments, each with a respective internal viable region
within the neural output space of the two constrained neu-
rons. The best three-node circuits attained a fitness close
to 100%. Evolutionary searches led to successful networks
(i.e., fitness greater than 98%) 38 out of 100 runs. A typical
successful network was able to adapt to all four possible en-
vironments and transition between them in order (Figure 7).
These successful networks can also transition successfully
between any possible two regions. The networks use the
output of the third unconstrained neuron (blue trace) to help
them in both components of the task: (a) to have more at-
tractors, and (b) to transition between them.
Similar to the two-neuron case, to understand the behav-
ior of the network we can analyze the phase portraits of the
dynamical system when decoupled from the environment in
the adapted and unadapted conditions independently by fix-
ing the proxy to the essential variable to 0 or 1, respectively
(Figure 8). Analysis of a representative network shows four
attractors in the phase portrait of the adapted condition (blue
disks, Pa). The attractors cover each of the four adapted
regions (gray volumes). In the unadapted exploratory condi-
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Figure 7: Neural traces for the 2C3N condition. Neural out-
put of the constrained neurons over time (black traces). Neu-
ral output of the unconstrained neuron (blue trace). Proxy to
the essential variable (red trace). Changes of environment
(dashed vertical lines). Environment labeled at the bottom.
Each environment is further divided by a red dashed verti-
cal line into unadapted (no shade) and adapted (gray shade)
stages.
tion, the network exhibits a limit cycle (blue trace, Pu). The
limit cycle begins to form as soon as the proxy to the essen-
tial variable becomes greater than 0.0, which simultaneously
turns on the third neuron (bifurcation diagram not shown).
Crucially, for the purposes of the ultrastable behavior, the
limit cycle transits through all of the basins of attraction of
the adapted phase portrait (colored regions). During the ex-
ploratory phase, as soon as the state of the system becomes
adapted with respect to the current environment, the proxy
to the essential variable goes back to normal, the exploratory
portrait gives way back to the multiple attractor portrait, and
the state of the system is contained within the basin of at-
traction of the currently adaptive configuration.
Figure 8: Phase portraits for the 2C3N condition. Adapted
(Pa): equilibrium points (blue disks), saddle points (green
disks), adapted regions for each environment (gray regions,
labeled). The phase portraits can be divided into two de-
pending on the output of the third neuron: off (P0a) or on
(P1a). Unadapted (Pu): limit cycle (blue trace). Basins of
attraction of the adapted phase portrait are shown as col-
ored volumes. The labels of the basins of attraction have a
correspondence with the labels of the environments they are
adapted to.
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Figure 9: Parameter space for the 2C3N condition. Move-
ment (brown trace) from the unadapted dynamics (Pu) to the
adapted dynamics (P0a , P1a). The additional neuron allows
for the system to affect the system in two different direc-
tions. Saddle node bifurcation (black curves). Hopf bifurca-
tion (gray curves).
This network overcomes the limitation of the 2-neuron
network using the added dimension from the additional un-
constrained neuron. To see how, we can re-interpret this sys-
tem as a two-neuron network with two parameters: the proxy
to the essential variable and the third, unconstrained neu-
ron. We can visualize the different dynamics of the network
in this two dimensional parameter space (Figure 9). When
the proxy to the essential variable is at rest, and the uncon-
strained neuron is off, the system is in a two-attractor con-
figuration (P0a). Like in the two-dimensional case, when the
proxy to the essential variable moves away from the base,
the nullclines of both neurons shift in one direction in a line,
moving the organization of the system towards a limit cycle
configuration (Pu). From the same original configuration,
leaving the proxy to the essential variable at rest, but acti-
vating the third neuron, moves the system in a different di-
rection (P1a). Therefore, adding unconstrained components
allows the nullclines of the constrained neurons to shift in
multiple ways. Ultimately, from the limit cycle configura-
tion, depending on the state of the third neuron, the system
can transition to different regions of parameter space (brown
lines) until it finds an internal viable region for the current
environment.
Modifying neuron gains There are variations to the
model that can overcome the limitations of the 2-neuron
network. These variations are possible when the proxy to
the essential variable can affect parameters other than the
external input. This is an interesting condition to consider
because recent work in neuroscience has shown how neu-
romodulators can modify the intrinsic properties of neu-
rons (Marder and Thirumalai, 2002). For example, when the
proxy to the essential variable is allowed to affect the gain of
the circuit (gi in Eq. 1), rather than the input, then it is pos-
sible to evolve a 2-neuron network that can adapt to all four
environments, and transition between each of them. The
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Figure 10: Phase portraits for the 2C2N where the proxy
to the essential variable can affect the gains of the neurons.
Adapted (Pa) and unadapted (Pu). The limit cycle in the
unadapted phase-portrait transits all the basins of attraction
of the adapted phase-portrait.s
system easily changes between four attractors and a limit
cycle (Figure 10). Change in the gain causes the nullclines
to ‘twist.’ With this kind of modification available, it is pos-
sible for a system to change between the limit cycle config-
uration, where the nullclines are ‘fit’ inside each other, and
the maximal-attractor configuration, where the nullclines in-
tersect maximally, by ‘twisting’ the nullclines until they in-
tersect the two other branches of the other nullclines.
Ultrastability in Higher Dimensions
Evolving networks within the current restrictions of the task
(i.e., internal viable regions in the corners of the neural out-
put space) and model (i.e., proxy to the essential variable
modifying only the external inputs) proved to be rather diffi-
cult for higher dimensions of the task. There are three tasks
a behaviorally ultrastable system has to accomplish. First,
it must maximize the number of attractors. Second, it must
have access to a cyclic attractor that maximizes the coverage
of its state space. Third, it must integrate the two dynamics
so as to solve the ultrastable task. We designed a series of
experiments to identify which of those tasks becomes harder
in higher dimensions.
First, we tested each of the tasks individually, by directly
evolving networks to either maximize the number of attrac-
tors or to maximize the area covered by network’s activity
in output space. It was relatively easy to evolve larger net-
works to have the maximum number of attractors in their
portraits. For example, after 5000 generations, 9 out of 10
circuits evolved successfully (> 99% fitness) on the 5C5N
task (i.e., 5-neuron network with 32 attractors). Similarly,
it was easy to evolve larger networks to have dynamics that
maximized the coverage of their output space. For example,
after 5000 generations, 5 out of 10 circuits evolved success-
fully (> 99% fitness) on the 5C5N task (i.e., a 5-neuron net-
work with a single dynamic that allowed it to travel through
all 32 corners of the neural output space). As far as we can
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Figure 11: Phase portraits for the 3C5N condition. Projec-
tions in 3-dimensional space of the 5-dimensional phase por-
traits. Both adapted and unadapted portraits are shown in the
same projection. The adapted portrait (Pa) contains 8 attrac-
tors in the corners (blue disks) and 8 saddle points (green
disks). The unadapted portrait (Pu) contains one limit cycle
(light blue trace) that transits close enough to all corners.
tell, the individual tasks scale well to higher dimensions.
We then tested evolving agents using the combined fit-
ness function: one component to maximize the number of
attractors while the proxy to the essential variable is set to
0 and another component to maximize the area covered by
network’s activity in output space while the proxy to the es-
sential variable is set to 1. We performed 50 evolutionary
runs for 3C3N, 3C4N, and 3C5N tasks. We found no solu-
tions for 3-, and 4-neuron networks. We found 4 out of 50
successful (>99%) 5-neuron networks. These results sug-
gests the difficulty is in the integration of the two distinct
behaviors.
As expected, the successful networks had 8 attractors in
the adapted condition (blue disks, Figure 11), and an intri-
cate cycle in the unadapted condition that passed relatively
close to all the attractors (light blue trace, Figure 11). Due
to the higher dimensionality, analyzing the basins of attrac-
tion of this network and their relationship to the limit cycle
was not attempted. These networks were only partially suc-
cessful because although they integrate the two tasks, when
tested on the ultrastable task, they do not always transition
successfully between all possible environments.
A number of key challenges remain to be studied. It
will require further analysis to understand the difficulties en-
countered in higher dimensions. A few things to consider
are: (1) adding unconstrained neurons; (2) further analyzing
the dynamics of the partial solutions; and (3) using alterna-
tive arrangements of the internal viable regions.
Discussion
This paper analyzes the dynamical possibilities for mecha-
nisms of adaptation in living organisms based on Ashby’s
framework of ultrastability. To explore alternative mecha-
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nisms to the ones studied by Ashby and subsequent works,
we developed evolutionary conditions that selected for be-
haviorally ultrastable systems. We analyzed the resulting
neural networks using dynamical systems theory for the sim-
plest conditions. The picture that emerged from our analysis
opens up the idea of ultrastable mechanisms to a broader set
than the original. It also allows for a more concrete instantia-
tion of the framework within the context of neural networks.
The analysis in this paper was purposefully limited to the
smallest networks in the lowest dimensional conditions. It’s
not hard to generalize our re-interpretation of ultrastable sys-
tems to higher dimensions. A system with many neurons can
have a vast set of internal viable regions. The regions can
form intricately connected networks in the high-dimensional
output space. The proxies to the essential variables shift the
rich repertoire of dynamics into the exploratory configura-
tion, allowing the network to transition between different
internal viable regions. The dynamics of exploration can be
richer than just limit cycles, including for example chaotic
dynamics. Re-adaptation corresponds to shifts in the phase
portrait configuration: out of the exploratory regime, back
into the rich dynamical repertoire. Crucially, in any one sys-
tem, it is possible that only a fraction of the internal viable
regions are explored during its lifetime, depending on the
environmental changes experienced. In this view, the co-
development of a rich dynamical repertoire together with a
sufficiently encompassing exploratory dynamic occurs over
evolutionary timescales, endowing agents with richer ultra-
stable systems to increase their probabilities of re-adaptation
to novel environments.
Although the simplified ‘internal viable regions’ used in
this study makes for tractable initial analysis, there are a
number of conceptual variations not considered in this paper
that are easily conceivable within the same framework. First,
the shape and location of the region that is adaptive for any
one environment can be any, not just the corners. Second,
an internal viable region can contain more than one attrac-
tor, the boundaries of the region delimited by their combined
basins of attraction. Third, internal viable regions for dif-
ferent environments can overlap. A simple re-interpretation
of some of the networks analyzed in this paper could illus-
trate any of these variations. Interestingly, one idea that fol-
lows immediately from having richer internal viable regions
is that which attractor within the region an agent finds itself
in will depend on its history of interaction with the environ-
ment. Ultimately, the idea for this framework is to use inter-
nal viable regions defined by the actual interaction between
an agent with certain essential requirements for its constitu-
tion and the environment.
The framework of behavioral ultrastability proposed in
this paper could be developed further to study habit forma-
tion. In this paper, agents are evolved first to transition be-
tween environments in a specific order, and once successful,
to transition between any possible environment. In both con-
ditions, the history of agent-environment interactions does
not contain additional information about the likeliness of the
next possible environment. An interesting space of solutions
to study would be agents evolved to cope with a subset of
all possible sequences of transitions. Changes from one se-
quence of transitions to a different sequence could involve
a second level of adaptation, where the exploratory dynam-
ics changes as a function of the sequence experienced. This
would allow for the study of mechanisms with slower time
constants that keep track of the sequence of transitions to
modulate the exploratory dynamics.
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Abstract
Gene regulatory networks (GRNs) represent the interactions
between genes and gene products, which drive the gene ex-
pression patterns that produce cellular phenotypes. GRNs
display a number of characteristics that are beneficial for
the development and evolution of organisms. For example,
they are often robust to genetic perturbation, such as mu-
tations in regulatory regions or loss of gene function. Si-
multaneously, GRNs are often evolvable as these genetic
perturbations are occasionally exploited to innovate novel
regulatory programs. Several topological properties, such
as degree distribution, are known to influence the robustness
and evolvability of GRNs. Assortativity, which measures the
propensity of nodes of similar connectivity to connect to one
another, is a separate topological property that has recently
been shown to influence the robustness of GRNs to point
mutations in cis-regulatory regions. However, it remains to
be seen how assortativity may influence the robustness and
evolvability of GRNs to other forms of genetic perturbation,
such as gene birth via duplication or de novo origination.
This abstract outlines a recent publication, in which we em-
ployed a computational model of genetic regulation to in-
vestigate whether the assortativity of a GRN influences its
robustness and evolvability upon gene birth. We considered
GRNs to be robust if they conserved all their phenotypes
(attractors) following the introduction of a new gene, and
evolvable if they were able to innovate at least one novel
phenotype. We found that the robustness of a GRN generally
increases with increasing assortativity, while its evolvability
generally decreases (Figure 1; above), and this results in an
increased proportion of assortative GRNs that are simulta-
neously robust and evolvable (Figure 1; below). This is due
to: (1) Assortative GRNs have shorter attractors, which are
more likely to be conserved (Figure 2), and (2) assortative
GRNs have smaller out-components, resulting in a reduced
chance of innovation (Figure 3). This work extends our un-
derstanding of how the assortativity of a GRN influences its
robustness and evolvability to genetic perturbation.
∗ Published in Journal of Theoretical Biology, 2013,
http://dx.doi.org/10.1016/j.jtbi.2013.03.019
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Figure 1: Proportion of GRNs with set conservation, in-
novation, or both as a function of assortativity. (Above)
Light gray bars show the proportion of GRNs at a fixed as-
sortativity value that exhibited set conservation after gene
birth. Medium gray bars represent the proportion that ex-
hibited innovation. Dark gray bars show the overlap, which
is the proportion that both conserved and innovated. Each
bar is a proportion of 5000 GRNs for each of: k¯out ∈
{1.3, 2.0, 3.0, 4.0} and 9 assortativity values. (Below) The
proportion of the overlap is shown at a zoomed-in scale.
Note that total proportions of conservation and innovation
may not add up to 1, as some GRNs may exhibit neither.
The percentage change from the smallest to the largest as-
sortativity value is shown for conservation, innovation, and
both. Statistical significance for Spearman’s correlation is
denoted by * (p < 0.05), ** (p < 0.01), or *** (p < 0.001).
Vertical dashed lines show the minimum and maximum as-
sortativity values for the middle 95% of the null distribution
for each k¯out.
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Figure 2: Lengths of attractors that were or were not conserved as a function of assortativity. Each point represents the median
length of unique attractors before gene birth in 5000 GRNs at a fixed assortativity value. Error bars represent the 25th and 75th
percentiles. Medians and percentiles for attractors that were not conserved are shown in black, whereas those for attractors that
were conserved are shown in gray. GRNs are grouped according to their k¯out and assortativity value, as in Figure 1. Conserved
attractors are significantly shorter for every assortativity value and every k¯out (Wilcoxon Rank Sum test, p 0.001).
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Figure 3: Proportion of innovation as a function of the out-degree of the newly introduced node, and whether the new node
possesses a large or small out-component (OC). The OC of a node i in the GRN is the set of nodes in the GRN that is reachable
via directed paths starting from i. The 5000 GRNs at the highest assortativity value for each k¯out were first binned by the
out-degree of the new node, since this property positively influences the ability of the new node to cause innovation. Each
out-degree bin was then split into two groups according to whether the new node possesses a large OC (larger or equal to
the median OC size) or small OC (smaller than the median OC size). Black markers represent the proportion of GRNs that
innovated at least one attractor where new nodes possess large OCs, and gray markers represent innovation for GRNs where
new nodes possess small OCs. Asterisks mark significant differences in proportions between large and small OC categories
(p < 0.05, Pearson’s chi-squared test). Only out-degrees for which at least 30 GRNs were present in large and small OC bins
are plotted.
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Complex networks are ubiquitous and known to pro-
foundly affect the processes that take place on them. From
a theoretical perspective, some of the most complex pro-
cesses studied to date, occurring on complex networks, are
related with behavioural dynamics and decision-making, of-
ten described by means of social dilemmas of cooperation.
Among these, the Prisoner’s Dilemma (PD) provides the
most popular metaphor of such dilemmas, given that its only
Nash equilibrium is mutual defection, despite mutual coop-
eration providing higher returns – thus the dilemma. We
may also assume a population dynamics (evolutionary) ap-
proach to game theory where agents revise their behaviour
based on the perceived success of others, creating a gradient
of selection which dictates how cooperation self-organizes
through time. Evolutionary Games provide one of the most
sophisticated examples of complex dynamics in which the
role of the underlying network topology proves ubiquitous.
For instance, when cooperation is modeled as a prisoner’s
dilemma game, cooperation may emerge (or not) depending
on how the population is networked (Santos et al., 2012a).
Up to now, it has been hard to characterize in detail the
global dynamics by which local self-regarding actions lead
to a collective cooperative scenario while relating it to the
network topology. Indeed, most network studies have been
focused on the analysis of the evolutionary outcome of co-
operation – either by means of the numerical analysis of
steady states or by the analytical determination of the condi-
tions that lead to fixation – without characterizing the self-
organization process by which one of the strategies outcom-
petes the other. Here we report on new results (Pinheiro
et al., 2012a,b; Santos et al., 2012b,a), where we show how
to establish the link between individual and collective be-
havior in the context of evolutionary games in networked
populations.
Overall, we show how behavioral dynamics of individu-
als facing a cooperation dilemma in social networks can be
understood as though individuals face a different dilemma
in absence of structure. As illustrated in Fig. 1, homoge-
neous networks promote a coexistence dynamics between
cooperators and defectors – akin to the Chicken or Snow-
drift game – whereas heterogeneous networks, from single
to scale-free networks, favor the coordination between them,
similar to the Stag-hunt game. In other words, while agents
locally perceive and play a PD, globally the dynamics of the
population resembles the one obtained from a completely
different game, as if, individuals would be locally facing a
different dilemma.
To this end we define a time-dependent variable – that
we call the average gradient of selection (AGoS) – and use
it to track the self-organization of cooperators when co-
evolving with defectors. In finite well-mixed populations,
that is, populations in which every individual can interact
with every other individual in the population, this gradient
of selection (G(xC) = T+(xC) − T−(xC)) can be com-
puted analytically, as the difference of the probabilities of
increasing (T+(xC)) and decreasing (T−(xC)) the number
of cooperators, for each fraction xC of cooperators. While
this quantity is impossible to be attained analytically for ar-
bitrary network structures, the AGoS provides a numerical
account of the same variables, offering the change in time
of the frequency of cooperative traits under selection. The
AGoS can be computed for arbitrary intensity of selection,
arbitrary population structure and arbitrary game parameter-
ization. We further prove that the global games are not fixed:
they change in time, co-evolving with the motifs of cooper-
ators in the population. The evolutionary outcome of such a
self-organization process will depend sensitively on this co-
evolution, which can be followed using a time-dependent
AGoS.
The scenarios illustrated in Fig. 1 become even richer
whenever one takes into account the role of selection pres-
sure (also known as intensity of selection)in the overall evo-
lutionary dynamics of a networked population. Selection
pressure provides the relative significance of agent fitness in
the evolutionary process, as opposed to an arbitrary or ran-
dom adoption of strategies. This is important, as selection
pressure can be very different depending on the processes at
stake. Indeed, in many social interactions, errors in decision
making, perhaps induced by stress or exogenous confound-
ing factors, which often translate into a bounded rational be-
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Figure 1: The Average Gradient of Selection (AGoS) provides a characterization of the change in time of the fraction of
cooperators under natural selection, being positive (negative) when the fraction of cooperators tends to increase (decrease).
While in well-mixed populations (left panel), the tragedy of the commons (xC = 0) emerges as the only stable fixed point,
homogeneous networks favor the co-existence of cooperators and defectors (middle panel), whereas degree heterogeneous
networks (right panel) creates two basins of attraction, as if agents would be locally facing a coordination dilemma.
haviour of the players, may lead to an overall weak selec-
tion environment. This contrasts with many other situations
where selection is mainly strong such as the dynamics of
cultural evolution. Moreover, the fate of cooperation in so-
cial networks may depend on how the success of the others is
locally perceived, which is related with the number of part-
ners of each player and their social context, turning selection
pressure into a central variable in behavioural evolution.
As we show in (Pinheiro et al., 2012b), as opposed to what
happens in heterogeneous populations that generate a coor-
dination dynamics for a broad range of selection pressure
values, on homogeneous networks the population-wide dy-
namics depends on the intensity of selection: under strong
selection they favour a co-existence like dynamics while un-
der weak selection we recover the well-mixed scenario of a
PD-like dynamics which leads to the demise of cooperation
(Fig. 1, left panel). Additional, we were able to identify the
existence (on several types of networks) of an optimum level
of selection pressure for which cooperation is maximised.
The underlying process that leads to this result differs from
homogeneous to heterogenous networks. In the first class of
networks the optimal selection pressure is associated with
the ability of cooperators to form and sustain clusters, while
on the second class it is the result of a decoupling in the dis-
tribution of intensities of selection between pairs of agents
that is present from the natural diversity of fitnesses (Santos
et al., 2012a) in the population.
Additionally, the application of the AGoS is not limited
2-person games. In fact, as discussed in (Santos et al.,
2012b), heterogeneous network structures create multiple
internal equilibria when individuals face public goods
dilemmas, departing significantly from the reference sce-
nario of a structureless population, approach which can
also be extended to N-person games in adaptive networks
(Moreira et al., 2013). Finally, we would like to stress that
the scope and importance of this methodology goes far
beyond the present application to evolutionary games on
graphs. The principles can be used to extract any dynamical
quantity that describes a process (as long as it is a Markov
process) taking place on a network such as the outbreak of
epidemics or the spread of information.
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Abstract 
Complex multi-cellular organisms are the result of evolution 
over billions of years. Their ability to reproduce and survive 
through adaptation to selection pressure did not happen 
suddenly; it required gradual genome evolution that eventually 
led to an increased emergent complexity. In this paper we 
investigate the emergence of complexity in cellular machines, 
using two different evolutionary strategies. The first approach is 
a conventional genetic algorithm, where the target is the 
maximum complexity. This is compared to an incremental 
approach, where complexity is gradually evolved. We show that 
an incremental methodology could be better suited to help 
evolution to discover complex emergent behaviors. We also 
propose the usage of a genome parameter to detect the 
behavioral regime. The parameter may indicate if the evolving 
genomes are likely to be able to achieve more complex 
behaviors, giving information on the evolvability of the system. 
The experimental model used herein is based on 2-dimensional 
cellular automata. We show that the incremental approach is 
promising when evolution targets an increase of complexity. 
Introduction 
Evolved artificial developmental systems’ remarkable range of 
products, i.e. biological organisms, with variety in form, 
function and "complexity", all tailored to fill their niche, is an 
alluring design concept. Such bio-inspired design 
methodology can be used for any kind of system to create a 
variety of artifacts that can handle different problems.   
 However, knowledge and methods to be able to exploit 
similar core processes [14] for the design of artificial 
organisms are still subjects of exploration and research. 
Evolved artificial developmental systems have shown many 
favorable features that are borrowed from natural biological 
systems, such as the main subject here, the ability to evolve 
inherent complexity as a response to evolutionary pressure 
[27]. Evolvable, or in particular EvoDevo systems are 
products of bottom-up processes, in contrast to typical top-
down engineering design approaches. A system emerging as a 
product of a bottom-up process can target system properties 
out-of-bounds for traditional top-down designed artifacts. Self-
organization, self-construction, adaptivity, scalability and 
robustness are all example of such hard to reach properties. 
 In contrast to the open ended evolution in nature, evolution 
of artificial EvoDevo systems often includes an expressed 
goal; fitness is a kind of usability [15] measurement. The 
target functionality is defined and thus placed within some 
complexity measure. Such complexity can be defined at sev-
eral levels. The complexity of the machine's composition, i.e. 
the number of components and connections can be quantified. 
Another complexity measurement may be functionality in 
terms of information processing. Quantification of complexity 
in artifacts and biological organism has no common defined 
unit of measurement or ratio of comparability. However, 
intuitively there are differences. Such differences can be 
related to the composition of artifacts/organisms or as a 
measure of their functionality. If complexity, for an organism, 
is a measurement of functional properties within its 
environmental niche, different levels of behavioral complexity 
can be said to exist. In this context, high complexity is not a 
goal in itself; it is merely a product of the species adaptation to 
be able to reproduce. The genetic information included in the 
genotype and the developmental processes for any particular 
specie has evolved and diverged through adaptation from the 
primordial soup. As such, the behavioral complexity of 
organisms is a product of the evolved interplay between 
genetic information and developmental processes. 
 As a step toward more knowledge of underlying processes 
and finding design methodologies for the exploitation of 
EvoDevo for artificial systems, we investigate how a gradual 
change in the complexity requirements, in evolutionary time, 
influence on EvoDevo system's ability to evolve complexity. 
Further, a variation of Langton's Lambda parameter [16] is 
used as an indicator of evolutionary genome adaptation to 
resulting phenotypic complexity. The taken experimental 
approach uses a kind of incremental complexity evolution to 
simulate the process of species adaptation to a changing 
environment requiring growth of complexity. A 2D cellular 
developmental model based on Cellular Automata (CA) is 
used in the experiments, so as to be able to visualize artificial 
organisms’ development in 2 dimensions. 
 In our incremental evolutionary approach, the evolution 
process tackles the problem of targeting complexity 
incrementally. Instead of seeking for maximum complexity in 
the early generations, the problem is divided in sub-problems. 
Generations are divided in intervals and in every interval the 
target complexity demand is increased, keeping the target 
functionality unvaried, i.e. the class of problems is the same. 
In such way, it may be possible to evolve favorable genes for 
intermediate complexity levels, which may be beneficial in 
order to achieve higher complexity in the long term.  
 Since no universally accepted definition of complexity 
exists, many authors use it implicitly without specifying which 
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notion of complexity they are using. Yet, without any common 
measure of genotype or phenotype complexity, any significant 
claim is not verifiable. Genome complexity measures may 
sometimes be unfitting, since the amount of information 
encoded in the genome is not directly proportional to the 
complexity of the emergent organisms. Even in nature, some 
unicellular eukaryotic organisms have much larger genomes 
than humans. In addition, there are other factors that impact 
on the organisms’ complexity during their growth, e.g. the 
environment.  
 One may argue that complexity of an EvoDevo system may 
be measured in terms of information contained in a genome, 
by ranking through a Turing machine, by quantifying the 
capacity for a genome to exploit a provided area of growth, 
using approximations of Kolmogorov complexity [5, 6, 9]. The 
used complexity measure is based on compression of CA 
behavior in terms of trajectory and attractor lengths, a kind of 
adaptation of principles from Kolmogorov complexity. 
 The article is laid out as follows: background information 
and motivation on incremental evolution is presented in 
Section 2. In Section 3 Lambda genome parameter is 
introduced and in Section 4 the developmental model used in 
the experiments is described. Section 5 explains the genetic 
algorithms used herein. The experimental setup is illustrated 
in Section 6 and in Section 7 the results of the experiments are 
presented together with a discussion of the ideas and the 
results. Finally Section 8 concludes the work. 
Incremental Evolution 
A general evolutionary strategy may be too difficult for the 
evolution system to discover possible solutions directly. 
Instead, it is possible to learn complex behaviors 
incrementally, starting from a simple behavior and gradually 
making the task more challenging [1]. Incremental 
evolutionary approaches have been used successfully to evolve 
complex behaviors step by step. Many studies investigated the 
training of artificial neural networks with Genetic Algorithms 
(GAs), in order to evolve robots controller able to perform 
complex action sequences, e.g. complex light switching 
behavior [2] or robot duels controllers [3]. This approach has 
shown interesting results, being able to evolve converged 
populations to the new task. On the other hand, conventional 
evolutionary methods may have too high selective pressure in 
the early stages of the evolution, getting the GA blocked in an 
unfruitful area of the search space. If the population is first 
evolved to an easier behavior, it may be possible to discover 
and access a region of the solution space where even more 
complex behaviors are more likely to be found. As such, the 
ultimate complex behavior may be reached incrementally by 
evolving a sequence of intermediate behaviors with growing 
complexity: 
 
Behavior 1   B 2   ….   B n-1   B n 
 
In this way, genotypes are evolved gradually and the search is 
driven on solutions that are likely to benefit and retain existing 
capabilities. Conventional evolution tends to fluctuate between 
idiosyncratic but still not interesting solutions [12]. 
Incremental evolution may foster continuing innovation by 
elaborating on available solutions. 
Genome Parameter: λ 
In our cellular developmental model, we are aiming to target 
complex phenotypic properties. Attractor length, i.e. 
development reaches a structure or state that is stable by self-
regulation (point attractor) or a dynamic phenotypic structure 
that is self-reorganizing (cyclic attractor), is the chosen metric.  
The strategy is therefore to evolve intermediate genotypes that 
develop and express specific attractor lengths. Every fixed 
number of generations, we increase the sought attractor length 
value to increment the complexity demand.  
 In terms of evolvability, since we want to investigate if the 
evolving genotypes are able to evolve and develop more 
complex phenotypes, we attempt to measure the behavioral 
regime using a genome parameter. Parameters obtained from 
the genome information can be used to estimate the dynamic 
behavior of the system. In this work, the genotypes are 
represented as a transition rule table, where developmental 
actions are defined as a function of the neighborhood 
configuration (see next chapter for details). In this way, it is 
possible to analyze the different developmental actions and 
calculate parameters obtained from the genome table. 
 Several genome parameters have been previously proposed 
in order to measure genotype properties. Langton [16] studied 
a parameter λ as a measure of the activity level of the system 
and its disorder. A similar parameter, neighborhood 
dependent, is Absolute Activity presented by de Oliveira [20]. 
Li [21] introduced Mean Field Parameters to monitor if the 
majority of the regulatory actions follow the “mean” 
configuration. de Oliveira [20] presented a very similar 
parameter called Neighborhood Dominance. Binder [22, 23] 
introduced the Sensitivity parameter which measures the 
number of changes in the output of the transition table based 
on a change in the neighborhood, one cell at a time, over all 
the possible neighborhoods of the rule being considered. This 
has also being studied by de Oliveira [24, 20] as Context 
Dependence. Different properties of genome parameters have 
been investigated in details in [11]. In particular, the λ 
parameter has shown interesting abilities to discriminate 
genotypes in different behavioral classes, e.g. fixed, chaotic, 
random [13]. As such, we monitor the λ value along the 
evolutionary process. λ is calculated according to Equation 1. 
 
N
N
K
nK 
    (1) 
n represents the number of transitions to the quiescent state 
(i.e. inactive or dead state), K is the number of cells types and 
N is the neighborhood size (see following section for details). 
Cellular Developmental Model 
The developmental model used in this work is a minimalistic 
cellular developmental model based on cellular automata, 
similar to cellular models used in [25, 26, 19]. The system 
herein is close to the field of Morphogenetic Engineering [7], 
where the goal is “self-architecturing” systems. In 
embryomorphic systems [8], the approach is based on 
embryogenesis: the self-assembly of myriads of cells starting 
from a single zygote which holds the complete genotype 
information. 
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Fig. 1: Developmental model with cyclic boundary conditions 
and von Neumann neighborhood configuration. 
 
A CA can be considered as a developing organism, where the 
genome specifications and the gene regulation information 
control the cells’ growth and differentiation. The behavior of 
the CA is then represented by the emerging phenotype, which 
is subject to size and shape modifications, according to the 
cellular changes along the developmental process. Such 
dynamic developmental system can show adaptation, self-
modification, plasticity [18] or self-replication properties [17].    
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2: Developmental table with neighborhood configurations 
and relative developmental actions. 
 
The model is based on a two-dimensional cellular automaton 
with cyclic boundary conditions, as shown in Figure 1. The 
number of cell types is set to three (type 1 and 2 plus the 
quiescent or dead cell type 0) in order to keep the property of 
multicellularity. A single cell (zygote) is placed in the centre 
of the development grid and develops according to a 
developmental table based on von Neumann’s neighborhood 
(five neighbors). All the possible regulatory input 
combinations are explicitly represented in the development 
table, i.e. 243 (35) neighborhood configurations.  
 To ensure that cells will not materialize where there are no 
other cells around, a restriction has been set: if all the 
neighbors of an empty cell are empty, the cell will be empty 
also in the following development step. This is represented in 
the first entry of the developmental table in Figure 2. A more 
detailed description of the development model is given in [10, 
11]. 
Genetic Algorithm 
The Genetic Algorithm used in the experiments is tested with 
two different fitness functions: a classical fitness approach that 
targets the maximum complexity and an incremental growth 
of fitness. An incrementally growing fitness denotes a 
changing environment that requires more complex behaviors 
to survive. It must be underlined that the two different fitness 
functions could in theory perform the same way. The same 
genotypes could be discovered through evolution since there 
are no restrictions in the areas of the search space that are 
being explored. Anyway, this is very unlikely to happen, since 
the environment is interpreted differently on the evolutionary 
time scale.  The GA consists of a population of ten individuals 
and uses a roulette wheel technique for proportionate selection 
of two potentially useful individuals. The worst three elements 
are replaced by two new individuals that are copies of the two 
selected ones with mutation rate 0.02 for each of the entries in 
the developmental table. The third new element is generated 
by uniform one-point crossover of the two selected 
individuals.  
 As we mentioned, the main difference between the two 
evolutionary strategies lies in the fitness function. In the 
classical scenario, the fittest individual is the one with longest 
attractor length. In the incremental approach the fittest is the 
individual with smallest difference between the actual length 
and the target length in that specific generation, i.e. 
environmental requirements at specific moments in 
evolutionary time. 
 The target length is defined as follows: in the first 
generation it is set as 1, i.e. point attractor. In this phase, the 
GA searches for phenotypes that end up with a single point 
attractor. Every fixed number of generations, the target value 
is incremented by a constant value. It is expected that in the 
following interval of generations, the population will be able 
to evolve and adapt towards the new target, i.e. an increasing 
complexity demand for longer attractor length along the 
evolutionary timeline.  
 Details on the development process, number of generations, 
length of the intervals and initial conditions of the genotypes 
are given in the next section, which describes the experimental 
setup. Source code is available upon request. 
Experimental Setup 
In the experiments herein, the main idea is to generate an 
initial population of ten genotypes, develop the corresponding 
phenotypes (starting from a single cell placed in the centre of 
the grid) until an attractor is found, evaluate the phenotypes 
with a fitness function and evolve the chosen genomes 
throughout the generations. This process is repeated for GA 
with standard fitness function and GA with incremental 
fitness function. The performances of the different algorithms 
are evaluated, measuring the ability to achieve sought 
complexity in terms of attractor length, i.e. number of 
development steps between two repetitions of the same state. 
This experimental setup is represented graphically in Figure 3. 
 
 Two different strategies of generating the initial population 
are investigated: 
 
 From “dead genomes”: all the transitions in the 
developmental table lead to the dead state and the value of λ 
is uniform. In this scenario, the GA has to evolve “dead” 
genomes, i.e. the developed phenotype results in a dead 
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organism after the first development step, towards “alive” 
genomes. This approach could be interesting since favorable 
genes are evolved from scratch, especially when random 
initialization is not possible or feasible. 
 From random genomes: the initial population of genomes is 
initialized randomly1. In this way, it is possible to have ex-
tremely fit genomes, or very unfit, from the first generations. 
In both cases, it may be particularly difficult to evolve 
towards genomes with favorable characteristics to reach the 
defined goal. The parameter λ has a distributed value. 
The way genomes are generated has a strong impact on how 
the resulting phenotypes will behave. Trying to understand the 
relation between genotypes and possible resulting phenotypes 
means understanding which kind of information is present in 
the genome and which behavioral properties may emerge. 
Since in our model all the possible regulatory combinations 
are fully specified together with the corresponding 
developmental actions, it is possible to calculate the Lambda 
genome parameter for each individual in the population. λ is 
calculated out of the regulative outcome in the developmental 
table, i.e. column C(t+1) in Figure 2. Following Langton’s 
definition [16], a quiescent state must be chosen. We choose 
the void cell type (type 0) as the quiescent state. Lambda is 
then calculated by 1 – the ratio between transitions to the 
quiescent state and the total number of transitions in the 
developmental table. It is implicit that if the population is 
initialized with dead genomes, all the transitions in the 
developmental table will lead to the quiescent state. Thus, λ 
will be 0, which means genotypes with low behavioral 
activity. On the other hand, when the population is initialized 
with random genomes, λ is more likely in the vicinity of a 
critical behavioral regime, near the Edge of Chaos [16]. In this 
area of the solution space, it is more likely to find complex 
behaviors.  
 
 
1  Marsenne twister is used for initialization of randomized 
genotypes and genetic operators (mutation and crossover). 
Monitoring Lambda along all the evolutionary process will 
give information on the ability of the population to evolve and 
adapt to the target complexity level. λ, as an indication of 
computation, has been discussed in [28]. However, from 
previous work [16, 11], we know that the attractor length of a 
certain organism is strongly related to its λ value, which can 
be calculated from the genome composition. As such, Lambda 
could be used to drive evolution in desired parts of the search 
space where the desired behavior is more likely to be found. 
This is part of ongoing experimentation. λ here is measured to 
gain information of the evolution of genome composition and 
interpreted as an indicator of the evolvability of the system, 
which may confirm our hypothesis that an increase in 
complexity is more likely to happen if evolutionary search 
leads towards the desired behavioral regime. 
Results and Discussion 
In the experiments herein, the array size of the CA was set to 
4x4. The size of the arrays was chosen as to be able to carry 
out experiments in reasonable computational time.  
 Organisms of 4x4 cells may be considered rather small; 
however, the theoretical maximum attractor length is 316. As 
such, even at the chosen array size, the number of 
development steps to reach an attractor could be rather big.  
Experiment 1: Dead Genomes 
The first set of experiments consists in comparing the behavior 
of standard GA and incremental GA, staring from dead 
genomes. In both cases, the GAs run for 30000 generations. 
The standard approach targets the maximum attractor length 
for all the 30000 generations whether the incremental 
approach increments the target attractor length by 10 
development steps every 20 generations. It is noticeable that 
there are clear advantages with an incremental approach for 
the evolution of complexity. 
 In Figure 4 (a) the results of a canonical GA are presented. 
Here the target was the maximum complexity. It is clear that a 
standard approach could discover in some early generations 
Fig. 3: Experimental Setup: GA with standard fitness on top (targeting maximum complexity), 
GA with incremental fitness on bottom (target fitness increased gradually) 
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good candidates but often the algorithm gets trapped in some 
unfruitful regions of the search space and for several 
generations there are no improvements. All the single samples 
are represented by the thin lines. The dashed line is the 
average over all the tests and after 30000 generations the 
attractor length has a value around 4000 development steps. 
Here the deviation is quite big, since in some cases the 
maximum length is far from the average. For example, in one 
case it is close to 12000 development steps while in many 
other cases is lower than 2000. In Figure 4 (b) the results for 
the incremental approach are plotted. The straight line 
represents the target complexity value for each generation, 
measured as number of development steps inside the attractor. 
The thin lines here follow quite accurately the target line. The 
dashed line represents again the average. It is possible to see 
that average and target are overlapping for the first 15000 
generations, whether in the last 15000 generations the average 
is slightly lower than the target. Overall, the average attractor 
length after 30000 generations is around 13000 development 
steps. Here the deviation, represented by the dotted line, is 
quite small. This means that the incremental approach is able 
to minimize the distance from the target in each generation.  
Figure 4 (c) is a comparison of the two different strategies.  
It is evident that the incremental approach overcomes the 
standard approach since the first 2500 generations. After that, 
the canonical GA struggles to find good solutions on average 
and has difficulties to evolve and jump up in complexity. On 
the other hand, the incremental approach shows very 
promising results even if in the last generations there is a 
small degradation of the performances. Overall, the difference 
between the averages is significant (p<.0001, Student’s t-test). 
 Finally, Figure 4 (d) represents a comparison of the 
measured Lambda parameter in each generation. The standard 
GA evolves to genotypes with a maximum parameter value of 
0.4. The incremental GA discovers genotypes with Lambda 
between 0.6 and 0.7. This means that those genotypes are in a 
completely different behavioral regime. Earlier work from 
Langton [16] identified a critical value of Lambda where the 
behavioral regime of the system encounters a phase transition 
between ordered and chaotic dynamics. In such area of the 
search space it is more likely to find the primitive functions to 
support computation: transmission, storage and modification 
of information. Further support to this hypothesis is given by 
previous work on the investigation of probable relationship 
between attractor length and Lambda [10]. In the experiments 
herein, λ is used as a measurement and its increase is not a 
Fig. 4: Results for Experiment 1, developmental tables initialized with “dead genomes”. Avg. and std. dev. over 10 runs.  
(a) standard GA approach: generations vs. attractor length (thin lines represent single runs); (b) incremental GA approach: 
generations vs. attractor length (thin lines represent single runs); (c) comparison of averages: standard GA approach vs. 
incremental GA approach; (d) comparison of Lambda parameter: λ for standard GA approach vs. λ  for incremental GA 
approach. 
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goal in itself. Figure 5 shows a plot over the λ space where 
genotypes were generated according to a specific parameter 
value and the resulting attractor length was measured. 
 
 
Fig. 5: attractor length as function of λ. Results for 4x4 
organisms and 1000 tests for each λ value. Adapted from [10]. 
 
In those experiments, the cellular automata configuration was 
the same as in the experiments herein: 2-dimensional grid 
with neighborhood of size 5 and 3 possible cell types. With 
such configuration, the most heterogeneous genotypes are 
generated when λ is 0.66. In fact, in the scattered plot, it is 
more likely to find long attractors in that area of the solution 
space. On the other hand, when λ is around 0.4, the behavioral 
regime is in an intermediate region where organisms show 
ordered dynamics. As such, it may be more challenging to 
evolve towards longer attractor lengths. Relating this results 
with those in Figure 4 (d), it is possible to conclude that the 
standard GA gets trapped in an area of the search space where 
the sought behavior (maximum complexity) is less likely to be 
found. Moreover, it may be difficult for the GA to escape from 
such region of the search space. The incremental approach is 
able to evolve genotypes with parameter value around 0,65, 
which may be beneficial to find longer attractors. Even if not 
so good solutions are found in that area of the search space, it 
may be still more probable for the GA to be able to discover 
better solutions, since the sought behavior is more likely to 
appear.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Extended Evolutionary Time 
Subsequently, the incremental GA is executed again for 
500.000 generations and the target is incremented by 10 
development steps every 500 generations. This is done to 
check the behavior of the GA when the algorithm has more 
generations to evolve and adapt the population towards the 
new complexity value.  
 In Figure 6 (a) the target line and the actual line (average) 
are completely overlapping. This means that, given enough 
time to the population to evolve to the sought complexity level, 
it is possible to keep increase the complexity with minimum 
deviation from the target. In each generation interval, the 
genetic algorithm is able to discover favorable genes and use it 
as a starting point for the next intervals. Evolution is based on 
already present capabilities, developed incrementally. 
 Figure 6 (b) and Figure 6 (c) respectively represent the 
average distance from the target and the percent average 
distance from the target. It is possible to observe that such 
span predictably increases along the 500000 generations. Even 
that, the average distance from the target level suddenly 
decreases below 1% since the first generations. In conclusion, 
it may be possible to tune the generation intervals in a way 
that evolution has enough time to evolve the whole population 
and prepare it to the following complexity improvements. 
Experiment 2: Randomized Genomes  
In the second set of experiments, the behavior of standard GA 
and incremental GA is tested again for 50000 generations, 
starting from random genomes, i.e. genomes initialized with a 
uniform random distribution among the three cell types. By 
doing that, the standard GA proceeds to select the individual 
in the population with longest attractor length, targeting 
maximum complexity. As such, in Figure 7 (a) the average 
attractor length does not start from the origin. During the first 
few generations there are several jumps in complexity but after 
this fruitful stage the average line stabilizes and tends to 
become flat. Figure 7 (b) summarizes the results for the 
incremental approach. In this case, since complexity is 
evolved gradually, individuals with long attractor lengths are 
left aside in favor of individuals that are closer to the sought 
initial behavior, i.e. point attractor.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6: Incremental GA approach with extended evolutionary time (500000 generations), developmental tables initialized with 
“dead genomes”, average over 6 runs. (a) Target attractor length and actual attractor length (overlapping); (b) Average distance 
from target in development steps; (c) Average distance from target % 
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Implicitly, in the beginning the algorithm is forcing organisms 
to exhibit low complexity to survive, since only in the 
subsequent generations the environment will become more 
demanding and will require evolving in complexity. During 
the first 25000 generations the target line and the actual line 
are very close. In the last 25000 generations the reached 
complexity level is very similar to the GA with standard 
fitness, both in terms of average attractor length and standard 
deviation. The difference between the averages is not 
significant (p=.0850, Student’s t-test). 
 Figure 7 (c) and 7 (d) show the average λ along the 
generations. Since genotypes were initialized randomly, it is 
more likely that the developmental tables are the most 
heterogeneous [16].  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 As a result, λ is positioned already in an area of the solution 
space where highly complex individual are likely to appear. 
For the standard GA, the average λ is smoother and does not 
show high activity of the GA. Once the algorithm finds good 
solutions, it is more probable that will hardly improve with 
better solutions. This could be a drawback for evolvability, 
especially if one would like to evolve intermediate complexity 
levels. On the other hand, for the incremental approach, λ 
fluctuates more within the behavioral region, exhibiting high 
activity of the GA that continues to explore the solution space. 
Moreover, the incremental strategy would fit better if the 
system would need to reach intermediate complexity levels. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7: Results for Experiment 2, developmental tables initialized with random genomes. Average and standard deviation 
over 10 runs. (a) standard GA approach: generations vs. attractor length (avg. and dev.); (b) incremental GA approach: 
generations vs. attractor length (avg. and dev.); (c) Lambda parameter for standard GA approach (avg. and dev.); (d) 
Lambda parameter for incremental GA approach (avg. and dev.). 
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Conclusion 
The presented experiments investigated the emergence of 
complexity in cellular machines, using two different 
evolutionary strategies: a standard approach, where the target 
was the maximum complexity and an incremental approach, 
where complexity was gradually evolved.  
 We showed that the incremental approach has clear 
advantages when evolution targets an increase of complexity, 
especially when the population’s genome parameter is towards 
uniform, i.e. intermediate complexity levels in equilibrium 
with the environmental pressure. Such knowledge is important 
at the design stage of EvoDevo systems, where developmental 
actions are not manually programmed but discovered through 
evolutionary processes.  
We also proposed the usage of Lambda genome parameter 
to detect the behavioral regime. This may be useful to indicate 
if the evolving genomes are likely to be able to achieve more 
complex behaviors, giving information on the evolvability of 
the system. Such ability of adaptive evolution is necessary for 
a system to be able to evolve complexity. 
 Moreover, when it comes to adaptivity, the results herein 
show that genomes with a given parameter value will most 
likely mutate to genomes with similar developmental 
behavior, as long as the mutation results in an offspring with 
similar parameter value. Our current work is focused on the 
usage of genome parameters to guide evolution towards 
favorable areas of the solution space. Furthermore, genome 
parameters may help to keep the population closer to the 
desired developmental behavior and supervising its genetic 
distance. This is in tune with at least two points of the current 
challenges in the field of artificial life [4]: “explain how rules 
and symbols are generated from physical dynamics” and 
“develop a theory of information processing, information flow 
and information generation for evolving systems”. 
As a future work, it may be possible to compare the 
robustness of solutions evolved incrementally versus solutions 
evolved with a standard approach. In particular, how fragile 
they are to external perturbation, both at genotype level, i.e. 
mutations in the rule table, and at phenotype level, i.e. 
perturbation of the system state during development.  
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Abstract
We describe a new approach to sharing software simulations
that is of great potential benefit to Artificial Life researchers.
youShare is an online collaborative facility that allows users
to upload data, and software in the form of services. An at-
tached execution environment allows services to be run over
a heterogeneous cluster of compute nodes, where the service
infrastructure guarantees that the service will be executed in
the correct environment, and provide consistent results. It al-
lows software to be made available as a service regardless
of the operating system they run upon. This allows software
to be maintained more easily, and to be available to all re-
searchers with internet access. We demonstrate this by mak-
ing three Artificial Life simulations available over the web:
Tierra, Avida and Stringmol. These services form the foun-
dation of an ALife “Zoo”, in which visitors can interact with
ALife simulations for research and education. In addition,
youShare offers a workflow facility whereby multiple ser-
vices can be connected to create more complex tasks. We
demonstrate the utility of this system in Artificial Life re-
search via a workflow which calculates evolutionary activity
for runs of Tierra and Stringmol.
Introduction
It is common practice for researchers and scientists that de-
velop their own algorithms and programs, to make them
available to other researchers as source code and/or binaries.
Often these are distributed to the community via personal,
community or commercial websites. With a limited range of
operating system (OS) configurations available to the orig-
inators of the software, it is very common that third-party
developers who attempt to compile and execute these appli-
cations experience compile-time errors, dependency errors
and run-time errors.
One solution is to develop and maintain source code or
binaries that run on a range of operating systems. There are
several problems with this approach:
• it is time consuming for the developer, who is often only
experienced in writing software for personal use whilst
pursuing their own research;
• considerable expertise is required to compile binaries or
install software, particularly when it has not been written
by an expert in writing production-quality software;
• the code base becomes increasingly unwieldy, making de-
velopment by the original authors or the community more
difficult.
It should also be noted that if researchers do not make
their code available, it can promote the independent devel-
opment of code bases that may not conform to the original
algorithm specification. The lack of availability of source
code, or difficulties in compiling code if it is available, have
the potential to reduce the impact of the research. The onus
is therefore upon the researcher to make software available,
which places further burden on a finite resource, namely the
researcher’s time.
Researchers in Artificial Life (ALife) will be par-
ticularly familiar with these issues, not least due to
the interdisciplinary nature of the field. A cross-
disciplinary research team will have fewer skilled pro-
grammers than a pure computer science project, and
fewer domain experts than a pure biological project.
There are myriad ALife computer simulations avail-
able (for a list, see http://en.wikipedia.org/wiki/
Artificial_life#Notable_simulators), many of
which share common themes and research applications.
However, research that explores ALife issues using more
than one of these simulators is rare.
In this contribution, we demonstrate a system that
is capable of overcoming these issues, based upon
the YouShare Virtual Laboratory (https://portal.
youshare.ac.uk)(Austin et al., 2011). YouShare is an on-
line collaborative facility that allows users to upload data,
and software in the form of services. An attached execution
environment allows services to be run over a heterogeneous
cluster of compute nodes, where the service infrastructure
guarantees that the service will be executed in the correct
environment, and provide consistent results. Of particular
interest to the ALife community may be the workflow fa-
cility that allows multiple services to be connected together
to create more complex scenarios. To demonstrate this we
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Figure 1: Overview of the YouShare Platform Architecture
have wrapped instances of a small set of representative sim-
ulators and made them publicly accessible to all YouShare
users. In addition, we have created two auxiliary data anal-
ysis services that can be used on comma-delimited data files
that are easily produced from the simulators.
YouShare Platform
YouShare is an internet-based Virtual Laboratory Environ-
ment (VLE) that provides a collaborative repository for data,
executable software services and workflows. The YouShare
platform is based upon work achieved on the CARMEN
Neuroscience platform (http://www.carmen.org.uk) (Watson
et al., 2007) to provide a VLE for neuroscientists. YouShare
extends CARMEN to be a generic, cross-domain platform
for UK academics and researchers.
The YouShare platform is based upon a standard three-
tier web architecture (Eckerson, 1995), as shown in figure 1.
The first-tier, also known as the presentation layer, consists
of a web portal, providing the user with access to the system
via a web browser. The portal is built using the Google Web
Toolkit (GWT), which accommodates inconsistencies in the
implementations of Javascript between all the web browsers
in common use today. The application layer (tier 2) consists
of a group of Java Servlets, as defined by Oracle (Oracle,
2013). These provide an API onto the Data Storage Tier,
and provide access to the compute servers, which are typ-
ically 8-core zeon virtual machines with 16GB RAM. The
data storage layer (tier 3) comprises an SQL type database
and a storage system. The database contains user accounts,
metadata, system states, and the relationships between users
and artefacts (files, services, metadata, workflows, etc). The
storage system is used to store user’s files, service imple-
mentations, and workflows.
YouShare is accessed via the portal
(https://portal.youshare.ac.uk); a login facility provides
secure access for users. Data can be uploaded to the
YouShare platform, along with fully descriptive metadata
(Jessop et al., 2010). Once uploaded, sharing permissions
can be applied to both the data and the metadata. Several
levels of sharing rights are available: private to the user;
shared with specific people or groups of people; or public to
all registered users of YouShare.
Software applications can be deployed to the platform in
the form of executable services. These services can be used
to analyse private, shared or public data from the data repos-
itory. A service consists of the software implementation and
a metadata description of the service. The services are exe-
cuted on a heterogeneous array of compute servers attached
to the YouShare platform. Services can be executed from the
YouShare portal individually, or combined into a workflow
to create more complex processing scenarios. The owners
of YouShare services and workflows can set sharing permis-
sions in a similar way to data. To aid discovery of suitable
data, services and workflow, an Apache Lucene based search
engine is provided to search each of the repositories.
YouShare Services
A YouShare Service (Weeks et al. (2013)) is a combination
of software that can be executed on the YouShare platform,
and a metadata document to describe it’s operation and im-
plementation. The software can be based upon a users pro-
prietary code, or a common software package these can be
converted into a service via a wrapping process using the
YouShare Service Builder application, then deployed on the
YouShare platform. We can currently create services from
programs written in Python, Java, R, C/C++, Matlab, Perl,
Bash/Bat scripts, or indeed most executables or scripts that
can be run via a command line. YouShare Services also sup-
port multiple OS platforms, such as Linux and Windows.
The Service metadata document is a key component in
the service. It provides the name and description of the ser-
vice so that user’s can select suitable services for their re-
quirements. A description of the input parameters provides
an interface on the portal when a service execution request
is made. This interface provides a description for each in-
put, and a suitable means to set the inputs, i.e. file browser,
text box, or drop-down menu. Platform and environment
specific information for the service execution can be set,
to ensure that service is deployed onto the correct type of
compute server, along with any data that needs to be staged.
This ensures correct execution, and completely removes the
need for user’s to know the implementation details. Upon
successful execution of the service, the metadata is used to
stage the results back into the data repository and to provide
a portal interface to display the output results.
Creating Services
One of the principles behind YouShare is that users can cre-
ate their own services. To this end, the service creation pro-
cess needs to be quick and easy to achieve. We also need
to support multiple operating systems and application pro-
gramming types, and need a common method for passing
data into and out of the software. These requirements can
be achieved by converting the software into a command line
application. Input parameters are passed into the application
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Figure 2: Example YouShare workflow consisting of Stringmol and (a modified) Tierra services being analysed by the Stringmol
popdy plotting service. The results from both services are placed in the same output folder
via the command line parameter list. On completion of the
application, the service needs to register its outputs in the
database. This is achieved by getting the application to print
any output values and/or file names to the screen (stdout)
in a comma-separated list, surrounded by xml <output>
tags, which can be achieved either by simple changes to the
source code of the application, or by calling the application
from a script which prints the output data once the applica-
tion has finished.
To enable the command-line application to be interfaced
with YouShare’s Java Servlets (application layer), the ap-
plication is encapsulated within a small Java class wrapper.
A metadata document is also necessary to describe the ap-
plication/service from a user and system standpoint. We
have developed a tool, called the YouShare Service Builder,
to automatically generate the wrapping and metadata. The
Service Builder is a Java standalone application which uses
a wizard-based approach using simple forms. The Service
Builder generates a jar (Java archive) file containing the ser-
vice implementation, and an XML file containing the meta-
data document. These files are uploaded to an admin panel
on the portal in order to deploy the service.
Running Services
To run a service, the user must first discover it. A search
facility allows users to search the service repository, and
displays a list of matching services that are accessible to
that user depending on the service sharing settings. The
user can browse the list of returned services and select one
that is suitable. The service description can be viewed, and
the service bookmarked for later use, or executed by select-
ing the “run” button which displays the service execution
panel. This panel displays the input parameters to the ser-
vice as described by the service metadata, and allows the
user to select suitable data inputs. Once the inputs are set,
the user can select a folder in their data repository for the re-
sults to be placed, and the service execution is then initiated.
Whilst running the service execution progress is displayed
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in the service log, where, upon completion the results are
displayed. The results can also be viewed by browsing the
specified results folder in the data repository.
Workflows
Services can also be executed within the YouShare workflow
facility that is available on the portal. Workflows allow more
complex analyses to be performed, using a collection of suit-
able services, connected together in serial and/or parallel.
The YouShare workflow tool is based on two components;
a graphical workflow editor embedded into the portal, and a
workflow enactment engine in the application layer servlets.
The workflow editor allows users to place and connect in-
put files, services, and output folders on the workflow editor
panel. Once created a workflow can be saved and reloaded
for later use. Modifying a workflow creates a newer version,
though previous versions can be reloaded very simply. A
workflow can be shared with other users, or groups, in the
same way as files and services, however each component of
the workflow must have a suitable sharing permission for a
user to use a shared workflow. An example YouShare work-
flow is shown in figure 2. Once a workflow is ready for
execution, it must be saved and the workflow editor closed.
Selecting the ”run” button, passes the workflow script to the
workflow enactment engine. The enactment engine builds
a model of the workflow, and orchestrates the service exe-
cution, and the flow of data between the service processes.
Since a service implementation details are handled via the
service API via the service metadata, the workflow can be
constructed from a combination of services that each require
different platforms and environments.
The ALife Zoo
Having described the youShare system, we now turn to its
utilisation in ALife. Our principle aim is to create an ALife
“Zoo” consisting of simulators and associated data that are
available to run on a single, free resource, and to foster the
development of common methods of analysis of their out-
puts. The first step towards this goal is to make simulators
available as services. In this section, we detail how this has
been achieved for Tierra, Avida and Stringmol.
Tierra as a service
The first paper on Tierra appeared in 1991 (Ray, 1991)
- Tierra is close to a quarter of a century old, yet it re-
mains highly influential. The first paper has 931 citations
on google scholar. Research on Tierra is still active (Shao
and Ray, 2010). Anecdotally, during the panel discussion at
ECAL 2011, one of the topics was ’most influential work’ –
the panel unanimously credited Tierra.
Building the core service We downloaded Tierra version
6.02, with the patch from Matthias Rav (http://tierra.
lolwh.at/), and compiled it on one of our CentOS5 64-bit
Linux compute servers. Rather than modify the C source
code to suit our requirements, we created a bash script to
wrap the Tierra command line application and provide the
XML <output> tags. This ensures that the service runs as
the authors of the original software intended.
One of the limitations of our service framework is that a
service must have a fixed number of inputs and outputs. This
can be a problem where the software that the service is built
from can be configured with varying numbers of arguments.
Tierra takes a group of configuration files as it’s input data,
and produces a number of files in an output folder. To solve
this, the bash script takes in a single zip or tgz archive of in-
put configuration files, and un-archives them to the working
folder on the execution server. Similarly, the output folder
is archived by the bash script to produce a single output tgz
file.
When Tierra fails it does so in an interactive way, asking
the user for input. As this will be executing on a remote
server, Tierra would not get a user response and so the ser-
vice would hang, eventually timing out. Ideally, we want
the Tierra service to terminate on error, so we modified the
Tierra source code by commenting out the interactive code.
To provide additional robustness, the bash script performs
some degree of pre-checking to see if the configuration files
are complete. The Tierra command line and it’s calling bash
script were then wrapped using the Service Builder tool, and
the resulting service was deployed on YouShare with public
sharing access.
Avida as a service
Unlike Tierra, Avida (Adami and Brown, 1994; Fortuna
et al., 2013) assigns every digital organism its own protected
region of memory, and executes it with a separate virtual
CPU. By default, other digital organisms cannot access this
memory space, neither for reading nor for writing, and can-
not execute code that is not in their own memory space. A
second major difference is that the virtual CPUs of different
organisms can run at different speeds, such that one organ-
ism executes, for example, twice as many instructions in the
same time interval as another organism. The speed at which
a virtual CPU runs is determined by a number of factors, but
most importantly, by the tasks that the organism performs:
logical computations that the organisms can carry out to reap
extra CPU speed as bonus.
Building the Avida service Avida is very similar in oper-
ation to Tierra, in that there are multiple input configuration
files and multiple output files. The Avida C++ source code
was compiled for our CentOS5 Linux environment, and a
similar bash script was used to encapsulate the Avida com-
mand line executable. This script is used to pass the con-
figuration files into the service as a single input archive file,
and the output files as a single archive file. The bash script
also performed some degree of checking for correctness on
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Figure 3: Hypothetical illustration of the set of possible workflows using services developed by three research groups, shown in
Orange, Blue and Red. Each service is represented by a circle. The size of the circle indicates the effort involved to develop the
original software (effort to wrap the software into a service is negligible). An individual workflow is constructed by connecting
services together following arrows from left to right. Services developed by different teams can be linked together provided
they are compatible. For example, service A can only be linked to service G if it is passed through post processing service D.
the input configuration files. We wrapped the bash script
and Avida version 2.12.4 (Anon., 2012a) into a service and
deployed them on YouShare with public sharing rights.
Stringmol as a service
Stringmol is a more recent simulator which uses a much
simpler model of the individual (Hickinbotham et al., 2010,
2012b). In Stringmol, there is no virtual CPU and all op-
erations are carried out on the sequence of the individual,
rather than storing values in a stack. Despite the simplicity
of the implementation, Stringmol is capable of generating
suprisingly innovative programs.
Service implementation Stingmol has not had the exten-
sive software development that Tierra and Avida have under-
gone and so was much more straightforward to implement.
Stringmol is written in the C++ programming language, and
we compiled version 0.2.1 for our CentOS5 Linux servers,
and wrapped it as a service. Two input files must be speci-
fied, plus a numerical selection of the type of simulation that
is to be executed (bi-molecular interaction, simulation of a
single container of molecules, or simulation of a population
of containers of molecules). However, the number of out-
put files that are created depends on the configuration of the
simulation. A script was used to collect these output files
into a single zipped file that forms the output of the service.
Analysis services
Although the three simulators described above run as stand-
alone programs, each of them have auxiliary programs that
are used to analyse the outputs of the simulation in order to
carry out research on their behaviour. The analysis program
need not be written in the same programming language as
the simulator, nor need it run on the same operating system.
To illustrate how these analyses can be coupled to simula-
tors in a workflow, we have deployed two analysis services,
written in the R language. These services were originally
written to analyse the outputs of the Stringmol simulator,
but we have adapted Tierra to produce output that can also
be analysed by these services. This approach allows analy-
sis tools to be developed which can be used to evaluate and
compare the different simulators. The first analysis service
produces graphs of population dynamics of different species
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Figure 4: A plot of population dynamics (top) and non-neutral, population- and count-based measures of evolutionary activity,
as executed in the workflow in figure 2. See Droop and Hickinbotham (2012) for further details
in the simulator, and the second produces a measure of evo-
lutionary activity (Droop and Hickinbotham, 2012).
ALife Workflows
Although the provision of software services is a useful aim
in itself, the real power of the YouShare system arises when
services can be connected together to form workflows. This
allows research groups to collaborate on developing com-
mon research themes with relatively little effort. Figure 3
illustrates a hypothetical example of a set of workflows that
use services originating from three different research teams,
shown in different colours in the figure. Each team has de-
veloped an ALife simulation and an analysis tool, that have
been deployed on the portal. In this example, the analyses
take three forms: Numeric data (I), Graphs (J) and anima-
tions (K), demonstrating that workflows offer a powerful and
efficient way of re-using code, providing a common analysis
base between research groups.
Example - Analysis of StringMol and Tierra data
As an illustration of the workflow capabilities, we created a
scenario comparing evolutionary activity in StringMol and
Tierra (see figure 2).The resulting workflow automates the
experiment published in Droop and Hickinbotham (2012),
in which population dynamics and three measures of evo-
lutionary activity we calculated for configurations of Tierra
and StringMol, configured with a range of mutation rates.
To achieve this, we created a modified Tierra service so
that it created output in StringMol format. The ”popdy plot-
ting service” was then created, based on existing R code that
produced visualisation of the StringMol output data. The
workflow loads data from a publicly shared location, pushes
the data into both StringMol and Tierra, the outputs of which
are separately analysed and written to a directory in the cur-
rent user space.
Upon completion of the workflow execution, the output
folder contains two PDF files from the Tierra and String-
Mol analyses respectively. See figure 4 for the analysis of
Tierra data. The top row shows the population dynamics
of different component types in Tierra during the run. The
second row shows the non-neutral evolutionary activity, and
the third and fourth rows show population- and count- based
evolutionary activities of Bedau et al. (1997).
The output folder also contains an optional log file that
was generated by the StringMol service. This workflow has
been shared publicly for all users of YouShare.
Further Work
For the current contribution, we have implemented the AL-
ife Zoo in the generic YouShare system. This allows a
test of concept to be created quickly, and range of other
generic services that have been implemented for other re-
search domains to be available. Like many web applications,
YouShare undergoes constant improvements as the user and
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code base expands. Whilst the ALife Zoo could be hosted by
the “vanilla plain” YouShare platform on an ongoing basis,
we recognise that there may be special demands for specific
features from the ALife research community. It is possible
to branch the first tier of the service to deliver a bespoke
user experience. We have successfully done this for several
projects (e.g. Hickinbotham et al. (2012a)). Below we dis-
cuss potential improvements to the core YouShare system
that could be implemented in future.
Visualisation
Where simulations produce large amounts of output data, it
is desirable to create a visualisation of the data before decid-
ing to download the data and proceeding to more detailed
analysis. This problem has been partially addressed in the
CMAC project, where interactive visualisation of the service
output is made available on-line using the Raphael Javascript
library (Anon., 2012b). The challenge in ALife Zoo is to
make these visualisations as informative as possible, whilst
keeping them sufficiently generic to be applicable to a range
of simulations.
Linking to Publications
YouShare was developed to function as a Virtual Laboratory,
and since publications are a permanent record of the work
in Laboratories, it makes sense to link them to their data,
services and workflows in YouShare. A facility to make such
links is currently under development.
Linking to External HPC
Although the compute resource in YouShare is considerable,
it is not infinite. Certain services may require high-memory
or many-core processing to be delivered in a timely manner.
YouShare could be extended to carry out the interfacing and
staging of jobs on HPC clusters with relative ease, and so
combine the advantages of HPC with the advantages of a
browser-based user interface. A key issue here is handling
big data, but ALife simulations tend to be relatively small in
terms of their data footprint.
Linking to External Tier 1 Server
Finally, it is possible that particular specimens in the AL-
ife Zoo may require special handling in their presentation to
the public. In other words, the GWT-based youShare por-
tal may not be sufficiently flexible to demonstrate particular
simulations. For example, it would be extremely difficult
to implement Avida-Ed, the educational version of Avida,
in YouShare, due to the highly graphical and interactive na-
ture of the interface. However, it is possible to develop other
browser based front ends (for example, a LifeRay portal)
that could access the YouShare back end whilst delivering a
highly specialised user interface.
Exposing services to other web applications
Since the services in youShare are RESTful, it is straight-
forward to make them available to other web applications,
rather than using the generic portal. We are in the process of
developing an API to make these services available in this
way. The main issue to be addressed is the maintenance and
handling of user access rights to youShare.
Conclusion
YouShare provides a method for collaborative sharing of
data and software. Software is deployed as ”ready to go” ser-
vices that are guaranteed to be deployed on the correct plat-
forms of a heterogeneous compute facility. However, service
implementation details are hidden from the user, allowing
them to concentrate on service functionality alone. Mixed-
platform services can be combined in a workflow environ-
ment to create more powerful tools. The YouShare compute
facility can be extended to the Cloud, and with Virtual Ma-
chine (VM) technology we provide a sustainable software
model. YouShare also encourages cross-domain research;
there are currently 83 services on YouShare, including the
new ALife services we describe here. These are a mix of
Windows, Scientific Linux 4, and CentOS Linux 5 services,
and cover domains such as neuroscience, text mining, im-
age/3D processing, and neural networks, as well as generic
services.
Two of the ALife services and workflows we report in this
contribution have been highly influential in the field over the
past two decades. With relatively little effort, and thanks
to their open-source licenses, we have been able to make
them available as web services for the first time. We are also
able to show how analysis services developed more recently
can be used to analyse the outputs of Tierra. This demon-
strates that platforms such as YouShare are able to create
flows of configuration, simulation and analysis between AL-
ife researchers in a novel and efficient manner.
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Abstract 
This paper discusses a prototype of a temporal pattern 
predictor, which was built on specifications derived from the 
descriptions of the “Ergotrix” temporal memory network in 
Valentino Braitenberg’s “Vehicles” (Braitenberg, 1984). The 
prototype was developed as a component for a control 
architecture for virtual characters. 
Introduction 
In Valentino Braitenberg’s “Vehicles - Experiments in 
Synthetic Psychology” (Braitenberg, 1984), the author 
describes a temporal pattern memory component that enables 
the synthetic creatures to base their behaviour on past 
experiences: Rather than just reacting to the currently 
perceived sensory stimuli, these agents first form predictions 
based on the statistical probability of previously perceived 
patterns re-occurring. These predictions then form the basis 
for their actions. In other words, the creature reacts to a 
pattern of expected stimuli, instead of waiting for the stimulus 
to actually occur.  
Braitenberg’s temporal pattern memory component is 
implemented in the form of a connectionist network of nodes. 
In such a network, each node may represent the presence of a 
sensory stimulus, a pixel on a screen or a sensory ‘value’ of 
another kind (e.g. the distance value of an infra-red sensor). 
The individual nodes can potentially form connections (which 
are often referred to as associations) to any other nodes in the 
network. The strength of the connection is determined by the 
connection weight.  
 
In many classical neural network models, such as feed-
forward or back propagation networks, (e.g. McCulloch Pitts 
1943, Bryson and Ho 1969,), the connection weights are set 
using sophisticated learning algorithms. However, many of 
these separate the process of setting weights (learning or 
training phase), from actually using the network (execution 
phase). The model presented in this paper, uses a learning 
model that can form new associations while it is being used. 
This learning rule is based on Hebb’s “what fires together, 
wires together” postulate (non-verbatim from Hebb, 1949), 
which itself tried to summarize the general behaviour of 
connecting neurons in biological brains.  
Regardless of the learning rule used, traditional 
implementations of connectionist networks will see that a 
signal passes from active nodes to all their connected peers. 
The amount of activity transmitted is determined by the 
weight of the connection. 
 
In addition to the properties that define a Hebbian learning-
based neural network, Braitenberg specifies two further key 
characteristics, which our network model intends to address: 
 
1. The memory network associates only elements that 
are active in succession, within a brief delay and not 
those, which are active simultaneously. This 
differentiates it from a basic associative 
connectionist network. 
2. Memorized patterns can be reproduced at an arbitrary 
speed. If they are reproduced at a more rapid pace 
than they are likely to occur as sensed via the 
sensory system, the network acts as a predictor. 
 
These two functional requirements were at the core of a series 
of our incremental prototypical experiments.  
Methods 
A Fixed-Delay Network 
After initial investigation into delay-line networks, which 
used timers to record variable activation delays between a set 
of elements (see Figure 1), we employed a network with fixed 
delays between the activation of elements. The previous 
models had focused on implementing the ability of modelling 
a variety of time delays between device pairs in order to learn 
temporal patterns in threshold device populations. The model 
discussed in this paper moves away from this variable delay 
paradigm towards a notion inspired by the way film cameras 
record the passage of time. Film cameras are usually set to 
operate at a fixed frame-rate; say 25 frames per second (fps). 
When a slowly moving object passes by the camera lens it 
leaves a contiguous trace of strongly activated pixels on the 
film (or CCD chip for that matter). On the other hand, if a fast 
moving object passes by the camera lens, it would only leave 
trace signals on a few, further apart areas of the film/CCD 
chip. Thus the speed of the object is represented by two 
distinct patterns on the film, even though the delay between 
the activation of the neighbouring contiguous pixels was the 
same in both cases. The time delay between the contiguous 
and distant impressions was 1/25 of a second. 
This model uses the idea that speed is not a matter of delaying 
information transmission between devices. At one time-step 
the delay between one node activating another is always 
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constant. Rather, time is a property of an observed object and 
the pattern that its observation leaves in the connections of a 
perceiving network. Figure 1 illustrates the fixed delay 
network. The activation timing between each pair of devices 
in the network is fixed. The timings are not stored in the 
connections, but in the patterns that are left when sensed by a 
group of connected devices. 
 
Applying the above example to a network of connected nodes 
ABCDEF, that are aligned in the visual field of a camera from 
left to right and an object passes by them at slow speed, then 
all devices A-B-C-D-E-F will be activated in sequence. If the 
object passes by at high speed, some visual receptors might 
actually fully activate- in this case only triggering the 
sequence A-C-E for example. 
Thus, even though the activation speed between the threshold 
devices in the visual receptor is constant, they can capture 
different timings/speeds within varying received activation 
patterns. 
Comparing this theoretical model to the subjective experience 
of observing moving objects, an object moving past a photo-
cell faster would allow less light to pass from it into any given 
receptor - therefore triggering a weaker activation signal. In 
addition there even seems to be a threshold for the maximum 
speed that can be perceived by a given visual system. A very 
high velocity object, such as a spinning airplane propeller may 
appear to be entirely transparent, with only a slight "dimming" 
of the background signifying their presence. 
To summarize: If time is a property of the object being 
observed and is not represented in the network as a property 
of the connections between nodes, then time is perceived and 
encoded as a pattern in the network and not as a value. This 
makes time a relation between an observed object's speed/rate 
of movement and an observer’s perception/processing rate. 
 
Based on initial observations, the predictor model had to 
address the following issues: 
1. Feedback loops can create uncontrolled activity and 
irrecoverable states. 
2. One time-step is not sufficient for accurate long-term 
predictions. A short-term, working memory should 
be used to extend the predictor. 
3. Currently, every association is stored, leading to a 
quick saturation of the network. Competition and 
pattern decay should be introduced to: 
a.  Resolve conflict between opposing patterns 
b. Decay old and rare patterns over time 
 
Results 
The Algorithm 
The first version of a model based around the notion of a 
fixed-delay network used a very simple algorithm. At each 
time step, the currently firing network node is associated with 
the node that fired on the previous time step. The association 
is uni-directional, meaning that only the connection from the 
previous node is reinforced, while the connection to that node 
is not reinforced. The association weight is determined by the 
time that has passed since the previous node fired.  
The initial implementation used a counter to determine the 
time that had passed between the firing of the two connected 
nodes. However, due to requiring counters for each node that 
fires during a single time step, the revised implementations 
instead use an extension of the action-potential charge of each 
node. While traditional artificial neural networks use a binary 
charge state of either 1 or 0, this extended model still outputs 
a binary energy value, but instead of returning to 0 
immediately, the value is gradually decreased over a series of 
time steps. This made it possible to use the charge falloff as an 
individual measure of time for each node. 
Below is the pseudo code for the algorithm used: 
 
For each node A in the network 
 
//Update CURRENT and PREDICTED charge: 
Retrieve charge from previous time step 
 Decay the previous charge 
 Add external stimuli to charge 
  
Calculate internal stimuli 
For each node B (that is not A) that 
fired on the previous time step (in 
fired list) 
 If previous node B is connected to 
 current node A 
  Calculate and add the input    
  charge from B to A (node B’s    
  output & weight from B to A) 
  Decay the connection weight from 
  A to B (if a connection exists) 
 
Update current charge for node A 
(previous charge + external stimuli) 
Update the predicted charge for node 
A (internal stimuli / past effect 
scaling value) 
 
//Fire Nodes and Update Associations: 
 If current charge > threshold 
  For each node B (that is not A) that 
  fired on the previous time step 
   Increase the weight from B to A 
   Decrease the weight from A to B (if 
   a connection exists) 
  Add the current node A to the fired  
  list 
  Remove the oldest element from the  
  fired list 
Figure 1 Illustrates variable delay and fixed delay paradigms 
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The model showed the capability of reproducing time series 
patterns, albeit without any intermittent pauses between node 
activations. The pattern sequence was reproduced faithfully, 
but the reproduction was sped up with each node activating 
exactly one time-step after the previous one.  
Another issue was that pattern loops could end up creating 
feedback patterns similar to Conway’s “Game of Life” 
(Gardner, 1970). 
Separating Internal Activity from Prediction 
The first change from the previous model was that the 
predicted activity was separated from the actual activity in the 
network. Instead of adding the internal activation energy to 
the total charge of each node (which determines whether the 
node would fire), it is instead accumulated in a new node 
property, the prediction. In the visualization that was used in 
our simulation, the prediction and the charge are displayed as 
two separate coloured bars to make it clear to the observer 
which was the charge caused by external stimulus and which 
was the predicted path. Separating the two immediately 
resolved the internal feedback problem of course. Figure 2 
shows the implementation of the temporal pattern predictor 
which visualizes the separation between sensory input and 
prediction. The left most active threshold device is currently 
active. The two paths emanating from it are two previously 
perceived patterns of node activity. The darker shading 
indicates that a predicted pattern has been perceived more 
often and/or more recently than the weaker prediction. 
Short Term Memory Trajectory 
The main problem that occurred with the previous version of 
the predictor was that of pattern interference. In a network, 
any given node may be part of several trained patterns. When 
this node is activated, how does the network choose which 
pattern to activate? While any of the patterns are valid when 
taking into account only the current state of the network, 
viewed as a series of states in time, the idea of all being valid 
becomes less likely. To illustrate this, the diagram in Figure 3 
shows an experiment that sees four different opposing 
stimulus sequences presented to the network. Each of the four 
sequences passes through the same middle node and sequence 
pairs 1&2 and 3&4 share the same path. Figure 4 shows the 
false predictions the current model makes. 
 
 
 
 
 
 
 
 
 
 
Note how only 9 unique states can be identified from the 
perspective of this network. Viewing state C without taking 
the preceding time-steps into account, the predictor could 
validly predict either state D,B,H or G as the next possible 
position in the sequence. 
In order to deal with this problem of differentiating between 
different temporal patterns, a short-term memory was 
introduced into the model. This sees a series of past devices 
associated to the current device under the notion that they are 
precursors of the currently active device. The further in the 
past these devices are active, the weaker the association to the 
current device. Figure 5 is an illustration of this mechanism. It 
shows an example of impact of short-term memory the 
possible predicted paths A, B and C. While all three are 
equally likely from the perspective of the current node, the 
Prediction: Most 
likely next node to 
become active. 
Activity: 
Short Term 
Memory of 
active nodes 
Prediction: 
Two 
previously 
learned 
patterns of 
activity. 
Figure 2 The Predictor model implementation 
Figure 3 Experiment setup to test pattern interference 
Figure 4 The false predictions the network makes due to 
pattern interference 
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additional stimulus from the two previous nodes in the short-
term memory accumulate to support path C as the most likely 
pattern. 
 
The result of adding a short-term memory of past nodes to the 
model is illustrated in Figure 6. The perception of the 
predictor has changed as it keeps the series of past nodes in 
mind. From the outset, this allows the network to differentiate 
between 20 unique states instead of just 9. 
Based on the altered perception, Figure 7 shows that these 20 
states are then associated with 20 different predictions. Since 
the influence from the short-term memory adds additional 
activity to the network, the problem of saturating the entire 
network becomes relevant. To deal with this problem the 
model needs to include the notion that certain patterns are 
competitive in that they represent opposing positions to a fact. 
 
Figure 6 Introducing a short-term memory of active nodes 
changes the perception of the network Figure 7 Using a short-term memory allows the network to differentiate between predictions 
Figure 5 Diagram illustrating how the short-term memory allows the network to differentiate between predicted patterns. 
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Pattern Inhibition 
A simple form of competition that was tested with this model 
was inhibition between patterns. Inspired by the lateral 
inhibition algorithm commonly used in edge-enhancement 
algorithms in computer vision, this mechanism allows 
currently active nodes and the nodes in short-term memory to 
inhibit all the nodes that they are currently not connected to. 
The result is a cumulative effect of inhibition. In parallel with 
exciting connected nodes as depicted in Figure 5, past and 
present nodes will inhibit every other node in the network, 
thus enhancing the strongest mutual patterns among them. 
Figure 8 illustrates this effect. 
Discussion and Further work 
Since the model uses fixed delays, the predicted sequence is 
triggered simultaneously. Speeding up a predicted pattern is 
certainly desirable according to Braitenberg, who states that a 
predictive brain would need to “reproduce sequences at a 
more rapid pace” (Braitenberg, 1984, pg. 72). However, the 
interval information between the activation of nodes is lost, 
which contradicts Braitenberg’s earlier statement that “we 
implicitly assumed that the Ergotrix wires would be trained to 
reproduce sequences of activation at the same pace as the 
original occurrence of the sequences of events.” (Braitenberg, 
1984, pg. 72). 
Overcoming this issue would require re-introducing some 
form of internal self-activation to the network, albeit with a 
mechanism for preventing undesirable states such as feedback 
loops. 
While this internal dynamic is desirable in a future model of 
the predictor mechanism, a feedback-free predictor has the 
benefit of stability and the ability to clearly visualize the 
discrepancy between sensed input and predicted output. It 
might also be possible to derive the timings from the 
prediction value of nodes. 
Further Work 
Testing the predictor in an embedded scenario is the primary 
priority at this point. Two experiments are currently being 
prepared. The following is a summary of some of the early 
findings.  
The scenario for both experiments is a chase-and-catch setup, 
with the goal being to stay as close as possible to a moving 
target. The simulation features a differential drive-driven 
driven agent with two distance sensors, which can be set to 
track a target. The aim of these experiments is to see whether 
adding the ability to anticipate the path of a moving target 
leads to more optimal behaviour. Note that in both 
experiments, the tracked target is moving faster than the 
agent. To catch the target, the agent therefore needs to 
intercept the target: 
 
The first experiment implements the predictor as a 
probabilistic occupancy map (POM), inspired by previous 
work by Damian Isla (2002a, 2002b). The experiment sees the 
predictor network represent the location of a tracked object on 
an occupancy grid. The predictions generated therefore 
propose the possible future location of the tracked object and 
an agent’s sensors can be set to track the prediction instead of 
the ‘actual’ tracked object. This can be implemented using the 
current predictor, which only tracks a single point (the 
location of the object on the map). 
Figure 9 shows the path of the agent without using the 
predicted position of the target, indicated by a cross. Figure 10 
shows that the agent manages to get closer to the target when 
using the predicted position as the input. While this early 
result shows that our predictor can function as a POM, the 
result is still highly dependent on tuning. Further Increasing 
the speed of the target, would require an agent that is capable 
of adopting a strategy that does not involve it following the 
target, but instead waiting for it at an expected location. The 
current predictor would need to be extended to allow for such 
behaviour. 
 
 
Figure 8 Pattern Inhibition enhances the prediction by inhibiting patterns only pointed to by individual nodes.  
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Figure 11 shows the second experiment, which uses the 
predictor to generate a multi-dimensional sensory space. By 
using multiple individual predictors, one for each sensor 
input, separate predictions of the expected future state of each 
sensor are generated. In this case, the sensors used are two 
distance sensors. To function with the current predictor 
model, the distance reading need to be converted into discrete 
values that can be mapped to the predictor grid. Thus finding 
a suitable approach to balancing the performance and the 
accuracy of the predictions will be of particular interest.  
The two distance sensor readings are not sufficient to 
accurately triangulate and predict the position of an object’s 
position, since the distance sensors are omni-directional and 
always return a positive distance measurement in our 
simulation. The agent therefore requires an additional internal 
calculation that tells it in which direction (in front or behind) 
the observed object is. Combining this with the sensor 
readings thus gives discrete values ranging from negative 
(behind) to positive (in front) that can be fed into the predictor 
network. While this model already works for a stationary 
agent, the main issue that remains is effect of self-movement 
on the sensed values. This feedback-loop between the relative 
position of the agent with regard to the tracked object has to 
take into account, or rather counteract, the effect that self-
movement has on the sensory data. Without this additional 
system in place, the current prototype will only work in a 
stationary agent, observing and predicting the location of a 
moving tracked object using its distance sensors. 
Conclusions 
Our model of a Braitenberg-inspired temporal pattern 
predictor can successfully predict and visualize the path of a 
moving object and can avoid interference between crossing 
patterns through the use of short-term memory. A set of 
experiments successfully tested the model in the context of a 
chase scenario and has revealed several ways in which the 
current model could be further improved. 
In the first experiment, the choice between following the 
sensed position of the target versus the predicted position on 
the occupancy map was controlled by the experiment. Using 
the user interface we were able to switch between the two and 
compare the resulting behaviours of the agent. A central topic 
for further research on our particular predictor model is the 
inclusion of an automatic switching mechanism that enables 
the agent to make a choice between purely reactive behaviour 
(following the sensory input directly) and pro-active 
behaviour (following the internal representation of the target 
on the POM). This in turn could be extended to include the 
ability to optimise the prediction mechanism by re-enforcing 
accurate predictions. Braitenberg’s original description of the 
predictor includes this functionality and suggests a method of 
positive reinforcement based on classical conditioning 
(Pavlov, 1903). 
The current model only supports sequences of single nodes. It 
only allows a single past node to be associate with a single 
Figure 9 Chase-scenario with a moving target. The objective 
is to stay as close to the moving target as possible. 
 -- Movement Path 
 
          --Agent 
 
 
                  --Target 
 
 
          --Prediction 
  | 
Predictor  
Network 
Figure 11 Experiment testing the use of the predictor network 
to anticipate sensory data. The future position of the target is 
triangulated and displayed. 
Figure 10 Using the predicted position of the target improves 
the behaviour. 
| 
2 Predictor Networks 
(1 row per sensor) 
              --Target 
      Prediction -- 
 
            --Triangulation 
            of predicted position 
            is based purely on 
            sensory data 
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current node. To allow for more complex patterns and a wider 
range of application, it should be possible to associate groups 
of past nodes with groups of current nodes. The ability to 
support multi-point patterns could improve the predictor 
further. Connecting the currently separate sensor readings to 
the same network should give the predictor more evidence to 
base individual predictions on. As we saw with the inclusion 
of short-term memory, this could potentially improve its 
ability to differentiate between similar patterns. 
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Abstract
We demonstrate the evolution of a more complex and more
efficient self-replicating computer program from a less com-
plex and less efficient ancestor. Both programs, which em-
ploy a novel method of self-replication based on compiling
their own source code, are significantly more complex than
programs which reproduce by copying themselves, and which
have only exhibited evolution of degenerate methods of self-
replication.
Introduction
Among living organisms, which employ many and varied
mechanisms in the process of reproduction, examples of
evolved mechanisms which are both more complex and
more efficient than ancestral mechanisms, abound. Yet,
nearly twenty years after (Ray, 1994)’s groundbreaking
work on the Tierra system, in which the evolution of many
novel (but degenerate) methods of self-replication was first
demonstrated, there is still no example of a more complex
and more efficient self-replicating computer program evolv-
ing from a less complex and less efficient ancestor.
This is not to say that there has been no progress in the
field of artificial life since Tierra. Nor are we suggest-
ing that increased reproductive efficiency is the only evo-
lutionary path to increased complexity. The evolution of
self-replicating programs of increased complexity has been
demonstrated many times(Koza, 1994; Taylor and Hallam,
1997; Spector and Robinson, 2002), and perhaps most con-
vincingly in the Avida system(Adami et al., 1994). How-
ever, more complex programs evolved in Avida only be-
cause complexity was artificially equated with efficiency in
the sense that programs which learned to solve problems
unrelated to self-replication were rewarded with larger ra-
tions of CPU time. No program in Avida (or in any other
system known to us) has ever evolved a method of self-
replication that is both more complex and more efficient than
the method employed by its ancestor.
A New Kind of Artificial Organism
Self-replicating programs have been written in both high-
level languages and machine languages. We define a ma-
chine language program to be interesting if it prints a string
at least as long as itself and halts when executed, and observe
that the Kolmogorov complexity of interesting programs is
lower than that of random strings of similar length. Now,
if we were to train an adaptive compression algorithm on a
large set of interesting programs, then the compressed pro-
grams which result would look like random strings. How-
ever, by virtue of being shorter, they would be more nu-
merous relative to truly random strings of similar length. It
follows that compression, which decreases redundancy by
replacing recurring sequences of instructions with invented
names, increases the density of interesting programs.
Since both processes increase redundancy and output ma-
chine language programs, it is natural to identify decompres-
sion with compilation, which increases redundancy by re-
peatedly generating similar sequences of instructions while
traversing a parse tree. Viewed this way, programs written in
(more expressive) high-level languages are compressed ma-
chine language programs, and compiling is the process of
decompressing source code strings into object code strings
which can be executed by a CPU.
If the density of interesting programs increases with the
expressiveness of the language in which they are encoded (as
the above strongly suggests), then one should use the most
expressive language possible for any process, like genetic
programming, which involves searching the space of inter-
esting programs. However, if the goal is building artificial
organisms, then high-level languages have a very serious
drawback when compared to machine language. Namely,
programs in high-level languages must be compiled into ma-
chine language before they can be executed by a CPU or be
reified as a distributed virtual machine(Williams, 2012).
Given that we want our self-replicating programs to be
both (potentially) reifiable and to evolve into programs of
greater complexity and efficiency, we must ask: How can
the advantages which derive from the use of a high-level lan-
guage for genetic programming be reconciled with the fact
that only machine language programs can be reified?
To address this question, we introduce a new and sig-
nificantly more complex kind of artificial organism–a ma-
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Figure 1: Conventional self-replicating program (left)
copies itself by exploiting program-data equivalence of von
Neumann architecture. Compiling quine self-replicating
program (right) with source code genotype (green) and ob-
ject code phenotype (red). Because the shortest correct im-
plementation of copy is optimal, only the compiling quine is
capable of non-degenerate evolution.
chine language program which reproduces by compiling
its own source-code. See Figure 1. Conventional self-
replicating programs reproduce by copying themselves. Op-
timum copiers accomplish this in time proportional to their
length, and it is not very hard to write a copier which is op-
timum in this sense (or for one to evolve). It follows that
shorter implementations are always more efficient, which
leads to degenerate evolution, absent factors beyond effi-
ciency. The possible variation in the implementation of a
compiler is far larger. Even if the definition of the object
language is stipulated, there is still a huge space of alterna-
tive implementations, including the syntax and semantics of
the source language, the ordering of the decision tree per-
forming syntactic analysis, and the presence (or absence)
and effectiveness of any object code optimizing procedures.
In this paper we describe a machine language program
which reproduces by compiling its own source code and
use genetic programming to demonstrate its capacity for
non-degenerate evolution. In the process we address ques-
tions such as: How can a program like a compiler, which
implements a complex prescribed transformation, evolve
improvements while avoiding non-functional intermediate
forms? How can two lexically scoped programs be com-
bined by crossover without breaking the product? How can
a more efficient self-replicating program evolve from a less
efficient ancestor when all mutations initially yield higher
self-replication cost?
A Simple Programming Language
Because a self-hosting compiler compiles the same language
it is written in, it can compile itself. The language we used
to construct our self-hosting compiler is a pure functional
subset of Scheme which we call Skeme. Because it is purely
functional, define, which associates values with names in a
global environment using mutation, and letrec, which also
uses mutation, have been excluded. The global environ-
ment itself is eliminated by making primitive functions con-
stants. For simplicity, closures are restricted to one argu-
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Figure 2: Virtual machine for evaluating compiled Scheme
expressions showing its registers and associated heap-
allocated data structures(Dybvig, 1987).
ment; user defined functions with more than one argument
must be written in a curried style. This simplifies the rep-
resentation of the lexical environment which is used at run-
time by making all variable references integer offsets into a
flat environment stack; these are termed de Bruijn indices
and can be used instead of symbols to represent bound vari-
ables(De Bruijn, 1972).
One feature peculiar to Skeme is the special-form,
lambda+. When a closure is created by lambda+, the clo-
sure’s address is added to the front of the enclosed envi-
ronment; the de Bruijn index for this address can then be
used for recursive function calls. For example, the follow-
ing function computes factorial:
(lambda+ (if (= %0 0) 1 (* %0 (%1 (- %0 1)))))
where %0 is a reference to the closure’s argument and %1 is
a reference to the closure’s address.
Tail-Call Optimization
Because the very first self-hosting compiler was written in
Lisp, it is not surprising that it is possible (by including
primitive functions which construct bytecode types) to write
a very small self-hosting compiler in Skeme. See Figures 2
and 3.
The cost of compiling a given source code depends not
only on its size, but also on the complexity of the source
language, the efficiency of the compiler, and the cost of
any object code optimizations it performs. Common com-
piler optimizations include constant folding, loop unrolling,
function inlining, loop-invariant code motion, elimination of
common subexpressions, and dead code elimination. Since
a self-hosting compiler compiles itself, the efficiency of the
object code it generates also affects compilation cost; it fol-
lows that minimizing the cost of self-compilation involves
a complex set of tradeoffs. The most important of these is
that object code optimizations must pay for themselves by
yielding an increase in object code efficiency large enough
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to offset the additional cost of compiling the source code
implementing the optimization.
Most of the overhead associated with a function call in-
volves the saving and restoration of evaluation contexts. In
Skeme, these operations are performed by the frame and re-
turn bytecodes which push and pop the frame stack. How-
ever, when one function calls another function in a tail po-
sition, there is no need to save an evaluation context, be-
cause the restored context will just be discarded when the
first function returns. A compiler which performs tail-call
optimization recognizes when a function is called in a tail
position and does not generate the code which saves and re-
stores evaluation contexts. This not only saves time, it also
saves space, since tail recursive function calls will not in-
crease the size of the frame stack at runtime.
A Quine which Compiles Itself
A quine is a program which prints itself. It is possible to
write a quine in any programming language but Skeme’s list-
based syntax makes it possible to write especially short and
simple quines. For example, in the following Skeme quine,
an expression (lambda (list %0 (list quote %0))) which eval-
uates to a closure which appends a value to the same value
quoted is applied to the same expression quoted:
((lambda (list %0 (list quote %0)))
(quote (lambda (list %0 (list quote %0)))))
It is possible to define an expression ϕ in Skeme which
can compile any Skeme expression. The expression ϕ evalu-
ates to a curried function which takes a compiled expression
and an uncompiled expression as arguments. The compiled
expression is a continuation; the uncompiled expression is
the source code to be compiled; applying the curried func-
tion to the halt bytecode yields a function which can compile
top-level expressions. Inserting a copy of (ϕ (make-halt))
into the unquoted half of the quine so that it compiles its
result (and mirroring this change in the quoted half) yields
((lambda ((ϕ (make-halt))
(list %0 (list quote %0))))
(quote (lambda ((ϕ (make-halt))
(list %0 (list quote %0))))))
which, although not a quine itself, returns a quine when eval-
uated. Significantly, this quine is not a source code fixed-
point of the Skeme interpreter but an object code fixed-point
of Dybvig’s virtual machine. In effect, it is a quine in a
low-level language (phenotype) which reproduces by com-
piling a compressed self-description written in a high-level
language (genotype).
In prior work on evolution of self-replicating programs
there has been no distinction between phenotype and geno-
type; mutations are made on the same representation which
is evaluated for fitness. In contrast, in living organisms,
small changes in genotype due to mutation can be amplified
by a development process and result in large changes in phe-
notype; it is phenotype which is then evaluated for fitness. In
  
if(null? %0)
(make-frame
  %4
  ((%5 (make-apply))
   %1))
((lambda … )
 ((%5 (make-argument ((%5 (make-apply)) %1)))
  (car %0)))
 (make-frame
  %5
  ((%6 (make-argument %0))
   (car (cdr %1))))
(null? (cdr %1))
 (make-frame %5 %0)
if
(eq? %1 quote)
X
if
(make-constant ((lambda+ … ) (car %0)) %4)
(pair? %0)
 (cons (%1 (car %0)) (%1 (cdr %0)))
if
(copy-atom %0)
(eq? %1 if)
(pair? %0)
(lambda+ (lambda+ … ))
((lambda ((lambda … ) (cdr %1))) (car %0))
((%5 (make-test
           (%3 (car (cdr %0)))
           (%3 (car (cdr (cdr %0))))))
 (car %0))
if
(eq? %1 lambda+) (make-klose
  ((%5 (make-return))
   (car %0))
  %4)
X
if
(make-close
  ((%5 (make-return))
   (car %0))
  %4) if
if
(make-refer %0 %2)
(make-constant %0 %2)(index? %0)if
(eq? %1 lambda)
Z
Y
Figure 3: An expression ϕ for compiling Skeme into object
code able to compile itself. The X indicates a break in the
figure; the subtree labeled Y copies the Skeme source code
and the subtree labeled Z compiles function applications.
a compiling quine, small changes in source code (genotype)
are amplified by compilation (development) yielding much
larger changes in object code (phenotype) and it is object
code which determines fitness, since its execution consumes
the physical resources of space and time.
Related Work
(Stephenson et al., 2003) described a genetic programming
system which learns priority functions for compiler opti-
mizations including hyperblock selection, register alloca-
tion, and data prefetching. (D’haeseleer, 1994) described
and experimentally evaluated a method for context preserv-
ing crossover. (Kirshenbaum, 2000) demonstrated a genetic
programming system where crossover is defined so that it
respects the meaning of statically defined local variables.
Several authors have explored the idea of staged or alter-
nating fitness functions. (Koza et al., 1999) used a staged fit-
ness function as a method for multi-objective optimization.
(Pujol, 1999) described a system where the fitness function
is switched after a correct solution is discovered to a func-
tion which minimizes solution size. (Zou and Lung, 2004)
and (Offman et al., 2008) used alternating fitness functions
to preserve diversity in genetic algorithm derived solutions
to problems in water quality model calibration and protein
model selection.
Genetic Programming
Our approach to genetic programming is motivated by the
fact that gene duplication followed by specialization of one
or both copies is a common route to increased complexity
in biological evolution(Finnigan et al., 2012). We introduce
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(null? (cdr %1))
((lambda … )
 ((%4 (make-argument ((%5 (make-apply)) %1)))
  (car %0)))
if
if
(eq? %5 (make-return))  (make-frame %5 %0)
if
(eq? (make-return) %5)  (make-frame
  %5
  ((%6 (make-argument %0))
   (car (cdr %1))))
((%6 (make-argument %0))
 (car (cdr %1)))
%0
B
C
Z
Figure 4: Evolved subtrees implementing the tail-call opti-
mizations which characterize the B and C genotypes. The A
genotype performs neither optimization while the D geno-
type performs both. Both optimizations check to see if the
continuation is a return bytecode, which performs a frame
stack pop. If so, the push-pop sequence is not generated,
resulting in significant savings in time and space usage.
two mutation operators called bloat and shrink which play
roles analogous to gene duplication and specialization and
employ these in a genetic programming systemwhere fitness
alternates between object code based definitions of complex-
ity and self-replication efficiency. In teleological terms, the
bloat operator attempts to increase complexity by adding
source code while the shrink operator attempts to increase
self-replication efficiency by removing it.
Alternating Fitness Function
Time is divided into ten generation periods termed epochs
which alternate between two types, flush and lean. In flush
epochs, fitness is defined as effective complexity while in
lean epochs it is defined as self-replication efficiency.
A test bytecode is defined to be non-trivial if both of its
continuations are exercised in the course of self-replication.
This will only happen if the predicate expression in the
if special-form from which the test bytecode is compiled
sometimes evaluates to true and sometimes to false. The
number of non-trivial test bytecodes in the object code is
a good measure of the source code’s effective complexity.
Consequently, in flush epochs the number of non-trivial test
bytecodes in the object code is maximized.
Because frame stack pushes and pops are the most ex-
pensive operation performed by the virtual machine, they
are an excellent proxy for overall self-replication cost. Con-
sequently, in lean epochs, the number of frame stack pops,
which are implemented by the return bytecode, isminimized.
Mutations can be classified as beneficial, neutral, harm-
ful, and lethal. The purpose of the bloat operator is to in-
troduce source code which can be shaped by the shrink op-
erator and by crossover. Significantly, the introduced code
does not change the value of any expression which contains
  
A
C
   p  
(bloat)
    q  
(shrink)
Bp  (bloat) q  (shrink)
Dp  (bloat) q  (shrink)
A B
C D
    q  
(shrink)
   p  
(bloat)
    q  
(shrink)
   p  
(bloat)
   p  
(bloat)
    q  
(shrink)
p  (bloat) q  (shrink)
p  (bloat) q  (shrink)
Figure 5: Contour plots of fitness landscapes during flush
(left) and lean (right) epochs. Colored arrows point in di-
rections of increased fitness. In lean epochs, the four geno-
types A, B, C, and D occupy islands separated by valleys
of decreased fitness; the bloat mutations necessary for A
to evolve into any of the other genotypes are harmful since
they increase the cost of self-replication. In contrast, the
shrink mutations required for A to evolve into any of the
other genotypes are beneficial. In flush epochs, the situation
is reversed–the bloat mutations are beneficial and the shrink
mutations are harmful since they increase and decrease ef-
fective complexity respectively. Alternating between the
two fitness functions creates paths between the A and D
genotypes consisting solely of beneficial mutations.
it; it is value-neutral with respect to evaluation. Because (by
their nature) they increase the cost of self-replication with-
out breaking the compiler, bloat mutations (although never
lethal) are harmful during lean epochs.
In contrast, shrink mutations are beneficial when they re-
verse bloat mutations during lean epochs and can be harm-
ful when they reverse bloat mutations during flush epochs.
However, shrink mutations have two different and more pro-
nounced effects. First, a shrink mutation can remove code
and break the compiler, in which case it is lethal. Second,
it can shape the result of a bloat mutation in a way which
decreases the cost of self-replication, in which case it will
be strongly beneficial during lean epochs and become fixed
in the population.
Bloat
The source code for the self-hosting compiler contains
boolean-valued expressions with six different syntactic
forms. Excluding primitive functions, the source code con-
tains six different expressions of constant value. A random
syntactic form can be combined with a random de Bruijin
index and (if necessary), a random constant-valued expres-
sion, to construct a random boolean-valued expression, φ .
The bloat operator is defined by five rules. The first four
rules define a recursive procedure which applies the bloat
operator in selected contexts. The last rule replaces a func-
tion application with an i f expression which returns the
same value regardless of whether a random boolean-valued
expression, φ , evaluates to true or false. Consequently, the
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value of the expression is the same before and after the mu-
tation. The fact that the bloat operator is value-neutral with
respect to evaluation is important because only viable in-
dividuals (those which correctly self-replicate) are copied
to the next generation; and although a bloat mutation typ-
ically introduces expressions which are not evaluated dur-
ing self-replication (which greatly reduces the fitness of af-
fected individuals by increasing their self-replication costs)
affected individuals always remain viable because bloat mu-
tations cannot actually break the compiler which contains
them. The five rules which define the bloat operator are
1. (lambda[+] e1)→ (lambda[+] e′1)
2. ((lambda[+] e1) e2)→ ((lambda[+] e′1) e′2)
3. (if e1 (id e2) e3)→ (if e1 (id e2) e3)
4. (if e1 e2 e3)→ (if e1 e′2 e′3)
5. ( f e1 . . .eN )→ ( f e1 . . . eN ) ‖ (if φ (id ( f e1 . . .eN )) ( f e1 . . .eN ))
where f is a primitive function, φ is a random boolean-
valued expression, id is the identity function, and primes
mark expressions which are recursively expanded. Alterna-
tive right hand sides are separated by vertical bars; the alter-
native to the left of the || (no mutation) is chosen with 95%
probability; the remaining alternative (mutation) is chosen
otherwise. The identity function serves as a value neutral
tag in a meta-syntax; because the third rule has the same left
and right hand sides, the recursive procedure which applies
the bloat operator will not descend into i f subtrees marked
with this tag; this prevents the compounding of bloat muta-
tions.
Shrink
The rules defining the shrink operator serve two purposes.
the first purpose is to reverse mutations introduced by the
bloat operator; the fourth shrink rule removes the tagged i f
expressions generated by the bloat operator so that a bloat
mutation followed by a shrink mutation (of this type) has no
net effect. The second purpose is to simplify function ap-
plications; the last shrink rule replaces an expression where
a function is applied to one or more values with just one
of those values. Because these rules also remove the iden-
tity function tags inserted by the bloat operator, the expres-
sion which results from a shrink mutation is again subject to
bloating. The five rules which define the shrink operator are
1. (lambda[+] e1)→ (lambda[+] e′1)
2. ((lambda[+] e1) e2)→ ((lambda[+] e′1) e′2)
3. (if e1 e2 e3)→ (if e1 e′2 e′3)
4. (if e1 (id e2) e3)→ (if e1 (id e′2) e′3) ‖ e2 | e3
5. ( f e1 . . .eN)→ ( f e1 . . .eN) ‖ e1 | . . . | eN
Table 1: Complexities and self-replication costs.
A B C D
non-trivial tests 8 9 9 10
returns 551 333 432 183
where f is a primitive function, id is the identity func-
tion, and primes mark expressions which are recursively ex-
panded. Alternative right hand sides are separated by verti-
cal bars; the alternative to the left of the || (no mutation) is
chosen with 95% probability; one of the remaining alterna-
tives (mutation) is chosen otherwise (each with equal prob-
ability). Unlike the bloat operator, which is value neutral,
the shrink operator changes the object code generated by the
compiler when it modifies an expression which is evaluated
during self-replication. In the case of the fourth shrink rule,
this often reverses a harmful bloat mutation, in which case
the shrink mutation is beneficial. However, in the case of the
last shrink rule, the mutation most often breaks the compiler.
Very rarely, the shrink mutation does not break the compiler
but instead results in a decrease in self-replication cost.
The problem which plagues many genetic programming
systems, in which code trees grow larger with increasing
time, does not occur for two reasons. First, the use of the
id function as a tag prevents the bloat operator from being
applied within i f expressions which were themselves just
created. Second, the shrink operator reverses bloat muta-
tions, and bloat mutations not yielding a decrease in self-
replication cost are strongly selected against during lean
epochs.
The combined effect on fitness of these two mutation op-
erators is complex. After a pair of bloat and shrink muta-
tions, a more complex source code must be analyzed by a
more complex compiler, a change which might (but more
likely will not) pay for itself by an increase in the efficiency
of the generated object code.
Crossover
Because the self-hosting compiler is a complex lexically
scoped program, variables which are defined in one scope
will not necessarily be defined in other scopes. If we em-
ployed the standard method of non-homologous crossover
used in most work on genetic programming, then subtrees
could be inserted into scopes where one or more variables
are undefined, and this would break the compiler. We ad-
dress this problem by employing the homologous crossover
method described by (D’haeseleer, 1994). In this method,
the crossover operator descends into both parent trees in par-
allel; points where the two parent trees differ are subject to
crossover, with the child receiving the subtree of either par-
ent with equal probability. D’haeseleer notes that homolo-
gous crossover facilitates convergence (fixation) since chil-
dren resulting from the crossover of identical parents will
also be identical to the parents.
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Figure 6: The median number (in a population of size 200)
of non-trivial test bytecodes averaged over 20 runs (error
bars show plus or minus one standard deviation). Because
each non-trivial test bytecode results from a bloat mutation
at a distinct point in the ϕ expression, this graph demon-
strates that mutation is in no way restricted to the two points
relevant to the evolution of tail-call optimization.
Genotypes
Function applications involving one and two arguments are
compiled at two different points in the ϕ expression and
each of these points is a potential target for a pair of bloat
and shrink mutations which would partially implement tail-
call optimization. We call the genotype of programs which
perform neither optimization A, one (or the other) optimiza-
tion B (orC), and both optimizations, D. Both optimizations
check to see if the continuation is a return bytecode, which
performs a frame stack pop. If so, the push-pop sequence
is not generated, resulting in significant time and space sav-
ings. See Figure 4. Lower bounds for the complexity and
self-replication cost of each of the four genotypes are shown
in Table 1. Finally, the relative fitnesses of the four geno-
types are shown graphically, in the context of the fitness
landscapes for the flush and lean epochs, in Figure 5.
Experimental Results
The initial population consisted of two hundred identical in-
dividuals of genotype A at the beginning of a flush epoch (in
which fitness is equated with effective complexity). In the
first step of the genetic algorithm, the bloat and shrink oper-
ators are applied to all individuals in the population and the
mutants which result are tested for viability. To test for via-
bility, the mutant is evaluated to produce a daughter, and the
daughter is evaluated to produce a granddaughter. The mu-
tant is classified as viable if the daughter and granddaughter
contain the same number (greater than zero) of bytecodes
(this is done in lieu of a much more expensive test of actual
structural equivalence). Viable mutants replace their pro-
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Figure 7: The median number (in a population of size 200)
of return bytecodes executed during self-replication aver-
aged over 20 runs (error bars show plus or minus one stan-
dard deviation).
genitors in the population.
The population is then subjected to crossover using tour-
nament selection. In each tournament, four individuals are
chosen at random (with replacement). The winners of two
tournaments are then combined using crossover, and the re-
sulting individual is tested for viability. The crossover oper-
ation is repeated until it yields two hundred viable individu-
als which comprise the population of the next generation.
The above process is repeated for nine more genera-
tions, then the epoch is switched to lean (in which fitness is
equated with self-replication efficiency). The genetic algo-
rithm is run for a total of 100 generations (five flush epochs
interrupted by five lean epochs).
In an initial experiment, the system was run twenty times.
The median number of interesting test bytecodes contained
in the compiled ϕ expression and the median number of re-
turn bytecodes executed during self-replication were then
plotted as a function of generation; see Figures 6 and 7. As
expected, both complexity and self-replication cost increase
in flush epochs and decrease in lean epochs. After 40 gener-
ations (two flush-lean cycles), the median complexity at the
end of flush epochs is nearly double its initial value, which
means that the majority of individuals contain 7 or more
predicates which compile to non-trivial test bytecodes not
present in the initial population. Furthermore, the median
complexity at the end of lean epochs is always 10 or more,
which suggests that either 1) the shrink operator is not fully
able to reverse the effects of the bloat operator so that one
or more bloat mutations (on average) survive through lean
epochs; or 2) one (or both) of the B and C alleles is fixed
in the population. Examination of Figure 7 shows that after
40 generations, the median self-replication cost at the end
of lean epochs is slightly more than half of its initial value.
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This is consistent with evolution of one or both of the B and
C genotypes. Self-replication cost continues to increase and
decrease (depending on epoch) eventually reaching a point
where the median value at the end of the fifth lean epoch
is nearly three times smaller than the initial value. This is
consistent with the evolution of the D genotype.
After running the system 100 times, the probabilities of
the B, C, and D genotypes evolving and for the mutations
becoming fixed in the population were estimated. See Table
2. Notably, the most complex and most efficient genotype,
D, evolved within 100 generations 81 times. Additionally,
the average and median number of generations required for
each genotype to evolve and for the mutations to become
fixed were also estimated. Considering only the 81 runs in
which the D genotype evolved, the average number of gener-
ations required was approximately 36 and the median num-
ber was 29.
Table 2: Generation of initial evolution and fixation.
B C D B′ C′ D′
probability 0.90 0.91 0.81 0.89 0.78 0.70
mean 21.8 24.5 35.8 29.9 34.3 43.3
std. dev. 21.0 22.0 24.5 21.1 22.2 24.5
median 11 13 29 17 33 36
If we know the average numbers of individuals of a given
genotype in each generation, then we can compute cumula-
tive distribution functions for evolution and fixation of that
genotype; see Figure 8. If we examine the c.d.f.’s we see
several interesting things.
First, the c.d.f.’s for evolution of genotypes have zero
slope during lean epochs, which suggests that new geno-
types typically appear during flush epochs, when fitness is
equated with effective complexity. Conversely, the c.d.f.’s
for genotype fixation have zero slope during flush epochs,
which leads us to conclude that fixation of genotypes typi-
cally occurs during lean epochs, when fitness is equated with
efficiency. This is consistent with an increase in diversity
during flush epochs and a decrease during lean epochs.
Second, there is always a lag between the generations of
evolution and fixation, and the size of the lag depends on
the improvement in self-replication efficiency–the greater
the improvement, the shorter the lag. The C allele (which
confers an advantage of 119 returns relative to the A allele)
requires more time for fixation than the B allele (which con-
fers an advantage of 218 returns).
If we know the generation in which each genotype
evolved, it is possible to estimate probabilities for each of
the pathways leading from the (least complex and least effi-
cient) A genotype to the (most complex and most efficient)
D genotype; see Table 3. This analysis shows that in 64%
of the runs in which D evolved, one of the B or C alleles
evolved and was fixed prior to the evolution of the other;
Table 3: Probabilities of pathways to D genotype.
tB < tC = tD tC < tB = tD tB < tC < tD tC < tB < tD
0.33 0.31 0.26 0.09
the D genotype then evolved by mutation from an ancestral
program of the B or C genotype. However, in 35% of the
runs in which D evolved, something (arguably) more inter-
esting happened. Namely, the B and C alleles evolved in dis-
tinct lineages before either was fixed. The D genotype then
evolved when an individual with the B allele and an indi-
vidual with the C allele were combined by crossover. Stated
differently, in 35% of the runs where D evolved, beneficial
traits which evolved separately were combined by crossover
to produce a child program more complex and more efficient
than either parent program.
Future Work
This paper describes work that, although preliminary, opens
many avenues for further exploration, including
• Determining whether or not a self-replicating program
which reproduces by compiling itself can evolve the op-
timum order for the tests comprising the decision tree
which performs syntactic analysis; this would require a
new mutation operator which can reorder nested-if ex-
pressions.
• Determining whether or not it is possible to evolve dead
code elimination, which would be a useful optimization
in a system which includes mutation operators (like bloat)
which (in effect) introduce dead code; to accomplish this,
the bloat operator would have to generate a much larger
set of φ expressions, including dereferencing source code
with car and cdr combinations.
• In the present system, de Bruijn indices are used mainly to
simplify the compilation process by eliminating the need
for static analysis; however, it is difficult to see how new
lexical scopes could evolve (via a new mutation operator
which introduces lambda expressions) unless bound vari-
ables are represented by symbols, and this would mean
that the self-hosting compiler must be generalized so that
it performs static analysis.
• Demonstration of auto-constructive evolution as de-
scribed by (Spector and Robinson, 2002), in which arti-
ficial organisms possess not only their own means of self-
replication, but also of producing variation; this would re-
quire coding all mutation operators in Skeme and includ-
ing this code in the subtree of the self-hosting compiler
which copies quoted expressions.
• Reification of the compiling quine as a self-replicating
distributed virtual machine (including the items listed
above) and demonstration of evolution of increased com-
plexity and self-replication efficiency by reified artificial
organisms.
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Figure 8: Cumulative distribution functions representing the
probabilities that genotypes B, C, and D have evolved and
are fixed by the given generation.
Conclusion
We introduced a new type of self-replicating program which
(unlike previous self-replicating programs) includes distinct
phenotype and genotype components. Although the pro-
gram is encoded in machine language, and (for this reason)
can be executed on a CPU (or reified as a distributed vir-
tual machine) it reproduces by compiling itself from its own
source code, which is written in a more expressive high-level
language. Because compiling is an intrinsically more com-
plex process than copying, there is a much larger space of
implementations to be explored by an evolutionary process;
because its genotype is encoded in a high-level language, the
space of neighboring self-replicating programs can be more
efficiently probed.
To address the problem of how a complicated lexically
scoped program like a compiler can evolve into a more com-
plex and efficient program without breaking, we designed,
implemented and tested a novel genetic programming sys-
tem, which uses a pair of mutation operators analogous to
gene duplication and specialization, together with homolo-
gous crossover and an alternating fitness function which se-
lects for complexity or efficiency depending on epoch. Us-
ing this system, we experimentally demonstrated the evolu-
tion of several self-replicating programs of increased com-
plexity and efficiency from a less complex and less efficient
ancestor. We were able to show that in a population of 200
individuals, the most complex and efficient self-replicating
program evolved within 100 generations in over three quar-
ters of all trials, and by crossover of less complex and less
efficient parent programs a significant fraction of the time.
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Abstract
With the development of high-throughput technologies, mon-
itoring biological systems comprehensively has became fea-
sible and affordable. However, the transition from high-
throughput data to the underlying biology of various pheno-
types remains challenging. Pathway analysis identifies bio-
logical processes that are associated with a particular pheno-
type, which provides insights into the underlying biological
mechanisms. Therefore, pathway analysis has became a pop-
ular tool for analyzing high-throughput data. Most existing
pathway analysis methods are based on a simple assumption
that pathways act in isolation whereas they cooperate with
each other in a complex manner. In this study, we focus
on pathway interactions that are associated with bladder can-
cer risk. We identify disease-specific pathway-pathway in-
teractions based on SNP-SNP interactions and gene-gene co-
expression relationships. By analyzing the structure of path-
way interaction networks, we highlight the “central” path-
ways that should be further studied.
Introduction
Techniques such as high-throughput sequencing and
gene/protein profiling have transformed biological research
by enabling comprehensive monitoring of a biological sys-
tem (Khatri et al., 2012). Conventional analyses of high-
throughput data usually test the association of individual
genes/proteins with a given phenotype. Although success-
fully applied in many studies, this approach fails to provide
insights into the underlying biological mechanisms of the
phenotype being studied. As an alternative approach, path-
way analysis highlights the risk associated biological pro-
cesses. The mechanisms of pathway associations can be
used for developing strategies to diagnose, treat and pre-
vent complex diseases (Ramanan et al., 2012), which makes
high-throughput datasets more often viewed as a foundation
to discover associated pathways (Hirschhorn, 2009).
In pathway analyses, gene sets corresponding to biolog-
ical pathways are tested for significant associations with
a phenotype. Multiple methods have been developed and
among them pathway enrichment approach is the most pop-
ular one. Most pathway-enrichment-approach studies fol-
low two categories: the threshold-based framework and the
rank-based framework. Threshold-based approaches usu-
ally statistically evaluate the fraction of genes in a partic-
ular pathway among all the significant markers (Boyle et al.,
2004). Rank-based approaches rank all markers based on
their significances and then look for pathways that have bet-
ter rankings than the overall distribution (Subramanian et al.,
2005). Although successfully applied in many studies, en-
richment approaches depend on single-marker statistics and
treat each gene independently. In reality, biological systems
are driven by complex biomolecular interactions instead of
individual genes (Schadt et al., 2009). Thus, methods that
take biomolecular interactions into account remain needed.
Most pathway analysis approaches assume that each path-
way is independent of the others, which could be problem-
atic (Khatri et al., 2012). Pathways do not operate in isola-
tion. Instead, they cooperate and work together as a unit. A
recent study of yeast showed that rewiring of genetic inter-
actions in response to DNA damage are more likely to occur
among pairs of genes that belong to two different biological
processes (Bandyopadhyay et al., 2010). Although whether
interactions are more likely to occur within the same path-
way or across different pathways in human is unknown, the
significance of pathway interactions is in-negligible. There
are several possible ways two pathways can interact: sharing
components (Lu et al., 2007), components physically inter-
acting with counterparts from the other pathway (Lu et al.,
2007; Guo andWang, 2009), components relating with com-
ponents of the other pathway via transcription (Guo and
Wang, 2009), etc. The different interacting ways can be
reflected in different manners including pathway overlap-
ping, direct or indirect protein protein interactions (PPIs),
co-regulation of genes etc. So to fully understand pathway
interactions, integration of knowledges from different levels
is required.
Several studies have been done to address pathway in-
teractions. Tong et al. carried out genetic screening and
used synthetic lethality of two mutations to indicate inter-
action between two pathways (Tong et al., 2004). Later,
Kelley et al. used such genetic interactions to link “path-
ways”, which is defined as sets of densely connected pro-
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teins in the protein-protein-interaction (PPI) network (Kel-
ley and Ideker, 2005). Meanwhile, overlapping in genes,
proteins or metabolite contents between pathways has also
been used to gain insights in possible relationships between
pathways (Isserlin et al., 2010). Lastly, a function based
approach is to find possible pathway crosstalks by looking
at protein interactions between pathways (Li et al., 2008).
Most previous methods highlight pathway crosstalks under
general conditions. The crosstalks identified are not associ-
ated with any particular phenotype. In this study, we make
use of the disease case-control data and search for the dis-
ease specific pathway interactions only, which distinguish
our work from previous ones the most.
Meanwhile, network science has emerged as a useful
tool for modeling biological interactions and dependen-
cies (Ideker and Sharan, 2008). Compared to analysis of
groups of distinct objects, networks provide more informa-
tion on the relatedness and interconnectivity of them, which
makes network a suitable framework for investigating path-
way interactions.
In this study, we focus on pathway interactions that are
associated with bladder cancer risk. We infer pathway inter-
action networks from two different levels: SNP-SNP inter-
actions and gene-gene co-expression relationships. By an-
alyzing the structure of pathway interaction networks, we
identify essential pathways that hold great potentials for fu-
ture studies.
Methods
SNP interaction network
A recent study characterized the space of pairwise inter-
actions in a population-based bladder cancer association
study (Hu et al., 2011). In their SNP interaction network,
each vertex corresponds to a single nucleotide polymor-
phism (SNP). An edge linking a pair of vertices corresponds
to an interaction between two SNPs. Weights assigned to
each SNP and each pair of SNPs quantify how much of the
disease status the corresponding SNP and SNP pair can ex-
plain. The significance of the SNP interaction network is
not limited to single main or interaction effects. Instead, it
describes the overall significance of the global interaction
structure, which makes this approach systematic. To iden-
tify bladder cancer specific pathway interactions, we adopt
the SNP interaction network from this previous study and
the network is shown in Figure 1.
Dataset
The microarray dataset used in this study is publicly
available from Gene Expression Omnibus (GEO) website
(dataset ID: GDS1479) and more details about this dataset
can be obtained at Dyrskjot et al. (2003). Briefly, the origi-
nal study profile about 22,000 genes to analyze bladder biop-
sies of superficial transitional cell carcinomas with or with-
out surrounding carcinoma in situ (CIS) lesions and muscle
invasive carcinomas (mTCC). To match disease stages of in-
dividuals in the bladder cancer SNP dataset, we only use two
out of the five groups in the original study. One group con-
tains 15 tumor biopsies from superficial transitional cell car-
cinoma (sTCC) without surrounding CIS, which serves as
cases. The other group contains 9 biopsies of normal blad-
der mucosa from patients without a bladder cancer history,
which serves as controls. The cRNA from different samples
are hybridized to Affymetrix U133A GeneChips. After data
processing as described by Dyrskjot et al. (2003), there are
about 22,000 genes in the dataset.
Differential co-expression network
Genes with similar expression patterns may form com-
plexes, pathways, or participate in regulatory and signaling
circuits (Eisen et al., 1998; Ideker et al., 2002; Huang et al.,
2007). Therefore, gene co-expression networks, which de-
scribe the pairwise relations among gene expression profiles,
have become a popular tool for microarray analysis. A gene
co-expression network is an undirected graph, where the ver-
tices correspond to genes, and edges between genes rep-
resent significant co-expression relationships (Stuart et al.,
2003). The weight of an edge can be computed using dif-
ferent correlation measures and an edge is included in the
network if its weight pass a certain pre-specified threshold.
Gene co-expression networks have been successfully ap-
plied in many studies mostly to identify functional gene
modules (Stuart et al., 2003; Presson et al., 2008; Weston
et al., 2008). However, to study a particular disease, it
is the difference between cases and controls that provides
the most information about the underlying mechanism. In
other words, rather than asking ‘what parts of the system
are the most abundant or dominant’, we should ask ‘What
parts of the system are most distinctive between different
conditions’ (Ideker and Krogan, 2012). Therefore, to gain
insights into the transition from healthy individuals to blad-
der cancer patients, we adapt the framework of the differ-
ential network previously proposed (Bandyopadhyay et al.,
2010). Instead of constructing two static co-expression net-
works, one for cases and one for controls, we build differen-
tial co-expression networks to describe the changes of pair-
wise relations among genes from controls to cases. In this
way, co-expressions present in both conditions are down-
played or removed from the differential network. The co-
expressions that reflect the changes from controls to cases
are distinguished from those that support the housekeeping
functions.
Specifically, we filter the probes in the microarray dataset
and only 308 of them, which also exist in the SNP dataset,
are considered in this section. We compute Spearman’s cor-
relation for all
(
308
2
)
= 47, 278 pairs of transcripts separately
in cases (Ccase) and controls (Ccontrols). Pairwise differen-
tial co-expression is calculated as Ccase - Ccontrol and as-
signed to the corresponding edge as its weight. The negative
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differential co-expression network is constructed to include
only edges with significant negative weights and the positive
differential co-expression network only include edges with
significant positive weights. In other words, the negative
differential co-expression network describes the gene pairs
which lose correlations from controls to cases, while the
positive differential co-expression network describes those
which gain correlations.
Pathway interaction network
We construct pathway interaction network G1 from SNP
interaction network, G−2 from negative differential co-
expression network and G+2 from positive differential co-
expression network. In all pathway interaction networks, a
vertex represents a pathway. Two pathways are connected if
there are more edges than by chance between the two corre-
sponding pathways in the underlying biomarker network.
For example, to construct pathway interaction network
G1, we use permutation test to determine whether edges are
more likely to occur between two pathways than by chance
in the SNP interaction network. First, we annotate all the
vertices in the SNP interaction network with their functions
using canonical pathway annotations from MsigDB collec-
tion 2. All SNPs in this dataset are within coding region, so
a SNP-to-gene-to-pathway mapping is straight forward. To
investigate the enrichment of pathway-pathway interactions,
we count the frequency of edges in the SNP interaction net-
work between two particular pathways. Note that pathways
with more SNPs might display more edges in the SNP inter-
action network. To control the bias introduced by pathway
sizes, we use permutation test to generate a null distribution.
Specifically, we randomly shuffle the SNP-pathway(s) an-
notations for 1,000 times and assess the frequency of edges
between two particular pathways in the original SNP inter-
action network at each time. The P -value of a pathway-
pathway interaction enrichment is computed as the fraction
of corresponding edge frequencies on permuted data which
are no smaller than that of the real data. Similarly, pathway
interaction networksG−2 andG
+
2 are generated based on the
negative and positive differential co-expression networks ac-
cordingly. In all three cases, a pathway pair is included in the
pathway interaction network if the P -value of the pathway-
pathway interaction enrichment is smaller than 0.001.
Essential vertices identification
To identify key vertices in the networks, we use bottle-
neck vertices to survey independent regulation as it has been
shown that bottleneck vertices are regulated in a condition-
dependent manner in biological networks (Yu et al., 2007).
We define bottleneck vertices as vertices with the 10 highest
betweenness centrality scores. The betweenness centrality
score is based on the number of shortest paths that cross a
given vertex, and thus reflects how embedded (i.e. central) a
vertex is in the network (Freeman, 1977).
Hubs, highly connected vertices in other words, play an
integral role in maintaining network integrity and in mass
information transfer. Therefore, we also identify hubs of the
networks. In this study, we define hub vertices as vertices
with the 10 highest degree scores.
Both hub and bottleneck vertices have been associated
with functional essentiality (Yu et al., 2007; Zotenko et al.,
2008). We are interested in their ability to influence the
propagation of signals across the network and their impor-
tance to maintain the integrity of the network. Particularly,
we define hub-bottleneck vertices as the overlapping vertices
between hub vertices and bottleneck vertices.
Results
Pathway interaction network derived from SNP
interaction network
We study whether SNP-SNP interactions are more likely to
occur between certain pathway pairs or not. As described
previously, we construct pathway interaction networkG1 by
only including pathway pairs which have more edges be-
tween them in the SNP interaction network than by chance
(P < 0.001). Figure 2 shows the structure of pathway in-
teraction network G1. G1 has 386 vertices and 635 edges.
There are two connected components in the network and the
vertices cluster into several communities. Moreover, there is
no self-loop in G1, which indicates that SNP-SNP interac-
tions mostly happen between different pathways instead of
within the same pathway .
A heavy-tail degree distribution of G1 indicates the ex-
istence of hub vertices. The hub-bottleneck vertices (path-
ways) are reported in Table 1. Among all the hub vertices,
KEGG FOCAL ADHESION is connected to 269 neighbors
and displays the highest betweenness centrality.
Pathway Betweenness Centrality Degree
KEGG FOCAL ADHESION 0.93 268
BIOCARTA VITCB PATHWAY 0.11 32
KEGG STEROID HORMONE BIOSYNTHESIS 0.09 13
REACTOME BASIGIN INTERACTIONS 0.07 53
BIOCARTA INTEGRIN PATHWAY 0.06 51
BIOCARTA NO1 PATHWAY 0.06 51
KEGG VIRAL MYOCARDITIS 0.05 44
REACTOME PACKAGING OF TELOMERE ENDS 0.02 10
REACTOME TELOMERE MAINTENANCE 0.02 10
Table 1: Hub-bottleneck vertices (pathways) in pathway in-
teraction networkG1 derived from SNP interaction network.
Pathways are ranked in descending order of betweenness
centrality.
Differential co-expression network
To study the bladder cancer specific co-expression patterns,
we construct differential co-expression networks from the
microarray dataset. To match the SNP dataset, only 308
transcripts that also exist in the SNP dataset are used in this
section. The changes of Spearman correlation between all
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(
308
2
)
= 47, 278 pairs of transcripts from controls to cases
are shown in Figure 3. The differential co-expression cor-
relation, (Ccase - Ccontrol), follows a normal distribution
with mean ± stdv = 0.0006 ± 0.51214. The 95% confi-
dence interval is [-1.003, 1.004]. Transcript pairs with Ccase
- Ccontrol < -1.003 are included in the negative differen-
tial co-expression network, which means that there are co-
expressions in controls but not in cases. Similarly, transcript
pairs with Ccase - Ccontrol > 1.004 are included in the posi-
tive differential co-expression network, which indicates that
there are co-expressions in cases but not in controls.
The negative differential co-expression network has 297
vertices and 1,114 edges. Among two connected compo-
nents, the largest one has 293 vertices. Similarly, the pos-
itive differential co-expression network possesses 287 ver-
tices and 1,114 edges. There are no isolated islands in the
network. Both differential co-expression networks display a
heavy-tail degree distribution, which indicates the existence
of hub genes.
To identify the key players for maintaining network in-
tegrity and signal propagation across the network, we iden-
tify the hub-bottleneck vertices in both negative and positive
differential co-expression networks (Table 2). Interestingly,
gene GATA3, ERBB2 and HFE are identified in both differ-
ential co-expression networks.
Gene Betweenness Centrality Degree
GATA3 0.21 67
MSH2 0.13 47
ERBB2 0.07 31
HFE 0.04 23
HADHA 0.04 21
LIG1 0.03 26
Gene Betweenness Centrality Degree
HFE 0.13 37
FZD7 0.09 26
FOXC1 0.06 53
ERBB2 0.06 27
GATA3 0.06 28
Table 2: Hub-bottleneck vertices (genes) in negative (top)
and positive (bottom) differential co-expression networks.
Genes are ranked in descending order of betweenness cen-
trality.
Pathway interaction network derived from
differential co-expression network
We investigate whether edges in the differential co-
expression networks are more likely to occur between par-
ticular pathway pairs than by chance. As described previ-
ously, we construct pathway interaction networkG−2 by only
including pathway pairs which have more edges between
them in the negative differential network than by chance
(P < 0.001). Similarly, pathway interaction network G+2
is obtained from the positive differential co-expression net-
work.
As shown in Figure 4, pathway interaction network G−2
has 78 vertices and 100 edges. There are three connected
components and the entire network divide into several com-
munities. The hub-bottleneck vertices (pathways) are re-
ported in Table 3. Meanwhile, pathway interaction network
G+2 has 70 vertices and 83 edges. The network has six con-
nected components (Figure 5). Surprisingly, no common
edge is shared by G−2 and G
+
2 . This means that when com-
paring cases with controls, the gaining of co-expression and
the loss of co-expression happen between different pathway
pairs.
Although G−2 and G
+
2 do not share any com-
mon edge, the essential vertices in the two net-
works overlap with differences (Table 3). Two
pathways, BIOCARTA GATA3 PATHWAY and
KEGG MELANOGENESIS, are identified as hub-
bottleneck vertices in both networks.
It is also an interesting thing that there is no self-
loop in G−2 (Figure 4) and only two self-loops are ob-
served in G+2 (Figure 5). In other words, no path-
way possesses more edges within itself than by chance
in the negative differential co-expression network. Only
two pathways, REACTOME GPCR LIGAND BINDING
and SA CASPASE CASCADE, have more edges within
themselves than by chance in the positive differential co-
expression network. This indicates that differential co-
expressions seem to happen mostly between different path-
ways rather than within the same pathway.
Pathways Betweenness Centrality Degree
KEGG MISMATCH REPAIR 0.72 20
BIOCARTA GATA3 PATHWAY 0.58 24
KEGG ERBB SIGNALING PATHWAY 0.55 12
KEGG MELANOGENESIS 0.34 13
REACTOME TRANSCRIPTION 0.19 5
REACTOME RNA POLYMERASE I III AND 0.19 5
MITOCHONDRIAL TRANSCRIPTION
REACTOME SEMA4D INDUCED CELL MIGRATION 0.15 9
AND GROWTH CONE COLLAPSE
Pathways Betweenness Centrality Degree
BIOCARTA GATA3 PATHWAY 1.0 13
KEGG MELANOGENESIS 0.90 31
REACTOME RNA POLYMERASE I PROMOTER 0.83 5
OPENING
REACTOME CLASS B2 SECRETIN FAMILY 0.08 8
RECEPTORS
REACTOME CLASS A1 RHODOPSIN LIKE 0.06 5
RECEPTORS
REACTOME PEPTIDE LIGAND BINDING RECEPTORS 0.06 5
Table 3: Hub-bottleneck vertices (pathways) in pathway in-
teraction networks G−2 (top) and G
+
2 (bottom). The two
pathway interaction networks are derived from negative
(top) and positive (bottom) differential co-expression net-
works accordingly. Pathways are ranked in descending order
of betweenness centrality.
Discussion
We have identified pathway-pathway interactions that are
associated with bladder cancer risk. Specifically, we in-
vestigate pathway interaction at two levels: genetic inter-
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actions and co-expression relations. We construct one path-
way interaction network from the SNP interaction network
and two from the differential co-expression networks. There
are some limitations to our approach that are worth high-
lighting. First, there are multiple other ways pathways can
interact with each other, i.e. through sharing common com-
ponents. Examining pathway relationships more throughly
at different levels would be helpful. Second, co-expression
relationships are transferable. In other words, if two genes
are both correlated with a third gene, a correlation will be
observed between those two genes. Using partial correla-
tion instead of correlation itself might be helpful to identify
direct gene-gene co-expression relationships (de la Fuente
et al., 2004).
Despite these limitations, our analyses have helped to
identify the pathway interactions that are associated with
bladder cancer risk and highlight the importance of pathway
interactions. In our study, we observe several interesting as-
pects and discuss them as follows.
First, we characterize the differential co-expression rela-
tionships between cases and controls. The hub-bottleneck
genes are identified in the differential co-expression net-
works. Three genes, GATA3, ERBB2 and HFE, are recog-
nized in both positive and negative differential co-expression
networks. Gene GATA3 encodes trans-acting T-cell-specific
transcription factor GATA-3, which is an important regula-
tor of T-cell development and plays an important role in en-
dothelial dysplasia. Previously, GATA3 has been suggested
as a marker of urothelial differentiation (Higgins et al., 2007;
Miyamoto et al., 2012). The fact that GATA3 appears as a
hub-bottleneck gene in both positive and negative differen-
tial co-expression networks (Table 2) suggests that GATA3
could be actively turning on or off its neighbor genes’ ex-
pression, which might be highly associated with bladder
cancer risk. Whether GATA3 is causing the expression level
changes of its neighbor genes and how its neighbor genes
contribute to the disease risk should be further studied. Gene
ERBB2 encodes a member of the epidermal growth factor
(EGF) receptor family of receptor tyrosine kinases. Tumor-
specific overexpression of ERBB receptors or their isoforms
has been reported in a previous study (Junttila et al., 2003).
Whether and how ERBB2 influences its neighbor genes’ ex-
pressions in the context of bladder cancer risk should be
explored. Gene HFE encodes a membrane protein HLA-
h, which binds to transferrin receptor (TFR) and reduces
its affinity for iron-loaded transferrin (Feder et al., 1998).
Whether and how HFE is associated with bladder cancer risk
remains unknown. The central role of HFE in the differen-
tial co-expression networks might reflect its association with
bladder cancer risk.
Second, traditional pathway analyses focus on identi-
fying pathways that are enriched for significant biomark-
ers. We took a different route and look for pathway pairs
that are enriched for between-pathway SNP-SNP interac-
tions or between-pathway differential co-expressions. Con-
sequently, we identify pathways that are “central” in the
whole system instead of pathways that are individually as-
sociated with the disease risk. We run Gene Set Enrichment
Analysis (Subramanian et al., 2005) on both the SNP dataset
and the microarray dataset. Most of the pathways reported in
Table 1 and 3 are not enriched in the significant biomarkers.
However, existing knowledge indicates that some of them
could be highly involved in the underlying mechanisms of
bladder cancer. For instance, two telomere related path-
ways are identified as hub-bottleneck vertices in G1 (Table
1). It is well known that telomere dysfunction or loss can
cause sister-chromatid fusions that is associated with onco-
gene amplification (Campbell et al., 2010; Murnane, 2012).
Third, it is interesting that all networks constructed in
this study possess a heavy-tail degree distribution. In other
words, most vertices in the networks have only few neigh-
bors whereas a few vertices have many neighbors. This
structure makes the network robust to random removal of
vertices and vigorous to external perturbations (Barabasi
and Bonabeau, 2003; Wang and Chen, 2002). Scale-free
structures have been observed in various biological net-
works (Jeong et al., 2001; Li et al., 2004). It is interesting
that we observe a similar structure at the pathway level.
Fourth, we find that the pathway interaction network G1
does not share any common edge with G+2 or G
+
2 . The
hub-bottleneck vertices in G1 are not as “central” in G−2 or
G+2 . Although genetic interactions are very different with
co-expression patterns, this result is still surprising. This
means that the interactions across pathways are of distin-
guishing patterns at different levels.
Last, we find that both SNP-SNP interactions and differ-
ential co-expressions mostly happen between different path-
ways rather than within the same pathway. This result sug-
gests that SNP interactions and co-expression patterns in
known pathways stay stable across cases and controls. It
is the SNP interactions and co-expression patterns between
these pathways that are reprogrammed across different dis-
ease conditions. Previous studies in yeast have shown that
static genetic interactions are enriched within known path-
ways (Kelley and Ideker, 2005), whereas differential genetic
interactions are much more likely to occur among pairs of
genes connecting two different pathways than among pairs
of genes within the same pathway (Bandyopadhyay et al.,
2010). Although co-expressions do not necessarily indicate
genetic interactions, it is still encouraging to observe simi-
lar results in human SNP and microarray data in our study.
Also, this observation further emphasizes the important role
of pathway interactions in disease association studies, which
highlights the significance of our work.
In summary, we construct bladder cancer specific path-
way interaction networks from both SNP-SNP interactions
and gene-gene co-expression patterns. Our study highlights
key pathway interactions that should be further investigated
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and emphasizes the importance of disease-specific pathway
interactions.
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Figure 1: SNP interaction network. A vertex represents a
SNP and an edge represents the interaction between the two
vertices it connects. The weight of an edge reflects the pair-
wise interaction strength. There are 319 vertices and 255
edges in the SNP interaction network. The 319 SNPs cover
185 genes. The width of an edge and the size of a vertex
are proportional to their weights. More details about this
network are available at Hu et al. (2011)
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Figure 2: Pathway interaction network G1 revealed by SNP
interaction network. A vertex represents a pathway and an
edge exists if the number of SNP interactions between the
two corresponding pathways is significantly larger than by
chance ( P < 0.001). There are 386 vertices and 635 edges
in the network. The largest connected components has 384
vertices. The network shows a heavy tail degree distribution.
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Figure 3: Frequency distribution of pairwise differential co-
expression, Ccase - Ccontrol. Spearman correlation for all
47,278 pairs of genes are calculated for cases (Ccase) and
controls (Ccontrol) separately and the difference (Ccase -
Ccontrol) are presented. Ccase - Ccontrol ranges from -1.652
to 1.711 and followes a normal distribution. Red lines repre-
sent the 95% confidence interval (Ccase - Ccontrol = -1.003
and 1.004 respectively). There are 1,011 pairs of transcrpits
on the left 2.5% tail and 1,114 on the right 2.5% tail.
Figure 4: Pathway interaction network G−2 revealed by neg-
ative differential co-expression network. A vertex represents
a pathway and an edge exists if differential co-expression are
more likely to occur between the two pathways it connects
than by chance in the negative differential co-expression net-
work. The network G−2 has 78 vertices and 100 edges.
Figure 5: Pathway interaction network G+2 revealed by pos-
itive differential co-expression network. A vertex represents
a pathway. An edge indicates that there are more edges be-
tween the two pathways it connects than by chance in the
positive differential co-expression network. There are 70
vertices and 83 edges in the network. The vertices fall into
six connected components.
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Abstract
Multi-robot exploration and navigation is a challenging task,
especially within the swarm robotics domain, in which the
individual robots have limited capabilities and have access
to local information only. An interesting approach to explo-
ration and navigation in swarm robotics is social odometry,
that is, a cooperative strategy in which robots exploit odom-
etry for individual navigation, and share their own position
estimation through peer-to-peer local communication to col-
lectively reduce the estimation error. In this paper, the robots
have to localize both a home and a goal location and navi-
gate back and forth between them. The way in which naviga-
tional information is aggregated influences both the efficiency
in navigation between the two areas, and the self-organized
selection of better paths. We propose three new parameter-
free mechanisms for information aggregation and we provide
an extensive study to ascertain their properties in terms of
navigation efficiency and collective decision.
Introduction
Navigation is a basic task for robots in most application do-
mains, would that be for cleaning a room or demining a
field. In few cases, the environment is completely known
in advance, and therefore a detailed navigation plan can be
produced. Most often, the environment is not completely
known and exploration is required to identify and reach the
desired locations. When multiple robots explore an un-
known environment, cooperative strategies can be used to
improve exploration and navigation efficiency. This is par-
ticularly useful in the swarm robotics domain, in which indi-
vidual robots cannot rely on global information or complex
algorithms (Brambilla et al., 2013). In this paper, we study
a cooperative exploration and navigation strategy based on
the peer-to-peer exchange of information among robots in a
swarm. We propose three variants of the information aggre-
gation mechanism, and we investigate their impact over the
dynamics of navigation of the swarm as well as the result-
ing efficiency with respect to an exploration and exploitation
task.
Exploration and navigation strategies in swarm robotics
should present a low complexity to match the limited capa-
bilities of the individual robots. The simplest way to explore
and navigate in a closed area is through random walk. While
not being the most efficient way, it assures that the robots
reach every part of the environment, even if this may require
a long time. In order to improve over a purely random explo-
ration, the robots can memorize and map their surroundings
to avoid previously explored zones (Thrun, 2008) to reach
specific areas of interest. To this purpose, the robot can po-
sition itself on the map and navigate in the environment us-
ing dead-reckoning techniques such as odometry. Odometry
relies on the integration over time of the movement vector—
as perceived through the robot (proprioceptive) sensors—, in
order to maintain an estimate of the robot position. However,
this approach is quite error prone since estimation errors are
cumulated over time, therefore requiring techniques for er-
ror reduction such as Kalman filters (Thrun et al., 2005).
Alternatively, the estimation error can be reduced through
the shared effort of multiple robots exchanging structured in-
formation (Martinelli et al., 2005). By sharing the estimated
position of a landmark, the robots can collectively reduce
the overall odometric error. This is a straightforward mech-
anism that easily lends itself to implementation on very sim-
ple robots. Therefore, the collective reduction of odometry
errors can be instantiated also in swarm robotics contexts, as
it complies with the inherent limitations of the robots. This
mechanism was first introduced by Gutie´rrez et al. (2009)
and is referred to as social odometry. In this approach, the
robots estimate the navigation path between two target ar-
eas in the environment (i.e., home and goal locations) using
odometry and attach to this estimate a confidence level that
decreases with the distance travelled. At the same time, the
robots share their navigation information within the swarm
in a local peer-to-peer manner. Thanks to this process, in-
formation about target areas spreads gradually within the
swarm, contributing to reduce the error in the position es-
timation. Overall, this decentralized process results in an
increased efficiency in the swarm navigation abilities.
An interesting aspect of social odometry is that it natu-
rally leads to the emergence of collective decisions within
the swarm (Gutie´rrez et al., 2010). Indeed, when there are
multiple goal areas to localize (e.g., multiple resources to
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exploit), by sharing the available information the robots not
only improve the accuracy of their localization but can also
decide which area to target. The sum of individual decisions
leads to a self-organized behaviour that makes the swarm
choose between focusing on a single area/resource or ex-
ploiting in parallel several ones.
The efficiency of social odometry as a navigation mecha-
nism and the resulting collective dynamics of decision mak-
ing depend heavily on the way information is shared and
aggregated in the robot swarm. In particular, we found that
even small variations in some parameters of the individual
behaviour may lead to huge differences in the swarm dy-
namics. For this reason, in this paper we propose three new
parameter-free mechanisms for information aggregation and
processing, and study them to ascertain their properties in
terms of (i) the efficiency in supporting the swarm naviga-
tion and (ii) the ability to produce a collective decision when
multiple goal locations are present. The results we obtain
allow us to understand the properties of the collective be-
haviours generated by each information processing mecha-
nism. On the basis of such knowledge and depending on the
specific needs of the application at hand, a principled choice
of the most appropriate mechanism can be made.
State of the Art
Navigation in Swarm Robotics There are various ways
to improve navigation through information-sharing within a
swarm. Ducatelle et al. (2011) model a swarm as a commu-
nication network that propagates relevant information. Each
robot in the swarm maintains a table with navigation infor-
mation about all known robots, similar to how nodes in a
mobile ad hoc network maintain routing tables. Then, the
robots propagate the available information and use the ta-
ble to find the best path to reach a target robot within the
swarm. Sperati et al. (2011) also study navigation in a
swarm robotics context. In this case, communication is per-
formed through visual signals only and therefore the infor-
mation exchanged is much less structured. For this reason,
they used artificial evolution to synthesize effective naviga-
tion strategies.
Several studies in swarm robotics implement navigation
and exploration algorithms without sharing structured in-
formation, sometimes exploiting robots as physical land-
marks. Rekleitis et al. (2001) divided the swarm in two
teams, one moving and the other stationary, serving as a ref-
erence for navigation. The teams alternate between station-
ary and moving states. Nouyan et al. (2009) exploit robots to
form complex structures such as chains, in which one end of
the chain connects to a central place while the other end ex-
plores the environment. Once the goal location is reached,
the chain can be exploited by other robots for navigation
purposes, or a bucket brigade method can be used for trans-
porting objects along the chain (Ostergaard et al., 2001).
Collective Decisions When there are several goal/resource
locations present in the environment, the robots may make a
collective decision and focus on the exploitation of a single
one. This can be beneficial if it is necessary to aggregate a
sufficient number of robots in support of the collective lo-
calization, or if exploitation requires several robots at the re-
source. However, this may lead to congestion (i.e., the path
to the resource is overused and robots have trouble navigat-
ing) or overexploitation of the resource. In this case, the
swarm is better off exploiting several resources in parallel.
In order to agree on one option, the robots can either
switch to the best option available in their neighbourhood,
or average out all the available information. Social odom-
etry allows doing both simply by tuning a single parame-
ter (Gutie´rrez et al., 2010). Olfati-Saber et al. (2007) study
the swarm as a multi-agent network and present a theoreti-
cal framework for the analysis of consensus algorithms. It
is possible to obtain collective decisions also through the
amplification of the various opinions present in the swarm.
Following this approach, the more an opinion is represented
in the swarm, the higher the probability of robots switch-
ing their opinion (Garnier et al., 2007, 2009; Montes de Oca
et al., 2011). This approach requires gathering the opinion of
several neighbours, while social odometry works with peer-
to-peer interactions, which is easier to implement.
Social Odometry & Information Processing
In our experiments, the goal of the robots is to locate both
a home area and a goal area and then to efficiently navigate
back and forth between them. Once one of these two target
areas is discovered, its position is kept in memory and up-
dated using odometry. The information about target areas is
shared with other robots upon encounter, following the so-
cial odometry mechanism. Within this framework, we study
the navigation process, the social dynamics, and the link be-
tween the two. In the following, we first describe how robot
use the available information (either from individual or so-
cial odometry) for navigation purposes. Then, we introduce
the information processing mechanisms we have devised.
The Controller
The behaviour of the robot is defined by a finite state au-
tomaton with five states: Explore, Go Home, Go to Goal,
Leave Home, Leave Goal (Fig. 1). Robots start in the Ex-
plore state and return to it whenever they lack relevant infor-
mation. The other four states form a loop that corresponds
to the robot navigating back and forth between the target ar-
eas: go to a target area, enter and leave it, then go to the
next one. On top of these control states, both short and long
range collision avoidance is implemented.
The robots start without any prior knowledge about the
location of the target areas. Therefore, they first have to
explore the arena. When in the Explore state, the robots
perform a random walk until they discover the position of
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Explore
Go to Goal
Leave Home
Leave Goal
Go Home!Know(Home)
!In(Home)
In(Home)
In(Goal)
!Know(Goal)
Got(Goal)
Got(Home)In(Home)
In(Goal) !In(Goal)
Figure 1: Robot’s finite-state automaton. The circles define
the states while the arrows define the transitions. In(Area),
Area ∈ {Home,Goal}, is true when a robot senses the grey
level of the area, Know(Area) is true when the robot knows
the position of the area, Got(Area) is true when it just gets
this estimation. The robots start in the Explore state.
both target areas (home and goal). This can happen in two
ways: either they receive relevant information from team-
mates or they stumble upon a target location (Got(Area) be-
comes true, with Area ∈ {Home,Goal}). In both the Go
to Goal and Go Home states, the robots move straight to the
target location, possibly avoiding other robots and obstacles.
Along their travel, they update the target areas location us-
ing odometry and update their confidence in the informa-
tion. The confidence is defined as the inverse of the distance
that the robot had travelled from the target area. Therefore,
a straight path results in a higher confidence than a curved
one.
Once a robot reaches an area (i.e., In(Area) is true), it tra-
verses it in a straight line (possibly dodging other robots to
avoid collisions) and stores the area location. In order to
get an estimated position closer to the center of the area,
the robot averages its entering and its exiting positions. No
matter how many goals there are in the arena, the robots al-
ways memorize only one home and one goal (the last seen
or agreed upon).
Information Sharing and Processing
While robots navigate between target areas, they share the
information they have on relative locations in order to coun-
terbalance the decrease in information confidence. Not all
information is shared at the same time. When in the Explore
state the robots share the sole information they have. In the
other states, the robots share only the information of the last
visited location. The information received by a robot is ag-
gregated with the robot’s own information. The way this ag-
gregation is performed depends on the information process-
ing mechanism implemented. Given that robots do not share
the same reference frame, a transformation is needed. This
is made possible by knowing the relative position (range and
bearing) of the robot that is sharing its information (for more
details, see Gutie´rrez et al., 2009). Once the location is ob-
tained in a shared reference frame, the information aggrega-
tion process takes place. Here, we first describe the informa-
tion aggregation mechanism used by Gutie´rrez et al. (2009),
and then we introduce our contributed mechanisms.
Let i and j be two robots, i receiving a message from
j. Let pi, pj be their estimated position of an area (either
home or goal) and ci, cj the confidence over their respective
estimation. The result of any aggregation is the updated cou-
ple 〈pi, ci〉. The aggregation mechanism used by Gutie´rrez
et al. (2009) is based on a Fermi distribution. A weight is
calculated from the difference in confidence in order to make
a linear combination of the positions:
〈pi, ci〉 ← k · 〈pi, ci〉+ (1− k) · 〈pj , cj〉
k =
1
1 + e−β(ci−cj)
The parameter β measures the importance of the relative
confidence levels in the information aggregation. For low
values, the aggregation is close to an average, ignoring the
confidence. For higher values, the aggregation is stiff: only
the information with highest confidence is kept. Finding the
right value of β is often a process of trial and error. Our con-
tribution in this paper is the introduction of three parameter-
free aggregation mechanisms: Hard Switch (HS), Random
Switch (RS) and Weighted Average (WA).
Hard Switch (HS) In this winner-take-all mechanism, the
robots keep the information with highest confidence (either
the current information or the received one) and discard the
other one. This mimics the Fermi mechanism with a high β.
〈pi, ci〉 ← 〈px, cx〉, x = argmax
k∈{i,j}
ck
Random Switch (RS) As in the mechanism above, here
the robots keep one piece of information and discard the
other. In this case, however, the switch is stochastic: the
higher the confidence, the higher the probability of accept-
ing the information. In practice, this mechanism is a stochas-
tic version of the HS.
P (〈pi, ci〉 ← 〈pj , cj〉) = cj
ci + cj
Weighted Average (WA) This mechanism consists in a
linear combination of both estimated positions with their
confidence as weight. On the one hand this implies no loss
of information, on the other hand, when information about
different goals is aggregated, the new position may not co-
incide with a real goal location, leading to the apparition of
artefacts. While the Fermi mechanism focuses on the differ-
ence between the two confidences, here we directly use each
of them as weights.
〈pi, ci〉 ←
〈
ci · pi + cj · pj
ci + cj
,
ci + cj
2
〉
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Home
Goal i
di
αij
Goal j
dj
Figure 2: Setup of the experimental arena. The home area
is placed in the center of a circular arena of 11 m radius
surrounded by walls (not displayed). The goals are charac-
terised by their distance to the home di, dj and the angles
they form with each other αij .
Experiments
We used an experimental setup with as few variables as pos-
sible: a circular arena (radius: 11 m) with the home in the
center and the goals scattered around (Fig. 2, surrounding
walls not shown). The goals are defined by their distance
to the home (di) and the angle between each other (αij ∈
[pi/3, pi]). Both goal and home are of radius 50 cm, and are
differently coloured in grey levels to be distinguished by the
robots.
Our experiments are performed in the ARGoS open
source multi-robot simulator (Pinciroli et al., 2012). The
robots we use are the marXbots (Bonani et al., 2010). To
accomplish their task, the robots are equipped with several
sensorimotor and communication devices. In our experi-
ments, the robots use the infrared ground sensors to check
whether they entered an area and to detect its type (home or
goal) depending on the area’s grey level. They also use the
infrared proximity sensors for short range collision avoid-
ance and the range&bearing device for both communication
and long range collision avoidance among robots (Bonani
et al., 2010). This last device gives both angle and distance
between neighbouring robots and allows them to send short
messages. Wheels encoders provide the movement vector
for odometry. A simulated gaussian noise with 5% standard
deviation models the odometry estimation error. The control
loop is executed 10 times per second. Unless stated other-
wise, we used 75 robots spawned randomly.
By varying the number of goals, we study different as-
pects of the collective behaviour, such as the impact of the
density of robots on their navigation abilities, the collective
decision made by the swarm in a two goals setup, and how
this generalizes in multiple goals setups. In the following,
we briefly describe the experiments we present in this paper.
Single Goal When a single goal is present, we expect that
all robots will converge on the same path. The more robots
in the arena, the harder it is for them to avoid each other. As
density rises, the robots have to handle more and more con-
gestion on their path, which leads them to travel bigger dis-
tances and to accumulate more error. This also corresponds
to less round trips between home and goal, hence lowering
the efficiency of the swarm. We define the density on a path
as the number of robots on it divided by its length.
In order to study the impact of density on navigation, we
devised an experimental setup in which we vary both the
distance between the home and the goal and the number of
robots. All three information processing mechanisms are
tested and compared with a benchmark condition in which
the robots are provided with perfect information (PI) about
the goal and home locations. In each experiment, we mea-
sure the navigation speed, computed as the number of round
trips over time and we study its evolution for values of den-
sity between 2 and 40 robots/m. For each density value, we
run 100 trials in which we randomly draw the distance be-
tween home and goal in the interval [3,8] m, and we compute
the corresponding number of robots to obtain the specified
density value (which will be in the range [6,320]).
Two Goals When there is more than one goal, a decision
has to be made as how to spread the robots among the avail-
able paths. In this setup, we study if and how the robots
converge on one path as well as the implications of such
convergence over efficiency. In order to study this decision
making process, we count the number of robots committed
to each goal, as well as the uncommitted ones. Given that
robots do not distinguish between different goals and only
store one estimated position pg , a robot is considered to be
committed to a goal i among n possible if it has information
about both goal (cg = 0) and home (ch = 0), and if goal i is
the closest one to the robot’s estimated goal position pg .
In this setup, we have two goals which can be either at
short distance (5 m) or at long distance (8 m). We run exper-
iments with both equal and different distances for the goals:
Short/Short (SS), Short/Long (SL) and Long/Long (LL). For
each condition, we perform 1000 replications by randomly
varying the angle between the sources with αij ∈ [pi/3, pi]
(cf. Fig. 2).
Multiple Goals The environment in which a swarm
evolves is rarely as simple as in the two goals setup. Through
a multiple goals setup, we enquire about the scalability of
the results previously gathered. M goals are uniformly dis-
tributed around the home location, with an angular separa-
tion between adjacent goals of pi/M , where M ∈ [3, 6]. To
investigate both the navigation and the decision making abil-
ities, we test three different conditions. Either all goals are at
the same distance, short (SSS) or long (LLL), or a single goal
is closer to home (SLL). For each condition, we performed
250 trials.
Results
Each trial in all the previous setups lasts 20 minutes of sim-
ulated time. We use the same random initialization in all
the runs for the different opinion processing. For each run
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Figure 3: Impact of density on navigation efficiency for each
mechanism and in the perfect information control condition.
Each line is the mean over 100 trials.
we compute the number of robots on each path to study the
dynamics of collective decisions, and the number of round
trips to study the navigation efficiency.
Navigation
As we can see in Fig. 3, all the proposed mechanisms and the
control condition with perfect information (PI) follow the
same tendency. For low densities, we can observe a linear
increase in the number of round trips. With higher densities,
the growth slows down. As expected, robots with perfect
information are the most efficient at first, but their efficiency
reaches a peak because of the artefacts created by perfect
information. With PI, since all robots aim at the center of
the target areas (either home or goal), as the density rises
they have increased difficulties in avoiding collisions and in
entering or exiting the target areas.
Congestion has a lower impact on navigation efficiency
with social odometry. In this case, WA proves to be more
resilient to congestion than HS and RS. This is due to a
smoother navigation in the surrounding of the home and
goals, where robots try to enter small and densely populated
area. First, since theWAmechanism never discards informa-
tion but averages it, the precision on the estimated position
is better than with HS or RS. Second, the reception of even a
slightly better information is smoothly integrated in the WA
mechanisms, while in both HS and RS it may cause a large
leap of the new location, which may be difficult to reach in
case of high densities.
Collective Decision
Congestion explains why sometimes it is better to spread
along multiple paths when there is more than one
goal/resource. This decisions impacts not only the efficiency
but also the spatial arrangement of the swarm and the way it
reacts to changes in the environment.
Decision The decision pattern of the swarm results from
the sum of local decisions made by the robots. The dynam-
ics of the collective decision are shown in Fig. 4, which plots
the convergence pattern generated by the HS mechanism
when confronted with the SL experimental condition. Here
the swarm decides to focus on the closest area/resource and
most robots converge quickly on the associated path. This
behaviour is typical of all three social mechanisms when
there is a goal closer to home. We can observe three differ-
ent phases. At first (0-120 s), most robots are uncommitted
and explore for goal areas, reinforcing each as they discover
them. Then (120-400 s), a competition among the two al-
ternative paths occurs. The shorter path is reinforced more
because of the better information the robots have when en-
countering robots coming from the other goal. Eventually,
the swarm enters a maximization state in which mostly one
path is exploited while uncommitted robots continue to join.
Fig. 5 left shows the percentage of robots that choose path
A (i.e., the shortest path in the SL condition). We note that
in the SL case, all information aggregation mechanisms lead
to convergence on a single path with at least 90% of the
robots. Both HS and RS always lead to a convergence on
the closest goal. Similarly for WA, which however presents
also a low probability to make the robots converge on the
distant goal. This happens because with WA no informa-
tion is discarded. When a large number of robots discovers
the distant goal early in the experiment, they may influence
the whole swarm despite the lower confidence in their in-
formation. This cannot happen in the HS and RS, because
low quality information is instantly discarded. In both the
SS and LL experimental conditions, when there is no better
choice, HS and RS lead to a split in the swarm, and robots
spread among the two paths (Fig. 5 left). In these experi-
mental conditions, the more robots on a path, the higher the
congestion, and the larger the distance the robots travel. This
causes robots to have worse confidence in their information
with respect to those from a less congested path. Therefore,
switches to the other path are very likely. Congestion cre-
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Figure 4: Evolution of the robots repartition between the two
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Figure 5: Left: robots repartition on path A. Each histogram shows the observed frequencies of the number of robots committed
to path A (the shortest possible path). Right: efficiency of the swarm for two goals, for all mechanisms and conditions. Each
box represents the inter-quartile range, whiskers extend to 1.5 times the corresponding quartiles, and dots represent outliers.
ates a sort of negative feedback that leads to an oscillating
dynamics in which no decision ends up being taken. On
the contrary, WA is not affected by such negative feedback
and systematically leads to convergence (randomly on either
path, the setup being symmetrical). Indeed, the worse con-
fidence resulting from congestion is counterbalanced by the
larger number of robots with which the information is shared
and averaged. Therefore, the swarm converges to the more
populated path.
Efficiency The robot behaviour does not explicitly encode
the ability to make collective decisions. Instead, it is con-
ceived to provide efficient navigation ability thanks to the
information shared within the swarm. The decision process
is an emergent result of this behaviour and so is the variation
in efficiency depending on the setup and the mechanisms in-
volved, as shown in Fig. 5 right. In the SL condition, all
three mechanisms make the robots converge on the closest
path, therefore resulting in density of 15 robots/m. As shown
in Fig. 3,WA is more resilient to congestion, and this is why
it is the most efficient mechanism in this setup, followed by
RS and HS. In the SS condition, both HS and RS result in the
swarm splitting between the two paths as discussed above.
By exploiting two paths with a low density of 7.5 robots/m
(instead of one with high density of 15 robots/m) the robots
create less congestion, which explains why the performance
for HS and RS is slightly better than in theWA case. Indeed,
WA makes the swarm converge on a single path with high
density, and navigation is slightly less efficient. Congestion
has a lower impact in the LL conditions as both densities (9.4
robots/m on a single path, 4.7 robots/m on two paths) fall in
the linear part of the congestion curve (see Fig. 3), explain-
ing why the mechanisms result in the same efficiency.
Generalization to Multiple Goals
The dynamics we observe with multiple goal locations are
similar to the ones displayed in the two goals setup, no mat-
ter the number of added goals. Fig. 6 shows the percentage
of robots that choose path A (i.e., the shortest path in the
SLL condition), when multiple goal locations are present.
All mechanisms leads to convergence in the SLL case, even
if WA sometimes leads to the selection of one of the distant
goals, for the same reasons discussed in the two goals setup.
We can observe a similar splitting behaviour in the SSS and
LLL conditions for both HS and RS, while convergence is
observed for WA. When the swarm splits, the repartition of
robots is not anymore centred on 50% but closer to 33%,
meaning that the repartition is not anymore among only two
paths. Nonetheless, not all are exploited at the same time,
as can be inferred from the existence of paths selected by
no robot. This can be explained by the oscillation dynamics
discussed earlier. When the amplitude of the oscillations is
greater than the number of robots on a path, all the robots on
this path switch to another one. This happens in the case of
multiple goals because robots are spread among more paths
and therefore their number on each is lower.
To better understand the exploitation of the available re-
sources/goals, in Tab. 1 we report the average percentage of
robots on the different paths, ordered from the most to the
least exploited path. We note that the number of exploited
goal locations is most of the time no more than 3. This ex-
plains why the efficiency of the swarm does not vary with
the number of available resources, as shown in Fig. 7. The
slight increase in performance can be attributed to the fact
that the more goals there are, the easier it is for uncommit-
ted robots to join a path earlier in the experiment. Overall,
we note similar patterns over efficiency between the multiple
goals condition and the two goals condition.
When there are multiple goals, WA in the SLL condition
leads to a frequent selection of a distant goal instead of the
closest one, as shown in Fig. 6. If several distant locations
are present, they end up reinforcing each other as their an-
gular distance becomes smaller. In other words, two distant
goal locations that are close to each other attract more robots
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Figure 6: Robots repartition on path A for different number of goal areas (3,4, 5 and 6). Each histogram shows the observed
frequencies of the number of robots committed to path A (the shortest possible path).
Table 1: Repartition in percentage of robots for 3, 4, 5 and
6 goals. The 1st goal is the one associated with the highest
number of robots. The mean and maximum of the standard
deviation is (4.7, 10.5) forHS and RS and (6.1, 16.9) forWA.
SL SS LL
HS RS WA HS RS WA HS RS WA
1st 98.5 98.1 96.0 48.0 52.6 93.0 48.8 47.0 90.8
2nd 0.1 0.6 2.3 34.3 37.3 5.7 33.4 32.5 7.0
3rd 0.0 0.0 0.0 17.2 9.7 0.0 17.4 19.7 0.1
1st 98.4 97.7 95.2 50.6 54.1 92.3 44.8 43.8 89.5
2nd 0.2 1.0 3.6 35.2 38.0 6.8 32.0 31.0 9.2
3rd 0.0 0.1 0.0 12.5 6.9 0.0 17.6 17.2 0.1
4th 0.0 0.0 0.0 2.1 0.7 0.0 5.1 7.0 0.0
1st 98.6 97.3 92.4 51.1 51.1 94.8 44.9 42.6 89.4
2nd 0.2 1.0 6.8 35.2 37.0 4.5 31.6 30.0 9.5
3rd 0.0 0.1 0.0 12.5 10.4 0.2 17.7 17.7 0.5
4th 0.0 0.0 0.0 1.1 1.1 0.0 5.1 7.3 0.0
5th 0.0 0.0 0.0 0.0 0.0 0.0 0.3 1.4 0.0
1st 98.6 97.3 93.6 50.1 53.0 94.7 43.7 42.4 88.5
2nd 0.2 1.5 5.4 34.9 36.1 4.7 31.7 28.2 10.4
3rd 0.0 0.1 0.5 13.5 9.2 0.2 17.2 17.3 0.6
4th 0.0 0.0 0.0 1.4 1.3 0.0 6.0 8.3 0.0
5th 0.0 0.0 0.0 0.1 0.2 0.0 0.8 2.3 0.0
6th 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.3 0.0
than a single closer location. This explains why the chance
of WA leading to the selection of a distant goal increases
with the number of goals.
Discussion
The experiments above reveal the specificities of the three
information aggregation mechanisms. WA leads to conver-
gence to a single path in all conditions, but this is slower and
error-prone. In the whole,WA leads to better cohesion of the
swarm and deals better with congestion thanks to more ac-
curate information about the target areas. HS and RS also
lead to convergence when there is a shorter path to exploit,
and handle better the presence of multiple distant goal lo-
cations. When congestion results in inefficient navigation,
both mechanisms lead to the exploitation of multiple paths,
spreading the load of robots in a balanced way with similar
dynamics, although HS appears to be stiffer than RS.
Conclusions
In this paper, we presented an extensive analysis of three
parameter-free information processing mechanisms for so-
cial odometry. We studied the impact of these mechanisms
on the navigation efficiency and on the dynamics of the
swarm. In particular, we observed how the information pro-
cessing mechanism can either lead to convergence on the
exploitation of a single path, or to splitting over multiple
comparable options. These results are meant to give future
designer a guideline of which mechanism to choose depend-
ing on the situation at hand.
In future work, we plan to further investigate the dynam-
ics of social odometry in order to provide an optimal load-
balancing behaviour. This would maximize the exploitation
of different resources and provide the swarm the ability to
react to changes in its environment in real time. Addition-
ally, we will experiment with more complex paths, for in-
stance in the presence of obstacles. Also, physical objects
to be retrieved may be placed within the goal areas in order
to simulate a more realistic environment and making it pos-
sible to test the collective behaviour with real robots. Last,
heterogeneity can be added in the swarm. On the one hand,
individual robots may get committed to a goal with different
individual preferences, leading to a better exploration of the
environment. On the other hand, different groups of robots
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Figure 7: Efficiency of the swarm for multiple goals and all
mechanisms and conditions. See Fig. 5 for more details.
could compete for the best source, each of them having dif-
ferent information aggregation mechanisms, leading to a dif-
ferent exploitation of resources among different groups.
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Abstract
Michigan-style learning classifier systems have availed them-
selves as a promising modeling and data mining strategy for
bioinformaticists seeking to connect predictive variables with
disease phenotypes. The resulting ‘model’ learned by these
algorithms is comprised of an entire population of rules, some
of which will inevitably be redundant or poor predictors. Rule
compaction is a post-processing strategy for consolidating
this rule population with the goal of improving interpretation
and knowledge discovery. However, existing rule compaction
strategies tend to reduce overall rule population performance
along with population size, especially in the context of noisy
problem domains such as bioinformatics. In the present study
we introduce and evaluate two new rule compaction strategies
(QRC, PDRC) and a simple rule filtering method (QRF), and
compare them to three existing methodologies. These new
strategies are tuned to fit with a global approach to knowledge
discovery in which less emphasis is placed on minimizing
rule population size (to facilitate manual rule inspection) and
more is placed on preserving performance. This work iden-
tified the strengths and weaknesses of each approach, sug-
gesting PDRC to be the most balanced approach trading a
minimal loss in testing accuracy for significant gains or con-
sistency in all other performance statistics.
Introduction
Learning classifier systems (LCSs) are an adaptive rule-
based class of algorithms which combine evolutionary com-
puting with machine learning and other heuristics (Holland,
1986; Wilson, 1995). More recently, Michigan-style LCSs
(M-LCSs) have been shown to be an effective approach for
the detection and characterization of complex patterns of
association in epidemiological data mining. This work ap-
plied M-LCSs to identify patterns of multi-locus interaction
(i.e. epistasis) as well as heterogeneity when seeking to con-
nect predictive genetic and environmental variables with hu-
man disease phenotypes (Urbanowicz and Moore, 2010; Ur-
banowicz et al., 2012b, 2013). LCSs yield a resulting mod-
el/solution, comprised of an entire population of rules, af-
fording them the ability to learn iteratively and distribute
learned patterns across this population. These characteris-
tics make the application of LCSs to the problem of hetero-
geneous patterns particularly appealing.
A notable effect of this iterative, “one instance at a time”,
LCS learning is the transitional nature of the rule popula-
tion, i.e. the rule population is constantly changing with
offspring rules continually being added and rules of lesser
fitness being eliminated. At any given learning iteration, an
unknown number of rules are bound to exist in the rule pop-
ulation that make little or no contribution to the overall per-
formance of the system. These include (1) rules that overlap
in describing the problem space, (2) poor, recently gener-
ated rules, that the algorithm has yet to identify as poor (i.e.
low accuracy), and (3) conflicting rules that harm overall
performance. Additionally, a solution comprised of a pop-
ulation of many rules can make interpretation and knowl-
edge discovery a considerable challenge. Interpretation of
an LCS rule population had been traditionally approached
with manual rule inspection, i.e. an expert would examine
the best rules of a population in an attempt to extract knowl-
edge. With this task in mind, a rule compaction strategy that
could consolidate the rule population to a minimum set of
critical, human readable rules was considered to be useful.
Wilson implemented the first LCS rule compaction strat-
egy applied to his XCSI algorithm. This Compact Rule-
set Algorithm (CRA) achieved a much smaller ruleset, yet
maintained high training and testing performance when ap-
plied to Wisconsin Breast Cancer dataset (Wilson, 2002).
Like most strategies that would follow, rule compaction was
run following completion of the LCS algorithm as a form of
post processing. Wilson’s approach was designed for clas-
sifiers that had been highly trained such that the rules were
maximally general and always correct in their classification
of the test data. CRA was implemented purely to facili-
tate manual rule inspection by dramatically reducing the rule
population size. Later, Fu and Davis revised CRA in order
to handle less well trained, noisy classifier systems (Fu and
Davis, 2002). The consideration of noisy problems wherein
training and testing accuracies might never approach 100%
accuracy is critical in problem domains such as bioinformat-
ics and epidemiology. Without doing so, rule compaction
is likely to sacrifice performance of the rule population in
exchange for minimal size. However, the shortcomings of
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CRA and Fu’s approaches lie in heavy computation and time
complexity, because overall rule population performance
needs to be calculated each time a classifier is considered
for addition or removal. In an effort to speed up rule com-
paction, Dixon et. al. developed CRA2 which focused both
on speed and minimal rule population size (Dixon et al.,
2003). CRA2 yielded similar performance to CRA but ran
much faster when tested on the same dataset. Other similarly
themed LCS rule compaction strategies include an approach
for continuous-valued problem spaces (Wyatt et al., 2004),
an approach for online rule compaction (Gao et al., 2006),
an approach for clustering in XCS (Tamee et al., 2007), an
approach which adds entropy calculation (Kharbat et al.,
2008), and an approach designed for fuzzy rule represen-
tations (Shoeleh et al., 2011).
Recent efforts to move away from manual rule inspection
and instead adopt a global pattern approach to knowledge
discovery in LCSs have also shifted the priorities of rule
compaction. In the context of complex noisy problem do-
mains, it becomes impractical to expect rules to achieve a
balance of maximum accuracy and generality. Therefore,
placing too much emphasis on reducing the size of the rule
population can lead to a loss of rule diversity and result in
a reduction in overall performance. In (Urbanowicz et al.,
2012a) a global approach to knowledge discovery is consid-
ered which introduced global evaluation statistics, and visu-
alization strategies to achieve knowledge discovery in com-
plex problem domains without manual rule inspection. This
work focused on modeling noisy, complex patterns in super-
vised learning problems. In the present study we explore
rule compaction somewhat differently than in previous ef-
forts. First, we focus on LCS algorithms designed to address
supervised learning domains. Specifically, while previous
compaction strategies were designed to function within the
context of XCS (Wilson, 1995), a reinforcement learning
based LCS, we examine how rule compaction functions in
supervised learning based LCSs such as UCS (Bernado´-
Mansilla and Garrell-Guiu, 2003). Second, we approach
rule compaction assuming that knowledge discovery will be
achieved using a global approach as opposed to manual rule
inspection. Lastly, we expand our evaluation of LCS per-
formance beyond run time, training, and testing accuracy to
consider the impact of rule compaction on an LCS’s power
to correctly prioritize predictive attributes and discover com-
plex patterns of association as described in (Urbanowicz
et al., 2012a). This expansion evaluates the compacted pop-
ulation’s ability to yield successful knowledge discovery, as
opposed to just successful classification.
The three rule compaction strategies introduced in this
work focus on preserving or increasing the quality of the the
final rule population rather than emphasizing a human read-
able population size. The first strategy, Quick Rule Com-
paction (QRC), is inspired by the match-covering mecha-
nism in the third stage of CRA (Wilson, 2002). The sec-
ond strategy, Parameter Driven Rule Compaction (PDRC) is
largely based on Dixon’s approach. Specifically, for each
training instance, PCRC finds the classifier in the correct set
with the largest product of accuracy, numerosity, and gener-
ality and preserves that rule in the final population. The third
strategy, Quick Rule Filter (QRF) is more of a rule filter than
a compaction algorithm. It simply removes any rule in the
population that does not have an accuracy above 0.5. The
accuracy of a rule is the frequency of correct prediction for
the subset of data instances the rule matches. We compare
the resulting rule population performance following that ap-
plication of our new approaches to three existing approaches
(Fu’s two approaches and CRA2). Changes in performance
statistics are evaluated relative to rule populations without
any rule compaction. We consider the advantages and dis-
advantages of each.
Methods
In this section we describe (1) the LCS algorithm and run
parameters used in this investigation, (2) the six rule com-
paction strategies considered in this study and (3) the ex-
perimental evaluation including data simulation, statistical
analysis, and visualization.
LCS Algorithm
We begin with a brief review of LCS algorithm concepts crit-
ical to understanding rule compaction. LCSs make class pre-
dictions based on “votes” made by rules which are relevant
to a given instance from the dataset. Each rule possesses a
condition and a classification. For example consider a hypo-
thetical rule (0#1## - 1). The ‘#’ serves as a wild card.
This rule would match an instance from the data that looks
like (02100 - 0), but not one that looks like (12100 - 0). No-
tice that this first instance example matches the rule, but the
rule has incorrectly predicted the class to be ‘1’, when in
fact the class of this instance is ‘0’. These matching rules
form what is known as a match set (i.e. the subset of rules in
the population which match the attribute states of the dataset
instance.) All rules that both match the instance as well as
make the correct prediction form a correct set. During super-
vised LCS learning, when a rule is included in both a match
and correct set, it’s accuracy and fitness will increase, while
if is only involved in a match set (i.e. it matches but makes
an incorrect classification) it’s accuracy and fitness will de-
crease. For an in-depth review of LCS algorithms and how
they function we refer readers to (Urbanowicz and Moore,
2009).
In order to evaluate each rule compaction strategy within a
complex, noisy bioinformatics problem domain, we used an
expanded Python encoding of AF-UCS (Urbanowicz et al.,
2012b). AF-UCS (attribute feedback UCS), is an expanded
and modified implementation of UCS (Bernado´-Mansilla
and Garrell-Guiu, 2003) which incorporates a form of mem-
ory which feeds back into the genetic algorithm during
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learning. UCS, or the sUpervised Classifier System, is an
M-LCS based largely on the popular XCS algorithm (Wil-
son, 1995) but replaced reinforcement learning with super-
vised learning. UCS was designed specifically to address
single-step problems such as classification and data mining,
where delayed reward is irrelevant, and showed particular
promise when being applied to epistasis and heterogeneity
in (Urbanowicz and Moore, 2010). This expanded version
of AF-UCS incorporates expert knowledge covering as de-
scribed in (Urbanowicz et al., 2012c) to speed up learning.
The selection of run parameters for this evaluation was ar-
bitrary. We adopted mostly default M-LCS run parameters.
Parameters unique to this study include: 200,000 learning
iterations, a rule population size of 2000, a rule generality of
0.75 in covering, tournament selection, uniform crossover,
and subsumption on. The implementation described above
is available on request (ryanurbanowicz@gmail.com) and
will be posted on the LCS and GBML Central webpage.
Rule Compaction Algorithms
The first LCS rule compaction strategy was CRA, a 3-
stage algorithm aimed at dramatically reducing the number
of rules and producing a human-readable ruleset (Wilson,
2002). Separate work modified the strategy for rule sorting
in the first two stages of CRA such that less well trained clas-
sifiers seeking to model noisy problems could be taken into
account (Fu and Davis, 2002). Two related strategies from
this work are referred to throughout this paper as Fu1 and
Fu2. Due to the inherent noise and complexity of our target
problem domain, we have chosen to evaluate the two most
successful approaches proposed by Fu and Davis as well as
Dixon’s CRA2, which yields similar performance but runs
much faster (Dixon et al., 2003). These implementations
are used as a baseline of comparison for our own proposed
rule compaction strategies. In the following subsections we
describe each of the six rule compaction algorithms consid-
ered, three existing strategies (Fu1, Fu2, and CRA2) as well
as our three proposed strategies (QRC, PDRC, and QRF).
Each have been implemented within the LCS algorithm de-
scribed in the previous section, coded in Python.
Strategy 1: Fu1 Fu’s first approach is summarized as:
Stage1: Sort the rules by ascending numerosity (i.e.
the number of copies of an identical rule). Begin
with the first rule in the list, eliminate it and test the
performance of the rest rules. If the performance
becomes better or unchanged, continue to remove the
next rule. If the performance is worse, reinsert that
classifier to the ruleset and proceed to stage 2.
Stage2: Continue deleting each rule orderly from the
ruleset, evaluating the performance of the remaining
rules. If the performance is reduced after deletion,
move that rule to the new ruleset. The deleted rule is
not considered in the next round of evaluation. After
all rules being tested in such way, pass the new ruleset
with all the rules causing performance reduction to the
next stage.
Stage3: Calculate the number of instances in the
training set a rule matches, move the rule matching
most instances to the final ruleset, and delete instances
matched to that rule from training set. Repeat the
above three steps until the training dataset is empty or
no rules match the remaining instances.
Strategy 2: Fu2 Fu’s second approach preserves the first
two stages, while modifying stage 3 to take performance
into consideration. The third stage can be described as
follows:
Stage3: First sort the list of rules obtained from stage 2
by numerosity in increasing order, remove the last rule
and evaluate the performance of the remaining classi-
fiers. If the performance drops, reinsert that rule to the
top of the list, thus it is involved in the following eval-
uation. Repeat such test on all classifiers and the final
ruleset is composed of classifiers left in the list.
Strategy 3: CRA2 Dixon’s CRA2 approach avoids the
need for step-wise performance evaluations. The basic idea
of CRA2 is to identify the most useful rule for each instance
in the training data. CRA2 examines each instance in the
training data and builds a correct set from the rule popula-
tion. For each instance, the most ‘useful’ classifier is marked
for preservation in the final rule population. Dixon’s ap-
proach determines the most useful rule to be the one in the
correct set with the highest mathematical product of accu-
racy and numerosity. The original CRA2 was implemented
in XCS, a reinforcement learning LCS, in which the correct
set is called an action set. In the context of our implementa-
tion and evaluations, this is only a semantic difference.
Strategy 4: Quick Rule Compaction (QRC) Preliminary
observations indicated that the third stage of Fu’s first ap-
proach was the main cause of performance drop. QRC mod-
ifies this stage by using fitness instead of the number of in-
stances a rule matches to retain useful rules. Additionally,
QRC completely removes the first two stages utilized in both
Fu1 and Fu2, eliminating the need for incremental perfor-
mance evaluations of the whole rule population. Note that
QRC ranks rules by fitness only once at the beginning of
rule compaction. This ranking is not updated following the
subsequent removal of instances. This differs from the orig-
inal match-covering mechanism with the intention focusing
on globally high fitness and the reduction of run time. Also,
it is worth pointing out that in the LCS algorithm used, rule
fitness is equal to rule accuracy. Pseudo-code for QRC is
given in Algorithm 1.
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Sort the rules decreasingly by fitness (or accuracy);
while Training dataset is not empty do
MatchCount = 0;
for Each instance in the training dataset do
Determine whether it matches the first rule;
if It matches then
MatchCount ++;
else
Move the instance to new training set;
end
end
if MatchCount > 0 then
Copy the first rule to the final set;
end
Update training set to new training set;
Delete the first rule from the sorted ruleset;
end
Algorithm 1: Quick Rule Compaction
Strategy 5: Parameter Driven Rule Compaction (PDRC)
Our PDRC approach is quite similar to Dixon’s speedy
CRA2 implementation. In preliminary work we explored
three different rule parameters (accuracy, numerosity, and
generality) in an attempt to find the best numerical way to
capture the utility of a rule. We considered them separately,
the product of pairs, and the product of all three together.
Keeping in mind that CRA2 utilized the product of accu-
racy and numerosity, we found that the product of accuracy,
numerosity and generality performed best. Pseudo-code for
PDRC is given in Algorithm 2.
for Each instance in the training dataset do
Create MatchSet;
Create CorrectSet;
Find the classifier with highest product of accuracy,
numerosity and generality in the CorrectSet;
if The classifier is in final set then
Pass;
else
Add the classifier to the final set;
end
end
Algorithm 2: Parameter Driven Rule Compaction
Strategy 6: Quick Rule Filter (QRF) Our last proposed
approach (QRF) is simply a filter which scans the rule popu-
lation and deletes any rule with an accuracy<= 0.5. This is
intended to remove rules that predict class no better than by
random chance at the time when learning was halted. Addi-
tionally, a rule is also deleted if it covers (i.e. matches) less
than two instances in the dataset. This removes rules that are
likely to be blatantly overfitting training instances. However,
such a deletion is prevented if the rule in question specifies
only a single attribute. This accounts for the possibility of a
rare variant, (i.e. a rare attribute state), which may be useful
to preserve when seeking to interpret the rule population.
Experimental Evaluation
Data Simulation Consistent with the nature of our target
noisy bioinformatics problem of interest, we have applied
our LCS algorithm in conjunction with all rule compaction
strategies to a large set of simulated datasets which con-
currently model heterogeneity and epistasis as they might
appear in a SNP gene association study of common com-
plex disease Urbanowicz and Moore (2010); Urbanowicz
et al. (2012b,c). All data sets were generated using a pair
of distinct, two-locus epistatic interaction models, both uti-
lized to generate instances (i.e. case and control individuals)
within a respective subset of each final data set. Each two-
locus epistatic model was simulated without Mendelian/-
main effects, as a penetrance table as in Urbanowicz and
Moore (2010). Due to the computational demands of LCSs,
this study limited its evaluation to 3 heterogeneity/epista-
sis model combinations. For simplicity the minor allele fre-
quency of each predictive attribute was set to 0.2, a reason-
able assumption for a common complex disease SNP. The
three model combinations included a pair of models with a
heritability of either (0.1, 0.2, or 0.4). We considered model
architectural “difficulties” of both “easy” and “hard” Ur-
banowicz et al. (2012d). Balanced datasets simulated from
these models were generated as having four different sam-
ple sizes (200, 400, 800, or 1600) and a heterogeneous mix
ratio of either (50:50 or 75:25) (e.g. 75% of instances were
generated from one epistatic model, and 25% were gener-
ated from a different one). Twenty replicates of each dataset
were analyzed and 10-fold cross validation (CV) was em-
ployed to measure average testing accuracy and account for
over-fitting. Together, a total of 48 data set configurations (3
Model Combos x 4 Sample Sizes x 2 Ratios x 2 Difficulties),
and a total of 960 data sets (20 random seeds each) were
simulated. With 10-fold CV, 9600 runs the AF-UCS-based
algorithm were completed followed by the same number of
runs for each of the six compaction strategies.
Statistical Analysis For each run we track training accu-
racy, test accuracy, rule generality, macro population size,
micro population size, and the run time required for rule
compaction. Unlike previous investigations of rule com-
paction, we also consider three power estimates: (1) the
power to find both heterogeneous underlying models, (2)
the power to find at least one underlying model, (3) and the
power to correctly rank attribute co-occurrence (Urbanow-
icz et al., 2012a). Power indicates the user’s ability to reli-
ably mine knowledge from the evolved rule population. Co-
occurrence power is a reflection of our ability to distinguish
heterogeneous models from epistatic interactions. Results
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over 10-fold CV are averaged. Statistical comparisons were
made using the Wilcoxon signed-rank tests due to a lack of
normality in the value distributions. All statistical evalua-
tions were completed using R. Comparisons were consid-
ered to be significant at p-value ≤ 0.05.
In order to further characterize differences between rule
compaction approaches, we examine which specific rules
remain following compaction. This similarity score is cal-
culated as the ratio of rules preserved in two compacted rule
sets to the size of the smaller rule set. Similarity scores were
averaged over 10 CV runs.
Visualization Part of the global knowledge discovery pro-
cess includes the application of intuitive visualizations to
identify patterns of association within the rule population.
In the present study we generate heat-maps to visualize com-
pacted rule populations as described in (Urbanowicz et al.,
2012a). Rules are encoded such that any specified attribute
is coded as a 1 and any generalized attribute (#) is coded
as a 0. Rule populations are visualized as a micro popula-
tion, which means there are N copies of each rule reflecting
respective numerosity (N). The last processing step before
visualization involves the application of a clustering algo-
rithm to the encoded and numerosity expanded population
of rules. In this study we employed agglomerative hierar-
chical clustering based on pearson correlation. For rules or
attributes having undefined pearson correlation due to uni-
form values, 0 is assigned for the purpose of visualization.
Both clustering and 2D heat-map visualization are imple-
mented in R using hclut and gplots packages respectively.
In this paper, we generate example visualizations using ar-
bitrarily chosen datasets with a sample size of 1600, minor
allele frequencies 0.2, model heritabilities of 0.2, a “Hard”
model difficulty, and a heterogeneity ratio of 50:50.
Results and Discussions
Table 1 gives a summary of the metrics evaluating rule
populations following compaction. These are compared to
the original rule populations prior to any form of compaction
(NONE). Three existing approaches were considered (i.e.
Fu1, Fu2, and CRA2) as previously described, as well as
three approaches that have been proposed here (i.e. QRC,
PDRC, and QRF). The color coding within table 1 makes it
simple to quickly identify strategies which suffered signif-
icant losses, earned significant gains, or maintained perfor-
mance relative to the original rule population. In reviewing
the results, keep in mind that our proposed QRC strategy
was most closely related to Fu’s approaches (Fu and Davis,
2002), and our proposed PDRC strategy was most closely
related to CRA2. In this work we are most concerned with
preserving or, if possible, improving the performance of a
rule population while simultaneously seeking to reduce the
overall rule population size.
We begin by discussing some of the more obvious trends.
All approaches were successful at significantly reducing
both the macro population size (i.e. the number of unique
rules in the rule population) and the less interesting micro
population size (i.e. the number of rules in the popula-
tion, taking rule numerosity into account). The two Fu ap-
proaches yielded the most dramatic decrease in macro pop-
ulation size, followed by our own PDRC and CRA2. As
might be expected, our QRF approach resulted in the dele-
tion of only a handful of rules. Next, with the exception of
QRC, all strategies significantly increased average rule pop-
ulation generality (i.e. portion of attributes that were gen-
eralized using a wild card within a given rule). This metric
alone does not tell us much about performance, but all other
metrics being equal, it is desirable to have a rule population
that is maximally generalized. Given that within our simu-
lated datasets, 20% of the attributes were predictive, wherein
only 10% of attributes are predictive for a given heteroge-
neous dataset instance, we expect that the ideal rule gener-
ality would fall between 0.8 and 0.9. Turning our attention
to rule compaction time, both Fu strategies took by far the
most time to complete, owing to repeated accuracy evalua-
tions of the rule population as a whole. Both CRA2 and our
own PDRC strategy yielded similar, dramatically shorter run
times. Our QRC approach further reduced run time by an
additional order of magnitude, and lastly our QRF approach
reduced run time even further by two additional orders of
magnitude. Further statistical comparisons indicated that
all differences in population size, generality and run time
between all strategy pairs were also significant (p-value <
0.001).
Next we examine the impact of each strategy on rule pop-
ulation accuracy and power. Keep in mind that power is
a reflection of the algorithm’s success at prioritizing pre-
dictive attributes and patterns for successful knowledge dis-
covery. Fu’s first strategy (Fu1) yielded the most signifi-
cant dramatic loss in both accuracy and power (an appar-
ent trade off with also generating the smallest rule popula-
tion by far). Differently, Fu’s second strategy (Fu2) instead
yielded significant increases in accuracy, but still resulted in
modest, significant performance loss within all three power
metrics. Comparing this to our proposed QRC strategy
(most closely related to Fu1 and Fu2), we similarly observe
a significant increase in accuracy (with a particularly no-
table increase in testing accuracy). Additionally, QRC re-
sults in a less significant and less dramatic loss in “Both-
Power” and “Co-occurence Power” when compared to the
Fu’s approaches, as well as a small non-significant increase
in “Single Power”. Considering our multiple evaluation ob-
jectives, our QRC approach appears to outperform both of
Fu’s approaches. Interestingly when examining rule popu-
lation similarity, only 45.51% of Fu1 and 56.55% of Fu2
unique rules were also found in the QRC rule population.
Originally, we expected that the few rules left after running
ECAL - General Track
ECAL 2013 114
Existing Strategies Proposed Strategies
Statistics (Averaged) NONE Fu1 Fu2 CRA2 QRC PDRC QRF
Train Accuracy 0.7865 0.7085** 0.8056** 0.7938** 0.8027** 0.7966** 0.7873**
Test Accuracy 0.6189 0.5901** 0.6193** 0.6141** 0.6293** 0.6160** 0.6199**
Both Power 0.2729 0.0854** 0.2167** 0.3052** 0.2604* 0.2771** 0.2729
Single Power 0.7896 0.6969** 0.7552** 0.7781* 0.7927 0.7802 0.7906
Co-Occurrence Power 0.2802 0.0875** 0.2208** 0.2896 0.2667* 0.2854 0.2813
Generality 0.7831 0.8392** 0.7935** 0.7977** 0.7714** 0.7928** 0.7836**
Macro Population 276.46 13.17** 27.22** 78.54** 103.44** 60.30** 252.10**
Micro Population 2000 208.52** 414.91** 820.38** 1010.85** 972.33** 1971.53**
Rule Compaction Time (min) 0 4.9625 5.2235 0.0243 0.0064 0.0239 1.60×10−5
Table 1: A comparison of population characteristics following rule compaction. Each statistic is averaged over all 960 simulated
datasets and compared with populations prior to rule compaction (i.e. NONE) to determine statistical significance using the
Wilcoxon signed rank sum test.(* p-value < 0.05, ** p-value < 0.001). Statistics in yellow have been significantly improved
from NONE, while those in red have been significantly impaired. Time values in yellow are relatively fast, while those in red
are comparatively slow. For each statistic, the the top finding across all strategies is given in bold.
Fu’s strategies would mostly be included in the larger QRC
rule population. It turned out that half of the rules in Fu’s
compacted rulesets did not possess a particularly high fit-
ness relative to rules in the original rule population.
Examining CRA2, we observe a very small but signifi-
cant reduction in both testing accuracy, and “Single Power”.
However, CRA2 notably yielded a relatively large and sig-
nificant improvement in “BothPower”, while maintaining
“Co-occurence Power”. Overall, CRA2 performance was
certainly the best of the three existing strategies examined.
Comparing CRA2 to our proposed PDRC strategy (again
most closely related), we observe that PDRC also yields a
small significant loss in testing accuracy. However, aver-
age testing accuracy for PDRC is significantly higher than
for CRA2 (p-value < 0.05). PDRC also yields a significant
increase in “BothPower”, however it is not as large an im-
provement as with CRA2. PDRC does not significantly im-
pact either “Single Power” or “Co-occurence Power”. Over-
all, PDRC better preserves accuracy while also yielding a
smaller average macro rule population than CRA2. Note
that which micro population is smaller for PDRC than in
CRA2, the opposite is true for micro population size. This
indicates that PDRC is preferentially selecting rules with a
higher average numerosity than CRA2. When examining
rule population similarity, 74.89% of the unique rules com-
monly exist in both CRA2 and PDRC rule populations. This
demonstrates CRA2 and PDRC tend to more frequently pre-
serve the same rules within the rule population. It is different
from what we observed comparing Fu’s approaches to QRC.
Lastly we examine the performance of QRF. QRF is
the fastest strategy, and the only one which both signifi-
cantly improves accuracy (although not as much as QRC and
PDRC) as well as maintaining “BothPower” and slightly im-
proving “Single Power” and “Co-occurence Power” (how-
ever this improvement is not significant). The most obvious
drawback to QRF is that it has very little effect on population
size. However in the context of global knowledge discovery
strategies, this may be of little importance.
Clearly there are strengths and weaknesses to each of the
proposed approaches. For those interested in manual rule
inspection with emphasis on obtaining the smallest rule set
possible, it would appear that Fu’s approaches are best. If
speed and the predictive ability of the rule population are pri-
orities, the results suggest that QRC achieves the largest im-
provement in testing accuracy and runs approximately 1000
times faster than Fu’s strategies or approximately 10 times
faster than CRA2 or PDRC. If the reader is interested in the
most well rounded approach, PDRC yields the smallest rule
population next to the Fu’s approaches and preserves or even
improves all the metrics except a minor reduction in testing
accuracy. Finally, if the reader is interested in the fastest ap-
proach that has the added benefit of completely preserving
accuracy and power, but also does the least to reduce the size
of the rule population, we suggest QRF.
Visualization Results
Figures 1-3 present heat-maps visualizing rule population
prior to rule compaction, following Fu2 compaction, and
following PDRC compaction, respectively. Each row repre-
sents a rule while each column represents an attribute (X0-
X19). Yellow blocks indicate attributes which have been
specified within a rule, while blue indicates generalization
(i.e. don’t care). Within each illustration, only four at-
tributes were modeled as predictive. One epistatic model
includes attributes (X0 and X1) and the second independent
model includes attributes (X2 and X3). An accurate rep-
resentation of this underlying model would yield rules that
concurrently specify either attribute pair. Notice in Figure
1 that while there is clearly some noise, two distinct yellow
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bands, correctly corresponding to (X0,X1) and (X2,X3), are
apparent. Additionally hierarchical clustering most strongly
links these individual attribute pairs.
In contrast to this successful interpretation of the under-
lying simulated patterns, Figure 2 shows the visualization of
the same rule population following Fu2 compaction. Note
that there are far fewer rules in this population, thus the re-
spective row heights are larger than in Figure 1 since fewer
rules are forced into the same figure height. Also, notice that
while attributes (X2,X3) still form an obvious yellow band,
(X0,X1) are no longer as clustered together as strongly, and
the overall correct pattern is lost. The correct interpreta-
tion of this visual pattern should correspond with power es-
timates given in Table 1. An example of an effective com-
paction attempt which maintains, or perhaps, improves the
interpretability of the heatmap is given by Figure 3. This
figure shows the visualization of the rule population follow-
ing application of PDRC to the original rule population. No-
tice that strong clusters are maintained between (X0,X1) and
(X2,X3) attribute pairs, and some of the noise is eliminated
when compared to Figure 1. Additionally, keep in mind that
there are significantly fewer rules in the population visual-
ized in Figure 3 than in Figure 1. It is worth noting that while
not shown here, a similar visualization of the rule population
following CRA2, yields a similarly clear illustration of pat-
terns modeled in the dataset as seen in Figure 3.
Conclusions and Future Work
In this study, we evaluate rule compaction algorithms for
learning classifier systems (LCSs) with the goal of preserv-
ing or improving performance while reducing the size of rule
population and facilitating knowledge discovery. Specifi-
cally we are most interested in applying rule compaction to
problems domains with complex and noisy patterns. In ad-
dition, based on new global strategies for pursuing knowl-
edge discovery within an LCS rule population (Urbanowicz
et al., 2012a), we evaluate rule compaction performance by
prioritizing global interpretation rather than traditional man-
ual rule inspection. We also seek to avoid the most obvi-
ous shortcoming of most compaction strategies, i.e. com-
putational complexity. We have introduced two new rule
compaction strategies (QRC and PDRC) along with a rule
filtering strategy (QRF), and compared them to three exist-
ing rule compaction methodologies (Fu1, Fu2, and CRA2)
using a broader set of performance criteria than previously
considered in similar studies.
The results highlighted the strengths and weaknesses of
each rule compaction strategy in the context of our com-
plex, noisy problem domain. Fu1 and Fu2 took the longest
to run, yielding the smallest rule populations at the expense
of accuracy and power. These strategies may be best suited
to easier problems, or in problems where manual rule in-
spection is preferred. Our QRC strategy ran about 1000
times faster, achieving the highest testing accuracy, but re-
X9 X6 X2 X3 X19 X10 X12 X4 X5 X16 X17 X18 X8 X13 X15 X0 X1 X14 X7 X11
Figure 1: Rule population before compaction.
X9 X10 X12 X6 X2 X3 X7 X19 X4 X17 X5 X18 X8 X13 X11 X14 X16 X0 X1 X15
Figure 2: Rule population after Fu2 compaction.
X9 X10 X12 X6 X2 X3 X16 X0 X1 X13 X8 X15 X4 X11 X17 X18 X7 X19 X5 X14
Figure 3: Rule population after PDRC compaction.
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sulted in some minor losses in power. This strategy may be
ideal when a very large dataset is being investigated or when
the goal is classification rather than data mining. Overall
our PDRC strategy yielded the most well rounded perfor-
mance, with CRA2 close behind. Therefore, out of the six
strategies examined, PDRC would be the best choice if a re-
searcher wishes to effectively reduce the rule population size
while preserving the overall performance of the rule popu-
lation. Lastly QRF was the only approach that completely
preserved or improved accuracy and power. This approach
was also approximately 100000 times faster than Fu’s ap-
proaches. However, this strategy did little to reduce the over-
all population size. This strategy would be best for situations
in which rule population size is not a concern, but preserva-
tion of population performance is critical.
Future work will focus on exploring the constitution of
rule sets after applying different rule compaction algorithms.
Since there are distinct similarities between the compaction
strategies, it would be interesting to further investigate the
overlapping rules between populations formed by different
strategies and better characterize the makings of an essential
classifier. Also, while we have utilized a single specific su-
pervised LCS, we would expect that other LCS implemen-
tations would similarly benefit from these proposed com-
paction strategies, as well as global strategies for knowledge
discovery. We expect to utilize these compaction strategies
in various real-world analyses and LCSs in future work.
Acknowledgements
This work was supported by the William H. Neukom
1964 Institute for Computational Science and NIH grants
LM011360, LM009012 and LM010098. RJU was sup-
ported by NIH grant R25 CA134286.
References
Bernado´-Mansilla, E. and Garrell-Guiu, J. (2003). Accuracy-
based learning classifier systems: models, analysis and ap-
plications to classification tasks. Evolutionary Computation,
11(3):209–238.
Dixon, P., Corne, D., and Oates, M. (2003). A ruleset reduction
algorithm for the xcs learning classifier system. Learning
Classifier Systems, pages 20–29.
Fu, C. and Davis, L. (2002). A modified classifier system com-
paction algorithm. In Proceedings of the Genetic and Evo-
lutionary Computation Conference, pages 920–925. Morgan
Kaufmann Publishers Inc.
Gao, Y., Wu, L., and Huang, J. (2006). Ensemble learning clas-
sifier system and compact ruleset. Simulated Evolution and
Learning, pages 42–49.
Holland, J. H. (1986). A mathematical framework for studying
learning in classifier systems. Physica D, 2(1-3):307–317.
Kharbat, F., Odeh, M., and Bull, L. (2008). A new hybrid archi-
tecture for the discovery and compaction of knowledge from
breast cancer datasets.
Shoeleh, F., Hamzeh, A., and Hashemi, S. (2011). Towards final
rule set reduction in xcs: a fuzzy representation approach. In
Proceedings of the 13th annual conference on Genetic and
evolutionary computation, pages 1211–1218. ACM.
Tamee, K., Bull, L., and Pinngern, O. (2007). Towards cluster-
ing with xcs. In Proceedings of the 9th annual conference
on Genetic and evolutionary computation, pages 1854–1860.
ACM.
Urbanowicz, R., Granizo-Mackenzie, A., and Moore, J. (2012a).
An analysis pipeline with statistical and visualization-guided
knowledge discovery for michigan-style learning classi-
fier systems. Computational Intelligence Magazine, IEEE,
7(4):35–45.
Urbanowicz, R., Granizo-Mackenzie, A., and Moore, J. (2012b).
Instance-linked attribute tracking and feedback for michigan-
style supervised learning classifier systems. In Proceedings of
the fourteenth international conference on Genetic and evo-
lutionary computation conference, pages 927–934. ACM.
Urbanowicz, R., Granizo-Mackenzie, D., and Moore, J. (2012c).
Using expert knowledge to guide covering and mutation in
a michigan style learning classifier system to detect epistasis
and heterogeneity. Parallel Problem Solving from Nature-
PPSN XII, pages 266–275.
Urbanowicz, R. and Moore, J. (2009). Learning classifier systems:
a complete introduction, review, and roadmap. Journal of
Artificial Evolution and Applications, 2009:1.
Urbanowicz, R. and Moore, J. (2010). The application of
michigan-style learning classifiersystems to address genetic
heterogeneity and epistasisin association studies. In Proceed-
ings of the 12th annual conference on Genetic and evolution-
ary computation, pages 195–202. ACM.
Urbanowicz, R. J., Andrew, A. S., Karagas, M. R., andMoore, J. H.
(2013). Role of genetic heterogeneity and epistasis in bladder
cancer susceptibility and outcome: a learning classifier sys-
tem approach. Journal of the American Medical Informatics
Association.
Urbanowicz, R. J., Kiralis, J., Fisher, J. M., and Moore, J. H.
(2012d). Predicting the difficulty of pure, strict, epistatic
models: metrics for simulated model selection. BioData min-
ing, 5(1):1–13.
Wilson, S. (1995). Classifier fitness based on accuracy. Evolution-
ary computation, 3(2):149–175.
Wilson, S. (2002). Compact rulesets from xcsi. Advances in Learn-
ing Classifier Systems, pages 65–92.
Wyatt, D., Bull, L., and Parmee, I. (2004). Building compact rule-
sets for describing continuous-valued problem spaces using
a learning classifier system. Adaptive Computing in Design
and Manufacture VI. Springer, pages 235–248.
ECAL - General Track
117 ECAL 2013
Empowerment and State-dependent Noise -
An Intrinsic Motivation for Avoiding Unpredictable Agents
Christoph Salge1, Cornelius Glackin1 and Daniel Polani1
1University of Hertfordshire, College Lane, Hatfield AL10 9AB, UK
c.salge@herts.ac.uk
Abstract
Empowerment is a recently introduced intrinsic motivation
algorithm based on the embodiment of an agent and the dy-
namics of the world the agent is situated in. Computed as the
channel capacity from an agent’s actuators to an agent’s sen-
sors, it offers a quantitative measure of how much an agent is
in control of the world it can perceive. In this paper, we ex-
pand the approximation of empowerment as a Gaussian linear
channel to compute empowerment based on the covariance
matrix between actuators and sensors, incorporating state-
dependent noise. This allows for the first time the study of
continuous systems with several agents. We found that if the
behaviour of another agent cannot be predicted accurately,
then interacting with that agent will decrease the empower-
ment of the original agent. This leads to behaviour realizing
collision avoidance with other agents, purely from maximis-
ing an agent’s empowerment.
Introduction
One important and unique aspect of living organisms is how
they generate their behaviour. Sims (1994) demonstrated
that simple motivations can be enough to generate complex
behaviour that evokes a resemblance of life. Ultimately all
organisms are subject to evolution and their behaviour is a
product or by-product of a process directed by reproductive
fitness and survival. However, from a cognitive perspec-
tive, it seems difficult for an agent to always relate behaviour
back to survival. From an evolutionary perspective, it is also
questionable how the sparse sampling of random behaviours
could lead to good solutions. Nature solves this problem
with the development of behavioural proxies or motivations
(Scott-Phillips et al., 2011), such as the ability to perceive
and avoid pain, which produces behaviour considered ben-
eficial for survival. In artificial life the corresponding re-
search aims to identify, quantify and replicate these motiva-
tions.
Significant research interest has been directed at methods
known as “intrinsic motivations”, methodologies to generate
behaviours for agents without the requirement of an exter-
nally specified reward or utility structure; importantly, they
emerge exclusively from the agent-environment dynamics.
Here, instead of a specific goal, the generation of behaviour
depends on an internal motivation. Most of them focus on
learning and exploration, and try to quantify an organism’s
urge to understand its environment (Schmidhuber, 1991; Der
et al., 1999; Steels, 2004; Prokopenko et al., 2006; Ay et al.,
2008).
In this paper we focus on one of these methods, which is
based on empowerment (Klyubin et al., 2008). Empower-
ment provides a “universal utility”, i.e. a utility landscape
over the state space of an agent which is defined purely
by the agent-world dynamics. In contrast to other methods
it does not focus on learning or exploration, but identifies
preferable states in a known local environment. Empow-
erment considers the probabilistic map from a sequence of
the agent’s actions to a world state resulting from these ac-
tions as a channel; empowerment is then formally defined
as the Shannon (1948) channel capacity of this channel. Es-
sentially, empowerment is an information-theoretic gener-
alization of the control-theoretic concept of controllability
(Touchette and Lloyd, 2000).
The basic motivation behind the empowerment concept
is that it is preferable to be in a state where the agent’s ac-
tions have the largest influence on the perceivable world, or
Umwelt (von Uexku¨ll, 1909), of the agent. From an em-
powerment perspective, the ideal state to be in is one that
offers a high number of choices that all lead to different out-
comes that can be causally (and predictably) distinguished
(i.e. controlled) by the agent. States to avoid are those
where noise interferes with the influence of agent actions on
its resulting state (lack of controllability), and those where
the agent can only reach a low number of possible result-
ing states through its actions (lack of reachability). If we
are dealing with a deterministic system, where each action
leads to one specific outcome, then the criterion reduces to
pure reachability. An example for the latter special case is
given by Klyubin et al. (2005a) where he demonstrates the
relationship between average distance and empowerment in
a grid-world maze.
In this paper we continue prior work (Salge et al., 2012)
which provides a fast approximation of empowerment using
a Gaussian linear channel. Here, we expand this method to
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allow empowerment computation based on the covariance
matrix between actuators and sensors, which, importantly,
allows for the incorporating of state-dependent noise. This
provides us with an appropriate and fast empowerment al-
gorithm for the study of continuous systems with several
agents, which was not possible before. We will outline the
modification for the approximation method, and then use it
to examine the empowerment in a simple, continuous multi-
agent system.
Related Work
While many forms of adaptation and learning require some
external goal-orientated supervision, critique, or perspec-
tive, it is now well understood, that a focus on embod-
iment (Pfeifer et al., 2007) provides a vehicle for self-
determination which does not necessitate such external
goals. Based on this, recent efforts have been made to un-
derstand agent control and agent motivation in the frame-
work of the perception-action loop (Lungarella et al., 2005;
Bertschinger et al., 2008), see also Fig. 1.
For example, Homeokinesis (Der et al., 1999) is a pre-
dictive methodology which adapts its perception-action loop
on the fly, and drives an embodied agent to exploit its own
embodiment to generate movement. It is related to other
intrinsic motivation methods, such as “artificial curiosity”
(Schmidhuber, 1991), or the “autotelic principle” (Steels,
2004), where the agent becomes self motivated when the
challenges it faces are adequate for its skill level, inspired
by the concept of “flow” (Csikszentmihalyi, 2000) for hu-
mans.
More recent developments use the framework of pre-
dictive information to produce intrinsically motivated
robot control, generating behaviour only by looking at
how specific actuator inputs change the agents sensor
state (Prokopenko et al., 2006; Bialek et al., 2001; Ay et al.,
2008). This is similar to the idea of empowerment, which
is also fully defined by the channel between an agent’s ac-
tuators and sensors. One key difference though, is that em-
powerment provides a utility landscape by assigning a value
to each state of the environment, where previous approaches
are focussed on producing specific actions. Of special inter-
est to the topic of this paper is also the work by Capdepuy
et al. (2012), where he studies how empowerment is limited
when several agents are using a joint channel, and what re-
striction this applies to agent coordination.
Formalism
Given a perception-action-loop, as seen in Fig. 1, Klyubin
et al. (2005a) defined empowerment as the channel capacity
(Shannon, 1948) between an agent’s actuatorsA and sensors
S, with the world being in state r ∈ R. Each state r ∈ R
has it own empowerment value, which only depends on the
Rt−1
St−1 At−1
Rt
St At
Rt+1
Figure 1: The perception-action-loop, unrolled in time t, vi-
sualised as a Bayesian network. The random variable S is
the sensor of an agent; A is the actuator of an agent, and R
represents the rest of the system.
channel between A and S in that state.
E(rt) := C (p(st+1|at, rt)) = max
p(at)
I(St+1;At|rt). (1)
Similarly, a sequence of n actions can be considered
(called n-step empowerment), where the action-sequences
are treated as a vector of random variables. The sensor state
s ∈ S is then usually further in the future, and can also be a
vector of random variables.
Continuous Empowerment
Empowerment is defined for both discrete and continuous
variables, but while it is possible to determine the chan-
nel capacity for the discrete case (for example by using the
Blahut-Arimoto Algorithm (Blahut, 1972)), this is not gen-
erally possible for the continuous case. Jung et al. (2011)
introduces a technique called Monte-Carlo Integration to ap-
proximate empowerment, but this method is very computa-
tionally expensive.
A faster method (described in detail by Salge et al. (2012))
to approximate the empowerment of a continuous channel is
to treat it as a linear channel with added independent and
identically distributed (i.i.d.) Gaussian noise.
S = TA+ Z, (2)
where S is an m-dimensional, continuous random variable,
A is an n-dimensional, continuous random variable, T is a
linear mapping, represented by a m × n matrix, and Zi ∼
N (0, Ni), with i = 1, ...,m, is another multi-dimensional,
continuous, i.i.d, random variable, modelling isotropic noise
in the sensor dimensions.
Assuming that there is a power constraint E(A2) ≤ P
(without it the channel capacity would be arbitrarily large),
this can be solved (Telatar, 1999) by applying a Singular
Value Decomposition (SVD) to the transformation matrix
T . The resulting singular values σi are then used to compute
the channel capacity via the water-filling algorithm, as if this
was a parallel Gaussian channel (Cover and Thomas, 1991).
The channel capacity is then
C = max
Pi
∑
i
1
2
log(1 + σiPi), (3)
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where Pi is average power used in the i-th channel, follow-
ing the constraint that

i Pi ≤ P . As the channel capacity
achieving distribution is a Gaussian distribution, this means
the optimal input distribution is a Gaussian with a variance
of Pi for each channel.
State-Dependent Noise
Salge et al. (2012) use simplifications that are only possi-
ble because the model’s noise Z is assumed to be i.i.d dis-
tributed with a fixed variance. This forces the previous algo-
rithm to assume the same level of noise for every state of the
environment, and also makes it unable to model coloured,
i.e. covariate, noise.
To address this problem we used the covariance matrix
between actuators and sensors to capture the relationship be-
tween them, as well as the current noise level, and then re-
duced this problem to a parallel Gaussian Channel with i.i.d
noise with the same capacity. First we chose n actuator vari-
ables A1, ...An, and m sensor variables S1, ..., Sm. Now we
determine the covariance matrixK between all these values.
In our example, this is done by computing the pairwise co-
variance between sampled values for each of these variables.
Alternatively, one could use the covariance function k(·, ·)
of a Gaussian Process that models the system to obtain the
covariance matrix (not done in this experiment).
K =

k(a1,a1) ··· k(a1,an) k(a1,s1) ··· k(a1,sm)
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
k(an,a1) ··· k(an,an) k(an,s1) ··· k(an,sm)
k(s1,a1) ··· k(s1,an) k(s1,s1) ··· k(s1,sm)
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
k(sn,a1) ··· k(sn,an) k(sn,s1) ··· k(sn,sm)

(4)
=

Ka,a Ka,s
Ks,a Ks,s

. (5)
Now, if the variable A = A1, ..., An assumes a concrete
value a = a1, ..., an, then this results in a specific, multi-
variate Gaussian distribution for S = S1, ..., Sm, with
S = N (µs, Ks). (6)
Note that Ks = Ks,s. Ks can be computed (Rasmussen and
Williams, 2006) as:
Ks = Ka,a − (Ks,aKs,s−1Ka,s). (7)
Assuming that the mean of actuator distributions ofA is zero
1 we can also determine the mean for S given as a specific
value of a as
µs = Ks,aKs,s
−1a. (8)
We see from Equ. 7 that the covariance only depends on
the original covariance matrix, and not on the actual value
1If the mean of a distribution is not zero it can be shifted without
affecting the mutual information
of a. Also, from Equ. 8 we see that the new mean of the
distributions is a linear transformation of a, with the matrix
Ks,aKs,s
−1 = T ′. So, a variation of a affects the mean of
the resulting distribution of S, but not its covariance.
As a result, the relationship between S and A, as mod-
elled by the covariance matrix, can be expressed as a linear,
multiple input, multiple output channel with added coloured
noise as
S = T ′A+ Z ′, (9)
with Z ′ ∼ N (0, Ks). Note, that there is no approximation
in this step, the linear channel fully captures the dynamics
of the system that are still present in the covariance matrix.
This can be further reduced to a channel with i.i.d. noise.
For this, note that rotation, translation and scaling operators
do not affect the mutual information I(S;A). We start by
expressing Z ′ as
Z ′ = U
√
ΣZV T , (10)
where Z ∼ N (0, I) is isotropic noise with a variance of
1, and U
√
ΣV T = Ks is the SVD of Ks. U and V T are
orthogonal matrices, andΣ contains the singular values. The
square roots of the singular values scale the isotropic noise
to the right variance; the noise is then rotated to resemble
the original coloured noise. Note, that all singular values
have to be strictly larger than zero, otherwise there would
be a channel in the system without noise, which would lead
to infinite channel capacity. Thus, we can consider
√
Σ
−1
,
a diagonal matrix with entries which are the inverse of the
singular values in
√
Σ. This allows us to reformulate:
S = T ′A+ U
√
ΣZV T (11)
UTSV = UTT ′AV +
√
ΣZ (12)√
Σ
−1
UTSV =
√
Σ
−1
UTT ′AV + Z (13)√
Σ
−1
UTS =
√
Σ
−1
UTT ′A+ ZV T (14)√
Σ
−1
UTS =
√
Σ
−1
UTT ′A+ Z (15)
The last step follows from the fact that the rotation of
isotropic Gaussian noise is isotropic Gaussian noise. This
reduces the whole problem to a MIMO channel with
isotropic noise with the same channel capacity. We simply
define the transformation matrix T used in S + TA+ Z as
T =
√
Σ
−1
UTT ′, (16)
and apply the solution outlined for the simpler channel. This
reduction allows the fast approximation of empowerment
based on the covariance matrix between actuators and sen-
sors, which can be either obtained via sampling of the envi-
ronment, or by relying on a Gaussian Process Learner. This
allows us to model the actual noise present in different states
of the environment, which is then represented in the modi-
fied T .
ECAL - General Track
ECAL 2013 120
Model
We now apply this new method to a simple, continuous
multi-agent system. The other agents are introduced to pro-
vide a changing level of noise in the environment. The co-
variance based empowerment approximation allows us to
study how an agent would deal with different levels of noise.
World Model
The model is a continuous, flat, two-dimensional world,
populated by circular agents. Each agent has a radius l =
0.15 meters2. Each agent is defined by:
• a position, stored in a vector q, which contains a real-
valued x and y coordinate,
• a speed q˙, expressing the change in x and y per second,
• a direction d the agent is currently facing, measured in
radians, where 0 means the agent is heading north.
Actuation
At the beginning of each time step, the agent has the choice
to turn within its turning radius, which is 45 degrees, or one-
eighth of a circle. The agent chooses a real value between
-1.0 (turning 45 degrees counter-clockwise) and 1.0 (turn-
ing 45 degrees clockwise); 0.0 means the agent maintains
its current heading. The agent turns instantaneously and
then, for the duration of the time step, the agent continu-
ously accelerates at 0.03 m/s2. In our model the agent will
accelerate at full power, the only choice is the direction of
acceleration.
Simulation
The only other acceleration force that applies to agents arises
from collisions with other agents. Whenever the distance
between two agents becomes less than the sum of their radii,
a collision occurs. This is modelled as an elastic collision,
so the agents can come closer than this distance, but will
be subject to linearly increasing acceleration away from the
center of mass of the other agent. The acceleration from the
collision for the first agent can be computed as
q¨c = max(0, |li + l2| − |q1 − q2|) · (q1 − q2) · c, (17)
where c is a constant that determines how hard the elastic
collision is. For lower c, colliding agents move further into
each other before they bounce apart. Furthermore, to keep
the velocity of the agents limited, there is a constant amount
of friction applied to the agents. At each time step agents
lose 5% of their velocity.
The progress of the model through time is simulated by
breaking each time step into 20 pieces of equal length, and
for each of those an appropriate fraction of the acceleration
2For ease of notation the unit length will be called meter, and
the length of a time step will be one second
of the agent is added to its speed, and then the speed is added
to the agent’s current position. This is equivalent to explicit
Euler integration.
Note that this model allows slip, i.e. an agent can head in
one direction (where it is also accelerating to), while moving
in a different direction. Turning does not change the current
inertial movement.
Experiments
Hypothesis
Preliminary observations of the agent’s behaviour indicated
that an increase in the chance of a future collision with other
agents is accompanied by a reduction in the current empow-
erment value. Therefore, our hypothesis for this simulation
is that since the behaviour of other agents cannot be pre-
dicted, they will act as a source of noise in the environment,
and colliding with them would be detrimental for an agent’s
empowerment.
Different Scenarios
To test this hypothesis, and evaluate it systematically, we set
up three different scenarios. In each scenario there are two
agents. For the first agent we measure the empowerment and
collision chance at different starting coordinates, located be-
tween -1 and 1, both for the x and y coordinate. The first
agent is always heading north-east, and starts with a speed
of 0.03 m/s in that direction. The second agent is always
located in position (0.5,0.5) and is heading south-west with
a speed of 0.03 m/s. The three scenarios differ in the be-
haviour of the second agent:
Unpredictable Agent: The second agent chooses actions
uniformly random at the beginning of each time step,
turning within its possible turn radius. The choice of the
second agent cannot be predicted by the first.
Predictable Agent: The second agent always chooses to
maintain its current direction, i.e. it moves in a straight
line. This is known to the first agent, and incorporated
into its model.
Immovable Agent: The second agent is anchored to its po-
sition, essentially constituting a fixed obstacle. It still re-
flects other agents colliding with it.
Note that the term agent here is used loosely as a “catch-all”
term for other objects in the environment, which could be
agents, movable objects or just fixed obstacles.
Measurements
We computed the 4-step empowerment for Agent 1 for the
three scenarios, for different starting positions. So, the
actuation variables a1, ..., a4 denote what action Agent 1
chooses at the beginning of the first, second, third and fourth
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Figure 2: Plots of the empowerment and collision probability for different starting positions of the first agent. The Figs. 2(d)-
2(f) show the fraction of action sequences that lead to a collision between the agents. Figs. 2(a)-2(c) show the empowerment of
the first agent. The second agent is always located at position (0.5,0.5). Initial heading for the first agent is north-east, for the
second agent it is south-west.
time step, respectively. The sensor input considered for em-
powerment were the values of x, y, x˙, y˙ after the fourth time
step, so the speed and position of the agent after the actua-
tion sequence has been executed.
For each starting position for Agent 1, we used the actual
simulation model to create an amount of samples, consisting
of actuator variables and resulting sensor values. We used
regular sampling, so that each time step the agent could only
choose the 5 values of {−1.0,−0.5, 0.0, 0.5, 1.0}, leading
to 54 = 625 possible action sequences in four steps. Each
of these sequences was then simulated 10 times, leading to
6250 samples overall.
In the “unpredictable agent” scenario the action of the
other agent was chosen uniformly random for those simula-
tions, whereas in the predictable and unmovable agent sce-
nario the simulation “knew” what the other agent would do,
leading to a predictable outcome for each action sequence.
So the 10 repeated samplings of the same action sequence
only led to different results in the unpredictable agent sce-
nario, since the pseudo-random generator would potentially
chose different actions for the second agent. The resulting
8 times 6250 values were then used to pairwise compute a
covariance matrix between all 8 values (4 actuation values,
4 resulting sensor values), which was in turn used to com-
pute the channel capacity from the actuation variables to the
sensor values. This allowed us to compute empowerment of
Agent 1 for different starting positions. We also recorded,
for each starting position, what percentage of the sampled
action sequences would lead to a collision with the second
agent within the first four time steps.
Results
The results demonstrate that colliding with the unpredictable
agent leads to a substantial loss in empowerment, compared
with the other scenarios. Consider first the collision maps
depicted in Figs. 2(d)-2(f), which show what fraction of the
action sequences in a given starting position leads to a colli-
sion between the agents. This segments the space of starting
positions for agent one into three areas.
The area with zero collision probability are all locations
where there is no chance for the agents to interact. These ar-
eas are thus of little interest for our central hypothesis. The
empowerment landscape in these areas is constant, as ex-
pected for an unstructured environment. We will consider
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this constant value to be the baseline value of empowerment
for comparison.
The second area are those starting locations where the
agents always collide. This is mainly a circle of diameter 0.3
m around (0.5,0.5), where the agents already start in colli-
sion, and a connected area where the agents start separated
but are moving towards each other. Towards the center of
the circle the agents overlap the most, and there are several
areas of higher empowerment. This results from the spe-
cific collision mechanics in our simulation. As we model
near-physical elastic collision, agents who overlap can be
considered as “storing potential energy”, to apply a physical
analogy. This high potential energy allows faster acceler-
ation, which allows the agent to reach a greater variety of
locations. The analogy here would be riding a bike, both on
a flat surface, and starting on top of a hill. The extra speed
gained riding downhill allows the rider to reach a greater va-
riety of locations. Similarly, Agent 1 can control, in part,
where this extra acceleration moves it, resulting in greater
empowerment for Agent 1. We can also see that this ef-
fect is greater in Fig. 2(b) and Fig. 2(c), since the agent here
can fully predict where this extra acceleration will lead it.
In Fig. 2(a) this effect is less powerful, as the unpredictable
movement of the second agent makes it harder to predict
where the first agent will end up, thereby lowering the em-
powerment of Agent 1.
The most interesting area for our hypothesis are those lo-
cations where it is uncertain whether the agents collide or
not. These areas are located further to the south-west of the
second agent. So a first agent starting here is moving to-
wards the second agent, but is far enough away that some
actions might lead to an avoidance of collision. Now, the
outcome of different action sequences not only depends on
the first agent’s actions, but also on what the second agent
does. If the second agent is unpredictable, i.e. moves at ran-
dom, then the simulation done by the first agent will result
in different outcomes for the same actions, introducing noise
to the channel between actuators and sensors. This causes a
measurable increase in uncertainty. The effect of this can
be seen in Fig. 2(d). If we now compare this with the pre-
dictable second agent scenario, we see much less empower-
ment reduction with a predictable agent. While the second
agent might still block access to some locations, it does not
introduce noise into the outcome. Thereby, a collision with
the second agent does not reduce the empowerment as much,
as seen in Fig.2(b). Similarly for the immovable agent, the
empowerment here is only slightly reduced when an agent is
on a collision course. So, the main cause for the drop of em-
powerment in our model is not the collision with a second
agent, but the collision with an unpredictable agent.
Empowerment Control
The difference between a predictable and unpredictable
agent becomes even clearer if we look at the resulting agent
control. We implemented a greedy empowerment maximi-
sation control. From five candidate actions (-1,-0.5,0,0.5,1)
it picks the action that leads to the state with the largest em-
powerment value. For this, 4-step empowerment is calcu-
lated for all five states resulting from the candidate actions.
Fig.3 shows the resulting trajectories of the first agent for
different starting positions. Once a collision with the sec-
ond agent occurs, the line becomes dashed. In both figures
the first agent selects actions that maximise its empower-
ment for the next step; the only difference is the behaviour
of the second agent. Both second agents start heading to-
wards the first agent, but the second agent in Fig.3(a) just
moves straight, while the second agent in Fig.3(b) moves at
random. So in Fig.3(b) the simulations of the first agent to
determine the empowerment of possible future states cannot
accurately predict the second agent. This means that the pos-
sibility to interact with the second agent becomes a source of
noise, and empowerment maximisation avoids actions that
lead to trajectories where the possibility of interaction with
the second agent might arise. As a result, only three of the
resulting trajectories collide with the second unpredictable
agent. In the other case, shown in Fig.3(a), empowerment
sees no problem with colliding with the second agent, as it
does not introduce noise into its action-perception channel
and therefore it permits a lot of trajectories to end up in col-
lisions.
Discussion
The specific model we are considering here results in a col-
lision avoidance behaviour regarding the second agent, if
that agent is unpredictable. While it could be argued that
other agents tend to be hard to predict, and therefore the
assumption that other agents introduce noise is reasonable,
we emphasize that the aim here was not to specifically pro-
duce obstacle avoidance. Also, the specific behaviour of em-
powerment depends on how the environment is modelled. If
collisions result in loss of velocity, or even loss of actuation
possibilities (like broken motors), then empowerment would
avoid any collision. Even if this was not the case, if ob-
stacle avoidance was desired, one could ‘spike’ the system
dynamics as to make the agent believe that it would break
down when it collides, which would induce strict obstacle
avoidance. This would correspond to ‘programming’ or,
rather, ‘nudging’ the empowerment-based behaviour engine
towards desirable behaviours. Importantly, if there were an
explicit goal of obstacle avoidance we would not contest that
explicit obstacle avoidance algorithms would be superior.
The advantage of an empowerment controlled agent lies in
its universality. The same algorithm that avoids collision
also balances an inverted pendulum (Jung et al., 2011), finds
central positions in a maze (Klyubin et al., 2005b), can be
used to adapt sensors (Klyubin et al., 2005a), and leads to the
formation of patterns in multi-agent simulations (Capdepuy
et al., 2007).
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(a) predictable second agent (b) unpredictable second agent
Figure 3: A comparison plot for the behaviour of an empowerment maximising agent. The arrows trace the trajectories of the
empowerment controlled agent; each arrow is a different simulation, starting from a slightly different point. The initial heading
of the empowerment agent is north-east. The circle indicates the starting position of the other agent, its initial heading is south-
west. The lines become dashed if a collision between the agents occurs. Fig. 3(a) has a predictable second agent, which just
moves straight ahead. Therefore, empowerment sees no need to avoid, and most trajectories lead to collisions. Fig. 3(b) has a
second agent that chooses random actions. It is therefore a source of noise and the empowerment driven agent avoids colliding
with it in most cases.
The point of using the intrinsic, empowerment-based be-
haviour is that it is more generic and grounded in the agent-
system dynamics, and incorporates implicit difficulties that
the agent may encounter. Thus, instead of imposing ex-
plicit conditions on when to activate a sub-behaviour, such
as obstacle avoidance, one could incorporate desired hard
behaviours, where required, into “surrogate” modifications
of the physics of the system and let the empowerment-based
behaviour engine generate the behaviours based on these
modifications, whilst leaving the natural dynamics of the
system unchanged for all other situations. Such an approach
may be able to provide the agent with a more flexible reper-
toire of options, whilst respecting required hard constraints.
It would also take a step towards “implicit programming”.
In terms of applications, it would also be interesting to
see how an empowerment-based system would deal with a
navigation task in a crowded environment, such as walking
down Oxford Street at prime shopping time. In general, one
should avoid colliding with people, but one could specu-
late that understanding how another person is going to move
would allow an agent to operate closer to that person, with
less chance of collision, and therefore less loss of empower-
ment. This would require the introduction of separate mod-
els for different agents, which would then allow an agent to
model how predictable another agent is, and consequently
adjust its behaviour towards different agents. Note that in
this hypothetical example empowerment is clearly computed
based on the agent model of the world. It does not matter
how predetermined another agent’s behaviours are, but how
well this can be predicted by the internal model.
More generally, we see that empowerment depends on
the agent’s internal model of the world. Reducing the un-
certainty in one’s internal model increases empowerment,
which then raises the question, how suited is empowerment
for exploration? We speculate that this depends on the hori-
zon of the empowerment optimization. In the short term, in-
teracting with another unpredictable agent will be detrimen-
tal, and avoiding it will preserve an agent’s empowerment.
However, in the long term interacting with another agent
might increase the predictability of said agent (by virtue of
learning a better model of the agent), and this will improve
the empowerment of the first agent on subsequent later in-
teraction. This also indicates a more general distinction be-
tween different sources of noise in the environment; those
that are unpredictable at first, but can be learnt, and those
that are actually random.
Future Work
In terms of robot control the development of both contin-
uous empowerment (Jung et al., 2011) and fast continuous
empowerment (Salge et al., 2012) was crucial to applying
empowerment to real life systems in real time. The addition
of state dependent noise now brings back the aspect of con-
trollability to empowerment, and opens the possibilities for
robotic control applications.
Imagine a robot that follows a human around in order to
assist it. An empowerment map of the environment could
provide the robot with an additional, supporting fitness func-
tion. Primarily, the robot would be interested in keeping its
distance from the human. The reachability aspect of empow-
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erment would keep it from getting stuck (actions would all
lead to the same outcome), or ending up in a dead end. Con-
trollability would keep the robot from getting too close to
any human agent, considering they would be hard to predict.
This could offer some additional incentives to the robot,
once the primary objective is reached. So, instead of wait-
ing, the robot could manoeuvre into a better position, where
it could quickly get to a lot of other places, or where it would
be less in danger of crossing paths with an unpredictable hu-
man agent.
Conclusion
We demonstrated how state dependent, coloured noise can
be integrated into the fast quasi-linear Gaussian approxi-
mation of empowerment. This allows this faster empow-
erment approximation to regain the state-dependent noise-
sensitivity of the original formalism. The extension allows
us to demonstrate with our examples how empowerment
is negatively influenced by interacting with a local source
of noise. We see that a greedy empowerment-maximising
agent tries to avoid such interaction; in our specific case the
collision with another agent. The same principle would ap-
ply to other forms of noise, i.e. other aspects of the environ-
ment that either cannot be, or have not been properly mod-
elled by the agent.
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Abstract
Traditional models of ecosystems often assume that the
species composing an unperturbed ecosystem become fixed
so that only the relative abundances of the species change
over time. Such ecosystems are said to have reached an
optimal fixed point. However, recent work has suggested
that neutral evolutionary processes can significantly alter the
species composition of an ecosystem, allowing the ecosys-
tem to exist in a dynamic steady state. Here, we investigate
the stability of ecosystems and the nature of the equilibrium
that forms using the digital evolution platform Avida, track-
ing evolving ecosystems over thousands of generations. We
find that the communities that form are remarkably stable,
and do not experience a significant loss of diversity in the
long run even in experimental treatments where the commu-
nities suffer catastrophic population bottlenecks. When diver-
sity rebounds, ecological communities are reconstituted in a
different form than the one that was destroyed, but this differ-
ence is comparable to the difference the system would have
accumulated if it had been left untouched. Thus, digital eco-
logical communities exist in a dynamic steady state, which
ultimately eliminates the effect of historical disturbances.
Introduction
While the complexity of cellular and organismal biology is
unquestionably stunning, it is often argued that the complex-
ity of ecological communities is even more staggering, as
they consist of co-adapted groups of organisms (Loehler,
2004). However, it is not immediately clear that ecolog-
ical communities are necessarily any more complex. It
is conceivable that general laws might guide the assem-
bly, evolution, and even decay of ecosystems, simply be-
cause the interactions between species, as well as species
with their environments, are simpler than the interactions
between cellular components, or between cells within tis-
sues that compose an organism. Indeed, simple ecosys-
tems are usually modeled by systems of coupled differen-
tial equations that keep track of species and resource abun-
dances (Tilman, 1982). In such models, ecosystems fre-
quently exhibit an ecological steady state (Brock, 1967;
Deakin, 1975; Aoki, 1988; Michaelian, 2005). In this state,
resources flow through the system by being consumed and
replaced. Individuals come and go, but the species composi-
tion of the community is largely intact over large time scales.
If this is so, then from the point of view of the species com-
position, the system has actually reached an optimal fixed
point. In other words, the identity and frequency of a species
is selected for, and does not change in the long run. Such
ecological fixed points have been found experimentally in
small systems (with a handful of species) (Rainey and Trav-
isano, 1998) with evolution limited to only several weeks.
Other experiments have found that communities will display
different patterns of succession upon disruption by bottle-
necks (e.g., in gut microbiota after administration of antibi-
otics), but the community ultimately arrives at a new stable
state (Peterfreund et al., 2012).
It is difficult to ascertain whether any of these observa-
tions carry over to real ecological assemblies because track-
ing ecosystems over geological times is not possible, and
modeling of such communities with standard methods such
as systems of differential equations cannot shed light on this
issue. While the stability of ecological communities can be
studied (May, 1972, 1974; Montoya et al., 2006; Mougi and
Kondoh, 2012), the existence of a dynamic steady state—
where the community is constantly changing over evolution-
ary time scales and the only (approximate) constant is the
number of species—cannot be studied because in the stan-
dard mathematical descriptions the number of possible par-
ticipants is necessarily fixed from the outset. In contrast, in
a dynamic steady-state, new species constantly emerge and
established ones go extinct, while the ecological cohesion of
the community remains intact.
If ecological assemblies are governed predominantly by
neutral evolutionary processes (see, e.g., Chu and Adami
1999; Hubbell 2001; Volkov et al. 2003) rather than niche-
specific adaptation, then dynamically changing fixed points
should be expected. Here, we use digital evolution (Adami,
1998; Ofria andWilke, 2004; Adami, 2006) as a tool to study
the question of ecosystem evolution and stability from an
“experimental” rather than mathematical point of view (see
also Fortuna et al. 2013). We put the word experimental in
quotes because not everyone is satisfied that what we learn
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from digital experiments can carry over to biological assem-
blies of species. However, a significant amount of work
with digital models has shown that they reproduce the ba-
sic phenomena associated with long-term evolution (Lenski
et al., 2003; Wagenaar and Adami, 2004; Adami, 2006).
Digital evolution experiments have even pointed to undis-
covered effects in evolutionary theory (Wilke et al., 2001),
which have subsequently been verified in “biochemicals.”
The adaptive radiation of species in Avida has been stud-
ied previously (Cooper and Ofria, 2002; Chow et al., 2004;
Walker and Ofria, 2013), but only a handful of studies have
investigated the role of chance events on the outcome of evo-
lution in digital systems. Previous studies on fluctuating
environments, such as periods of resource scarcity (Yedid
et al., 2008) and sudden changes in environment resource
compositions (Wagenaar and Adami, 2004), and their ef-
fects on the evolution of specific tasks (i.e., specializing on a
specific resource) have hinted that chance events do indeed
affect the final outcome of evolution. Additionally, press
(gradual) and pulse (instant) extinctions have been shown
to alter the evolutionary path of a population enough to re-
sult in an entirely dissimilar final population (Yedid et al.,
2009). Finally, an analysis of different forms of perturba-
tions on digital ecosystems (such as mass extinctions) has
shown that they affect the phylogenetic structure of the pop-
ulation, but leave little trace elsewhere (Yedid et al., 2012).
These promising results highlight the need for more exper-
iments studying the impact of historical contingency in the
realm of digital evolution.
Here, we investigate the impact of population bottlenecks
on the species composition of populations observed over
the course of digital evolution. First, we show that pop-
ulation bottlenecks—even bottlenecks as small as a single
organism—do not change the mean number of species in an
ecosystem in the long run. Next, we provide evidence that
populations evolve to use the same resources regardless of
whether they experience a bottleneck. Finally, we demon-
strate that while these populations use the same resources,
the species that compose these populations do not remain at
a single optimal fixed point. Rather, we suggest that evolv-
ing digital populations are in a dynamic steady state.
Methods
We use the digital evolution platform Avida (Adami, 1998;
Ofria and Wilke, 2004; Adami, 2006) to investigate the im-
pact of population bottlenecks on populations of evolving
digital organisms over long periods of evolutionary time.
Avida has previously been used to investigate many fun-
damental aspects of evolution, including the evolutionary
origins of complexity (Lenski et al., 2003), genetic orga-
nization (Misevic et al., 2006), adaptive radiation (Chow
et al., 2004), and the division of labor (Goldsby et al.,
2012). In this study, we subject the evolving populations
to bottlenecks of varying size, then compare (1) the num-
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Figure 1: An Avida population containing multiple genomes
(left) and the internal structure of an individual organism,
called an Avidian (right).
ber of species, (2) the resource usage of the entire popu-
lation, and (3) the resource usage of individual species be-
tween each experimental treatment. With these three mea-
surements, we experimentally determine whether chance
events such as population bottlenecks can significantly al-
ter the evolutionary result of an evolving population. In
the remainder of this section, we describe the main fea-
tures of Avida and the experimental design of the study pre-
sented in this paper. All experiments were conducted with
Avida version 2.12.3, which can be freely downloaded from
http://avida.devosoft.org/.
Avida
Figure 1 shows a typical Avida population and the internal
structure of a digital organism, called an Avidian. These
Avidians metabolize resources and reproduce in a common
environment that is split up into individual cells, where a
single Avidian inhabits each cell. During their lifetime, the
Avidians execute their genome—a circular list of assembly-
like instructions—using their virtual CPU. Executing these
instructions allows the Avidians to perform various tasks in
the environment (e.g., metabolize resources, described in
more detail below), which can be thought of as the Avid-
ian’s phenotype. In this study, each Avidian’s virtual CPU
contains a circular list of three general-purpose registers,
two general-purpose stacks, and four special-purpose heads,
which are pointers into the Avidian’s genome, similar to a
traditional program counter and stack pointer.
Further, each Avidian in this study is self-replicating,
which means that it must contain instructions in its genome
to copy itself and produce an offspring. During the self-
replication process, the genome copy experiences mutations
that change a single instruction to a different random in-
struction. Once the Avidian finishes copying itself, the copy
is placed into a random cell elsewhere in the environment,
i.e., the population is well-mixed. If the chosen cell is al-
ready inhabited by another Avidian, the existing Avidian
is replaced by the new Avidian. By repeatedly following
this metabolization-replication-mutation process, the Avid-
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ian population is able to evolve and adapt to the environment
over long time periods.
The Avida environment can be thought of as a “digital
chemostat,” where simulated resources are constantly flow-
ing in and out of the environment at predefined rates. Avid-
ian genomes change over evolutionary time, and adapt to
perform various logic tasks (e.g., AND, OR, and XOR), be-
cause the performance of such tasks is rewarded by “SIP”
(single instruction processing) units. Each SIP unit gives an
Avidian the ability to execute exactly one instruction, and
can be thought of as the digital equivalent of ATPs, which
power biochemical cells. Without SIPs, Avidian genomes
cannot be executed. In order to perform a logic task, the
Avidian program must have the correct sequence of instruc-
tions to input random binary numbers from the environment,
perform a computation on them using a single logic instruc-
tion available to them (NAND), then write the resulting value
back into the environment. At the same time, a resource
associated with that logic task must be present in the envi-
ronment. Because complex logic operations (such as EQU
and XOR) can and must be built from simpler ones, Avidians
must evolve the equivalent of metabolic pathways, only on
a computational level. As an Avidian metabolizes more and
more resources over its lifetime, it is able to execute more in-
structions faster than Avidians that have not metabolized any
resources. Consequently, Avidians are indirectly selected
to adapt to their environment and consume the available re-
sources in the digital chemostat.
In this study, we use the “resource-9” environment, in
which 9 logic tasks (NOT, NAND, AND, ORN, OR, ANDN,
NOR, XOR, and EQU) are rewarded equally for complet-
ing them. The resource associated with each task flows into
the digital chemostat at a fixed rate of 10 units/update. In
general this rate can be varied, but we chose here the level
at which the highest speciation rate was observed in Chow
et al. (2004). Each Avidian can only consume each partic-
ular resource up to 5 times per update. Because resources
are limited, the average amount of resource an Avidian con-
sumes is proportional to the mean abundance of that re-
source across the population. In this limited resource en-
vironment, generalists that consume all 9 resources are se-
lected against because they would consume each and every
resource to the point that the net benefit of generalization is
smaller than if each species specializes on one resource. As
a consequence, mutants that evolve to tap into an unused re-
source have an advantage at first, and over time communities
assemble that divide up the resource space roughly equally
(as each resource is valued the same).
Any settings differing from the Avida defaults are de-
scribed in Table 1. These settings are drawn from Chow
et al. (2004) to replicate their Avida adaptive radiation ex-
periments.
Setting Value
Copy mutation rate 0.005
Insertion/deletion mutation rate 0.0
Min/max genome length 100
Max population 3000
Table 1: Custom Avida settings for this study.
Control and bottleneck experiments
As a control, we first perform a set of Avida experiments
for 106 updates with no population bottlenecks. These ex-
periments provide a base expectation for what the evolved
communities should look like if bottlenecks have no im-
pact on the evolutionary outcome of a population. Next,
we carry out another set of Avida experiments for 106 up-
dates, but with the populations experiencing a single bottle-
neck of varying sizes (1, 5, 10, 20, 100, 200, 300, 400, and
500) at update 5×105. We execute the bottleneck procedure
by removing random Avidians from the population until the
population is reduced to the desired bottleneck size. After
the bottleneck is applied, we allow the population to evolve
without intervention for the remaining 5× 105 updates.
We initialize each Avida experiment with the same default
ancestor, an Avidian with a genome length of 100 that is
only capable of self-replicating. We repeat each experiment
in replicate 100 times with random number seeds of 1-100.
Before every bottleneck and at the end of every Avida run,
we record the entire current population and the population
history for use in a species clustering algorithm (in order to
count species), described below. In addition, we collect the
standard Avida statistics (averages, counts, resource, tasks,
etc.) every 100 updates to perform population resource us-
age comparisons.
Species clustering algorithm
To determine the species present in a population, we employ
the species clustering algorithm from Chow et al. (2004),
which clusters species based on phylogenetic distance. We
calculated the phylogenetic distance between two Avidians
by counting the number of ancestors between them along
the lines of descent leading to their last most recent com-
mon ancestor. First, the algorithm requires the user to cali-
brate a threshold phylogeny depth value (T ) by calculating
the T value necessary for the clustering algorithm to pre-
dict ≤ 25% of runs having 2 species, ≤ 2.26% of having 3
species, and ≤ 0.1% showing 4 species, when the algorithm
is run on a set of 100 or more Avida runs with unlimited re-
sources. It is known that when resources are unlimited, gen-
eralists will evolve, and the community will have exactly
one species (Cooper and Ofria, 2002; Chow et al., 2004).
With this calibrated T (here, T = 200,142), the clustering
algorithm then forms clusters of species in the reconstructed
phylogeny by grouping genotypes less than T away from the
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Figure 2: Average number of species for differing experi-
ments based on the phylogenetic depth clustering algorithm.
Each experimental treatment is listed along the bottom. The
control experiment is labeled “C” and the bottleneck experi-
ments are labeled with the size of the bottleneck. Error bars
are two standard errors over 100 replicates.
computed genotype “species basins.” After the clustering al-
gorithm identifies all of the species clusters, it outputs (1)
the number of species and (2) the representative genotype of
each species basin. This output allows us to compare species
counts and species resource utilization between experimen-
tal treatments with and without population bottlenecks to de-
termine whether the bottleneck had a significant effect on
the evolutionary outcome of the population. The number
of species predicted by this algorithm compares well with
the “ecological” number of species, which is obtained by
turning off mutation rate and counting the number of geno-
types that remain in equilibrium after a long time (Cooper
and Ofria, 2002; Chow et al., 2004).
Difference in resource usage
After identifying the species for a given time point, we use
Avida’s Analyze mode to determine each of the species’ re-
source utilization vector φ = (φ1, φ2, ..., φ9), where φr is
the average number of times the species has obtained re-
source r (associated with task r) during its lifetime. We then
normalize this vector so that the φr of the resource that is
used most by that species is set to 1.0.
In order to calculate the difference in resource usage be-
tween two species i and j, consider two resource utiliza-
tion vectors φi and φj . We define the difference in uti-
lization between those species as the Euclidean distance
dij = |φi − φj |. What is the difference between two com-
munities? If community Ca is defined by the assembly
Ca = (φ1, ..., φn) and community b by Cb = (φ1, ..., φm),
we first pad the assembly vector C of the community with
the smaller number of species with null vectors, and define
the assembly difference matrix as
D
(ab)
ij = |φ(a)i − φ(b)j | , (i, j = 1, ..., n) . (1)
Because this distance depends on the ordering of species in
the community vector, we define the community distanceD
as the minimum of the trace of the distance matrix, mini-
mized over all permutations of the species order. Thus, let
P be a permutation matrix (of the set of n!). Then
D = min
P
Tr(PD(ab)) . (2)
In other words, to find the difference between two com-
munities, we compute all pairwise distances between the
species of both populations. If both communities are identi-
cal, the sum of the diagonal of this pairwise distance ma-
trix must be 0.0, but only if we have correctly matched
all species. If the populations have a different number of
species, we supplement the population with fewer species
with a species using no resources. To perform the match, we
test all permutations of the distance matrix (i.e., with dif-
ferent species orders) to minimize the trace (the sum of the
diagonal elements) of the matrix. This measure provides the
minimum distance between two communities in species re-
source usage space.
Results
Species counts
Figure 2 shows the species counts based on phylogenetic
depth for the control experiment in comparison to the vary-
ing bottleneck experiments. On average, the control re-
sulted in 3.55±0.22 species (mean ± two standard errors)
and none of the experiments resulted in a significantly dif-
ferent species count. It is interesting to note that even exper-
iments with a bottleneck size of only one organism did not
have their ultimate species counts significantly impacted.
Comparison of task distributions
Next, we compare the average population resource usage
R =
1
Ntot
(N1, ..., N9) , (3)
where Nr is the number of times resource r has been con-
sumed by the population per update, and Ntot =
∑9
i=1Ni,
for the final populations of each experiment. Differences in
R allow us to examine if there is a significant difference in
overall resource usage before and after bottlenecks of differ-
ent sizes.
Figure 3 shows the R of the final control and bottleneck
populations. Qualitatively, there appears to be little dif-
ference in the resource usage between the different exper-
iments, indicating that the populations recovered from the
bottleneck and eventually reconstituted an ecosystem that
consumes resources at a rate comparable to an untouched
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Figure 3: Average fraction of tasks performed per updateRr
(defined in Equation 3) by the Avidians in the final popula-
tion of different experiments over 100 replicates. The exper-
iments are listed along the left side. The control population
at update 106 is labeled “C” and the experimental popula-
tions are labeled with the size of the bottleneck. Each task
along the bottom is a logical function in Avida which can
be considered a resource that a digital organism can adapt to
metabolize.
ecosystem. To confirm our qualitative analysis, we compute
the Pearson correlation coefficient between the R of the bot-
tleneck populations and the control populations. The small-
est correlation is between the control populations and the 5-
organism bottleneck experimental populations (ρ = 0.98),
which still indicates a strong correlation in the resource us-
age vectors. Thus, even the most severely bottlenecked pop-
ulations reconstituted the same resource usage after a long
period of evolutionary time, even though the species com-
position could be very different. Similar overall resource us-
age by different communities could be an indication of func-
tional redundancy (Tilman et al., 1997; Wohl et al., 2004).
Comparison of individual species resource usage
The populations evolve to use the same resources over all
experimental conditions, but the species within a population
(the community assembly) may look very different from one
experiment to another. To establish a baseline, we look at the
differences in species resource usage among the experimen-
tal populations after 5 × 105 updates. Shown in Figure 4,
we compute the mean difference in species resource usage
between communities evolved in 100 independent popula-
tions (excluding a direct comparison of a population with
itself) and find D = 2.26 ± 0.025. With this measure, we
characterize the differences that arise in communities simply
because each population takes its own historical path.
Next, we compare the communities between the reference
populations at 5× 105 updates to two sets of populations at
update 106: One set of control populations that never experi-
enced a population bottleneck, and another set of experimen-
origin
update
500,000
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1,000,0002.07 +/- 0.24
1.93 +/- 0.27
2.14 +/- 0.27
2.66 
+/- 0.025
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+/- 0.025
1.94 
+/- 0.029
control
Figure 4: Overview of the population’s species resource
usage differences. The values shown are the mean differ-
ence D (± two standard errors) between and within popu-
lations. All populations from update 0 (labeled “origin”) to
update 5 × 105 had the same evolutionary history. At up-
date 5× 105, the experimental populations (labeled “bottle-
neck”) experienced a single bottleneck reducing the popu-
lation to one organism, whereas the control populations (la-
beled “control”) were untouched. After the treatment at up-
date 5 × 105, the populations were then allowed to evolve
for another 5 × 105 updates. The resulting populations are
labeled “update 1,000,000.”
tal populations that experienced a severe population bottle-
neck (a single organism) at update 5 × 105. We found that
there was no significant difference in inter-population differ-
ences between the reference populations at update 5 × 105
(mean ± two standard errors, D = 2.66 ± 0.025) and
the control population at update 106 (D = 2.61 ± 0.025).
In contrast, the inter-population differences within the ex-
perimental populations were significantly reduced (D =
1.94± 0.029).
While populations evolve to use the same resources re-
gardless of treatment (Figure 3), it is not clear whether or not
the populations are at a dynamic steady state or an optimal
fixed point. If the populations do not change over evolution-
ary time (i.e., the populations are at an optimal fixed point),
we would expect the difference in species resource usage
between the baseline populations at update 5 × 105 and the
control populations at update 106 to be minimal, if not 0.0.
Instead, when comparing each control population at update
106 with its corresponding reference population at update
5 × 105, we observe that the populations are composed of
significantly different species (Figure 4, D = 2.07 ± 0.24).
Additionally, we find a significant difference when perform-
ing the same comparisons between the reference populations
and experimental populations that experienced a population
bottleneck (D = 1.93 ± 0.27). This is the same difference
that we find when we again perform the same comparison
between the control populations and experimental popula-
tions at update 106 (D = 2.14 ± 0.27D). Thus, although
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Figure 5: Mean difference D in species resource usage be-
tween the populations at update 5 × 105 and the popula-
tions at update 106. Each experimental treatment is listed
along the bottom. The control populations are labeled “C,”
whereas the bottleneck populations are labeled with the size
of the bottleneck. Error bars are two standard errors over
100 replicates.
the experimental populations are significantly different from
the reference populations, they are just as different as they
would have become if they never experienced a population
bottleneck. Together, these data highlight our two major
findings:
(1) population bottlenecks do not have a significant effect
on the species composition of a population over long evolu-
tionary periods, and
(2) over sufficiently long evolutionary periods, popula-
tions are in a dynamic steady state rather than at an optimal
fixed point.
In a catastrophic population bottleneck, only one organ-
ism survives the bottleneck, which effectively destroys the
ecosystem and reduces the number of species to 1. By
subjecting the populations to such a severe population bot-
tleneck, the population is forced to re-evolve every other
species, which may explain the results above. What if the
populations experience a less severe population bottleneck?
A less severe population bottleneck would preserve most, if
not all, of the ecosystem and its species. In Figure 5, we
further demonstrate that regardless of the population bot-
tleneck size, populations do not maintain an optimal fixed
point. Additionally, we show in Figure 6 that regardless of
the population bottleneck size, all experimental populations
at update 106 have the same difference from the control pop-
ulation at update 106. Thus population bottleneck size does
not affect the species composition of populations over suffi-
ciently long evolutionary periods.
Figure 6: Mean difference D in species resource usage be-
tween the control populations at update 106 and the bottle-
neck populations at update 106. Each experimental treat-
ment is listed along the bottom. The bottleneck populations
are labeled with the size of the bottleneck. Error bars are
two standard errors over 100 replicates.
Discussion
Competition over resources shapes ecological communities,
and creates assemblies that are highly adapted to their en-
vironment. Species (or ecotypes in microbial communi-
ties) can only be maintained if they are adapted to differ-
ent niches, which means that they must each “make a liv-
ing” differently. In our model system, this means that each
species must specialize to predominantly use a different re-
source. Here we have asked: Once an ecosystem is estab-
lished, will it maintain its species composition over long
periods of time (i.e., an optimal fixed point), or do species
continue to change over evolutionary time (i.e., a dynamic
steady-state)?
We find that populations evolve the same number of
species regardless of the bottleneck size, and that the num-
ber of species in a population is much smaller than the
number of available resources (on average around 4, com-
pared to the theoretical maximum of 9). Each population
has approximately the same distribution of consumed re-
sources, again regardless of experimental conditions. An-
alyzing populations in detail, we find that species partition
the resources (i.e., niches) in many different ways, and con-
tinue to do so during evolution. While techically speaking,
no new species form after the establishment of a community
(as opposed to what is observed in perfectly neutral models
of species diversity, e.g. de Aguiar et al. (2009), where the
rate of speciation is constant over time), we notice that the
species themselves continue to change, and the community
with them. Applying bottlenecks of different sizes, includ-
ing catastrophic events where only a single organism sur-
vives, has no effect on this phenomenon. Ecosystems re-
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form after the catastrophic event (either in a form similar to
the community before the event, or differently), but continue
to change thereafter. Thus, evolving ecosystems resemble a
dynamic steady-state rather than an optimal fixed point.
These results have significant implications for experi-
mentalists who work with biological systems that require
regular bottlenecks on the population to conduct the ex-
periment, e.g., the E. coli long term evolution experiment
(LTEE) (Lenski, 2011). This study demonstrates that these
regular population bottlenecks do not affect the long-term
evolution of populations, nor do they significantly affect the
species composition of the population in the long-term. We
note that at least one population of the LTEE seems to have
developed a community of coexisting types (Blount et al.,
2012).
Prior biological experiments suggested that population
bottlenecks imposed on ecological communities leads to
several waves of succession followed by the establishment
of a new stable state with a similar degree of diversity com-
pared to the initial stable state (Peterfreund et al., 2012).
These experiments, however, were all conducted on a very
short time scale. We evolved our populations for 25,000
generations between measurements (assessment of species
composition), which allows for much more neutral evolu-
tion. We note that in these experiments, each of the 9 pos-
sible resources were worth the same to an Avidian, i.e.,
switching from one resource to another would not be ben-
eficial (nor detrimental) as long as the concentration of that
resource in the community is the same. It is possible that this
setting creates more neutrality in the landscape compared to
a setting where each resource has a distinct metabolic pay-
off, and it would be interesting to study a fitness landscape
with different metabolic payoffs in detail in future work.
It might also seem surprising that we observe drift in the
community even though the number of species in the com-
munity is quite low (between 2-6, on average). Most of
the interesting biological communities consist of many more
species: It has even been suggested that soil microbial com-
munities could harbor up to 106 species (Gans et al., 2005).
It would be interesting to test community drift and turnover
when there are an order of magnitude more niches to be oc-
cupied, which can be done in Avida by placing digital or-
ganisms in the “logic-77” environment, giving 77 distinct
niches. We have also not addressed the effect of trophic lev-
els on ecosystem stability and turnover. Recent modeling
efforts (Mougi and Kondoh, 2012) suggest that the variety
of trophic interactions stabilize these communities, which
could in principle lead to a reduction in community drift.
Conclusions
We found that populations of digital organisms exposed to
an environment with limited resources rapidly radiate to take
advantage of the available niches, but that the rate of specia-
tion stops long before all niches are occupied. Severe bottle-
necks can destroy these communities, but stable communi-
ties rapidly re-evolve, albeit with a different species compo-
sition. We have shown that the species composition of these
communities is not affected by bottlenecks of any size in the
long run, simply because these communities are in a state
of constant flux anyway: The communities form dynamic
steady-states, where the species are constantly changing the
resources they specialize on. While the evolved communi-
ties are resistant to invasion (Chow et al., 2004), they are
not resistant to change. Because the available niches can
be occupied by a multitude of functionally similar or even
identical species (and perhaps because each resource in the
logic-9 environment is worth the same), the communities
themselves are subject to a considerable amount of drift,
even when the community as a whole remains cohesive. The
communities are resistant to invasion due to the particular
trade-offs each species has incurred in its adaptive special-
ization. In this respect, Avidian communities behave much
as predicted by Tilman’s “stochastic niche theory” (Tilman,
2004): They are dominated by both adaptive forces (gen-
erating the trade-offs) as well as neutral forces (stochastic
assembly and drift). Thus, we suggest that further experi-
mentation with Avidian ecosystems can generate significant
progress in our understanding of ecological theory and ex-
periments.
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Abstract 
Present life portrays a two-tier phenomenology: molecules 
compose supramolecular structures, such as cells or organisms, 
which in turn portray population behaviors, including selection, 
evolution and ecological dynamics. Prebiotic models have often 
focused on evolution in populations of self-replicating 
supramolecules, without explicitly invoking the intermediate 
molecular-to-supramolecular stage. We explore a prebiotic 
model that allows one to relate parameters of chemical 
interaction networks within molecular assemblies to emergent 
ecological and evolutionary properties in populations of such 
assemblies. We use the graded autocatalysis replication domain 
(GARD) model, which simulates the network dynamics of 
amphipile-containing molecular assemblies, and exhibits quasi-
stationary compositional states termed compotypes. These grow 
by catalyzed accretion, divide and propagate their 
compositional information to progeny in a replication-like 
manner. The model allows us to ask how molecular network 
parameters influence assembly evolution and population 
ecology, analyzable by a multi species logistic (r-K) model for 
population ecology (Lotka-Volterra competition model). We 
found that compotypes with a larger intrinsic molecular 
repertoire show a higher intrinsic growth (r) and lower carrying 
capacity (K), as well as lower replication fidelity. This supports 
a prebiotic scenario initiated by fast-replicating assemblies with 
a high molecular diversity, evolving into more faithful 
replicators with narrower molecular repertoires. A main 
difference from classical ecology is that in GARD species inter 
convert into each other rather than consume each other or 
compete on resources, thus representing ‘fast forward’ of 
speciation. 
Introduction 
The path from organic mixtures (i.e., the primeval soup) to 
reproducing life-like protocells no doubt required the 
emergence of replicating systems capable of undergoing 
Darwinian evolution. Therefore, uncovering how such entities 
emerged in early niches will greatly contribute to our 
understanding of life’s origin and can potentially allow one to 
design novel experiments. The GARD model (Segre, Ben-
Eli,Lancet 2000) in the realm of the lipid world scenario 
(Segre, Ben-Eli, Deamer et al. 2001) offers one possible route 
for such pursuit. In this framework, non-covalent assemblies 
of amphiphiles, such as lipid micelles or vesicles are studied. 
These store information in the form of nonrandom molecular 
compositions, which is passed to progeny via homeostatic 
growth accompanied by fission. The model quantitatively 
describes the details of such a process (Segre et al. 2000). It is 
based on a directed catalytic network (termed ), whose nodes 
and edges respectively represent molecular types and catalytic 
rate enhancements. Importantly, the system is kept away from 
thermodynamic equilibrium by assembly fission, which 
produces two progeny assemblies. Key in GARD dynamics 
are composomes, replication-prone quasi-stationary states. A 
group of composomes, gleaned by clustering, is termed 
compotype, and may be regarded as species in the framework 
of lipid world and GARD. Indeed, such GARD species were 
recently shown to display a significant measure of Darwinian 
evolution (Markovitch and Lancet 2012), in disagreement 
with a report (Vasas, Szathmáry,Santos 2010) criticizing this 
notion on the basis of testing random compositions and with 
no statistical rigor. 
Simulations 
The GARD10 MATALB code was employed for all 
simulations, using parameter values identical to those 
employed previously (Markovitch and Lancet 2012). The 
dynamics of compositional assemblies in a reactor under 
constant population conditions were examined. The reactor is 
seeded with 1,000 random compositions which are allowed to 
simultaneously grow based on their idiosyncratic kinetic 
parameters, and undergo fission when reaching a predefined 
maximal size. The pre-fission composition of each assembly 
is assessed as belonging to one of the compotypes 
characterizing the specific  or to “drift”. Ci marks the 
fractional number of assemblies belonging to compotype i 
(out of 1,000). Each simulation is performed for 50,000 split 
events in the reactor, typically sufficient to reach steady state 
in compotype frequencies. For statistical rigor, 1,000 such 
simulations were performed, each with a different  whose 
edges are randomly drawn from a lognormal distribution 
(Segre, Shenhav, Kafri et al. 2001).  
GARD Population Dynamics 
Different simulations showed widely different dynamic 
behaviors, such as non-trivial “takeover” of a fast-rising 
compotype by a slower one (Fig. 1). Such dynamics is typical 
of natural ecosystems that harbor multiple species with 
competition or predator-prey relationships. The results were 
analyzed by a multi species logistic equation (May 1974; 
Gabriel, Saucy,Bersier 2005) (Fig. 1 legend). The GARD 
model thus affords a unique opportunity to directly relate 
molecular parameters to ecological behavior, bypassing the 
organismal complexity that usually bridges the two. As an 
example, the relationship between a compotype’s molecular 
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diversity and two central quantitative ecological parameters 
are portrayed here. 
Compotype Molecular Diversity 
The chemistry to ecology transition was done by analyzing 
populations of GARD assemblies through the scope of multi 
species logistic growth. In this analysis, each compotype 
species i is characterized by two basic parameters: the 
intrinsic growth rate (ri) and the carrying capacity (Ki).  
The simulations result in the generation of about 1,500 
compotypes in 1,000 chemical niches ( networks). 
Compotypes are defined at their molecular level by Nmol, the 
size of the intrinsic molecular repertoire of the compotype. In 
a simulation with NG molecular types, Nmol<NG represents the 
subset of molecule types present as a result of the 
intermolecular catalytic interactions in . It is found that K 
values are inversely correlated with Nmol. In contrast, r values 
show a weak positive correlation (Fig. 2). Thus, in the absence 
of competition, the time-dependent prevalence of compotypes 
with large Nmol will show a steep ascent with a relatively low 
plateau, while those with low Nmol will show a slower ascent 
but can potentially reach a higher plateau.  
Of note, an analog trend to the increase of the intrinsic 
growth rate with molecular diversity was observed in 
experimental data for 113 Bacteria (Freilich, Kreimer, 
Borenstein et al. 2009), whereby a negative correlation 
between measured doubling time and metabolic network size 
was found. The results might advocate for a prebiotic scenario 
initiated by fast-replicating assemblies with a high molecular 
diversity, evolving into more faithful replicators with 
narrower molecular repertoires. This is not unlike the 
transition from prebiotic “random chemistry” to the relatively 
restricted repertoire of small molecules (monomers) seen in 
present-day living cells (Segre et al. 2000). 
Compotype Replication Fidelity 
In the absence of competition, i.e. when examining 
simulations exhibiting only one compotype species, a 
compotypes’ K values typically does not reach the upper limit 
of 1.0 (mean K=0.54±0.35 for such simulations). K represents 
the maximal number of individuals that may be sustained in 
an environmental niche. In the original Verhulst formalism, 
death was introduced by as a potential solution to the 
Malthusian exponential growth, and later in the r-K formalism 
K=birth/death (Gabriel et al. 2005). In GARD, a similar 
interpretation of K pertains, whereby a positive correlation 
between K and replication fidelity (Frep) is observed: 
K=6.2*Frep-5.35 with R2=0.63. Frep measures the average 
degree of compositional similarity between a compotype 
assembly to its fully grown progeny. Thus, unfaithful 
replication means that the fully grown progeny has lost its 
compotype state and is considered drift, somewhat 
comparable to death. 
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Fig. 1: An example of population dynamics. Broken lines represent 
the three compotype species found in this simulation and solid lines 
are a fit to the logistic growth: dCi/dt=ri*Ci*[Ki-Ci-∑(ij*Cj)]/Ki, 
where Ci is the population-fraction of compotype i in the 
population at time t. Fitted parameter values are: r1..3= 5e-3, 4e-3, 
2e-3; K1..3= 0.56, 0.49, 0.72; C(t=0)1..3= 0.019, 0.003, 0.055; 
12=1.5, 13=0.05, 21=0.8, 23=0.56, 31=1.3, 32=0. 
Fig. 2: Compotypes dependence of carrying capacity (K) and 
intrinsic growth rate (r) on the size of the intrinsic molecular 
repertoire of compotypes (Nmol). Data is binned. 
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Abstract 
The fast grow of expectations from robots and the technical 
obstacles the robot developers face when trying to meet the 
requests, force an orientation towards designing and controlling 
robots by following biological paragons. This tendency 
increases interest in human-robot analogy, and the present work 
is a part of this stream. The paper questions the voluntariness of 
human motion by relating it to physiological processes. We 
concentrate on the important question of redundancy. One notes 
that humans do not resolve the redundancy on the level of 
consciousness, except in some specific examples (like obstacle 
avoidance), but rather on a lower level of decision-making – the 
human reaction to the faced problem is somehow "automatic". 
We suggest that this automatism is closely related to 
physiological processes, particularly to the progress of fatigue. 
Then we try to mathematically model these processes and their 
influence to human motion. The mathematical model of fatigue 
progress is derived as well as an algorithm for human-like 
redundancy resolution.  We finally consider the implications of 
the obtained results to anthropomimetic robotics. The concept 
is verified by simulating the system behavior and comparing it 
qualitatively with the behavior of a human control group. 
Introduction 
In the last decade we witness the fast growing interest in 
technical systems, in particular robots, mimicking living 
beings. A new class of robots have appeared – 
anthropomimetic robots – imitating humans regarding their 
mechanical structure, actuation, and intelligence (Holland & 
Knight, 2006; Diamond, et al., 2012; Potkonjak, et al., 2011; 
Wittmeier, et al. 2013; Mizuuchi, et al., 2007; Sodeyama, et 
al., 2008). Mimicking humans is an ultimate response to the 
increasing expectations and complexity of tasks imposed to 
robots, on one hand, and the technical and technological 
obstacles robot developers face when trying to meet the 
requirements, on the other. 
 With such approach the deep relations between 
motion/actuation, intelligence, and physiological processes 
have to be explored. For instance, motion used to be 
considered as a purely voluntary action resulting from 
consciousness and intelligent process. This was specially the 
case with robots where the voluntariness of motion was 
almost an axiom. However, the new concepts question this 
viewpoint. Regarding consciousness, it has been found that 
with humans a motor activity starts even before we are aware 
of the intention (Haggard & Libet, 2001). Researchers have 
also recognized the significance of morphology and motor 
activities in shaping human intelligence (Pfeifer & Bongard, 
2007). The present work does not elaborate these interesting 
problems but questions the voluntariness of human motion 
from another standpoint being dependant on the physiological 
processes. We concentrate on the important question of 
redundancy. The kinematic redundancy is normally present in 
humans and accordingly in anthopomimetic robots as well, 
offering multiple choice when deciding about joint motions 
that will execute some given end-effector motion task (e.g., 
some manipulation in space). One notes that humans do not 
resolve the redundancy on the level of consciousness, except 
in some specific examples (like obstacle avoidance), but 
rather on a lower level of decision-making – the human 
reaction to the faced problem is somehow "automatic". We 
suggest that this automatism follows from physiological 
processes, particularly from the progress of fatigue. Then we 
try to mathematically model these processes and their 
influence to human motion, to finally see whether the 
obtained results have sense and implications in 
anthropomimetic robotics. Human-like reactions of robot to 
overloading and a kind of human-like communication have 
been achieved. 
Background Research and the New Concept 
Kinematic Redundancy 
From a mechanical point of view, a human and a robot 
resembling a human are kinematically redundant, i.e., their 
mechanisms feature a higher degree of mobility than required 
for a given motion in operational space. Kinematic 
redundancy contributes to motion dexterity and facilitates 
coping with unpredictable changes within its environment. 
Some advantages resulting from redundancy are exploited on 
the level of consciousness and intelligence (e.g., avoiding 
obstacles in the workspace) while others are exploited 
automatically, on a lower level of decision-making (this being 
the case with avoiding singularities and avoiding mechanical 
limits in joints). However, very often redundancy is not an 
advantage but rather a problem that needs resolution. Its 
implications are particularly emphasized in the well-known 
inverse kinematics (IK) problem. This is a problem of 
searching for joint motions that provide a desired trajectory of 
the end-effector in operational space. The presence of 
kinematic redundancy means that the same end-effector’s 
trajectory can be executed with different joint motions. Hence, 
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the problem of the particular choice between available joint 
motions arises. If there are no specific constraints (like 
obstacles in workspace) that require the engagement of 
redundancy, then we have a "useless" surplus of joints and 
need to find the optimization criterion that will allow for the 
unique choice. The work done by Potkonjak et al. (2003) 
explored a typically human redundant task – handwriting, and 
showed little difference in results obtained by using 
engineering and biologically-inspired criteria for optimization. 
 Among optimization criteria which are mainly engineering, 
we mention the following. Joint movement time is an example 
of a kinematic cost function. Examples of dynamic cost 
functions are: quadratic norm of joint control torques 
(Hollerbach & Suh, 1987), kinetic energy (Khatib, 1983), 
jerks in joints (Hogan, 1984). Several neuro-physiological and 
psychophysical cost functions were also suggested (Sief-
Naraghi & Winters, 1989): “input energy” was defined as a 
quadratic norm of input neural signals of motor units 
(muscles), while “input fatigue” denote the magnitude of such 
neural signals. The authors suggested some proper 
combination of these functions, rather than their separate 
application.  
 In this study, special attention is paid to functions of joint 
“discomfort”, which were experimentally derived to identify 
arm postures of maximum comfort (Cruse, et al., 1990). They 
were determined upon analysis of recorded electromiographic 
(EMG) signals taken from subjects engaged in experiments, as 
well as by using their subjective psychophysical evaluations 
of maximum comfort postures. The fact that a variety of cost 
functions has already been used to explain principles of 
human arm motor control indicates that the CNS does not 
obey any one particular cost function, but also does not violate 
general physical and technical principles of optimality, from 
which particular cost functions come about (Latash, 1993). 
Hence, additional efforts in searching for new appropriate and 
effective cost functions are justified. They contribute to a 
better understanding of biological principles of motor control. 
 When we speak about comfort and discomfort we certainly 
have in mind states closely related to some physiological 
processes, in particular to fatigue, but we are still missing the 
way to mathematically describe these relations. 
Comfort and Fatigue 
The underlying idea of the paper has both theoretical and 
experimental foundations. Practical experience shows that the 
human arm commonly takes those postures and executes those 
movements that are the most comfortable. The term 
“comfortable” relates to joint positions and engagement of 
motor units and may also be described by the term “pleasant” 
(a more precise definition will be given later). On the other 
hand, endurance contractions of motor units cause muscle 
fatigue, thus introducing an unpleasant feeling, that is, a sense 
of discomfort. In everyday life it is easy to observe that after a 
sensation of discomfort caused by muscle fatigue, the human 
arm normally reduces engagement of the fatigued motor units, 
by taking postures that require lower participation of these 
units. This means that while performing repetitive movements 
requiring continual repetition of motions in operational space 
(like in screw-driving tasks), the human arm occasionally 
reconfigures itself by taking a more comfortable posture, 
rather than proceeding with some particular pose. The ability 
to rearrange its motion is enabled by the presence of both 
actuator and kinematic redundancy in the human arm (Fuentes 
& Nelson, 1994). Actuator redundancy comes from the 
possibility to use several motor units for the same motion of 
any arm joint. Kinematic redundancy results from the 
existence of seven degrees of freedom (DOFs) in the arm 
(from shoulder to wrist), which is more than six independent 
movements required for an arbitrary positioning and 
orientation of an object in operational space (Potkonjak, et al., 
1998; Sciavicco & Siciliano, 1996). Actuator redundancy and 
its implementation in robotics are challenging problems that 
deserve attention. However, they are not considered in this 
paper, although their role in performing movements in 
biological mechanisms must be pointed out. Instead, this 
paper focuses on kinematic redundancy and investigates 
possibilities to distribute the engagement of robot joints in a 
human-like fashion, imitating the arm’s inherent property to 
execute comfortable motions. The main objective is to achieve 
a human-like motion. This can be done if an adequate 
mechanism is established that simulates biological processes 
of comfort and discomfort in the arm. It would be useful to 
rely on relevant findings from already published results of 
theoretical and experimental investigations. A result which is 
strongly correlated with our work deals with psychophysical 
cost functions of joint comfort/discomfort and was presented 
by Cruse et al. (1990). Their validity was practically justified 
for arm reach posture prediction by Jung et al. (1994). A 
psychophysical cost function describes an immediate 
deviation of joint position from the location of maximum 
comfort. According to experimental findings given by Cruse 
et al. (1990), the CNS controls arm motion by minimizing the 
efforts (from a psychophysical point of view) invested during 
the movements. Physiological and psychophysical 
investigations indicated that, in the absence of muscle fatigue, 
a more comfortable joint pose is closer to the middle of the 
physiological motion range in that joint. Locally minimizing 
the function describing a deviation from the position of 
maximum joint comfort, it is possible to determine 
comfortable motions of a kinematically redundant mechanism. 
 Mathematical functions representing current distances from 
middle positions of joints were used in robotics for joint limits 
avoidance (Liégeois, 1977; Chan & Dubey, 1995). The 
applied IK method took care of these distances and forced 
joint motions to the direction opposite to mechanical 
boundaries. In this paper, such functions are chosen as starting 
points in the formulation of an analytic procedure for 
generating joint movements that are equivalent to the 
movements of a human arm after appearance of discomfort 
due to muscle fatigue. 
 Fatigue in humans is a rather complex issue. On one hand, 
it is a physiological process related to accumulation of 
metabolic products. This is the aspect that could be, more or 
less accurately, modeled. On the other hand, fatigue has a 
psychological aspect – e.g. a fatigued human feels much better 
if he simply changes the work he is doing – this aspect cannot 
be modeled and will not be considered in this paper. 
Physiological sources of fatigue, although extensively studied, 
are still not thoroughly known. Basically, fatigue appears after 
long-standing and powerful contractions of muscle motor 
units. Increase of lactic acid concentration accompanies the 
progress of fatigue sensation (pH value decrease in muscle 
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tissue). Simultaneously, the oxygen distribution is reduced, 
while concentration of some substances particularly 
influencing the mechanism of muscle contractions and 
dilatations decreases, e.g., Adenosine Triphosphate (ATP). As 
a result, muscular activity declines. The progress in a human’s 
feeling of discomfort due to fatigue grows simultaneously 
with the progress of fatigue itself. The beginning 
manifestation is like a slight sense of discomfort in a certain 
part of the arm, then the discomfort transforms into an 
unpleasant squib which, finally, results in obtuse pain (Öberg, 
1994). Additional engagement of other motor units is then 
required to sustain the necessary arm actuation. 
 Muscle fatigue can be quantified by means of objective and 
subjective methods. Objective methods include mechanical, 
electromagnetic (EMG), metabolic and physiological 
measurements (Mizrahi, 1997). Another group of methods is 
based on the subjective evaluation of the sensed fatigue level, 
given by the subjects participating in experiments (Öberg, 
1994). Because there is a variety of factors indicating the 
current level of fatigue, it is not possible to distinguish an 
ultimate method for fatigue quantification. The same 
statement holds for the models of fatigue, available in 
literature (see, for example, the work by Kiryu (1998)). 
However, no matter which method is applied for fatigue 
quantification, it seems reasonable to consider fatigue as an 
increasing function. That function is often assumed to be 
exponential (Peckham, 1972; Vodovnik & Rebersek, 1975; 
Giat, et al., 1996). The slope of the function depends on the 
actual engagement of motor units and the current level of 
fatigue. After some time, saturation appears, as a result of 
reduced activity of exhausted motor units. An example of a 
diagram with such characteristics is available in (Jenkins & 
Quigley, 1992) and corresponds to the increase of lactic acid 
concentration in a muscle engaged in demanding movements. 
 Keeping in mind the described principal characteristic of 
the fatigue function, we will suggest for a mathematical non-
dimensional variable to be a measure of fatigue in humans. 
Later, we will explore eventual meaning, sense, and 
applicability of such variable in robots, introducing “robot 
fatigue”. The temporal characteristic of robot fatigue must be 
equivalent to the functional characteristic of biological 
fatigue, thus opening the possibility of generating human-like 
motions of the robot joints. The aim is to force a redundant 
anthropomorphic robot arm to track a given end-effector 
operational space trajectory, along with producing the most 
comfortable configurations in the sense of the above 
mentioned psychophysical cost function. Functionally, robot 
fatigue will have a response equivalent to the biological 
muscle fatigue, that is, similar dynamic behavior. Results 
presented in the rest of the paper will justify this approach. An 
anthropomorphic seven-DOF human/robot arm performing 
the screw-driving task will be simulated. It will be shown that 
the robot arm attains postures and executes motions similarly 
to that of the human arm performing the same task. 
Mathematical Formulation 
Solution of IK Problem 
The arm kinematics will be defined in terms of velocities 
(Nakamura, 1991; Sciavicco & Siciliano, 1996). The relation 
between vectors of configuration (joint) velocities    and 
operational (end-effector) velocities   , is given by the 
Jacobian form 
 
           .                 (1) 
 
 We assume that redundancy exists, i.e., the number of 
operational velocities, denoted by m, is strictly less than the 
number of configuration velocities, denoted by n. Normally, it 
is    (three translations plus three rotations). For a human 
arm it holds that     (3 degrees of freedom (DOF) in 
shoulder, 2 in elbow, and 2 in wrist). Dimension of the non-
square Jacobian matrix J(q) is then    . The redundancy 
implies a non-unique IK solution, since a given task, defined 
in terms of operational velocities, can be accomplished with 
an infinite number of combinations of configuration 
velocities. We are interested in those joint velocities that 
would be executed by a human arm in a given task. Adequate 
velocities can be found by local minimization of the cost 
function, formed by two quadratic terms (Sciavicco & 
Siciliano, 1996): 
 
                                           .  (2) 
 
W' and W'' denote     positive definite symmetric 
weighting matrices, while     represents an n-component 
column vector. The first term in eq. (2) enables us to penalize 
motion of some joints relative to others. In this paper it should 
provide a distribution of operational motion to the redundant 
number of arm joints in accordance with the biologically-
inspired concept of distributed positioning (DP) (Potkonjak, 
1990;  Potkonjak & Krstulovic, 1992a, b; Potkonjak, et al., 
1998), which means stimulating motions of the joints with 
low inertia and penalizing motions of the joints with high 
inertia. It should also enable a proper reconfiguration of the 
arm, in accordance with the progress of fatigue. The second 
term in eq. (2) aims at the utilization of kinematic redundancy 
in the sense of a secondary criterion. Minimization of 
objective (2) subject to constraint (1) is performed by using 
the method of Lagrange multipliers (Gottfried & Weisman, 
1973). Optimal joint velocities are obtained: 
 
                              ,        (3) 
 
where W=W'+W'' and     denotes the weighted pseudo-
inverse of the Jacobian: 
 
                                    (4) 
 
Vector     enables the local optimization of some secondary 
objective function G(q), used for the proper utilization of 
kinematic redundancy. Following (Liégeois, 1977),     is 
defined as the gradient of G(q): 
 
         
     
  
                    (5) 
 
where ka is a scalar coefficient. The final form of the IK 
solution is obtained by substituting (5) into (3): 
 
                             
     
  
        (6) 
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Choise of the Secondary Objective Function 
Definition of the secondary objective function G(q) providing 
comfortable motion is discussed in this subsection. The 
distances of current joint positions qi , i=1,...,n, from the 
mechanical joint limits qi,min and qi,max will be the basis for 
definition of the secondary objective function. In the previous 
section it was already pointed out that the middle values of 
human arm joint ranges coincide with positions of the 
maximum comfort. This fact justifies the choice of G(q) as a 
function penalizing deviation from the middle values 
(Liégeois, 1977; Chan & Dubey, 1995): 
 
        
  
  
     
           
          
           
 
          (7) 
 
or 
 
        
 
 
   
             
 
                    
              (8) 
Model of Arm Dynamics 
The dynamics of the arm plays an important role in 
establishing a procedure that provides human-like motions of 
joints. We adopt the standard representation of arm dynamics: 
 
                                (9) 
 
where  ,   , and    denote     vectors of joint positions, 
velocities, and accelerations; H is an     inertia matrix; h is 
an     vector of centripetal, Coriolis’, friction and 
gravitational torques; τ denotes the     vector of driving 
torques in the joints; J is the Jacobian, and F is the m-
component external force/torque. Driving torques are 
produced by actuators – muscles in humans and motors in 
robots. 
Model of Fatigue Process 
This subsection suggests a method that should be used to 
simulate the effects of physiological fatigue in human 
muscles. 
 The key features of the fatigue function were revealed in 
subsection “Comfort and Fatigue”. We now look for a proper 
mathematical model to express these features. We first 
introduce a non-dimensional variable being the measure of 
fatigue. It will be called simply fatigue. Let    be the fatigue 
in joint i (i=1,...,n). We assume that the level of fatigue 
directly depends on the accumulation of metabolic products – 
concentration of lactic acid. So, the concentration could be 
considered as fatigue, after normalizing it to become a non-
dimensional variable.  
 We consider fatigue as an accumulation process. Like in 
modeling any accumulation process, we will consider the 
gradient of the state coordinate as balancing input and output. 
A good paragon is the process of heating a body, being the 
accumulation of thermal energy: temperature θ is the state 
variable,     is the input from electric heater,          is 
the output (energy transition body-to-ambient), and the model 
is finally                 , where C is the specific 
thermal capacity.  With the fatigue process, zi is the state 
variable. Let us discuss the input and the output. 
- One notes that there exists an input, a source of lactic acid – 
these are metabolic processes which intensify with the 
stronger muscle activity i.e. with the higher joint torque τi. 
There are no reliable results reveling how the production of 
acid depends on the torque τi. In order to develop the 
methodology, we follow the paragon and adopt a quadratic 
function. So, the input rate can be expressed as      , where Ai 
is the coefficient that should be determined experimentally.   
- Next, one notes that there is also an output – blood takes 
the acid out of the muscle. The output rate can be considered 
proportional to the difference in concentration between the 
muscle (zi) and the blood (zi,0), and so it is:            , 
where Ki is the conductance (transition coefficient).  
Now the balance is: 
  
                                   (10) 
 
where Mi is the specific accumulation capacity. The model 
can be rewritten to the form 
 
        
  
  
  
                       (11) 
 
revealing the time constant Ti.  
 Model (11) considers zi,0 as being constant. This means that 
we neglect the accumulation process in the blood. If one 
wishes to expend the fatigue dynamics to include bloodstream 
system, he should note that the acid taken from the muscle 
should be treated as input to the blood. The output should be 
defined as the place where the “cargo” is unloaded (liver). The 
concentration zi,0 now becomes a new state variable and the 
fatigue process becomes of the second order. 
The Full Model 
The full model means the set of equations that can be 
numerically integrated to calculate the system behavior in all 
its aspects. So, we talk about simulation and it goes in few 
steps:  
- We start from the fact that a given task means a prescribed 
motion in operational space, x(t). 
- IK is resolved by applying expression (6) along with (8). 
This way, the joint-space motion q(t) is obtained which 
satisfies the request for comfort. 
- With known joint motions, the joint torques τ(t) are found 
from the dynamic model (9). 
- Finally, the progress of fatigue z(t) is calculated by 
integrating the model (11). 
What still remains an open question is: does and how fatigue 
influences the above formulated simulation procedure.  
How Fatigue Influences the Arm Motion 
Here, we suggest the proper means for establishing the 
functional dependence between fatigue time history         
     , and robot arm motions. For this purpose, we should 
reinstate the expected effects of fatigue progress. During 
manipulation, a human arm performs movements adequate to 
the desired manipulation task, permanently accommodating its 
configurations to the actual level of muscle fatigue. Present 
kinematic and actuator redundancy allows execution of the 
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manipulation task in a comfortable way, by appropriate 
distribution of joint motions and participation of different 
motor units. In such ways exhausted muscles may recover and 
other muscles increase their activity. A similar strategy could 
be applied to a robotic arm. Note that capabilities of the 
kinematic redundancy will be utilized only – actuator 
redundancy is out of scope of this paper. 
Reconfiguration 
For each arm joint it is necessary to specify an appropriate 
critical level of the fatigue:      . It is the level when a human 
starts to feel unpleasant sensations in the considered joint. 
Thus,       should not be seen as a definite limit but rather a 
bound of a desired region of working mode. If the fatigue    is 
less then      , a human feels fine and will continue working in 
the same way. If    exceeds the critical value, the human can 
still work in the same way but he will not feel comfortable. To 
prevent the discomfort, a proper depression of motion in the 
critical join is needed. It is necessary to reconfigure the arm 
by taking a posture that will engage other joints more thus 
giving the exhausted joint a chance to rest. Note that 
reconfiguration is done in the joint space and does not affect 
the operational motion x(t) and the execution of a given task. 
Reconfiguration of joint motions can be achieved on the IK 
level, by means of the proper weighting matrices. We remind 
that there are two matrices making a sum W= W'+W''. Matrix 
W' should provide human-like distribution of joints motions 
(DP concept) and an adequate reconfiguration of the arm with 
respect to actual levels of joint fatigue. By means of W'' one 
can specify higher engagement of some joints in realization of 
the secondary objective. In this paper, it is assumed that all 
joints have equal priority in realization of the secondary 
objective. In such a way, the role of W' determines a 
particular choice of W. To ensure the proper reconfiguration, 
penalty functions are introduced into the weighing matrix: 
 
                                  (12) 
 
Penalty functions        should penalize the exhausted joints 
and stimulates those that are still “fresh”. Mathematically 
speaking,        should be constant untill    reaches       and 
monotonically increasing above      . In this way, the penalty 
functions will contribute to reduced movement of each joint in 
which the actual value of fatigue exceeds an assigned critical 
level. The choice of a particular penalty function is task 
dependent. For the simulation study of this article we adopt a 
quadratic function: 
 
         
            
               
           
  ,     (13) 
 
where the initial weighing factor    is a scalar constant and 
the coefficient      determines the desired slope of the 
penalty function. 
 It is expected that reduced engagement of the exhausted 
joints will give them a chance to rest and go out of the critical 
working mode. Several reconfigurations may happen, one 
after the other, as different joints reach the critical levels. If 
the imposed task is not too tough, the arm will finally finds a 
steady state in which it can operate for a longer time. We 
remind that reconfigurations do not affect the execution of the 
task since it does not reflect in the operational space x. 
Degeneration 
If the task is too demanding, it may happen that, in spite of 
reconfiguration, the fatigue functions       continue to rise. 
This means that reconfiguration delays the fatigue problem 
but does not eliminate it. To handle this situation, some upper 
limits of fatigue are adopted:              . The limit in 
the i-th joint,      , determines the level when discomfort in 
the joint turns into pain that cannot ne endured. In this 
situation, a further rise of fatigue must be prevented regardless 
of the consequences, even if the execution of the task is 
compromised. Hence, we call this phase degeneration. The 
over-exhausted joint must rest and we emulate this process by 
using a “torque limiter”. The limiter will allow the torque that 
is smaller than the required value by the factor D, and thus for 
the joint i it will be: 
 
            
                   (14) 
 
where    is the actual torque and   
    is the value required by 
the dynamics of the given task. The damping factor        
depends on the actual level of fatigue. In order to efficiently 
relax the over-exhausted joint, an exponentially decreasing 
function is adopted: 
 
         
            
                       
         (15) 
 
Damping the torque will result in insufficient joint drive and 
accordingly in the degeneration of motion trajectories, in both 
joint (q) and operational (x) space. Thus, the task is no more 
executed properly.  
Implications to a Robotic Arm 
The above discussion was mainly focused on human arm but 
with the idea in the background to find a proper interpretation 
and implication in robots. The answer is generally in the 
possibility to achieve a human-like behavior of robot. 
Potkonjak et al. (2002a, b, 2005) suggested approaching this 
problem from the aspect of human-robot communication, and 
contributing to gestural communication. The research paid 
particular attention to generation of a nonverbal message 
about overloading. The thermal dynamics, that is, robot 
motors heating, was considered and the rise of temperatures 
was used as the measure of “robot fatigue”. Redistribution of 
joint engagements was suggested as the solution which would 
relax the overheated motors. This reconfiguration would be 
observable to people being around and thus would be a 
nonverbal message about fatigue and exhaustion. The authors 
mainly concentrated on robots engaged in fine-motor-control 
tasks and particularly handwriting.  The present research 
shares some basic ideas but it generalizes the problem by 
putting it in a wider context of mathematical modeling of 
physiological processes and human-robot analogy.  
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Example − Screw-Driving Task 
Effects of the suggested method are analyzed for a task very 
demanding regarding applied force and torque – the screw-
driving task. A human and/or an athropomorphic robot arm 
has to screw the bolt into the hole on the vertical work surface 
(wall). Although this operation often involves a specific 
motorized tool, an electric screw-driver, we here consider 
screw-driving as a purely manual operation. This means that, 
apart from enabling the proper position of the “old-fashion” 
screwdriver in the space, the arm should also provide angular 
screw-driving movements about the longitudinal 
screwdriver’s axis (Fig. 1). 
 
 
(a) 
 
(b) 
 
Fig. 1. Redundant arm in screw-driving task:  
(a) configuration, (b) initial position 
 
The considered arm configuration is shown in Fig. 1a. It has 
seven DOFs, meaning that it is redundant for the given task 
that requires six. Initial position is shown in Fig. 1b. 
 Initial position of the robot arm is defined by:        
                      . Accordingly, the initial arm 
posture has a stretched wrist and the forearm and the 
screwdriver are aligned perpendicularly to the wall.  
 A screw-driving task requires rotational motion of a screw 
about its longitudinal axes, along with keeping its 
perpendicularity to the wall. It is assumed that screwing 
consists of a series of single revolute movements (forward and 
backward), each of π/2 [rad]. A forward rotation (screwing in) 
is indicated in Fig. 1. Backward rotation does not drive the 
screw, but only prepares the screwdriver for the next turn. 
Each movement takes T=0.5s. Different studies investigating 
motor control of human movements have shown that human 
arm performs smooth voluntary movements with bell-shaped 
velocity profiles (for illustration, see (Hogan, 1984)). In our 
simulations the bell-shaped velocity profile was approximated 
with a cosine velocity profile (Vukobratovic & Kircanski, 
1986) and applied to rotational motions of the screwdriver. 
This way we complete the definition of the end-effector 
motion task. The full task, however, includes the force and the 
torque which the screwdriver applies to the screw – the arm 
motor units have to provide longitudinal force F=50N, and the 
torque M=6Nm about the longitudinal axis. The force and the 
torque are applied only while turning the screwdriver forward 
– the backward rotation is relaxed. 
 
 
 
Fig. 2. Joint motions:              . Zoomed view of q2 
shows the motion drift in shoulder: upper arm starts to move 
down toward the trunk. 
 
 We now apply the derived models of fatigue progress and 
the suggested method for IK resolution, with the aim to 
simulate the arm behavior in the imposed task. The calculated 
behavior will then be compared with the behavior observed 
with a control group of 5 human study subjects. Note that the 
model parameters used in simulation were tuned (using 
simulation experiments) so as to stimulate the system to 
feature relevant effects earlier, thus eliminating the need for 
too long simulation. Hence, the parameters used in simulation 
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differ from those of study subjects. Monitoring of the control 
group was not based on some measurement but rather on the 
visual observation and the verbal descriptions given by the 
study subjects. Therefore, the simulation results and the 
experiment can be compared on the qualitative level only. 
 The joint motions,               , obtained by 
simulation are shown in Fig. 2 (note that the applied order 1, 
3, 2, … instead of regular 1, 2, 3, … uses the space in the 
figure more economically). Note that the total time of 
monitoring the event was 500 s. Since a cycle of screwing-in 
(forward-plus-backward rotation) lasts 1 s, it is not possible to 
observe a particular oscillation in joint motions. One can only 
see the envelope, but it is sufficient for understanding the 
results. The only exception is the zoomed diagram for joint 2, 
where oscillations are visible. Bearing in mind the arm 
starting position, it is clear why the screw driving is initially 
performed by joint 5 alone. It is the only joint able to provide 
the rotational motions about the longitudinal axis of the 
screwdriver. 
 The simulated progress of fatigue,               , is 
presented in Fig. 3.  
 
 
 
Fig. 3. Progress of fatigue,              . 
 
 Relations between time histories of       and       should 
be considered next. This will be done by comparing diagrams 
from Figs. 2 and 3. Let us start from joint 5. Diagram    in 
Fig. 2 shows large turns which generate the screwing torque. 
Hence, fatigue    (Fig. 3) progresses fast. When       reaches 
the assigned critical level         , penalty function        
starts to work, causing reduced engagement reflecting in 
decreased amplitude of motion in diagram       (Fig. 2).    
features a reduction of slope. The change in slope is not sharp, 
but comes some time after reaching      , resembling human 
reaction. So, with appearance of fatigue symptoms in the joint 
5, its engagement decreases. This is enabled by proper 
participation of other joints, which starts exactly at the 
moment when joint 5 reaches its critical value. This effect is 
apparent from all diagrams      . 
 Diagrams of motions in joints 2, 3, and 7 deserve special 
attention, because of their prevalent participation in 
compensating the reduced involvement of joint 5. This is also 
similar to the natural behavior of human arm, which after 
sensing the discomfort (fatigue) in the forearm, engages 
exactly the same joints to relax exhausted muscles. Increased 
engagement of these joints results in increase of their fatigue. 
Two of the three most actively participating joints (2 and 3) 
are in the shoulder. These joints, besides other roles, 
compensate the gravity load of the complete arm. The third 
active rotation (joint 7) is in the wrist and it coincides with 
that rotation of a human wrist which is able to participate in 
endurance movements. Joint 7 can stand significant dynamical 
demands and slowly fatigues. Its engagement in providing 
speeded-up motions in the writing task has been investigated 
in (Potkonjak, et.al, 1998). These facts imply that fatigue 
effects should appear in the shoulder first, rather than in the 
wrist. This is equivalent to the natural behavior of a human 
arm. As a consequence, fatigue    is the next (after   ) to 
reach its adopted threshold         . After reaching the 
threshold, the penalty function will keep the fatigue in the 
vicinity of that level. The motion in joint 2 (shoulder) drifts 
toward lower values of   . This is shown in Fig. 2 and 
zoomed for better observation. The suggested method for 
redundancy resolution based on actual fatigue provides 
reconfiguration of the arm mechanism in a way identical to a 
human arm after appearance of biological fatigue. The arm 
puts its elbow closer to the trunk, after subject to fatigue 
caused by endurance movements during screw driving. This 
new posture of a human arm is more comfortable to work. It is 
important to note that the arm proceeds its normal operation 
(in the sense of task execution), just taking the new posture. 
Redistribution of motion, depression of some joint motions 
and stronger engagement of others, does not compromise the 
end-effector motion. The complete redistribution is shown in 
diagrams               (Fig. 2). 
 In the above discussion, the statements that some behavior 
calculated by simulation resembled the human behavior, ware 
based on the qualitative comparison between the simulation 
results and the observation from the human control group. The 
most visible reaction of human study subjects was turning the 
elbow down to the trunk This is also visible in the simulation 
diagram of    in Fig.2. 
Conclusion 
The objective of the paper was to explore how physiological 
processes, in particular fatigue, influence human motion, with 
the idea of formulating mathematical models describing this 
relation. Resolution of the inverse kinematics of redundant 
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arm was discussed fist, proposing a biologically inspired 
method that took care of the comfort of motion and utilized 
the actual level of fatigue in arm motor units. The method 
allowed the reconfiguration of the arm that gave the fatigued 
joints a chance to rest by engaging more the joints which were 
“fresher”. In order to simulate the progress if fatigue, 
mathematical model of fatigue was derived based on a general 
model of accumulation processes. The developed methods 
ware tested by simulation and qualitative comparison with the 
observed behavior of the human control group. Results 
obtained by simulation featured a human-like behavior that 
qualitatively agreed with the observation from study subjects. 
Implications of the results to anthropomimetic robots were 
indicated. 
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Abstract
Biological multicellular structures can not only self-generate
from a single cell but also self-regenerate after damage. In
this paper we investigate self-regeneration in a model of arti-
ficial development, Epigenetic Tracking. 3-dimensional cel-
lular structures grown using our model reach a size and a level
of complexity unmatched by other models in the field, thanks
to several features of Epigenetic Tracking. One of these fea-
tures is that only a small fraction of cells in the body, called
drivers, orchestrate development. In this paper we use the
mechanim for the generation of drivers based on the diffu-
sion of morphogens as a foundation of several new mecha-
nisms in Epigenetic Tracking, and show that these mecha-
nisms allow for self-regeneration after removal of arbitrarily
large portions of the multicellular body.
Introduction
Models of development can be divided into two broad
classes: grammatical and chemical. The first class in-
cludes L-systems, introduced by Lindenmayer (10) to model
plant growth, and models based on context-free or context-
sensitive grammars, instruction trees or directed graphs
(e.g., 1; 7; 8). Grammatical models can generate surpris-
ingly complex, life-like shapes, even though they do not in-
clude mechanisms corresponding to the biological processes
working at the molecular level. In contrast, chemical models
(e.g., 2; 9; 11) do include such mechanisms, inspired by in-
formation processing inside cells (gene regulatory networks)
and by communication between cells (diffusion of chemi-
cal substances; considered already by Alan Turing, 1952).
Although some models of development can be considered
either grammatical or chemical, the division between these
classes is fuzzy, and much can be achieved by combining
features of both to bring computational efficiency on one
hand, and biological plausibility on the other. Such com-
bination of features stands behind Epigenetic Tracking (3).
In Epigenetic Tracking, self-generation of 3-dimensional
multicellular structures starts from a single cell containing a
genome that encodes all the information necessary to direct
development. The genome can be evolved using a genetic
algorithm with a fitness function measuring the proximity of
the final structure (the body) to a target shape. The complex-
ity of the bodies obtained with Epigenetic Tracking (num-
ber of fine morphological features and patterning) and their
size (reaching millions of cells) has not been matched yet by
any other model. Self-generation of such large and complex
bodies is possible thanks to the division of cells into normal
cells and drivers: a small fraction of cells that orchestrate
development.
We have recently introduced a new mechanism into Epi-
genetic Tracking, a mechanism for the generation of drivers,
based on the diffusion of chemical substances (morphogens;
6). In the present paper we introduce several additional new
mechanisms, guided by the assumption that regeneration re-
plays the events that occurred during development (13, see
also 2). We show that these additional mechanisms allow
to add self-repair to the list of phenomena we previously
investigated in our system (ageing and cancer, 4; and the hy-
pothetical transfer of information between somatic cells and
the germline, 5; Fontana and Wro´bel).
Epigenetic Tracking: a model of evolving,
self-generating multicellular structures
In Epigenetic Tracking multicellular bodies consist of cube-
shaped cells on a 3-dimensional grid. The growth starts from
a single cell and continues through a pre-specified number of
developmental stages. Cells belong to two categories: nor-
mal and drivers. Each driver has an associated array of dig-
its, called mobile code. All the cells carry the same genome,
an array of characters (from a 4-letter alphabet). The mobile
code can be considered as an abstraction for the set of reg-
ulatory factors present in a cell: it allows drivers to behave
differently despite sharing the same genome.
The genome consists of developmental genes, which all
have a left part and a right part. The left part contains three
fields: switch, which specifies if a gene is active or inac-
tive, timer, and mobile sequence. At each developmental
stage, the mobile sequence of each developmental gene is
compared with the mobile code value of each driver, and the
timer is compared with the value of the current developmen-
tal stage. If both match, the right part of the gene fires. Each
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Figure 1: Orchestration of developmental events by drivers in Epigenetic Tracking. On the top, a driver (one of the cells in
yellow) with mobile code A triggers a proliferation event at developmental stage 2. On the bottom, a driver with mobile code
C triggers a cell death event at stage 6. Black lines indicate the match of the fields in the left part of the genes with the mobile
codes of the drivers and the clock. The shape of the created or deleted cell masses is encoded in the right parts of genes. The
schematic genome has 10 genes.
right part has three fields. One field determines the type of
event – local proliferation or death (removal of cells from the
grid; Fig. 1). Another field specifies the shape of the local
structure created by proliferation or removed by cell death.
The third field determines the phenotype of the normal cells
produced in case of proliferation (which is represented by
their colour).
A proliferation produces normal cells and drivers. Drivers
are placed among normal cells after proliferation, and are
much fewer than normal cells in number. Each new driver
obtains a new and unique mobile code. The creation of
drivers in the experiments described in this paper relies on
the diffusion of morphogens, belonging to a finite number
of types (we recently implemented this mechanism in Epi-
genetic Tracking, 6). After a driver orchestrates a devel-
opmental event, it persists in the structure and becomes a
source of the morphogen which had the lowest conserta-
tion at the driver’s position when this cell was activated; the
diffusion of this morphogen will contribute to the chemical
landscape in the body and influence the creation of future
drivers (Fig. 2).
The concentration of a particular morphogen (C) in the
body follows the equation C = 9 − round(D/G), where
D is the Euclidean distance between a given position on the
grid and the closest driver that produces the morphogen, and
G is a system parameter. If the formula gives a negative
number, the concentration is set to 0. Because of the round-
ing, the concentrations can take an integer value between 0
and 9, and positions close-by can have the same concentra-
tions of all morphogens. The cell in the centre of each such
region (determined by averaging the coordinates of all the
cells there) is a candidate for becoming a new driver. The
drivers are created after sorting the regions by size, in the
largest region first, provided that each new driver is suffi-
ciently far away from the closest existing driver (this dis-
tance is also a system parameter).
The mobile code of the new drivers is derived from the
code of the driver that created it through proliferation, but
also includes information about the concentration of mor-
phogens in the region. To do so, the mobile code is sep-
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Figure 2: Generation of new drivers based on diffusion of
morphogens. Driver cells which have orchestrated an event
(yellow cells circled in top panel) persist after doing so in the
structure and produce morphogens. There is a finite number
of morphogens and their concentrations are rounded, so the
structure divides up into multicellular regions (each marked
with a different colour in the bottom panel) having the same
concentrations of morphogens. New drivers (indicated with
red circles) form from the central cells in such regions, if
these cells are sufficiently distant from any other driver.
arated into as many sub-fields as there are developmental
stages, and the concentrations are encoded in the sub-field
corresponding to the current stage. For example, if the con-
centration values are [4,7,8,2], the number encoded in this
sub-field (using a 4-digit positional code) will be 4782. The
parameters of the system can be varied to ensure a suffi-
ciently high driver density as to preserve evolvability (6).
Because the first proliferation originates from one ini-
tial driver cell (the zygote), morphogen regions are absent,
and another mechanism is needed at this point to form new
drivers: they are placed using a pre-specified pattern. This
initial placement of drivers can be seen as deriving from
morphogen gradients in the egg itself (maternal factors, 13).
Four new mechanisms in Epigenetic Tracking
to allow for self-regeneration
Because of the central assumption of our model of regenera-
tion (that the state of the body at the start of regeneration has
Figure 3: Dependencies among drivers. The cells turned
into drivers are originally produced in proliferations orches-
trated by other drivers (these dependencies are represented
by black lines on the top panel), but their formation is influ-
enced by morphogens produced by other drivers (blue lines),
with the exception of drivers created in the first stage (which
are not created using morphogens; see text for details). This
information can be used to outline a dependency graph (bot-
tom panel) between drivers which were activated during de-
velopment (shown in green), and can be reactivated for re-
generation. For example driver E depends on driver cells B,
and A.
to be similar to some state during embryonic development),
the drivers that orchestrated development need to persist in
the body – they will be needed to orchestrate the events dur-
ing regeneration. These drivers, once they trigger a devel-
opmental event, are kept in a deactivated state (so that this
event is not triggered again). This is the first newmechanism
introduced in our system.
The second mechanism permits detection of damage. All
cells created in a proliferation event send chemical signals to
the deactivated driver which created them. If many of these
cells are destroyed, this driver can be reactivated because it
receives less of these signals. A large damage can result in
the reactivation of many drivers.
Before such reactivation can occur, however, the debris
left by the damage needs to be removed, so that the struc-
ture contains no cells created during development by the
driver that is reactivated, or indeed any cells whose creation
depended on such a driver (using a dependency graph like
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Figure 4: Regeneration of a body part. Panels (and stages) 0-4: the developmental trajectory for a hypothetical body part.
After the end of development (stage 4), a portion of the structure is cut at stage 5. After debris removal (stage 6), driver B is
reactivated, leading to the recreation of drivers E, which is also reactivated, and so on, until the structure is completely regrown.
the one in Fig. 3). Should such cells remain, some parts of
the structure could be duplicated or regeneration would not
work correctly. This debris removal is the third new mecha-
nism.
The fourth mechanism recreates exactly the same land-
scape of morphogens as during development, by exluding
from the sources of morphogens all the drivers activated
originally (during development) after the driver that is now
reactivated during regeneration. For example, if the reac-
tivated driver was originally activated at stage 5, a driver
activated at stage 12 would be excluded.
Finally, we needed to deactivate one of the mechanisms
that were present in previous versions of Epigenetic Track-
ing: in the version presented here, proliferation does not
cause the cells present at this point in the structure to be
pushed away, neither during development nor during regen-
eration (otherwise the morphogen landscape would not be
recreated). When a profileration is triggered by a driver em-
bedded in the existing structure, the new cells are placed in
the grid only if the relevant positions are free, so that no old
cell is deleted. The proposed mechanisms ensure that the
drivers activated to produce a given body part during devel-
opment are reactivated during regeneration, leading to the
same sequence of events (Fig. 4).
Results and Discussion: Self-generation and
self-regeneration of multicellular structures in
Epigenetic Tracking
We have run 10 independent simulations of evolution us-
ing a genetic algorithm, with constant pupulation size (124
individuals). At the first generation, all genomes were
random. At each subsequent generation the genomes of
the individuals in the new population were created as fol-
lows: (i) the genomes for the 16 best invidual in the previ-
ous population were copied from the new population with-
out change (elitism); (ii) 96 genomes were inherited from
the previous population with selection probability propor-
tional to each individual’s fitness, crossover (one point, with
50% probability) and mutation (the rate is 0.005 per char-
acter in the genome); (iii) 12 genomes were created com-
petely randomly. This influx of random genomes introduces
new genes into the population to increase evolvability. An-
other measure to increase evolvability in Epigenetic Track-
ing, called germline penetration, creates genes with mo-
bile sequences that match mobile codes in the driver cells
which have not been activated during development. and in-
serts them into the genome of next generation’s individuals
(see Fontana and Wro´bel, for the discussion of the biologi-
cal motivation for this mechanism).
The fitness function rewarded the proximity of the adult
structure (the structure after 12 developmental stages) to the
shape of a lizard, requiring about 500 000 cells. Each sim-
ulation was run for 40 000 generations, and in all simula-
tions the best individual was very close to the target (Fig. 5;
only two champions representative for 10 are shown; all
the champions had gemomes with 80-100 developmental
genes). Then, portions of the final structure were removed
and allowed to regenerate (Fig. 5) following the debris re-
moval. We performed tens of such experiments, with differ-
ent damages for different champions, and in all simulations
the regeneration was perfect.
Our model of regeneration draws the inspiration from the
amazing properties displayed by many biological organisms.
The regenerative capabilities in the living world occupy a
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Figure 5: Self-generation and self-regeneration of multicellular structures consisting of hundreds of thousands of cells: the
main contribution of this paper. Two champions of independent evolutionary runs are shown in two separate panels, each with
24 frames. In both cases, development unfolds from a single cell (circles) in 12 developmental stages (frames 1-12). After
stage 12, the four limbs (top panel) or the tail and the head (bottom panel) are cut off (arrows). After the debris is removed, the
structures are completely regenerated.
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wide spectrum, ranging from limited cell renewal within tis-
sues, to full regeneration of entire multicellular organisms
starting from small fragments. The results obtained in this
paper correspond to the latter, most complex extreme of this
spectrum, perhaps raising doubts about the biological plau-
sibility of the mechanisms we proposed.
We have built our model of regeneration on two founda-
tions: (i) drivers who were active during development per-
sist, deactivated, in their original positions at later stages
of life; (ii) morphogens released from drivers created dur-
ing later development stages than the damaged part are ex-
cluded during regeneration. Both foundations are required
to recreate the same conditions during regeneration as the
conditions during development in order to guarantee perfect
regrowth after damage. A less perfect regrowth – more com-
mon in nature – will result, we suspect, if the mechanisms
we introduced in Epigenetic Tracking do not work perfectly.
We predict that then the regeneration will work better for
more elongated parts of the structure (such as limbs or a
tail), corresponding to more “isolated” driver subsets, i.e.
with less dependencies on subsets in other body parts. More
central body parts (e.g., the trunk) correspond to driver sub-
sets with more dependencies, so they require a profound de-
bris removal. We plan to investigate in our future work if
these intuitions agree with simulation results for imperfect
mechanisms in Epigenetic Tracking.
Are both foundations described above biologically plau-
sible? Drivers in Epigenetic Tracking are inspired by bi-
ological embryonic stem cells (Fontana and Wro´bel). Em-
bryonic stem cells are totipotent cells, able to differentiate
into all cellular types, while adult stem cells are pluripo-
tent cells persisting throughout life, dividing when there is
a need to replenish died cells or to regenerate damaged tis-
sues. So persisting quiescent drivers in Epigenetic Tracking
can be compared to adult stem cells. On the other hand,
perfect debris removal and recreation of the chemical land-
scape present during development is not entirely plausible,
and the fact that it is not may explain why biological organ-
isms with high complexity have a limited ability to regener-
ate whole parts of their body. Regardless of the degree of bi-
ological plausibility, the mechanisms we introduced for sim-
ulated development in Epigenetic Tracking could be imple-
mented in artificial physical systems, provided that physical
building-blocks able to store genetic information are avail-
able.
Conclusions
Our model of multicellular development, Epigenetic Track-
ing, allows to self-generate 3-dimensional structures consist-
ing of millions of cells, structures with shapes that have a
level of detail unmatched by other models of artificial devel-
opment. We presented in this paper a new version of Epige-
netic Tracking, in which the drivers – cells that correspond
to biological organisers, fewer in number than other cells
in the structure – are created using diffusing morphogens,
persist through life, and can orchestrate regrowth after dam-
age. The presence of the new mechanisms in the model did
not impair evolvability, and allowed for perfect regeneration
after damage. We plan to investigate in future work if the
regeneration will be less perfect – like in highly complex
biological organisms – if these mechanism do not work per-
fectly. These future work will aim to infer general rules for
regeneration in biological and artificial systems.
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Abstract
This paper investigates the dynamics of decentralised nest
construction in the ant species Leptothorax tuberointerrup-
tus, exploring the contribution of, and interaction between, a
pheromone building template and a physical building tem-
plate (the bodies of the ants themselves). We present a
continuous-space model of ant behaviour capable of generat-
ing ant-like nest structures, the integrity and shapes of which
are non-trivially determined by choice of parameters and the
building template(s) employed. We go on to demonstrate that
the same behavioural algorithm is capable of generating a
somewhat wider range of architectural forms, and discuss its
limitations and potential extensions.
Introduction
When building their nests, insect colonies are capable of cre-
ating extremely complex structures without employing ex-
plicit blueprints (Theraulaz et al., 1998). Such feats of col-
lective construction are achieved via stigmergy, where de-
position of building material and pheromones attract, guide
and stimulate other nest mates. For example, some ant
species progressively encircle their brood with a wall con-
structed from collected stones (Franks et al., 1992), while
paper wasps build structured combs that are sometimes pro-
tected by an external envelope (Jeanne and Bouwma, 2002),
and termites are capable of building highly complex nests
with ventilation shafts, galleries, brood chambers, fungus
gardens and royal chambers (Bonabeau et al., 1998; Ladley
and Bullock, 2004, 2005).
Due to the inherent parallelism and stochasticity of self-
organisation, insect nest construction is prone to problems
of interference and needless redundancies are often created
(Di Marzo Serugendo et al., 2011). Nevertheless, the fact
that the individuals themselves only require limited sensors,
memory and reasoning (Mason, 2002) makes attempting to
reproduce their behaviour in robots attractive (Holland and
Melhuish, 1999; Parker and Zhang, 2006; Bullock et al.,
2012). In the future, we might be able to rely on swarms of
extremely simple and cheap robots to autonomously build
structures guided by environmental cues. For example, we
could place signal beacons to suggest where corners of a
building should be or where space should be created for win-
dows and doors.
However, in order to be able to control insect-like con-
struction, we must first understand it. This paper investi-
gates nest building by the ant Leptothorax tuberointerruptus,
which creates circular structures with one or more entrances
around its brood. These nests are created inside flat hori-
zontal cavities and can thus be studied in two dimensions
(Franks et al., 1992; Franks and Deneubourg, 1997; Ther-
aulaz et al., 2003). Ant builders can be divided into ‘internal’
and ‘external’ types. Internal ants stay in close proximity to
the central brood cluster and tend to push stones away from
it, while external ants repeatedly search for stones in the en-
vironment and push them directly towards the brood cluster
until they collide with another ant or a wall.
The brood cluster and the internal ants that surround it
serve as a physical template for construction, passively pre-
venting stones from being pushed close to the brood cluster
and actively moving stones away from it. Eventually, the
built structure itself becomes more important for stigmergy
and new stones are often bulldozed into or along existing
walls. Building occurs in parallel in several places at once,
with some stones travelling between building sites as differ-
ent ants pick them up and drop them.
There is a certain ambiguity in the literature concerning
the role of a pheromone template that emanates from the
brood cluster. It is clear that ants use it to orient themselves
within the nest (Franks et al., 1992), but it is not yet empiri-
cally established whether pheromone influences stone depo-
sition directly (Franks and Deneubourg, 1997) leading ex-
isting models to differ in how they treat this aspect of ant
behaviour (Franks et al., 1992; Theraulaz et al., 2003).
Furthermore, while global colony behaviour is well de-
scribed (Franks et al., 1992) and modelled analytically
(Franks and Deneubourg, 1997), existing agent-based sim-
ulations either use grid worlds where noisy movement and
bulldozing with friction are not modelled (e.g. Franks et al.,
1992) or implement simple continuous behaviour where ants
are only of one type (e.g. Theraulaz et al., 2003). Moreover,
Theraulaz et al. (2003) also model collisions abstractly, ide-
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alising ant stone-dropping behaviour as influenced directly
by the local density of stones as well as local pheromone
concentration.
Here, we attempt to achieve a better understanding of
how the radius and integrity of the constructed nest re-
sult from the physical interactions between ants, stones and
pheromone in a continuous-space model, where some of the
shortcomings of the previous models are addressed. In par-
ticular, the following hypotheses are tested:
1. Nests will be larger when there are more internal ants in
the colony and smaller when there are more external ants.
2. Using pheromone as a building template will lead to more
regular structures, but will also interfere with (1), above.
3. Nest entrances will form spontaneously, influenced by
the density of the internal ants and facilitated by the
pheromone template.
We also explore extensibility of the building behaviour:
4. It is possible for the same behavioural algorithm to
generate alternative architectures by combining multiple
pheromone clouds.
Methods
All simulations were performed in a two-dimensional
continuous-space arena of 660×660 units (165mm2, i.e. 1
unit = 0.25mm). Objects were scaled proportionate to their
real-world counterparts using dimensions given by Franks
and Deneubourg (1997). At the beginning of each run,
3× 103 rectangular stones of size 2×2 units (0.5mm2) were
placed randomly in the arena. The brood was represented
by a tight cluster of 50 randomly oriented static ant agents
placed around the middle of the arena in a random Gaussian
fashion. A circular pheromone cloud 300 units in diameter
was centred on the brood cluster such that the pheromone
concentration had a constant value of unity at the centre, lin-
early decreasing to zero at the edge of the cloud. Time was
modelled in discrete 0.02-second timesteps and each simu-
lation run lasted 6000 seconds. All results presented in this
paper are based on 20 runs per plotted data point.
Initially, a number,Ni, of ‘internal’ and,Ne, ‘external’ 10
units × 2 units (2.5mm×0.5mm) ants were placed around
the brood cluster. Ant location, orientation and movement
were simulated as continuous (Bourg and Seemann, 2004,
p.16–19), where the centre of an ant’s body was moved by a
real-valued distance and given a real-valued orientation each
time step. Collision detection prevented ants from moving
over or through stones or other ants including brood mem-
bers.
Modelled ants implemented the following empirically ob-
served behaviours (Franks et al., 1992) by executing the al-
gorithm represented in Figures 1–3:
Figure 1: Ant behavioral cycle
1. Random movement, unless:
• bulldozing towards the brood cluster (external ants)
• bulldozing away from the brood cluster (internal ants)
• moving towards the brood cluster when pheromone lev-
els were below a threshold (internal ants only)
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Figure 2: Internal ant’s ‘Turn based on ant type’ routine
Figure 3: External ant’s ‘Turn based on ant type’ routine
2. Stone bulldozing, i.e. pushing one or more stones forward
3. Stone dropping, the probability of which increased with
felt resistance of whatever was being pushed or collided
with
4. Occasional moving along walls while bulldozing. In this
case, an ant rotated by a small value as it approached an
existing wall and continued its movement along it.
In order to orient either towards or away from the brood
cluster, both ant types relied on the ability to sense local
pheromone concentration, Cp, and on remembering the lo-
cation of the highest pheromone concentration that they had
encountered so far, Cp∗: a proxy for the location of the
brood cluster.
Internal ants (Figure 2) employed a pheromone movement
threshold, ϑPM , in order to remain within a characteristic
distance of the central brood cluster. Where ϑPM = 0, in-
ternal ants were free to roam to the edge of the pheromone
cloud. Where ϑPM = 1, internal ants attempted to remain
as close to the brood cluster as possible. Internal ants tended
to bulldoze encountered stones away from the brood cluster
and then returned back. External ants (Figure 3) moved ran-
domly unless they were bulldozing stones towards the brood
cluster.
The probability of picking up stones when encountered
was a constant P (p) = 0.5. Each bulldozed stone or stone
that an ant was currently colliding with added resistance
Rs = 0.15 to the ant’s total felt resistance ΣR ∈ [0, 1].
The resistance experienced during collisions with other ants
was Ra = 1.0.
When an ant pushed more stones, its speed decreased
(Equation 1), while its probability to move along walls P (a)
and to drop stones P (d) increased (Equations 2 and 3), caus-
ing the colony to gradually extend existing walls rather than
to make them thicker. Note that external bulldozers only
started checking whether they should drop stones after they
encountered an immovable obstacle and turned away from
it, while internal bulldozers could drop stones at any time.
speed = 2× (1− ΣR) (1)
P (a) = ΣR (2)
P (d) = f × | log(1− α× (ΣR+ )|;
f = 0.625, α = 0.8,  = 10−11 (3)
In runs where the pheromone building template was em-
ployed, local pheromone concentration, Cp, influenced each
internal ant’s drop probability, P (d)i, such that it expo-
nentially increased as the ant moved towards edges of the
pheromone cloud (Equation 4).
P (d)i = min(1 , P (d) + |g × log(Cp)|);
g = 1/7
(4)
The combined effect of ΣR and Cp on P (d) and P (d)i is
depicted in Figure 4.
Results
Structures built by the artificial ants were generally circu-
lar (Figure 5), with (sometimes incomplete) walls forming
around the brood cluster at a characteristic distance that var-
ied with model parameters. This result was robust with re-
spect to the colony size and suitable values of the pheromone
movement threshold, ϑPM , and is comparable with the real
and simulated ants in the existing literature (Franks et al.,
1992; Theraulaz et al., 2003).
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Figure 4: Contour plot of drop probability P (d)i as a func-
tion of felt resistance, ΣR, and local pheromone concentra-
tion, Cp, based on Equations 3 and 4. In the absence of the
pheromone building template, values of P (d) are dependant
on Equation 3 alone and are plotted at y = 1, i.e. where the
log of pheromone concentration is zero.
Figure 5: Example nests for various ant parameter combi-
nations: (a) Ni=10, ϑPM=1.0; (b) Ni=30, ϑPM=0.75; (c)
Ni=50, ϑPM=1.0; (d) Ni=50, ϑPM=0.5. The pheromone
cloud is shown as gray gradient. Brood clusters placed in
the arena centres are shown in dark gray.
To check for the influence of stigmergy, we explored
changes in the mean length of each bulldozing episode
for external ants. As expected, the mean bulldozing dura-
tion, measured from when an external ant bulldozed into
the pheromone cloud to the terminal collision, decreased
over time irrespective of values of ϑPM (Figure 6) due to
the progressively higher frequency of encountering already
placed stones. This behaviour is consistent with Franks and
Deneubourg (1997), who implied that stone carrying time
decays exponentially as the nest building progresses.
Figure 6: Fitted exponential models of mean bulldozing time
measured for external ants between the moment they en-
tered the pheromone cloud and the moment they dropped
stones. Ni=30,Ne=10 and ϑPM=1.0 (solid,R2 = 39.97%),
ϑPM=0.75 (crosses, R2 = 37.83%), ϑPM=0.5 (dots, R2 =
28.04%). (Note that the inherent stochasticity of the simula-
tion means that the exponential model does not account for
all of the variance in bulldozing times.)
Physical Building Template Only
We first explored building behavior in the absence of a
pheromone building template.
The size of nests built by real ant colonies depended on
the number of colony members (Franks and Deneubourg,
1997). Similarly, increasing the number of simulated inter-
nal ants,Ni, tended to increase the effective diameter of final
structures (Figure 7a). Increasing colony size also increased
the irregularity of the built structures, measured as the stan-
dard deviation of the number of stones found in eight reg-
ular conical sectors, each originating from the centre of the
pheromone cloud (Figure 7b).
Both nest diameter and nest regularity were also depen-
dent on the value of ϑPM , i.e. on how far from the brood
cluster internal ants were ‘willing’ to roam before turning
back towards it. Only when ϑPM was higher than a specific
threshold value, was a colony able to effectively encircle it-
self with stones.
Where ϑPM was high, internal ants were tightly clustered
and regular circular nests were built relatively close to the
central brood cluster. For runs with lower ϑPM , internal ants
spread out from the brood cluster, pushing the built structure
out, but their lower density at the characteristic radius of the
nest wall allowed gaps to form, compromising its regularity.
For even lower values of ϑPM , the internal ants were spread
out to such an extent that they cease to be an effective phys-
ical template for building, allowing external ants to build
much closer to the brood cluster. The critical value of ϑPM
(below which the physical building template fails) varied in-
versely with Ni as larger colonies could achieve sufficient
density at greater distance from the brood cluster.
As ϑPM approached zero and the density of internal ants
was minimised, many stones were left very near the middle
of the pheromone cloud, since external ants were often able
to bring them to the brood and there was a lower probability
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Figure 7: Influence of ϑPM on (a) average distance of stones
from the middle of the pheromone cloud, and (b) standard
deviation of the number of stones in eight regular coni-
cal sectors of the cloud for Ne=10 (all) and Ni=10 (dots),
Ni=30 (solid), Ni=50 (crosses).
of an internal ant encountering and removing them. In these
cases, built structures were packed close to the brood and
were often very irregular.
The number of external ants also had a non-trivial influ-
ence on building behaviour. With the number of internal
ants fixed at Ni = 30 we explored the influence of increas-
ing external ant numbers from 10 to 180 for two pheromone
thresholds, ϑPM = 0.5 and ϑPM=1.0. Increasing the num-
ber of external ants, Ne, from 10 to 30 caused nests to be-
come smaller, as expected, since increased pressure from ex-
ternal ants tended to establish walls closer to the brood clus-
ter (Figure 8a). However, contra to Hypothesis 1, further
increases to Ne gave rise to larger nests as a consequence
of interference between external ants, some of which found
themselves within the pheromone cloud during or after bull-
dozing, effectively augmenting the number of internal ants
and amplifying the effect of their physical building template.
Increasing the number of external ants, Ne, also tended to
increase the amplification of their initial building sites, de-
creasing the regularity of built structures (Figure 8b).
In summary, this section has confirmed that model ants
are able to achieve built structures the size and integrity of
Figure 8: Influence of external ant number on (a) aver-
age distance of stones from the middle of the pheromone
cloud, and (b) standard deviation of the number of stones in
eight regular conical sectors of the cloud forNi=30 (all) and
ϑPM=0.5 (dots), ϑPM=1.0 (solid).
which reflect a complicated interaction between the size of
a colony and the extent to which internal ants tend to wan-
der from the brood. They are able to achieve these struc-
tures in the absence of a pheromone building template, i.e.
pheromone-mediated dropping behaviour is not necessary
for successful nest formation. In the next section we ex-
plore the influence of such a pheromone building template
and assess entrance formation.
Physical+Pheromone Building Templates
The effect of employing a pheromone building template to
encourage the dropping behaviour of internal ants (Equa-
tion 4) is depicted in Figure 9. Ants mostly tended to build
smaller and more regular structures as dropping became
more precisely tied to an internal ant’s location within the
pheromone cloud. This effect was more significant for larger
colonies and those where internal ants roamed further from
the brood cluster.
When the pheromone building template was used with
large numbers of internal ants, e.g.Ni = 50, the influence of
pheromone on building initially caused stones to be dropped
closer to the brood cluster, but nests were subsequently ex-
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Figure 9: Difference between runs with and without
pheromone building template in terms of (a) average dis-
tance of stones from the middle of the cloud where a nega-
tive number indicates smaller nests with pheromone build-
ing templates, and (b) standard deviation of the number
of stones in eight conical sectors of the cloud where a
negative number indicates more regular structures with the
pheromone building templates, usingNe=10 with ϑPM=0.5
(dots) and ϑPM=1.0 (solid).
panded to some extent due to the pressure of internal ants
within the walls.
By contrast, when the number of internal ants was small,
e.g. Ni = 10, and they remained close to the brood cluster
(ϑPM = 1.0), the pheromone building template had little ef-
fect since internal ants rarely roamed a significant distance
from the brood cluster.
However, when the same small number of internal ants
were allowed to roam further from the brood cluster (ϑPM
= 0.5), whereas without a pheromone building template they
failed to achieve a nest wall, tending to assemble many
stones in the middle of the cloud, with a pheromone build-
ing template more regular structures were achieved at an in-
creased average distance from the brood cluster. In this case,
the pheromone building template made nest creation possi-
ble when it otherwise would not be, by encouraging a wall
to be built closer to the brood.
Entrance Formation
Experimental runs were evaluated manually in order to cat-
egorise the final structures by number of entrances and
Figure 10: Proportion of nests with 0 (bars), 1 or 2 (light
solid), 3 (dark solid) or more entrances (hatch) and irregular
structures (dots) using (a)Ni=10, (b)Ni=30 and (c)Ni=50.
The individual groups are labeled using pattern Ne : ϑPM .
A star (*) indicates that the pheromone building template
was employed.
whether they could be considered nests at all (Figure 10).
The most regular nests were built when 10 internal ants were
used. Irregular nests (i.e. arrangements of stones that did
not form a coherent structure at all) occurred only 5% of the
time when ϑPM=1.0 and 15% of the time when ϑPM=0.75.
The frequency of nests with only 1 or 2 entrances increased
as the number of external ants increased and similarly when
the pheromone building template was used. However, in the
latter case, the ants also built a complete wall with no en-
trances at all in 4/20 runs.
A similar pattern of entrance formation was observed in
colonies with 30 internal ants, although generally the fre-
quency of irregular structures increased in comparison with
the previous case. Furthermore, these larger colonies tended
to build nests with three or more entrances more often, espe-
cially when Ne = 30 (12/20 runs). A nest with no entrances
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was only built on one occasion when Ne=30.
The trend to create more entrances was even stronger for
colonies with 50 internal ants. This was especially true when
ϑPM=1.0, in which case nests with four or more entrances
formed in 11/20 runs. Interestingly, regularity of nests in-
creased in comparison with colonies where Ni = 30 (Ni =
30 and ϑPM = 0.75 or ϑPM = 1.0, regular nests occurred
in 11/20 runs, while Ni = 50, ϑPM = 0.75, in 15/20 runs
andNi = 50, ϑPM = 1.0, in 12/20 runs). Nest regularity in-
creased slightly in the experiments with pheromone building
templates (Ne = 10, ϑPM = 1.0 regular nests in 12/20 runs
and in 14/20 runs during the pheromone building template
experiments), although regular nests were the most frequent
when Ne = 30 and ϑPM = 1.0 (16/20 runs).
Controlling Nest Shape
Standard structures created by ants with a single pheromone
cloud were circular. In the following set of experiments, the
pheromone cloud diameter was decreased from 300 units to
150 units and a number of clouds with brood clusters at their
centres were arranged in order to create nests of different
shapes.
Three experimental setups were created: a) rectangle: two
clouds were horizontally aligned and the distance of their
centres was set to 75 units, b) triangle: three clouds, the cen-
ters of which formed the vertices of a triangle with sides 75
units long, and c) square: four clouds, the centers of which
formed corners of a square with 75 units side length. The
number of external ants was 10, while there were always 10
internal ants per pheromone cloud. The value of ϑPM was
set to 1.0, since the previous experiments showed that the
most regular nests were built with this value (Figures 7–10).
Note that ants were unable to distinguish amongst the differ-
ent sources of pheromone.
The final positions from 20 runs in each experiment were
amalgamated in order to generate contour plots (Figure 11).
In each experiment, the desired shape was always achieved,
although there were no sharp corners as walls naturally
curved around the boundaries of the individual pheromone
clouds. Once again, using the pheromone building template
facilitated creation of more regular structures, although it
was not required to achieve the desired shapes.
One or two entrances usually formed along the shorter
edges of rectangular structures. The triangular nests had one
to three small entrances that could be found near the vertices.
Entrances in square nests were usually more numerous and
formed both along the edges and in the corners. Probably
due to their size, square structures had the least regular dis-
tribution of stones in their walls.
Discussion
Nest formation by simulated ants was tested in a number of
different scenarios. The final circular structures, as well as
the process by which they were built were comparable to real
Figure 11: Contour plots of nests created during the (a) rect-
angle, (b) triangle, and (c) square experiments. Results from
experiments (1) without a pheromone building template, and
(2) with such a template are shown. Pheromone clouds are
represented by dotted circles. Crosses show arena centres,
with brood clusters around them.
and previously simulated ants (Franks et al., 1992; Theraulaz
et al., 2003) across a wide parameter space. Usually, the ants
initially created a number of stone heaps that were gradually
extended and connected together, while nest entrances re-
mained clear throughout the process. Adding more external
ants initially caused gaps in the nest wall to be created and
destroyed, with stable entrances appearing only later in the
simulations.
This building behaviour was more similar to that of real
ants that clear a cavity of stones and create a number of pro-
gressively joined heaps rather than of those that bring stones
from outside of the building site and gradually form a C-
shaped nest with only one entrance (Franks et al., 1992). It is
possible that in the latter case, external ants carry stones to-
wards the nest from one direction, rather than from all direc-
tions as was the case in the simulated arena, or that they find
stones further away from the nest, causing a slower stone
intake rate and thus different wall formation dynamics.
The nest size varied as the number of internal ants in-
creased, confirming the assumption of Hypothesis 1, al-
though regularity of the structures decreased when they be-
came large. The differences in nest size occurred due to
variations in ant movement as large colonies required more
space to spread out. Similarly, larger structures were formed
when movement of ants within the pheromone cloud became
less restricted by varying the ϑPM parameter.
On the other hand, the assumption of Hypothesis 1 that
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larger numbers of external antsNe would cause higher pres-
sure and lead to the creation of smaller nests was only true
when Ne was relatively low. The nests actually became
larger and less regular when Ne ≥ 90. This surprising in-
crease in nest diameter occurred because more external ants
could be found inside the pheromone cloud, adding to the
size of the physical template formed by the internal ants and
brood. Nest regularity decreased as higher numbers of exter-
nal ants assembled stones more rapidly, increasing the prob-
ability of amplifying any initial building sites.
Use of the pheromone cloud as a template for build-
ing improved nest regularity (Figures 9, 10, 11). Further-
more, the resulting structures were smaller as the gradi-
ent of pheromone concentration interfered with the effect
of ant movement, confirming Hypothesis 2. This effect
could not be observed with only 10 internal ants when they
were restricted to remain very close to the centre of the
pheromone cloud as they could not reach places influenced
by the pheromone building template.
The fact that the pheromone template was not required for
successful nest construction agrees with the assumption of
Franks and Deneubourg (1997) who understood pheromone
as simply a cue for ants to orient themselves within the nest.
Allowing pheromone to influence stone deposition directly
(e.g. Theraulaz et al., 2003) thus seems unnecessary.
The assumption of Hypothesis 3, that nest entrances
would formwhen internal ant movement is more constrained
(ϑPM is high), was partially supported (Figure 10). When
the number of internal ants was low, Ni = 10, more regular
structures were produced for ϑPM = 1.0 compared to ϑPM
= 0.75. However, the effect of ϑPM was not apparent when
Ni = 30 and was reversed when Ni = 50, i.e., the influence
of ϑPM on nest regularity varied with colony size. On the
other hand, use of the pheromone building template always
improved nest regularity, as predicted.
Finally, it was shown that non-circular nest shapes can be
created when multiple pheromone clouds are arranged to-
gether (Figure 11), as predicted by Hypothesis 4. The clouds
needed to be small enough so that there were enough stones
available to create the final shapes and also suitably close to
each other so that internal ants could travel between them.
Conclusion
In conclusion, this work has helped to understand the build-
ing behaviour of the ant Leptothorax tuberointerruptus and
to answer questions about the roles of colony size and
pheromone-mediated behaviour in the building process. It
is clear from the results presented here that even in the very
idealised and simple scenario that we explore, the interac-
tions that give rise to built structures are subtle and com-
plex. We also show that this simple behavioural algorithm
could perhaps be applied with cheap robotic ants to create
structures beyond the circles achieved by L. tuberointerrup-
tus. Extensions to the model include adding agent-generated
pheromone gradients, and applying the revealed principles
of nest morphogenesis to the decentralised construction of
more complicated heterogeneous architectures.
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Abstract
This paper discusses the co-evolution of social strategies and
an efficiency trait in spatial evolutionary games. The continu-
ous efficiency trait determines how well a player can convert
gains from a prisoner’s dilemma game into evolutionary fit-
ness. It is assumed to come at a cost proportional to its mag-
nitude and this cost is deducted from payoff. We demonstrate
that cost ranges exist such that the regime in which cooper-
ation can persist is strongly extended by the co-evolution of
efficiencies and strategies. We find that cooperation typically
associates with large efficiencies while defection tends to pair
with lower efficiencies. The simulations highlight that social
dilemma situations in structured populations can be resolved
in a natural way: the nature of the dilemma itself leads to dif-
ferential pressures for efficiency improvement in cooperator
and defector populations. Cooperators benefit by larger im-
provements which allow them to survive even in the face of
inferior performance in the social dilemma. Importantly, the
mechanism is possible with and without the presence of noise
in the evolutionary replication process.
Introduction
Altruism – acting for the benefit of the group even if costly
to the individual – is a widespread phenomenon in social
and biological systems. Examples range from simple micro-
organisms (Crespi, 2001) up to complex social interactions
in society (Beinhocker, 2007). Various aspects of under-
standing the emergence and sustainability of such behaviour
still poses a major challenge to evolutionary game theory
(Weibull, 1996) and recent decades have seen very active re-
search in the field (Wang et al., 2012; Szolnoki et al., 2009a;
Szolnoki and Szabo, 2004; Tanimoto and Yamauchi, 2010;
Masuda, 2007; Abramson and Kuperman, 2001; Tanimoto
and Yamauchi, 2012; Santos et al., 2006a; Zimmermann and
Eguı´luz, 2005; Brede, 2011b; Perc and Wang, 2010; Wang
and Perc, 2010; Szolnoki et al., 2009b; Szolnoki and Szabo´,
2007; Brede, 2011a; Cao et al., 2011; Zhang et al., 2010;
Szolnoki et al., 2010; Szolnoki and Perc, 2008; Szabo and
Hauert, 2002; Perc and Szolnoki, 2008; Santos et al., 2006b;
Brede, 2013b; Van Segbroeck et al., 2009; Szolnoki et al.,
2012; Chadefaux and Helbing, 2010).
Models of the evolution of cooperation often build on the
paradigmatic scenario described in the prisoner’s dilemma.
In the simple one-off game two players are confronted with a
simultaneous choice between two pure strategies, frequently
labelled as “C” (for cooperate) and “D” (for defect). De-
pending on the combinations of choices, payoffs from the
game are as follows. Mutual cooperation is rewarded with a
payoff ofR for both players, a player who plays “D” against
“C” receives the temptation to defect T while the cooperator
is paid the sucker’s payoff S and mutual defection results in
a payment of P for both players. For the prisoner’s dilemma
the ranking of payoffs is T > R > P > S and 2R > T +S,
such that the optimal choice for an individual who wants to
maximize its own game outcome is always “D” while “C” is
the optimal choice of a central planner interested in the good
of the group.
A common explanation for the sustainability of coopera-
tive strategies assumes positive assortment such that strate-
gies of the same type can interact more often than when
population structures are well mixed, cf. e.g., (Eshel and
Cavalli-Sforza, 1983; Nowak and M., 1992). Such posi-
tive assortment can be facilitated by ‘network reciprocity’
in structured populations (Nowak, 2006; Szabo´ and Fath,
2007). Especially since the classification of prototypical
network structures, like scale-free and small-world type net-
works, evolutionary game theory in structured populations
has found growing interest. An important discovery in this
line of research has been that cooperative strategies can re-
ceive a strong boost in populations that are coupled by very
heterogeneous networks (Santos et al., 2006b), but notice the
role of game participation costs in this effect (Masuda, 2007;
Tanimoto and Yamauchi, 2010). Later work clarified that
also other types of heterogeneity, e.g. in abilities of players
to generate payoff (Perc and Szolnoki, 2008; Brede, 2011a)
or in differing abilities of players to pass on strategies or
adapt to neighbours (Szolnoki and Szabo´, 2007; Wang and
Perc, 2010; Perc and Wang, 2010; Tanimoto and Yamauchi,
2012), can give similar support for cooperation, even if the
network of social interactions is regular.
Some recent studies have started to focus on the question
how heterogeneity and game strategies can co-evolve, see
(Perc and Szolnoki, 2010) for a review. The most prominent
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approach in the field is probably to study adaptive networks
in which social interactions change at a timescale similar to
that of the evolution of game strategies (Zimmermann and
Eguı´luz, 2005; Santos et al., 2006a; Van Segbroek et al.,
2008; Cao et al., 2011). A crucial assumption in these mod-
els is that agents have the cognitive abilities to break off un-
desirable ties.
Other models have considered the co-evolution of slow
and fast strategy pass, e.g. via considering age-dependent
abilities of agents (Wang et al., 2012), the co-evolution of
performance evaluation rules (Brede, 2013b) or reinforce-
ment of the position of abilities of agents who success-
fully passed on their strategies in past interactions (Szol-
noki and Perc, 2008; Szolnoki et al., 2010; Zhang et al.,
2010). As noted in (Brede, 2013a), common to these ap-
proaches is an assumption of a dynamics similar to Heb-
bian learning (Hebb, 1949): Successful interactions become
stronger while unsuccessful interactions tend to decline in
frequency. Whilst such processes based on Hebbian learn-
ing may be reasonable models of social interactions in many
contexts, they still rest on ad-hoc assumptions (i.e. those
of a Hebbian-like dynamics of system structure, or abili-
ties to break unprofitable links (Van Segbroek et al., 2008)
or some mechanism to influence group formation (Pow-
ers et al., 2011)) and do not provide a purely evolutionary
framework that describes the co-evolution of system struc-
ture and social strategies via the same mechanism of evolu-
tion. Further, many of these models can only support coop-
eration if additionally constrained: I.e. in adaptive network
models connectivities are typically held constant, or in the
ageing-based models maximum ages are imposed, or in the
reinforcement model the rate of reinforcement is found to be
required to be within a certain range for optimal support of
cooperation.
A recent paper addresses this gap and proposes a model in
which traits of slow and fast strategy pass of agents can co-
evolve with social strategies to support cooperation (Brede,
2013a). The paper proposes a framework in which agents
can enhance their abilities to pass on strategies, albeit at a
cost. Considering the binary options of ’advertising’ (i.e.
investing in fast strategy spread at a cost) or not advertising
(i.e. normal strategy spread at no cost) the study demon-
strates that cost-regimes exist, such that cooperation can as-
sociate with costly fast strategy spread while this is not vi-
able for defection. It is easy to understand why this is the
case: In comparison to defectors cooperators benefit from
an investment to surround themselves with like types and
thus they can afford to invest more in costly strategy pass
than defectors. Hence, if strategy pass is costly enough, the
usual competition between cooperators and defectors is re-
placed by a competition between fast spreading cooperators
and slow spreading defectors, resulting in an evolutionary
benefit to the former. The model of (Brede, 2013a) considers
a binary choice (i.e. advertise or don’t advertise). Further,
the cooperation-supporting dynamics of (Brede, 2013a) re-
lies on the crucial assumption of noise in strategy replication
without which the mechanism of costly advertising cannot
operate and the model is very sensitive to assumptions about
joint inheritence of the advertising and the social strategies.
In this paper we consider a slightly altered modelling
framework and illustrate that a co-evolutionary dynamics of
agents with to a different extent enhanced abilities to gener-
ate payoff from the game can support cooperation even with-
out these key ingredients of (Brede, 2013a), i.e. without the
assumption of binary strategies, and without the assumption
of noise in strategy replication.
Model
Consider a spatially distributed population of N = L ×
L agents that interact with their von Neumann neigh-
bours. Agents are chacterized by social strategies s ∈
{C,D} which they employ when playing a one-off pris-
oner’s dilemma game with their neighbours. The game is
parametrized in the conventional way viaR = 1, T = 1+r,
S = −r and P = 0. As usual the parameter r ∈ (0, 1)
characterises the dilemma strength.
Every round an agent i earns payoff pi from interactions
with all four spatial neighbours. Further, every agent i is
characterised by a trait i that determines the efficiency with
which it can convert payoff gleaned from the game into evo-
lutionary fitness f such that
fi = (1 + bi)(pii − ci). (1)
The motivation for Eq. (1) is that every agent has a de-
fault mechanism to convert payoff into fitness at unit rate
(represented by the term pii in the expansion of (1)). How-
ever, after playing the game it can also invest an amount
ci into higher efficiency conversion. Hence, after playing
the PD game, a cost ci is deducted from game payoff and
then the remaining payoff is converted into fitness. An al-
ternative model is that the cost of efficiency improvements
is deducted after payoff is converted into fitness, resulting
in fi = (1 + bi)pii − ci. Both models result in qualita-
tively similar dynamics and we focus on the first choice in
this paper.
In our model the trait i represents the ‘biological ma-
chinery’ to make use of payoff from the game, b measures
its efficiency, and c is the cost (per unit of ) to maintain
it. In a biological context the cost of enhanced efficiencies
could be seen as a cost to maintain a certain body mass, in a
social context it might be associated with the maintenance of
equipment or a cost to acquire certain skills. The assumption
of a linear relationship between the size of the trait and the
cost is for simplicity, in general it might be more reasonable
to assume a different monotonic non-linear relationships, but
this will not alter qualitative results.
We then carry out evolutionary simulations based on the
following protocol:
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• The lattice is seeded with random initial conditions, i.e.
with probability 1/2 agents are assigned the social strat-
egy C and with probability 1/2 social strategyD. Agents
are also initialized with efficiency traits  selected uni-
formly at random from the interval [0, 1].
• A focus agent i is picked at random from the population of
N agents and one of its neighbours is selected at random
as a reference agent j.
• Focus’ and reference agent’s payoffs pii and pij are evalu-
ated and converted into evolutionary fitness according to
Eq. (1).
• With probability
P (j → i) = exp(fj/κ)
exp(fj/κ) + exp(fi/κ)
(2)
the focus agent i will adopt the reference agent j’s traits,
i.e. the social strategy sj and the efficiency trait j of j.
As introduced in (Szabo´ and Toke, 1998) the parameter
κ in (2) gives the noise level in the process of strategy
spread. For κ = 0 superior performers always replace
worse performers, if κ > 0 also less successful strategies
have an occasional chance to invade a neighbours place.
Note, that the noise parameter is of importance to contrast
the present results with those of (Brede, 2013a), because
the results of (Brede, 2013a) are not robust in the limit
κ→ 0 of (up to neighbour selection) deterministic updat-
ing.
• The process of game play and replication is iterated till a
quasistationary state is reached and then average frequen-
cies of cooperators and defectors and equilibrium aver-
ages over the evolutionary trait are calculated from a suf-
ficient number of further iterations.
• The entire experiment is then repeated a sufficient num-
ber of times to evaluate from how many random initial
conditions cooperation could evolve.
Numerical results presented below are generally obtained
from simulations on 200 × 200 tori and b = 2 and have
been repeated for at least 50 times to obtain estimates of the
frequency of situations in which cooperation can arise.
Results
This section describes and analyses numerical results ob-
tained by simulations of the model introduced above. Fig-
ure 1 compares average trajectories of the co-evolution of
the efficiency trait and social strategies for a case when the
efficiency trait is costly and another in which it comes for
free. Both scenarios are for the case of noiseless replica-
tion κ = 0. Notably, if efficiency is not costly, both co-
operators (open boxes) and defectors (filled boxes) evolve
to maximize efficiencies. Asymptotically, this results in a
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Figure 1: Co-evolution of social strategies and efficiency
traits for (top) r = 0.01 and cost c = 0 and (bottom) r = 0.1
and cost c = 1 for κ = 0. Average trajectories for the
density of cooperators nc and the average efficiency trait of
cooperators C and defectors D have been calculated from
sampling the stochastic dynamics of the evolution over 1000
independent runs on a 200× 200 torus. For comparison the
figure also contains the average evolution of cooperators in
the standard one-off spatial game with κ = 0 and r = 0.01.
Note the logarithmic scale for the time domain.
homogeneous system in which payoffs are scaled by a fac-
tor 1 + b and cooperative strategies cannot survive for even
very low dilemma toughness (r = 0.01 in this case). Inter-
estingly, however, one also notes that in the initial stages
of the dynamics average efficiencies of cooperators grow
faster than those of defectors. The reason for this is sim-
ple: As extinction pressures are larger on cooperators than
on defectors, also the evolutionary pressure on inefficient
cooperators is larger than on inefficient defectors (which, if
favourably positioned, can occasionally generate more fit-
ness than efficient defectors at less favourable locations).
The delayed saturation of efficiencies of defectors and co-
operators leads to a dynamics that is different from the usual
evolution in the one-off game (cf. the filled circles in Fig.
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1). Cooperators can initially gain an advantage by associ-
ating with larger efficiencies than defectors and hence they
can recover from the initial decline which is caused by the
assortment dynamics after starting from random initial con-
ditions. However, the recovery of cooperation is stopped as
defectors evolve towards saturation in the efficiency trait and
cooperators become extinct when a homogeneous state with
 = 1 is reached in the entire population.
The bottom panel of Fig. 1 contrasts the co-evolution of
social strategies and efficiencies for c = 1 and a much more
severe dilemma setting with r = 0.1 to the above scenario
of a free efficiency trait with c = 0. For a better visual un-
derstanding also some snapshots in the evolution which cor-
respond to important stages of the dynamics are illustrated
in Fig. 2. One first notices the difference in the asymp-
totic states: For costly efficiencies cooperation can survive
in a regime far beyond dilemma strengths which typically
support cooperation in the spatial game with κ = 0. Con-
comitantly, cooperators associate with a saturated efficiency
whereas defection is typically paired with much lower val-
ues of the efficiency trait. The course of the evolution is
also different from the scenario with a free efficiency trait
and proceeds in several stages. First, as typical in the evo-
lution of cooperation in spatial games, when strategies are
randomly mixed cooperators are easily exploited by defec-
tors and hence cooperation declines until assortment of like
strategies is reached. In the process only cooperators with
large efficiencies survive in small islands (Fig. 2 top right,
which corresponds to the minimum in the number of coop-
erators in Fig. 1) in a sea of defectors. Within the sea of de-
fectors low efficiency investments are favoured (as there is
hardly any game payoff to be leveraged) and large efficiency
defectors only survive in very small numbers when attaching
to clusters of cooperators. In a second stage, large efficiency
cooperators can expand into the sea of low efficiency defec-
tors, conquering a very large share of the entire system (Fig.
2, bottom right, corresponding to the maximum in coopera-
tion in Fig. 1). With some delay this allows large efficiency
defectors to expand and eventially a stationary balance of
ordered arrangements of large and low efficiency defectors
and large efficiency cooperators is reached (Fig. 2 bottom
left).
These initial simulations illustrate an important point: A
co-evolutionary dynamics of costly efficiencies and social
strategies can allow cooperation to survive far beyond the
regime normally supported by network reciprocity. The ori-
gin of the support mechanism is that evolution favours effi-
ciency enhancements in clusters of cooperators. Since coop-
erators benefit from surrounding themselves with like strate-
gies, paying a cost to surround themselves with other coop-
erators is an evolutionary viable strategy that outcompetes
the cooperate strategy that does not invest into efficiency en-
hancements. For defectors the situation is different. When
not in contact with cooperators, defectors which invest into
efficiency enhancements are outcompeted by defectors who
don’t. However, only efficient defectors manage to pene-
trate clusters of efficient cooperators and thus a cyclic dom-
inance (efficient cooperators beat inefficient defectors, but
are beaten by efficient defectors who are in turn outcom-
peted by inefficient defectors) similar to Rock-papers scis-
sors (Szolnoki and Szabo, 2004), volunteering (Szabo and
Hauert, 2002) or the advertising game of (Brede, 2013a)
is created. As one would expect, the balance between the
three competing strategies can be shifted when modifying
the cost parameter. Interestingly, however, in a large cost
regime high efficiency defectors can easily be pushed into
extinction and for low frequencies of recurring invasions co-
operators can dominate the system over large time periods.
For a more comprehensive investigation, in Fig. 3 the
phase diagrams that give the dependence of the frequency
of cooperators nc on the dilemma toughness are evaluated
for low, intermediate, and high noise levels in strategy repli-
cation. Going hand in hand with this Fig. 4 gives the de-
pendence of stationary average efficiencies on the dilemma
toughness parameter r. Both, the nc(r) curves in Fig. 3 and
the C(r) and D(r) curves in Fig. 4 are given for various
cost assumptions.
For the case of noiseless replication with κ = 0 several
sharp transitions can be discerned. First, comparing curves
for various cost choices it is worth noting that cooperation
and efficiencies can co-evolve for any cost c > 0. This is
illustrated by the first panel in Fig. 3: Whereas coopera-
tion dies out for r > 0 for c = 0 cooperation can survive
up to around r ≈ 0.45 if a small cost c = 0.0001 is in-
cluded (and in fact in the limit κ → 0 in Eq. (2) any cost
makes sure efficient defectors can be invaded by  = 0 de-
fectors, thus allowing for the cyclical dominance mechanism
to operate). As further illustrated in Fig. 5 this is differ-
ent for κ > 0. The more noise in strategy propagation, the
larger the cost required to allow cooperation to survive. On
the one hand larger costs help the evolution of cooperation
since they make it easier for inefficient defectors to chase
efficient defectors, hence reducing the pressure on efficient
cooperators and allowing them to thrive. However, on the
other hand costs above some threshold make efficiency in-
vestments unviable for both cooperators and defectors. As
a consequence a range of costs exists for which cooperation
is optimally supported. The dependence of cooperation on
dilemma costs also includes a transition which demarcates a
phase in which efficient defectors typically survive the intial
stages of the dynamics from another phase in which they go
extinct (cf. Fig. 5). When efficient defectors die out, the
cyclical competition is replaced by a competition between
efficient cooperators and inefficient defectors in which the
former can dominate. Hence, for some cost range a state
in which only cooperators survive is reached. This state is
marked by homogeneity in agent’s efficiencies, and hence it
is not stable to the reinvasion of defectors. In fact, including
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Figure 2: Typical snapshots in the arrangement of cooperators (blue) and defectors (red) at various stages of the co-evolution.
Clockwise from top right to bottom left: initial conditions at t = 0, then snapshots at t = 42, t = 120, and the asymptotic state
at t = 3000.The intensity of the color of the sites indicates the efficiency trait: dark blue corresponds to cooperators with large
, light blue to cooperators with low , and dark red and light red refer to large  and low  defectors, respectively.
invasions of agents with randomly selected strategies, large
amplitude oscilations between regimes in which cooperation
dominates and regimes in which invading defectors can take
over large parts of the system result.
Second, for κ = 0 the nc−r phase diagrams in Fig. 3 and
the corresponding  − r diagrams in Fig. 4 show a number
of sharp transitions in the r-dependencies. Whereas coop-
erators always evolve into a monochromatic population (not
shown), the defector population tends to become separated
into groups of defectors with high ( = C) and low ( = 0)
efficiency. When the dilemma strength is increased, propor-
tions of low and high efficiency defectors shift, but the val-
ues of the group-characteristic efficiency values  = 0 and
 = C remain the same. The first order transitions in the
nc − r dependencies indicate critical values of the dilemma
strengths at which sudden shifts in the relative proportions
of low and high efficiency defectors take place.
Most notable, in particular for larger costs, is the tran-
sition at which high efficiency defectors become extinct
(i.e. at which D ≈ 0). The effect is similar to what
we have discussed for the nc − c dependencies in Fig.
5 above: Without the presence of high efficiency defec-
tors low efficiency defectors are outcompeted by high ef-
ficiency cooperators and the latter can dominate the popula-
tion. Whereas efficiency investments generally decline with
increasing dilemma toughness, due to the efficiency compe-
tition in the now purely cooperative population, maximum
efficiencies are favoured by evolution.
With the exception of smoother transitions between the
various regimes, principally similar behaviour to the case
of κ = 0 is observed for intermediate and high levels of
noise. The main difference is that more noise in strategy
propagation requires larger costs of the efficiency trait for
cooperation to persist.
Last, it is worthwhile examining whether the co-
evolutionary mechanism is robust when strategy traits are
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Figure 3: Dependence of the average stationary frequency
of cooperators on the dilemma toughness r for noise levels
in strategy updating κ = 0 (no noise), κ = 0.1 (low amount
of noise), and κ = 1 (large amount of noise). The depen-
dencies are given for a range of cost parameters c for the
efficiency trait. Note, that for c = 0 and κ = 0 and κ = 0.1
cooperation can only survive for r = 0 (open boxes).
inherited separately. To investigate this issue we consider an
amended model in which the rules for passing on the social
strategy s and the efficiency trait  are modified. If a focus
agent copies from a reference agent (i.e. according to Eq.
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Figure 4: Dependence of the average stationary evolved
efficiency traits of defectors (labelled as “D”, filled sym-
bols) and cooperators (labelled as “C”, open symbols) on
the dilemma toughness. (top) For κ = 0.for two cost scenar-
ios, very low cost c = 0.0001 (boxes) and high cost c = 1
(circles), (middle) for κ = 0.1 and low c = 0.5 (boxes)
and high c = 2 (circles) costs, (bottom) for κ = 1 and low
c = 0.5 (boxes) and high c = 1.5 (circles) costs.
(2)), with probability pd only either the efficiency trait or the
social strategy are imitated. In the opposite case, i.e. with
probability 1− pd, both traits are simultaneously passed on.
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Figure 5: Dependence of cooperation on the cost of effi-
ciencies for r = 0.1 and several levels of noise in strategy
propagation.
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Figure 6: Dependence of cooperation on the dilemma tough-
ness for various degrees of disjoint strategy pass pd for
c = 0.0001 and κ = 0.
Hence the new parameter pd classifies the degree of disjoint
strategy pass, with pd = 0 corresponding to the previously
considered model and pd = 1 corresponding to completely
disjoint strategy pass. Figure 6 illustrates some simulation
experiments in which scenarios with pd > 0 were explored.
Clearly, disjoint strategy pass equalizes differences in effi-
ciencies between cooperators and defectors, hence reducing
support for cooperation. However, in contrast to the adver-
tising game of Brede (2013a), cooperation can persist for
rather substantial degrees of disjoint strategy transfer, thus
adding robustness to previous results.
Discussion and conclusions
In this paper we have considered a model for the co-
evolution of social strategies and an efficiency trait that de-
termines how well agents can convert gains from dilemma
games into evolutionary payoff. Through a series of con-
trolled simulation experiments we have demonstrated that
the co-evolution of efficiencies and social strategies can add
substantial support to cooperation, if the payoff efficiency
costs are within a certain range. Maximum and minimum
costs that demarcate the cost window are dependent on noise
in strategy replication, with lower noise generally allowing
for a larger range of cooperation-supporting costs.
Even though based on a well-known cyclical dominance
mechanism that has already been explored elsewhere (Szol-
noki and Szabo, 2004; Szabo and Hauert, 2002), the present
paper adds some significant extensions to the work of
(Brede, 2013a). First, the change in the model from a trait
that purely biases strategy spread to a trait that effects pay-
off generation adds an interesting aspect. The present paper
demonstrates that pressures to enhance efficiencies are not
the same for cooperators and defectors involved in evolu-
tionary dilemmas on graphs. We demonstrate that the na-
ture of the social game favours the evolution toward higher
efficiencies in the cooperator population, and this, in turn,
allows cooperation to survive.
Second, one might wonder whether the binary strategies
imposed in (Brede, 2013a) constrain stationary states to set-
tings that could not have been reached by the evolution of
a continuous trait. We demonstrate here that this is not the
case: A continuous efficiency trait can co-evolve with social
strategies to support cooperation. The main difference com-
pared to the binary setting is that stationary efficiency levels
of the subpopulations self-organize to evolutionarily stable
levels.
Third, the model presented in this paper demonstrates
that the basic cooperation-supporting mechanism of (Brede,
2013a), i.e. that cooperators can afford to pay more for
costly replication than defectors, is in fact more general
than originally highlighted in the model based on learning
and teaching. We show here that an equivalent mechanism
based on costly efficiency improvents can also operate in
evolutionary dynamics that are free of noise. For instance,
some preliminary simulations indicate that qualitative re-
sults are robust for asynchronous updating based on ‘imi-
tate the best’, for which no cooperation can survive in the
standard spatial game (Huberman and Glance, 1993).
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Abstract
Explaining the long-term coexistence of many species in a
complex ecosystem has been an important topic in both A-
Life and ecology for several decades. Neutral and niche the-
ories have been developed in parallel to explain ecological
patterns of coexistence. Among the niche theories, trade-offs
between species seem to play important roles in the mech-
anism of most models proposed so far. One of the many
trade-off approaches to explain coexistence within trophic
levels explores the scenario of species having two develop-
mental stages existing in different ecological niches. Previ-
ous work has shown that such multi-stage models can sus-
tain many species with inter-specific competitive coefficients
larger than intra-specific ones for one of the stages, but the
effect of such scenarios on the possible combinations for co-
existence in the parameter space has not been explored. Here,
we build on previous work by considering the effect of adding
more stages to the competition model and analysing the rel-
ative sizes of the basins of attraction leading to coexistence.
Computational simulations and Monte Carlo methods were
used to analyse each number-of-life-stages case. The results
show an increase in the number of coexistence cases between
one and three stages. For more than three stages coexistence
cases are reduced in relation to the parameter space due to
the averaging effect of multiple competitive coefficients. The
implications of such results could offer a potential explana-
tion for coexistence patterns in ecology and adaptive ones in
evolutionary biology.
Introduction
The successfull modeling of open-ended complexity in real
ecosystems has long been a target for A-Life researchers
(Channon and Damper, 2000; Channon, 2008; Shao and
Ray, 2010; Ray, 1994). One of the great challenges for these
models is achieving the long-term coexistence of a diverse
collection of species. All too often the model collapses into
a mono-culture or a small trophic cycle. One of the many
simplifications that such models typically employ is to con-
sider only a single life-stage for each of the species involved:
there are only tadpoles, for example, and not both tadpoles
and frogs. Here we show that including the possibility of
multiple life stages can actually promote the persistent co-
existence of multiple species, as Moll and Brown (2008)
have previously argued. Furthermore, we show that there is
an optimal number of life stages to achieve long-term com-
plexity, and that this number is a function of how quickly the
environment fluctuates.
In current ecological literature a great number of theories
and models have been developed in order to explore different
biodiversity patterns (Chesson, 2000). Species coexistence
models are concerned primarily with the basic problem of
resource allocation among different species and the princi-
ple of competitive exclusion. These models attempt to gen-
erate stable coexistence over extended periods of time and
they contrast with models of unstable coexistence which
are concerned with mechanisms for delaying competitive ex-
clusion by minimizing the differences between species fit-
ness (Chesson, 2000; Moll and Brown, 2008). All stable
coexistence models operate by establishing directly or in-
directly a greater degree of intra-specific competition com-
pared to inter-specific competition (Chesson, 2000).
Multiple Life-History Stage models are a type of sta-
ble coexistence model that depend on trade-offs. Here, the
trade-off happens between different developmental stages of
two or more species. In particular, these trade-off models
show that the apparent coexistence of a great number of
species is explained by the presence of many life-history
stages with associated ecological niches. This is a phe-
nomenon that has not yet been considered in the A-Life lit-
erature, and so in the current paper we draw on the relevant
ecological literature to develop a simple dynamical-systems
model of competing species with multiple life stages.
During their development, organisms of several species
go through a series of phenotypic changes that affect the
way they interact and exploit their environment (Werner and
Gilliam, 1984). Drastic examples of these cases can be seen
in insects (Dopman et al., 2007), amphibians (Werner and
McPeek, 1994; Werner et al., 1995; Werner and Anholt,
1996) and fish (Arendt and Wilson, 1997). But similar inter-
pretations can be extrapolated to plants with their different
seed, sprout, juvenile, and adult stages, and plankton where
different fluid dynamics and predatory pressures affect their
interaction with the medium (Padisa´k et al., 2003). From
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an evolutionary point of view, these differences between de-
velopmental stages allow juveniles to avoid direct competi-
tion with adults of the same species, and following Gillian’s
rule, evolution can move the population towards niche shifts
where the ratio of mortality over individual growth is mini-
mized (Werner and Gilliam, 1984; Claessen and Dieckmann,
2002). This process of adaptive niche shift during individ-
ual development is known as ontogenetic niche shift. From
a competitive point of view, the picture that such systems
show is one with an age-structured population where dif-
ferent species in the same guild and with similar develop-
mental stages go through a stepped competition sequence
where some individuals might do better than others at dif-
ferent stages (Moll and Brown, 2008; Fujiwara et al., 2011).
The second diagram in figure 1 explains this approach for
the simplest case of two species and two stages.
Previous work on this approach includes Moll and Brown
(2008) and Fujiwara et al. (2011). But analysis on the coex-
istence space that such systems generate for every possible
combination of competitive effects has not been explored.
As a result, the hypothesis of coexistence in the parame-
ter space being increased by ontogenetic niche shift has not
been tested. Moll and Brown (2008) has proposed a very
simple model to explain how coexistence could be possi-
ble in cases where inter-species competitive coefficients are
greater than intra-specific ones (provided that this situation
was restrained to only one life stage). An even more de-
tailed model of the two-life-stages scenario is explored by
Fujiwara et al. (2011), but in none of these cases has the
extension to more life stages and the effect of ontogenetic
niche shift on coexistence space been explored. In order to
answer these questions, we propose a simplified version of
Moll’s model and we estimated the proportion of the hyper-
dimensional parameter-space in which coexistence happens
by using Monte Carlo techniques (Kroese et al., 2011) for a
range of life-stage numbers.
The Model
The most basic version of the model is described by two
competing species with two life stages each, with competi-
tion between the life stages of a single species assumed to
be absent. Equally, competition between the life stages of
two different species is also assumed to be absent. Similar
cases can sensibly be assumed to happen in nature in sev-
eral species (Werner and Hall, 1988; Werner and McPeek,
1994; Werner and Anholt, 1996; Arendt and Wilson, 1997).
The lack of competition between species and stages is an as-
sumption for the sake of keeping the model tractable. Such
competition could of course exist in the real world, but is not
relevant to the question being asked here. Figure 1 shows the
basic diagram for a single-stage, two-stage and three-stage
competition models.
The discrete time-step version of the system shown in Fig-
ure 1 can be expressed with the following system of equa-
Figure 1: Diagrams for 1-stage, 2-stage and 3-stage models.
Circles S and A represent the first and last stages respec-
tively, J represents an intermediate stage between S and A,
r is the adult reproductive rate and g is the individual growth
rate, and competition coefficients are represented by red ar-
rows between circles, (α, ω and τ ). The model includes
competitive effects in both directions and its values are stan-
dardized in relation to intra-specific competition. For in-
stance, αij corresponds to the effect of species j on species
i in the first stage of development.
tions for an objective species i. These are modified and ex-
tended versions of Moll’s model (Moll and Brown, 2008)
which is itself based on a two species Ricker (1954) model.
Si,t+1 = riAi,te
−(Ai,t+ωijAj,t)+(1−g)Si,te−(Si,t+αijSj,t)
(1)
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Ji,t+1 = g(pi,t)e
−((pi,t)+χij(pj,t))+(1−g)Ji,te−(Ji,t+τijJj,t)
(2)
Ai,t+1 = g(pi,t)e
−((pi,t)+χij(pj,t)) +Ai,te−(Ai,t+ωijAj,t)
(3)
Where Si,t is the density of seeds of species i at time-step
t, Ai,t is the density of adults of species i and Ji,t is the cor-
responding to middle stages; ri is the rate of growth from
adults to seeds, gi is the growth rate between stages. αij is
the competition effect of seeds of species j on species i ,
ωij is the equivalent for adults. The equation in the middle
(Eq. 2) is the generic expression for any stage different from
first or last; the value pi,t corresponds to the density of in-
dividuals in the previous stage for time t. Concordantly, the
parameter χij is a generic variable that corresponds to the
competition coefficients in the previous stage. Intuitively
it follows that τij refers to the competitive coefficient of
stage J . Extensions to more stages follow by incorporating
new density parameters and competition coefficients. The
effects on every life stage are calculated accordingly con-
sidering the proportion of individuals that stay at that stage
and the proportion that move to the next one. These sys-
tems of equations are deterministic but analytic solutions
can not be found (Hassell and Comins, 1976). It is possi-
ble to look for isoclines in the tetra-dimensional space of the
2-stage model, but since the interest is in investigating per-
centages of parameter space that converge on coexistence
for many different number of stages, a simulation approach
was selected. In order to explore this system some sim-
plifications were done in relation to the original Moll and
Brown model. The effects of differences in growth rate and
reproduction rate between species are not considered. For
this reason, reproduction rates and growth rates are fixed as
the same for both species, in this case defined by g and r.
The individual growth rate between stages within a species
is also considered as the same: in other words, individuals
develop at a constant speed. The model also assumes the
intra-specific competition to be 1.0 and the top density for
any stage (determined by the load capacity of the system) is
also assumed to be 1.0 (see Moll and Brown, 2008, for more
information). Scaling terms are not considered following
the assumption that competitive coefficients are relative to
intra-specific ones.
Methods
Model Dynamics
In order to follow the effect of competition coefficients on
the dynamics of the model the values of r and g were fixed,
on r = 1.5 and g = 0.5 (unless specified differently). The
argument for the selection of these values was based on a
preliminary exploration and will be discussed later. The sim-
ulations were run for 150,000 iterations or until the system
reached equilibrium. This number of iterations was selected
after running simulations across the parameter space and
noticing no important differences between increases in itera-
tions from this value on. The result of a particular simulation
was assumed to be coexistence if no species became extinct
(density under 0.00001 on at least one stage). In cases where
one of the species turned out to be excluded the identity of
the species was recorded. Initial densities or quantities were
selected randomly for all simulations. To explore the most
basic 2-stage version of the model, four conditions were se-
lected for the αij and αji values. In the first condition both
alphas were set to 1.0, making the intra-specific competition
the same as the inter-specific one for the first stage. In the
second case alpha values were selected below 1.0, making
the first stage a coexistence scenario. The third case sets
one alpha as greater than 1.0 and the other as less than 1.0,
making the initial stage a competitive exclusion scenario.
Finally, the last case considers both alpha values as larger
than 1.0, which in a single-stage scenario will create alter-
nate states dependent on initial density conditions for the
four quantities. On each of these conditions a full 2D land-
scape for ωij and ωji was explored. The range explored was
between omega values of 0.0 and 2.0 with a resolution of
0.01; at each of these points 50 simulations were run start-
ing form random initial quantities for Si and Ai, creating
200 X 200 x 50 simulation plots as shown in Figure 2 in the
results section. These results can be considered a replica-
tion of those obtained by Moll and Brown (2008). As shown
by Wilbur (1996) and Moll and Brown (2008) the model ex-
hibits a range of behaviours from stable equilibrium to chaos
to oscillations. In this work the range of parameters selected
does not show any other behavior except simple attractors.
In this case the space of exploration for the competitive co-
efficients goes between 0.0 and 2.0. Individual growth rates
g between 0.01 and 0.99 were explored, as well as adult in-
trinsic reproduction rates r between 0.95 and 2.5.
Exploring the 2-Stage Model
Each of the plots shown in Figure 2 could be interpreted as
a slice of a tetra-dimensional space, where each dimension
is characterized by the competition coefficients. On these
slices the area of coexistence is a continuum square area that
starts in the origin of the space (Moll and Brown, 2008, and
Figure 2). With this knowledge, an estimation of the total
hyper-volume of coexistence in the parameter space (from
0.0 to 2.0 on each dimension) could be obtained by esti-
mating the omega values for which equilibrium coexistence
stops being an attractor on both omega coefficients. In order
to do this, one omega value is kept at 0.0 while the other ex-
plores simulations with values from 0.0 to 2.0 until coexis-
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tence disappears. Once this has been done with both omega
coefficients the proportion of the total coexistence area for
that slice can be calculated by multiplying both omega val-
ues where coexistence does not happen any more, and then
dividing this area over the 2.0 x 2.0 area of search. Doing
this with every combination of alpha values creates a 3D
landscape where each combination of alphas have an asso-
ciated percentage of coexistence space in the omega slice.
The total space can then be estimated by averaging all the
percentages and in this way we can calculate an estimate
that can be checked with the Monte Carlo simulation results
that will be explained in the next section. This 3D landscape
is shown in Figure 3.
Monte Carlo Simulations
In order to explore systems with more stages, a sensible way
forward is taking random samples in the hyper-dimensional
space and seeing in what proportions of these simulations
coexistence is obtained. This approach is known as Monte
Carlo search or ‘probing’. To do this, a large enough num-
ber of points should be selected to make a representative es-
timation. A set of tests were run using different numbers
of points, and replicates. The conclusion was that 10,000
points and 10 replicates seemed to offer a good balance be-
tween small standard deviations and short simulation times.
For each number of life stages between 1 and 10, Monte
Carlo searches where performed (Figure 4). Also the effect
of g and r values was tested and no qualitative diferences
were found.
Results
Results are divided in two parts: first an exhaustive explo-
ration of the basic 2-stage 2-species model is explored (Fig-
ure 2 and Figure 3). Secondly the results for theMonte Carlo
simulations will show the coexistence percentage of the pa-
rameter space for systems with different numbers of stages
(Figure 4).
Coexistence in the 2-Stage 2-Species Model
The simple 2-stage 2-species model was explored for 4 dif-
ferent scenarios regarding the competitive coefficients of the
first stage; a similar approach was followed in Moll’s work.
In the first case (Figure 2.A) the competitive coefficients for
the first stage, or alpha values, were set to α12 = 1.0 and
α21 = 1.0. In this scenario the intra-specific and the inter-
specific competitive coefficients for the first stage are exactly
the same, which makes the system analogous to the 1-stage
case, creating a 25% surface of coexistence for the omega
slice. The second scenario (Figure 2.B) corresponds to the
case where α12 = 0.75 and α21 = 0.5; these values were se-
lected arbitrarily keeping in mind that they should be lower
than one. Under this scenario the first stage suggests a coex-
istence case where inter-specific competition is lower than
Figure 2: Results for combinations of ω values considering
four different scenarios for α values. Values were explored
from 0.0 to 2.0 with a step resolution of 0.01, creating 200
x 200 plots. Each point in this plot is the outcome of 50
simulations starting on random initial conditions for quanti-
ties Si and Ai. For each simulation that species 1 won the
point goes towards a red shift, for each simulation species 2
won the same happens towards blue. Coexistence is repre-
sented by purple, and in every instance is an attractor point
(50 replicates converge to it). The figure shows how the co-
existence region for the ω space can be expanded depending
on the values of α. Plot A shows a case where competitive
coefficients are equal to intra-specific ones, rending the first
stage ineffective in terms of outcome α12 = 1.0 , α21 = 1.0.
The B plot shows a case where both alpha values suggest co-
existence, α12 = 0.75, α21 = 0.5. C shows the case where
competitive exclusion would happen considering only the
first stage α12 = 0.5 , α21 = 1.15 and D shows the case
where the initial stage would suggest an alternate state sce-
nario α12 = 1.25 , α21 = 1.15. g = 0.5, r = 1.5. Similar
results can be found in Moll and Brown (2008).
the intra-specific. Such a case increases the area of coexis-
tence when compared to the first scenario. Figure 2.C shows
the omega space for the case α12 = 0.5 and α21 = 1.15; in
this scenario the first stage suggests a competitive exclusion
by species 1. In the space of possible second stage com-
petitive coefficients this translates into a contraction of the
coexistence space in the ω21 axis and an expansion in the
ω12 axis, in relation to the first scenario. Finally, Figure 2.D
shows the case where alpha values suggest alternate states
dependent on initial conditions for the quantities Si and Ai
for every species i; in this case the alpha values correspond
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to α12 = 1.25 and α = 1.15 which creates a contraction in
the coexistence area in relation to the first scenario.
Considering that the coexistence space remains as a con-
tinuous hyper-volume centred on the origin, a more exhaus-
tive exploration of the space was performed. A plot that
shows what percentage of the omega space (shown in the
four scenarios of Figure 2) is composed by the coexistence
region, per each combination of alpha values, was gener-
ated. Figure 3 shows such a plot, where the nonlinear nature
of the coexistence space expansion for lower values of al-
pha justifies the increase in coexistence space in the 2-stage
system compared to the 1-stage version. The implications
of this, and its relation to further results in Figure 4, will be
discussed below.
Figure 3: The figure shows the alpha space, where every
combination of alpha has an estimated percentage of coexis-
tence area in the omega space (Figure 2). The figure shows
the non-linearity in the growth of the coexistence space for
low alpha values. This in turn shows that the magnitude in
cases where the coexistence area expands in relation to the
1-stage model (25% coexistence) is greater than the contrac-
tion in other cases . g = 0.5 r = 1.5
More Than Two Stages
Monte Carlo simulations for a range of multiple stage sys-
tems (from 1 stage to 10 stages) were run and the results are
shown in figure 4; each bar represents the average value of
10 Monte Carlo runs with 10,000 random points in the en-
tire parameter space; initial conditions for density quantities
are randomly selected. Error bars, both positive and nega-
tive, represent a single standard deviation from the average.
The decrease in coexistence space after 3 stages is due to the
averaging effect of systems with many stages and it will be
discussed and explained in the next section. Dimensionality
of the parameter space increases with stages but the num-
ber of points considered in the Monte Carlo simulations is
enough for the standard deviations not to grow beyond sen-
sible ranges.
Figure 4: Percentages of the hyper-dimensional parameter
space for competition coefficients that converges to coex-
istence. Results obtained by 10 replicates of 10,000 point
Monte Carlo searches. The error bars correspond to a single
standard deviation. The proportion of the parameter space
that converges to coexistence seems to be increased around
a 3-stage scenario and then drop down when more stages are
added. g = 0.5, r = 1.5.
Discussion
Ontogenetic niche shift is a well-documented process that
produces a niche separation, and in some cases isolation, of
different developmental stages in an organism’s life. Pre-
vious theoretical work has shown that such processes can
be interpreted as an adaptation that arises from the reduced
intra-specific competition and associated fitness gain for in-
dividuals that exhibit some degree of separation between
life-stage niches (Claessen and Dieckmann, 2002). In na-
ture, cases of ontogenetic niche differences are abundant in
plants, insects, amphibians, and fish. These cases offer a
very clear picture of what it means to have two separate life
stages with different niches. For instance, adult frogs and
tadpoles live in different ecological niches, predating differ-
ent sources of food, and being predated by different trophic
levels. Similar cases can be seen in numerous species of fish
that, during their development, move to different trophic lev-
els and as a result to different ecological niches within the
ecosystem (Werner and Hall, 1988). In the case of plants,
which are of particular interest in coexistence research, dif-
ferent life stages can also be present. For instance, the
environmental constraints and challenges during germina-
tion and plantule stages could be very different to the ones
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present as fully grown adult plants (Eriksson, 2002). Al-
though these scenarios strike us as obvious cases of ontoge-
netic niche shift, it seems hard to argue that coexistence of a
large number of species in big communities (such as tropical
forests or plankton communities) happens due to the effect
of this characteristic on every single species evaluated. With
respect to this point it is important to point out that such
stages might not need to be obvious in the morphological
sense for them to be functionally present. Certain ecological
dynamics in terms of prey size (Mittelbach et al., 1988) and
locomotion ability (Padisa´k et al., 2003) can happen with
very small variations in phenotypic characters. In the same
way, light capture and soil dependence could shift suddenly
between different plant niches (Auffret et al., 2010). In other
words, the presence of morphologically obvious differences
between stages is an indication, but not a condition, for hav-
ing different ecologically functional stages during develop-
ment. Because the values for competition coefficients are
relative to the intra-specific competition for that stage, and
similarly individual growth and adult per capita reproductive
rates are also relative to these values, similar results can be
obtained with different competition coefficients and values
for g and r.
The 3 Stages Bump Explained
The most interesting result shown here is the increase in the
size of the coexistence region that exists in the parameter
space systems with 2, 3 and 4 stages. After this increase
the coexistence region seems to shrink again when more
stages are added (Figure 4). In this pattern there seems to
be two different effects at work. First, the addition of more
stages seems to increase the proportion of space that corre-
sponds to coexistence; this is shown by the results in Figure
3, where the nonlinear increase of coexistence space for low
alpha values is bigger than the contraction for bigger ones,
as in the case shown in Figure 2.D. Following this exam-
ple it would be intuitive to assume that more stages allow
for more coexistence; in a biological sense this translates to
more scenarios where good outcomes in certain stages can
maintain a species’ survival despite bad outcomes in other
stages. The drop in coexistence when adding more than
three stages comes about because of a counteracting trend
that happens when selecting random values for the compe-
tition coefficients. In order to understand the problem in an
intuitive way, consider that every multi-stage system can be
equivalent to a 2-stage case with different growth and repro-
duction rates. In Figure 5 a diagram explaining how to build
an analogous 2-stage model from a multi-stage one shows
how the randomly selected competition coefficients for the
first stages tend to average around 1.0 for sampling between
0.0 and 2.0. This creates an analogous model where the first-
stage competition is neutral to the outcome of the dynamics.
In this way the incorporation of more stages approximates
the model to the one described in Figure 2.A, where the
coexistence volume is close to 25%. This result is not an
artifact in the sense that the Monte Carlo simulation is not
biased in any way; the parameter space “eats” itself when
more dimensions are added.
Figure 5: The detrimental effect of multi-stage systems on
coexistence considering a system with N stages (left side);
the random search for competitive coefficients in the space
[0,2] will converge to a scenario where the inter-specific
competition for the first N-1 stages are analogous to a single
stage with values close to 1. As shown in Figure 2.A this
case represents a similar proportion to the single stage case,
with only 25% of the space converging to coexistence. The
only difference would be that in the analogous case the in-
dividual growth rate will be reduced due to the compression
caused by merging N-1 stages (ga > gb), but this would not
have an impact on single stage models.
Another way to understand this outcome is by considering
the hypothetical case where the number of stages is infinite;
in this case we would be looking at a continuous life de-
velopment where competition only happens between same-
age individuals. That scenario could also be analogous to
noisy competitive abilities during development. In any of
these two interpretations the effects of the two-stage niche
segregation are lost, and the competitive coefficients can be
averaged and considered as a single stage model, with 25%
coexistence space in the range [0,2] for competitive coeffi-
cients. In nature, it can be sensibly assumed that over long
periods of time the competition coefficient from the point of
view of an objective species in relation to every competitor
in a particular niche can vary. This would thereby create a
pseudo-random sampling of competitive coefficients for ev-
ery stage, over evolutionary timescales. It is tempting to
state that under this consideration, the apparent presence of
no-more-than-3 stages in most species with obvious ontoge-
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netic niche shifts could be assumed as an adaptation for in-
dividuals of species that experience long term fluctuations of
competitors in their different developmental niches. In order
to test this hypothesis further work needs to be done, specif-
ically taking into consideration the effects of reduction of
intra-specific competition and co-evolutionary dynamics in
multiple-species scenarios. Nevertheless, the results shown
here suggest that such an idea could have the potential to
explain such a trend in nature.
Competition Between Stages
After a quick review of the results it might be apparent that
this model relies heavily on the niche isolation between life-
stages, which translates into diminished or absent vertical
competition between stages. The effects of the inclusion
of vertical competition will affect the results observed here
depending on the magnitude considered. Hypothetically an
equivalent scenario can be obtained if g and r rates are in-
creased in certain stage transitions relative to others. The in-
corporation of vertical competition coefficients could show
potential to explore a continuous spectrum with different de-
grees of isolation between stages. The expected result of
such a model would be that at one end of the spectrum,
where the impact of vertical (and diagonal) competition is
fully considered, the model will converge back to the 1-stage
scenario considering the competitive coefficient values as a
function of all the coefficients involved. At the other end of
the spectrum the effect uncovered by our model would be
observed.
More Than Two Species
In this work the considerations regarding competitive intran-
sitivity between species were not analyzed. Nevertheless,
the model proposed can be considered, in a simplified sce-
nario, as a multiple-species case for any objective species i.
Under this interpretation the effect of the second species can
be said to be the weighted effects of all the species present in
a particular niche. This is just an interpretation of the model,
but in terms of the dynamics it does not capture the full ef-
fect of the competitive relations between species. Further
work should be done in order to accommodate these cases.
Natural Selection as a Promoter of Biodiversity
As a final point of discussion, it is important to consider
in parallel the implications of: a) the results obtained in
this work and b) the nature of ontogenetic niche shifting
as an adaptation. As shown by Claessen and Dieckmann
(2002) ontogenetic niche shifting can be seen as an indi-
vidual adaptation responding to a pressure to reduced intra-
specific competition. At the same time, ontogenetic niche
shifting can potentially be seen as an adaptation to reduced
inter-specific competition for objective species in changing
environments. Such conclusions lead to a scenario where
a process driven by natural selection at one scale promotes
coexistence and by extension biodiversity at another scale.
Usually, natural selection has been seen as a process that
reduces diversity in classic evolutionary theory. A further
analysis of processes like the ones discussed here could
show that under certain conditions natural selection can ac-
tually provide the basis for biodiversity rather than constrain
it. Further analysis and model development to test this idea
should be considered, but the result shown here seems to
indicate that this could be the case.
Conclusions
A review and classification of the current competition mod-
els that explain species coexistence framed the multiple life-
history-stage version as a trade-off model. It was shown
that such a model increases the percentage of the parame-
ter space that converges to coexistence equilibrium points
in cases with two, three and four stages. The effect is di-
minished by the incorporation of more than four stages due
to the averaging effect of randomly occurring competitive
coefficients, which effectively reduce the model to a single-
stage case. The innovation of this piece of work relies on the
approximation used to evaluate the coexistence space and
the discovery of a non-linear pattern between the proportion
of coexistence space and the number of stages. A set of
more evolutionarily oriented simulations should be explored
to determine the soundness of an adaptive explanation for
biological species having no more than a particular number
of life stages.
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Abstract
Robustness of ecological flow networks under random failure
of arcs is considered with respect to two different function-
alities: coherence and circulation. In our previous work, we
showed that each functionality is associated with a natural
path notion: lateral path for the former and directed path for
the latter. Robustness of a network is measured in terms of the
size of the giant laterally connected arc component and that
of the giant strongly connected arc component, respectively.
We study how realistic structures of ecological flow networks
affect the robustness with respect to each functionality. To
quantify the impact of realistic network structures, two null
models are considered for a given real ecological flow net-
work: one is random networks with the same degree distri-
bution and the other is those with the same average degree.
Robustness of the null models is calculated by theoretical-
ly solving the size of giant components for the configuration
model. We show that realistic network structures have pos-
itive effect on robustness for coherence, whereas they have
negative effect on robustness for circulation.
Introduction
Networks have been usually considered as undirected in the
field of complex networks (Newman, 2003). However, many
real-world networks are directed so that the direction of in-
teraction is important for the functioning of the systems.
Recently, it has been revealed that directed networks have
richer structures such as directed assortativity (Foster et al.,
2010) and flow hierarchy (Mones, 2013).
In our previous work, we proposed a new path notion in-
volving directedness called lateral path that can be seen as
the dual notion to the usual directed path (Haruna, 2011).
Based on category theoretic formulation, we derived the lat-
eral path as a natural path notion associated with the dy-
namic mode of biological networks: a network is a pattern
constructed by gluing functions of entities constituting the
network (Haruna, 2012). Thus, its functionality is coher-
ence, whereas the functionality of the directed path is trans-
port. We showed that there is a division of labor with respect
to the two functionalities within a network for several types
of biological networks: gene regulation, neuronal and eco-
logical ones (Haruna, 2012). It was suggested that the two
complementary functionalities are realized in biological sys-
tems by making use of the two ways of tracing on a directed
network, namely, lateral and directed.
In this paper, we address robustness of ecological flow
networks with respect to the lateral path and directed path,
respectively. Since the natural connectedness notion associ-
ated with the directed path is the strong connectedness, we
consider robustness of the giant strongly connected compo-
nent (GSCC) for the latter. For the former, robustness of
the giant lateral connected component (GLCC) is of inter-
est. Thus, we assess robustness of ecological flow networks
in terms of two different functionalities, namely, coherence
and circulation, both of which are important for the func-
tioning of them (Ulanowicz, 1997).
Robustness of ecological networks is an intriguing issue
in recent studies (Montoya et al., 2006; Bascompte, 2009).
Initially, robustness of general complex networks has been
argued qualitatively in terms of critical thresholds for the
existence of the giant component (Albert et al., 2000; Cohen
et al., 2001). For ecological networks, their robustness has
been measured by the size of secondary extinctions (Sole´
and Montoya, 2001; Dunne et al., 2002). Here, we employ
a recently proposed idea to measure robustness quantitative-
ly (Schneider et al., 2011; Herrmann et al., 2011). As a first
step, we consider only random failure of arcs. The size of gi-
ant components is measured by the number of arcs involved
because laterally connected components are defined only on
the set of arcs.
Here, we study the impact of realistic network structures
on robustness with respect to the two functionalities. Two
complementary measures of it are proposed by comparing
the robustness of a given real network with that of the t-
wo null models: random networks with the same degree
distribution and those with the same average degree. The
robustness of the two null models is calculated by theoret-
ically solving the percolation problem on the configuration
model, random networks with an arbitrary degree distribu-
tion (Newman et al., 2001).
This paper is organized as follows. In Section 2, we devel-
op a theory to calculate the size of GLCC and GSCC under
ECAL - General Track
175 ECAL 2013
Figure 1: An example of lateral path.
random removal of arcs in the configuration model. In Sec-
tion 3, we propose two measure for the impact of realistic
structures on robustness of networks by using the theoretical
result obtained in Section 2. In Section 4, the proposed mea-
sures are applied to 10 ecological flow networks. In Section
5, we discuss the results and indicate future directions.
Random Removal of Arcs in the Configuration
Model
In this section, we consider a percolation problem, random
removal of arcs, in the configuration model with respect to
the lateral connectedness and the strong connectedness.
A lateral path in a directed network is a path in the net-
work such that the direction of arcs involved changes alter-
nately (Haruna, 2012) (Fig. 1). Two arcs are called laterally
connected if they are connected by a lateral path (Haruna,
2011). Lateral connectedness defines an equivalence rela-
tion on the set of arcs. Each equivalence class is called lat-
erally connected component.
Since lateral connectedness is defined on the set of arcs,
here we also consider strong connectedness for arcs. Two
arcs are called strongly connected if there is a directed path
from one arc to the other arc, and vice versa.
Let us consider a random directed network with degree
distribution P (ki, ko). P (ki, ko) is the fraction of nodes in
the network with in-degree ki and out-degree ko. We make
use of the generating function formalism (Callaway et al.,
2000; Newman et al., 2001) to calculate the sizes of giant
laterally or strongly connected components (in short, GLC-
C or GSCC, respectively) after removing arcs uniformly at
random with probability 1 − ϕ, where ϕ is the occupation
probability.
The generating function for P (ki, ko) is
G(x, y) =
∑
ki,ko
P (ki, ko)x
kiyko . (1)
The average degree z := ⟨ki⟩ = ⟨ko⟩ is given by
z =
∂G
∂x
(1, 1) =
∂G
∂y
(1, 1). (2)
Let Pi(ki) :=
∑
ko
P (ki, ko) be the in-degree distribution
and Po(ko) :=
∑
ki
P (ki, ko) the out-degree distribution.
Their generating functions are
F0(x) := G(x, 1) andH0(y) := G(1, y), (3)
respectively.
We introduce four excess degree distributions and corre-
sponding generating functions that are necessary for the cal-
culation in what follows.
First, let P0(k) be the probability that the number of the
other arcs arriving at the target node of a randomly chosen
arc is k (Fig. 2 (a)). It is given by
P0(k) :=
1
z
∑
k0
(k + 1)P (k + 1, k0) (4)
and its generating function is
F1,0(x) :=
∑
k
P0(k)x
k =
1
z
∂G
∂x
(x, 1) =
1
z
∂F0
∂x
(x). (5)
Second, let P1(k) be the probability that the number of
arcs arriving at the source node of a randomly chosen arc is
k (Fig. 2 (b)). It is given by
P1(k) :=
1
z
∑
k0
k0P (k, k0) (6)
and its generating function is
F1,1(x) :=
∑
k
P1(k)x
k =
1
z
∂G
∂y
(x, 1). (7)
Third, let Q0(k) be the probability that the number of the
other arcs leaving from the source node of a randomly cho-
sen arc is k (Fig. 2 (c)). It is given by
Q0(k) :=
1
z
∑
ki
(k + 1)P (ki, k + 1) (8)
and its generating function is
H1,0(y) :=
∑
k
Q0(k)y
k =
1
z
∂G
∂y
(1, y) =
1
z
∂H0
∂y
(y). (9)
Finally, let Q1(k) be the probability that the number of
arcs leaving from the target node of a randomly chosen arc
is k (Fig. 2 (d)). It is given by
Q1(k) :=
1
z
∑
ki
kiP (ki, k) (10)
and its generating function is
H1,1(y) :=
∑
k
Q1(k)y
k =
1
z
∂G
∂x
(1, y). (11)
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Figure 2: Four excess degree distributions. See the main text
for details.
Giant Laterally Connected Component
Let u be the average probability that an arc is not connected
to the GLCC via a particular arc with the same target and
v the average probability that an arc is not connected to the
GLCC via a particular arc with the same source. Then, the
average probability that an occupied arc does not belong to
the GLCC is∑
k,l
P0(k)u
kQ0(l)v
l = F1,0(u)H1,0(v). (12)
Hence, the size of the GLCC is
L = ϕ(1− F1,0(u)H1,0(v)). (13)
The values of u and v are calculated by the following set of
equations:{
u =
∑
kQ0(k)(1− ϕ+ ϕvk) = (1− ϕ) + ϕH1,0(v)
v =
∑
k P0(k)(1− ϕ+ ϕuk) = (1− ϕ) + ϕF1,0(u).
(14)
The critical occupation probability ϕL,c for the appear-
ance of GLCC can be obtained from the linear stability anal-
ysis of the trivial solution (u, v) = (1, 1) of (14). It turns out
to be
ϕL,c =
z√
(⟨k2i ⟩ − z) (⟨k2o⟩ − z)
. (15)
Giant Strongly Connected Component
The calculation of the size of the GSCC is similar to the node
component case (Dorogovtsev et al., 2001; Schwartz et al.,
2002). In (Serrano and De Los Rios, 2007), five notions of
edge components are considered. For our purpose, consid-
eration on the usual three components (in-, out- and strongly
connected) as in the node component case are enough. How-
ever, these are implicit in the following calculation.
Let u be the average probability that an arc is not connect-
ed to the GSCC via a particular arc leaving from its target
and v the average probability that an arc is not connected to
the GSCC via a particular arc arriving at its source. Then,
the average probability that an occupied arc does belong to
the GSCC is∑
k,l
Q1(k)(1−uk)P1(l)(1−vl) = (1−H1,1(u))(1−F1,1(v)).
(16)
Hence, the size of the GSCC is
S = ϕ(1−H1,1(u))(1− F1,1(v)). (17)
The values of u and v are calculated by the following set of
equations:{
u =
∑
kQ1(k)(1− ϕ+ ϕuk) = (1− ϕ) + ϕH1,1(u)
v =
∑
k P1(k)(1− ϕ+ ϕvk) = (1− ϕ) + ϕF1,1(v).
(18)
The critical occupation probability ϕS,c for the appear-
ance of GSCC is given by
ϕS,c =
z
⟨kiko⟩ , (19)
which is the same as in the node component case (Schwartz
et al., 2002).
Examples
We calculate the sizes of the GLCC and the GSCC as func-
tions of the occupation probability ϕ for three degree distri-
butions: (a) Uncorrelated Poisson distribution (UPD)
P (ki, ko) =
e−2λλki+ko
ki!ko!
, (20)
(b) Uncorrelated exponential distribution (UED)
P (ki, ko) =
(
1− e−1/κ
)2
e−
ki+ko
κ , (21)
and (c) Correlated Poisson distribution (CPD)
P (ki, ko) =
e−λλki
ki!
δki,ko , (22)
where λ, κ > 0 are parameters and δki,ko is the Kronecker
delta. The results are compared with numerical simulations
in Fig. 3, which shows that the agreement between simula-
tion and theory is well.
For critical occupation probabilities, we have ϕL,c =
ϕS,c = 1/λ for UPD, ϕL,c =
(
e1/κ − 1) /2 <(
e1/κ − 1) = ϕS,c for UED and ϕL,c = 1/λ > 1/(λ+1) =
ϕS,c for CPD. Thus, these examples also show that all pos-
sibilities ϕL,c = ϕS,c, ϕL,c > ϕS,c and ϕL,c < ϕS,c actually
occur.
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Figure 3: L(ϕ) and S(ϕ) for (a) the uncorrelated Poisson
distribution with λ = 3, (b) the uncorrelated exponential
distribution with κ = 4 and (c) the correlated Poisson distri-
bution with λ = 2. Lines are theoretically obtained. For (a)
and (c), (14) and (18) are numerically solved. For (b), we
obtain analytic expressions. Squares and circles are numeri-
cal simulations and averaged over 1000 different random re-
moval sequences on different configuration model networks
with the number of nodes 500 for (a) and (b), and 1000 for
(c).
Two Measures for Impact of Realistic
Structures on Robustness
Robustness
Given a directed network, let L(ϕ) be the size of the GLCC
and S(ϕ) the size of the GSCC for occupation probability ϕ.
Motivated by the robustness measure proposed in (Schneider
et al., 2011; Herrmann et al., 2011), we define the robustness
of the GLCC and that of the GSCC by
RL =
∫ 1
0
L(ϕ)dϕ and RS =
∫ 1
0
S(ϕ)dϕ, (23)
respectively.
Our robustness measure is similar to link robustness in
(Zeng and Liu, 2012), however, since we measure the size
of a component by the number of arcs belonging to it, it is
different from link robustness. In particular, since L(ϕ) and
S(ϕ) cannot exceed the diagonal line, we have RL, RS ≤
0.5.
Gain
Given a directed network, we would like to consider how
much its robustness (of the GLCC or the GSCC) is enhanced
or degraded compared to a reference network. One measure
is the ratio of the robustness of the given network to that of
the reference network (Schneider et al., 2011). We call this
measure robustness gain. If we denote the robustness of the
given network by Rgiven and that of the reference network
by Rref , then the robustness gain is defined by
Ggiven/ref := Rgiven/Rref . (24)
We here consider three combinations of given-reference
pairs: (given,ref)=(real, config), (given,ref)=(config, Pois-
son) and (given,ref)=(real,Poisson), where ‘real’ indicates
a real-world network, ‘config’ the configuration model net-
work with the same degree distribution and ‘Poisson’ the
(uncorrelated) Poissonian network with the same average
degree. The robustness gains for the three given-reference
pairs are denoted by Gr/c, Gc/p and Gr/p, respectively.
Note that Gr/p = Gr/cGc/p.
Complement Ratio
The other way to measure the effect of realistic structures on
robustness is to evaluate the amount of unrealized robustness
of the reference network (namely, 0.5 − R) utilized by the
given network. We define the robustness complement ratio
for the above three combinations of given-reference pairs by
Cgiven/ref :=
Rgiven −Rref
0.5−Rref , (25)
where (given, ref) = (r, c), (c, p) or (r, p).
Both Ggiven/ref and Cgiven/ref are considered for the
lateral connectedness and the strong connectedness in nex-
t section. We write GL,given/ref and CL,given/ref for the
former and GS,given/ref and CS,given/ref for the latter.
Ecological Flow Networks
In this section, we apply the indexes introduced in previous
section to relatively large 10 networks (with the number of
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Figure 4: (a) L(ϕ) and (b) S(ϕ) for (vii) Middle Chesa-
peake Bay in Summer network (solid lines), those for the
configuration model network with the same degree distri-
bution (dashed lines) and those for the Poissonian network
with the same average degree (dotted lines).
arcs > 100) among 48 flow networks collected by R. U-
lanowicz. Data are downloaded from http://www.cbl.
umces.edu/˜ulan/ntwk/network.html.
Data
Here, we list the 10 ecological flow networks we analyze. In
the following,N is the number of nodes andA is the number
of arcs included in the largest weakly connected component.
z = ⟨ki⟩ = ⟨ko⟩ is the average degree. The number associ-
ated to each network is the web number in the original data
source. In every network, each arc indicates the existence
of carbon flow from its source to target. (i) Chesapeake Bay
Mesohaline Network (N = 26, A = 122, z = 3.4, Web
34). (ii) Everglades Graminoids Wet Season (N = 66, A =
793, z = 12.0, Web 40). (iii) Final Narragansett Bay Model
(N = 32, A = 158, z = 4.9, Web 42). (iv) Florida Bay Wet
Season (N = 125, A = 1938, z = 15.5, Web 38). (v) Lake
Michigan Control Network (N = 34, A = 172, z = 5.1,
Web 47). (vi) Lower Chesapeake Bay in Summer (N =
29, A = 115, z = 4.0, Web 46). (vii) Middle Chesa-
peake Bay in Summer (N = 32, A = 149, z = 4.7, Web
(a)
(b)
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Figure 5: Robustness of (a) the GLCC and (b) the GSCC for
the 10 ecological flow networks. Real: original networks,
Config: the configuration model networks with the same de-
gree distribution and Poisson: the Poissonian networks with
the same average degree.
45). (viii) Mondego Estuary - Zostrea Site (N = 43, A =
348, z = 8.1, Web 41). (ix) St Marks River (Florida) Es-
tuary (N = 51, A = 270, z = 5.3, Web 43). (x) Upper
Chesapeake Bay in Summer (N = 33, A = 158, z = 4.8,
Web 44).
Results
We plot L(ϕ) (Fig. 4 (a)) and S(ϕ) (Fig. 4 (b)) for (vii)
Middle Chesapeake Bay in Summer network, the configu-
ration model network with the same degree distribution and
the Poissonian network with the same average degree, as a
typical example. L(ϕ) and S(ϕ) for real ecological flow net-
works are calculated by averaging the size of the largest con-
nected components over 1000 random removal sequences of
arcs.
The robustness values for all 10 networks are shown in
Fig. 5. One can see opposite tendency on how realistic struc-
tures influence robustness between the GLCC and the GSC-
C. RL tends to increase as more realistic structures are im-
posed on one hand, RS tends to decrease on the other hand.
However, since RL is close to 0.5 already for the Poissoni-
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Figure 6: Robustness gain of the 10 ecological flow net-
works for (a) the GLCC and (b) the GSCC. Three giv-
en and reference network pairs are considered. r/c: (giv-
en,ref)=(real,config), c/p: (given,ref)=(config,Poisson) and
r/p: (given,ref)=(real,Poisson). See the main text for details.
an network in most cases, the robustness gain for the GLC-
C is almost unity in all three given-reference pairs as seen
in Fig. 6 (a). For RS , one can see that the realistic degree
distributions are the dominant factor for the degradation of
robustness in most cases from Fig. 6 (b).
The tendency that realistic structures have positive impact
on robustness of the GLCC can be captured more clearly by
the robustness complement ratio as shown in Fig. 7. One can
also see that the realistic degree distributions are the domi-
nant factor to enhance the robustness of the GLCC in most
cases.
Discussions
Whether realistic structures of ecological networks have
positive impact on their robustness or stability or not is con-
troversial (Allesina and Tang, 2012). The answer to this
question generally depends on the types of ecological in-
teraction and dynamic processes of interest (The´bault and
Fontaine, 2010; Allesina and Tang, 2012). In this paper,
we focused on robustness of ecological flow networks un-
der random failure of arcs with respect to the two different
0
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Figure 7: Robustness complement ratio of the 10 ecological
flow networks for the GLCC. Three given-reference network
pairs are considered. r/c: (given,ref)=(real,config), c/p: (giv-
en,ref)=(config,Poisson) and r/p: (given,ref)=(real,Poisson).
Data that have negative values are omitted. CS has negative
values except one case (data not shown). See the main text
for details.
functionalities, namely, coherence and circulation. The for-
mer is captured by the robustness of the GLCC and the latter
by that of the GSCC. We found that they exhibit opposite
tendency for constraints by the realistic network structures:
the realistic network structures enhance the robustness of the
GLCC on one hand, they degrade that of the GSCC on the
other hand. In both case, it is suggested that the realistic
degree distributions are one of the most important factors.
The former result seems to be consistent with the food-
web stabilizing factor proposed in (Gross et al., 2009): “(i)
species at high trophic levels feed on multiple prey species
and (ii) species at intermediate trophic levels are fed upon
by multiple predator species”, because such patterns in a
network could contribute to make multiple lateral paths be-
tween arcs. Whereas, the latter result could provide a quanti-
tative support for the ‘autocatalytic view’ on ecological flow
networks proposed by R. Ulanowicz (Ulanowicz, 1997).
Our result in this paper suggests that complex network-
s can be both robust and fragile in a different sense from
that in (Albert et al., 2000): under the same attack strategy,
robust for one functionality and fragile for another function-
ality.
It is of interest whether the same tendency can be seen or
not for the other various attack strategies (Holme and Kim,
2002) and for the other kinds of directed biological networks
such as gene regulation and brain. Research results on these
issues will be reported elsewhere near future.
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Countries and citizens often raise signiﬁcant expectations 
every time a new International Environmental Summit is 
settled. Unfortunately, few solutions have come out of these 
meetings. This represents a challenge on our current 
understanding of models on decision-making: more eﬀective 
levels of discussion, agreements and coordination must 
become accessible (Barrett, 2005).  
Mitigating the effects of climate change requires 
cooperation, and arguably the welfare of our planet accounts 
for the most important and paradigmatic example of a public 
good game humans face: a global good from which every 
single person proﬁts, whether she contributes or not to 
maintain it. However, these summits failed to recognize the 
well-studied diﬃculties of cooperation in public-good games. 
Indeed, in most cooperation problems faced by humans, 
individuals, regions or nations opt to be free riders, hoping to 
beneﬁt from the efforts of others while choosing not to make 
any eﬀort themselves driving the population into the tragedy 
of the commons. When dealing with such an essential public 
good as climate, many eﬀorts are made to avoid this, so that 
eﬀorts are shared for all and balanced measures can then be 
taken.  
One of the multiple ﬂaws often appointed to such 
agreements is a deﬁcit in the overall perception of risk of 
widespread future losses, in particular the perception of those 
occupying key positions in the overall political network that 
underlies the decision process (Santos, Santos and Pacheco, 
2008; Santos and Pacheco, 2011). Another problem relates to 
the lack of sanctioning mechanisms to be imposed on those 
who do not contribute (or stop contributing) to the welfare of 
the planet. Moreover, agreeing on the way punishment should 
be implemented is far from reaching a consensus, given the 
diﬃculty in converging on the pros and cons of some 
procedures against others, and (occasionally) narrow impact 
of punishment in promoting cooperative actions (Vukov et al., 
2013). The impasse over these measures is expected since 
their consequences do not have a solid theoretical or even 
experimental background.  
Here we discuss i) the eﬀect of group size and risk 
awareness in the decision making process and ii) the 
emergence and impact of different types of sanctioning in 
deterring non-cooperative behavior in climate agreements, as 
reported in (Vasconcelos, Santos and Pacheco, 2013; Santos, 
Vasconcelos et al. 2012). To this end, climate agreements are 
defined as Collective Risk Dilemmas (CRD), a simple Public 
Goods game with uncertainty that mimetizes the problem at 
stake (Santos and Pacheco, 2011). We model the decision 
making process as a dynamical process, in which behaviours 
evolve in time, taking into consideration decisions and 
achievements of others, which inﬂuence one’s own decisions. 
We implement such behavioural dynamics in the framework 
of Evolutionary Game Theory, in which the individuals are 
simulated to respond to the most successful (or ﬁt) 
behaviours. This way, one is able to describe strategic 
interactions between individuals, complemented by 
evolutionary principles. In particular, we do so in ﬁnite 
populations, where such ﬁtness driven dynamics occurs in the 
presence of errors (leading to stochastic eﬀects), both in terms 
of errors of imitation as well as in terms of behavioral 
mutations (µ), the latter accounting for spontaneous 
exploration of the possible strategies. Therefore, instead of 
resorting to complex and rational planning or rules, 
individuals revise their behavior by peer-inﬂuence, creating a 
complex dynamics akin to many evolutionary systems.  
We consider, a population of finite size Z, in which 
individuals engage in the aforesaid N-person dilemma. Here, 
each individual is able to contribute or not to a common good, 
i.e. to cooperate or to defect, respectively. Game participants 
have each an initial endowment, or beneﬁt, b. Cooperators 
contribute a fraction of their endowment, the cost, c < b, 
while defectors do not contribute. Irrespectively of the scale at 
which agreements are tried, they demand a minimum number 
of contributors to come into practice. Hence, whenever parties 
fail to achieve a previously deﬁned minimum of contributions, 
they may fail to achieve the goals of such agreement (which 
can also be understood as the beneﬁt b), being this outcome, 
in the worst possible case, associated with an appalling 
doomsday scenario. To encompass this feature in the model 
we require a minimum collective investment to ensure 
success: if the group of size N does not contain at least M 
contributors, all members will lose their remaining 
endowments with a probability (1-r), the risk; otherwise, 
everyone will keep whatever they have. Hence, M < N 
represents a coordination threshold necessary to achieve a 
collective beneﬁt. We obtain an unambiguous agreement with 
recent experiments, together with several concrete predictions: 
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we address the impact of risk in several conﬁgurations, from 
large to small groups, from deterministic towards stochastic 
behavioral dynamics. Overall, we show how the emerging 
dynamics depends heavily on the perception of risk. 
We find that the impact of risk is enhanced in the presence 
of small behavioral mutations and errors and whenever global 
coordination is attempted in a majority of small groups under 
stringent requirements to meet co-active goals (Santos, 
Vasconcelos et al. 2012). This result calls for a reassessment 
of policies towards the promotion of public endeavors: 
instead of world summits, decentralized agreements between 
smaller groups, possibly focused on region-speciﬁc issues, 
where risk is high and goal achievement involves large 
quorums for agreement, are prone to signiﬁcantly raise the 
probability of success in coordinating to tame the planet’s 
climate.  
We also show how individuals may e??ectively self-
organize their actions towards cooperation, by creating 
community enforcement institutions that are able to punish 
those who row against collective interest. We present the 
eﬀects of punishment via institutions when playing against 
defectors (which leads to higher-order cooperation dilemmas). 
Moreover, we oﬀer insights on the scale at which such 
institutions should be implemented, providing better  
conditions both for cooperation to thrive and for ensuring the 
maintenance of  such institutions (Vasconcelos, Santos and 
Pacheco, 2013). This result is particularly relevant whenever 
perception of risk of collective disaster, alone, is not enough 
to provide the means to achieve a cohesive conﬁguration – in 
this case, sanctioning institutions may provide an escape hatch 
to the otherwise tragedy of the commons that humanity is 
falling into.  
This model provides a “bottom-up” approach to the 
problem, in which collective cooperation is easier to achieve 
in a distributed way, eventually involving regions, cities, 
NGOs and, ultimately, all citizens. Moreover, by promoting 
regional or sectorial agreements, we are opening the door to 
the diversity of economic and political structure of all parties, 
which, as showed before can be beneﬁcial to cooperation. 
Naturally, we are aware of the many limitations of a bare 
model such as this, in which the complexity of human 
interactions has been overlooked. From higher levels of 
information, to non-binary investments, additional layers of 
realism can be introduced in the model. Moreover, even from 
a modeling perspective, several extensions and complex 
aspects common to human socio-economical systems could be 
further explored. On the other hand, the simplicity of the 
dilemma introduced here, makes it generally applicable to 
other problems of collective cooperative action, which will 
emerge when the risks for the community are high and high-
level institutions may self-organize, something that repeatedly 
happened throughout human history, from ancient group 
hunting to voluntary adoption of public health measures. In 
light of our results in which bottom-up approaches are clearly 
favored by evolution and self-organization, the widely-
repeated motto “Think globally but act locally” would hardly 
appear more appropriate. 
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Abstract
We demonstrate that neural agents can evolve behavioral se-
quences of arbitrary length. In our framework, agents in a
two-dimensional arena have to find the secure one among
two possible patches, and which of them is secure changes
over time. Evolution of arbitrarily long behavioral sequences
is achieved by extending the neuroevolution method NEAT
with two techniques: Only newly evolved network structure
is subject to mutations, and inputs to the neural network are
provided in an incremental fashion during evolution. It is
suggested that these techniques are transferable to other neu-
roevolution methods and domains, and constitute a step to-
wards achieving open-ended evolution. Furthermore, it is
argued that the proposed techniques are strongly simplified
models of processes that to some degree occur naturally in
systems with more flexible genetic architectures.
Introduction
Evolutionary robotics is an approach towards the design of
controllers (and possibly also bodies) of robots that uses a
process of artificial evolution. The controllers of the result-
ing robots are often in the form of artificial neural networks.
It is conceivable that eventually robots with very complex
goal-directed behaviors can be designed using this method.
However, past work in the field has typically produced be-
haviors that are very simple as compared to behaviors of
conventionally designed robot controllers.
Complex behaviors can arise by the interplay of environ-
ment, body, and controller even if the controller itself is
not very complex (Pfeifer and Gómez, 2005). Nevertheless,
within a given environment, there is obviously a correlation
between the complexity of the controller and the complexity
of the behavior. Therefore, it is desirable to have methods
for the evolution of neural networks that can make the net-
works more and more complex over time.
For many of the earliest evolutionary robotics experi-
ments, neural networks with a fixed topology, i.e., a fixed
number of nodes and connections, were used (Nolfi and Flo-
reano, 2000). That way, the achievable complexity is ob-
viously limited. Later, a method called NEAT was intro-
duced (Stanley and Miikkulainen, 2002). This neuroevo-
lution method starts evolution using networks without any
hidden nodes and subsequently adds neurons and connec-
tions by carefully designed mutation operators. It has been
shown that complexification during evolution does indeed
occur when using NEAT, and can lead to neural networks
with in the order of, say, 10 to 20 hidden nodes (Stanley and
Miikkulainen, 2004). NEAT has subsequently been widely
used for various evolutionary robotics experiments.
Of course, ultimately one needs more complexity than
that evolved by NEAT and similar methods. Therefore, a
more recent trend in neuroevolution is the development of
methods that use developmental or generative encodings for
neural networks, which enables them to produce large neural
networks from comparatively small genomes. Examples of
such methods include HyperNEAT, NEATfields and Com-
pressed Network Complexity Search (Stanley et al., 2009;
Inden et al., 2012; Gomez et al., 2012). These methods en-
hance the scalability of neuroevolution significantly as com-
pared to methods using a simpler direct encoding like NEAT.
While evolution can produce comparatively complex net-
works with hundreds of neurons using these methods, the
complexity of the behavior that can be produced by evolu-
tion (i.e., adaptive behavior, not just random behavior) is still
subject to some limitations. These limitations arise from the
fact that a genome consisting of l elements, each of which
can be chosen among an alphabet of size b, can encode a
choice between bl different phenotypes at most. Depending
on the method used, this can mean that the maximum size of
the encoded network will be limited (unless it is preset by the
experimenter like in standard HyperNEAT) or the maximum
algorithmic complexity of its connection pattern will be lim-
ited (unless the encoding includes techniques that refer to
externally or environmentally supplied sources of complex-
ity). Even if none of those two limitations apply, the fact
remains that the number of referentiable phenotypes is lim-
ited, so the complexity behavior as achieved by selection re-
mains limited unless the genome length l is increased. How-
ever, a selection-driven unlimited increase of l is usually not
possible even though the methods allow for it in principle.
To see why this is so, consider what happens as more and
more genes are added to a given genome. If the mutation
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rate per gene is fixed, then more and more mutations will
arise in one genome as it gets longer. At some point, muta-
tion will destroy the information in the genome despite the
presence of selection. In the theoretical biology literature,
this point is known as error threshold (Eigen, 1971; Stadler
and Stadler, 2003). However, many neuroevolution methods
(among them NEAT) typically apply only one mutation per
genome regardless of its size. That way, mutations will not
overpower selection, but on the other hand, per gene muta-
tion rates will decrease. Together with them, the mutation
rates on individual features of the phenotype will also de-
crease. As we are interested in adaptive behavior of increas-
ing complexity, which consists of more and more individual
features, the waiting times for adaptive changes of or ex-
tensions to particular features will increase until evolution
practically comes to a halt. One common way of describing
this is saying that the search space increases exponentially
with the number of variables (the variables correspond to the
phenotypic features here). One might think that as this hap-
pens, new opportunities arise for evolution in the form of ex-
tradimensional bypasses (Conrad, 1990; Bongard and Paul,
2001), but it is unlikely that this effect keeps pace with the
increase of the search space for fitness functions as typically
used in evolutionary robotics. In fact, it is a common heuris-
tics in neuroevolution to make the search space as small as
possible by use of prior information on the task. The NEAT
method also starts with the smallest possible neural network
topology and only then gradually explores larger topologies
just to keep the search space small.
However, there is a way for evolution to avoid this
dilemma: by changing the genetic architecture such that mu-
tations will with a higher than random probability hit the
right places. Ideally, successful features of an organism
would be conserved by reducing the local mutation rates,
whereas features under adaptive evolution would have in-
creased local mutation rates. Mutation rates can be changed
either by changing local application rates of particular muta-
tion operators (like in some variants of self-adaptive evolu-
tion strategies (Beyer and Schwefel, 2002)), or by changing
the mutational target sizes of the respective features if the
used encoding and mutation operators allow for such reor-
ganizations of the genetic representations of those features.
In fact, it has been shown in simulations using the artifi-
cial life system AVIDA that the representations of conserved
features can become compressed over time just by applying
normal mutation and selection (Ofria et al., 2003). In prin-
ciple, these changes of genetic architecture might also arise
when using methods like HyperNEAT. However, selective
pressure for these kinds of changes might primarily arise in-
directly through increased evolvability of the offspring (for
a review of different ideas, see (Hansen, 2006)) and may
therefore be too weak in many situations, or become effec-
tive only over time scales that are currently beyond the reach
of artificial evolution.
In this article, we propose a more direct method to guide
mutations towards features under active evolution, and away
from previously evolved adaptive features. The basic idea is
that only those parts of a neural network that were created by
mutations most recently can be mutated. Older structures are
frozen and cannot be mutated any more. The NEAT method
has a feature that makes implementation of this approach
very easy: every time a neuron or a connection arises by
mutation, it receives a globally unique identification num-
ber. One simple implementation is just to take this number
from a counter that is increased whenever a new number is
assigned. In that case, the numbers also provide an indica-
tion of relative time. The genes in a genome can be ordered
according to the time of their creation, and only a fixed num-
ber of the newest genes are then available for mutations.
This method is related to earlier approaches on incremen-
tal evolution. E.g., one method uses a new module for each
new fitness function term, and may restrict mutations in the
older modules (Pasemann et al., 2001). However, our ap-
proach is more fine-grained and gradual, and makes use of
the identification numbers that are used in NEAT and de-
rived methods like HyperNEAT and NEATfields. No man-
ual definition of modules or partitioning of fitness functions
is necessary. We expect that if used in combination with
other recent neuroevolution techniques, the technique pre-
sented here will enable open-ended evolution and complex-
ification of neural agents.
Open-ended evolution is an interesting concept from the
perspective of both evolutionary robotics and theoretical bi-
ology. A precise measure for evolutionary activity that was
introduced several years ago (Bedau et al., 1998) links open-
ended evolution to the unbounded growth of cumulative
evolutionary activity, which can be achieved by unlimited
growth of diversity and/or unlimited complexification. An
abstract model that has unbounded growth of diversity has
been introduced shortly afterwards (Maley, 1999). A more
complex artificial life system with unbounded evolutionary
activity has also been designed (Channon, 2006). One of
us has recently presented an abstract model of open-ended
coevolution (Inden, 2012). In that model, the genotype and
phenotype of an organism is a string of integer numbers from
some bounded range. The fitness of an organism depends
on the results of matching its number string against those of
organisms from the other population. In many variants of
the model, mutations are only performed at the end of the
string. The present article aims at initiating a transfer of this
approach, and the resulting open-ended evolution, to the do-
main of neural agent evolution.
Methods
The patches task
An agent resides in a two-dimensional arena where x and
y coordinates are constrained to the range [−1, 1] each. At
each time step, it can change its position by oi · 0.1 in both
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dimensions simultaneously, where oi ∈ [−1, 1], i ∈ {1, 2},
is the respective neural network output. This means it can
get from one border of the arena to the other in twenty time
steps. Every twenty time steps, the position of the agent is
checked. Only if it is on the correct nest site in its arena, it
will survive into the next round of twenty time steps. The left
nest site covers all positions with x ∈ [−1,−0.5), whereas
the right nest site covers all positions with x ∈ (0.5, 1]. A
long binary random sequence is generated before evolution
begins, and determines which nest site is the correct one in
each round. This means that the agents basically have to
learn to produce a binary random sequence by evolution.
The agents get the following input: a bias input, their cur-
rent position, and a number of inputs indicating the number
of the current round (as detailed below).
For every successful round, a reward of 1.0 is added to the
fitness. In the final (unsuccessful) round, the agent obtains
an additional reward of 1+posx
4 if the right nest site was the
correct target, or 1−posx4 if the left nest site was the correct
target.
It can be seen from this description that actually only
one spatial dimension is directly relevant for the task. The
y direction is introduced for purposes of visualization and
to provide an additional neutral dimension for future more
complicated tasks.
The NEAT neuroevolution method
The NEAT (NeuroEvolution of Augmenting Topologies)
method (Stanley and Miikkulainen, 2002) is a well known
method for simultaneously evolving the topology and the
connection weights of neural networks. It starts evolution
with one of the simplest possible network topologies and
proceeds by complexification of that topology. More specif-
ically, the common ancestor of the whole population has one
neuron for each output, each of which is connected to all in-
puts. There are no hidden neurons. Here, we start even sim-
pler: Each output has one neuron, and each of this neurons
is initially connected to 30% of the inputs on average. It has
been shown previously that letting evolution select inputs
for the neural network can result in superior performance if
the input space is large as compared to starting with a fully
connected network (Whiteson et al., 2005). Evolution then
proceeds by adding neurons and connections.
Our NEAT implementation1 uses mutation operators that
are very similar to those of the original NEAT implemen-
tation for evolving the contents of the field elements. The
most common operation is to choose a fraction of connec-
tion weights and either perturb them using a normal distri-
bution with standard deviation 0.18, or (with a probability of
1To be more accurate, we use an implementation of the NEAT-
fields method, which is an extension of NEAT that makes possi-
ble the evolution of large neural networks with regularities (Inden
et al., 2012). However, all extension features are switched off, so
the method is reduced to pure NEAT.
0.15) set them to a new value. The application probability of
this weight changing operator is set to 1.0 minus the prob-
abilities of all structural mutation operators, which amounts
to 0.938 here. A structural mutation operator to connect pre-
viously unconnected neurons is used with probability 0.02,
while an operator to insert neurons is used with probability
0.001. The latter inserts a new neuron between two con-
nected neurons. The weight of the incoming connection to
the new neuron is set to 1.0, while the weight of the outgo-
ing connection keeps the original value. The idea behind this
approach is to change the properties of the former connec-
tion as little as possible to minimize disruption of existing
functional structures. The former connection is deactivated
but retained in the genome where it might be reactivated by
further mutations. There are two operators that can achieve
this: one toggles the active flag of a connection and the other
sets the flag to 1. They are used with probability 0.01 each.
Once a new gene arises by mutation, it receives a glob-
ally unique reference number. This number is generated by
a global counter that is incremented every time a new gene
arises. The innovation numbers are originally used by NEAT
to align two genomes during the process of recombination
(although in the experiments reported here, no recombina-
tion is used). They are also used to define a distance measure
between networks, as will be explained in the next section.
The activation of the individual neurons is a weighted sum
of the outputs of the neurons j ∈ J to which they are con-
nected, and a sigmoid function is applied on the activation:
oi(t) = tanh(
∑
j∈J wijoj(t − 1)). Like in some other
NEAT implementations, connection weights are constrained
to the range [−3, 3]. There is no explicit threshold value for
the neurons. Instead, a constant bias input is available in all
networks.
Speciation selection
NEAT uses speciation selection by default. This method is
fitness based, but uses some techniques to protect innovation
that may arise during evolution against competition from fit-
ter individuals that are already in the population. As a pre-
requisite, the globally unique reference numbers assigned
to each gene are used to calculate a distance measure be-
tween two neural networks. The dissimilarity between two
networks is calculated as d = cr#refc + cw
∑
∆w, where
#refc is the number of connections present in just one of
these networks, ∆w are the connection weight differences
(summed over pairs of connections that are present in both
networks), and the c variables are weighting constants with
cr = 1.0, cw = 1.0 by default.
Using this dissimilarity measure, the population is parti-
tioned into species by working through the list of individu-
als. An individual is compared to representative individuals
of all species until the dissimilarity between it and a repre-
sentative is below a certain threshold. It is then assigned to
this species. If no compatible species is found, a new species
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is created and the individual becomes its representative.
The number of offspring assigned to a species is propor-
tional to its mean fitness. This rather weak selection pres-
sure prevents a slightly superior species from taking over the
whole population, and enables innovative yet currently infe-
rior solutions to survive. In contrast, the selection pressure
between members of the same species is much stronger: the
worst 60% of the individuals belonging to that species are
deleted, after which the other individuals are selected ran-
domly. Species that have at least five individuals in the next
generation also take the best individual into the next genera-
tion without mutations. If the maximum fitness of a species
has not increased for more than 100 generations and it is not
the species containing the best network, its mean fitness is
multiplied by 0.01, which usually results in its extinction.
Also, in order to keep the number of species in a specified
range, the dissimilarity threshold is adjusted in every gen-
eration if necessary. Here, the initial speciation threshold
is 4.0, the population size is 1000, and the target number
of species is between 35 and 45. All numerical parameters
for speciation selection have been taken over from previous
experiments on other tasks (Inden et al., 2012).
Genetic speciation will be used as point of comparison
for the experiments reported here, but the main method used
is speciation based on behavioral criteria. This means that
the distance between neural agents is not calculated from
their genes, but from a metric of the behavior space. For
the patches task, the final position (x, y) of an individual is
recorded, and the distance between two individuals is just
(x1 − x2)2 + (y1 − y2)2. The initial speciation threshold is
set to 0.1. Everything else works as for genetic speciation.
Tournament selection with a tournament size of two and
an elite of size 10 is also used for comparison.
Incremental evolution of network architecture
Usually, mutations are applied on all genes with uniform
probability. In contrast, the method introduced here allows
mutations only on the cm newest genes. The relative age
of all genes is known because their innovation numbers are
ordered by the time of their creation, so the smallest innova-
tion number where mutations are still allowed can be calcu-
lated at the beginning of the mutation procedure from a list
of all genes in the genome. cmshould obviously be greater
than the number of genes in the common ancestors. For the
patches task and the default input configuration described
below, there are 18 genes in the common ancestor on av-
erage, and cm is set to 25. The method is robust to some
variation in this parameter.
All mutations are forbidden on older genes, including per-
turbations of the connection weights. However, connections
between new and old neurons are allowed, as are split opera-
tions applied on connections from the input or to the output.
The first exception makes connecting newly evolved struc-
tures with older structures possible, while the second opens
up possibilities for newer structure to be connected to inputs
and outputs.
Incremental provision of network input
For the task considered here, the agent needs to react differ-
ently in different rounds, therefore it needs to possess some
information that is correlated to the number of the current
round at any point in time. Given that neural networks can
generate internal dynamics, they could be expected to track
time entirely internally. One could also think of providing
the current round as a binary number on several inputs, or
provide some periodic inputs with different periods to sim-
plify evolution of time-dependent behavior. Preliminary ex-
periments have shown that all methods work to some degree,
but not very well. Therefore, the approach chosen here is to
provide an input for each round that is at 1.0 during that
round, and at 0.0 at other times. That approach implies not
only that the number of inputs is potentially unlimited, but
also that it is growing linearly with the number of rounds.
In our NEAT implementation, the neuroevolution meth-
ods need to be provided with information on the input and
output geometry by the task specific methods. For the pur-
poses of the pure NEAT method as reported here, this infor-
mation is just a list of network inputs and a list of network
outputs2. Each input and output has a unique identification
number just like the network genes have. This number is
stored in the genome whenever a connection from input or
to output is established by NEAT.
To evolve neural networks with a potentially unlimited
number of inputs, three parameters have to be set in our
approach. The first two are related to the task: The initial
number of inputs cs = 20 and the input increment number
ci = 10. Again, the exact values are task specific and can be
varied within reasonable bounds without much influence on
the performance. In the initial generation, cs inputs are pre-
sented in the task geometry. Whenever the task components
relating to these inputs are solved sufficiently well, the next
ci inputs are added to the task geometry. For the purposes of
the experiments here, a solution is sufficiently good if it sur-
vives at least ni− ci rounds, where ni is the current number
of network inputs provided. Once a sufficiently good indi-
vidual is found, the number of provided inputs is increased
for all individuals in the next generation.
The third parameter cc = 25 is the number of newest in-
puts that are considered by the mutation operator for estab-
lishing new connections. Connections to older inputs will
not be established. Of course, some inputs could be made
exempt from this rule if they are considered to be important
for later stages of evolution as well. But this does not seem
to be necessary for the task considered here.
2For the NEATfields method, the task geometry contains more
information related to how the inputs and outputs are structured
into fields. Details can be found in Inden et al. (2012).
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Figure 1: Performance of different configurations. The
configurations are denoted by combinations such as “+/+”,
where the first symbol indicates the presence of the incre-
mental network evolution technique, and the last symbol in-
dicates the presence of the incremental input provision tech-
nique.
Experiments and results
The first set of experiments is designed to show that the two
techniques proposed here — incremental evolution of net-
work architecture and incremental provision of network in-
put — do indeed lead to evolutionary learning of sequences
of arbitrary length if applied to the patches task. NEAT with
both techniques is compared against NEAT with only one
or none of these techniques. As Fig. 1 shows, using both
techniques leads to significantly more performance than us-
ing one technique alone, which in turn is significantly bet-
ter than using none of these techniques. When using both
techniques, the highest fitness reached is 227.0 on average.
(As for all other experiments reported here, 20 runs of 5000
generations each have been done, and significance has been
established using Wilcoxon’s rank sum test in addition to es-
timating it from the diagrams.) More importantly, as Fig. 2
shows, evolutionary dynamics is fundamentally different for
the different configurations: When using both techniques,
approximately linear growth of fitness (and of behavioral
complexity by implication) with a steep slope occurs. If
only the network is evolved incrementally, growth is much
slower, although it may be linear as well in the depicted
range. If only the inputs are provided incrementally, there is
fast initial growth but later convergence. If none of the tech-
niques is used, convergence is reached at even lower values.
It is also instructive to look at the neural network result-
ing from the run that achieved the highest fitness (Fig. 5).
This particular network is encoded by 410 genes and con-
sists of 39 neurons and 321 active connections (On average,
Figure 2: Mean highest fitness over the course of evolution
for four different configurations denoted as in Fig. 1. The
ribbons around the lines show the uncertainty in the mean
(standard error).
the champions of all runs had 36.1± 1.3 neurons). It can be
seen that the output for movement in the x direction is inte-
grated at neuron 0, whereas many different neurons directly
connect to the output responsible for movement in the neu-
tral y direction. Not all inputs are connected to the network.
For those that are, there is a rather regular pattern of radial
spikes leading to the hidden layer of the network. However,
some hiden neurons are also connected to a few older in-
puts. In general, the older neurons have a higher degree of
connectedness. This pattern of connectivity can be inter-
preted as arising from a rather regular incremental evolution
of structures together with some reuse of older structure.
When knocking out a single neuron at a time, the perfor-
mance of the network is decreased for 23 (59%) of the neu-
rons. This is a lower bound for the number of functional neu-
rons in the network (more neurons could perhaps be shown
to contribute to the function in experiments where multiple
neurons are knocked out simultaneously). Furthermore, if
neurons are ordered according to their time of creation by a
mutation, an interesting pattern emerges (Fig. 3): The order
of their creation is strongly correlated to the performance of
the knockout network. A plausible explanation is that neu-
rons that evolve later typically do not affect the behavior of
the agents in the early rounds of the patches task. The struc-
ture that controls this behavior has been frozen. The specific
task of those later neurons is to control behavior in the later
rounds of the task.
A second set of experiments has been designed to exam-
ine the influence of different selection methods on the per-
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Figure 3: Fitness of an evolved network after knockout of
a single neuron each. Neurons are ordered according to the
time of their evolutionary emergence. The line at the top
indicates the fitness of the unaltered network.
formance. Earlier experiments have shown that solutions
of sufficient quality for many tasks can only be found us-
ing particular selection methods like speciation selection or
methods using novelty search (Stanley and Miikkulainen,
2002; Lehman and Stanley, 2011; Inden et al., 2013). There-
fore, interesting results on representations and mutation op-
erators could be masked if inappropriate selection methods
are used. We have therefore adopted the general strategy of
never just considering one aspect of neuroevolution in iso-
lation. However, as Fig. 4 shows, performance does not
differ significantly between behavior speciation and tourna-
ment selection for this task. Genetic speciation performs
significantly worse than the other two methods.
Discussion
We have claimed that neural agents can learn behavioral se-
quences of arbitrary length using the techniques presented
here, and that this represents a step towards open-ended evo-
lution and complexification. Evidence has been provided in
the form of approximately linear growth of behavioral com-
plexity over 5000 generations. To our knowledge, the result-
ing adaptive behavioral complexity is a substantial advance
over previous evolutionary robotics results, where agents
where trained to perform a few sequential actions only.
However, it might be argued that there is nothing to guar-
antee further linear growth beyond what has been empiri-
cally shown, and that there even may be some inherent lim-
itations in the method that might eventually (though much
later than usual) make evolution come to a halt. To these
kinds of arguments, two replies can be made: Firstly, we
may (as discussed by previous authors (Bedau et al., 1998;
Figure 4: Performance of different selection methods for the
patches task. PhenSpec, behavioral speciation; GenSpec,
genetic speciation; TS, tournament selection.
Maley, 1999)) take a rather pragmatic approach to open-
endedness. Eventually, evolution will always come to a halt
because of resource limits in its environment. If we have a
method that seems likely to be able to reach these resource
limits provided that parameters are set appropriately, this
may already qualify as leading towards open-ended evolu-
tion. Secondly, we have only described a simple implemen-
tation of our ideas because this was sufficient for the sim-
ple task studied here. More sophisticated implementations
might remove some remaining limitations in the method.
For example, as implemented currently, it is possible to con-
nect new neurons to arbitrary old neurons. As the number of
old neurons grows by complexification, the waiting times for
connections to specific neurons again increase, which may
lead to a slowdown in evolution. However, one could also
easily set a second age threshold and only connect to old
neurons that are younger than this second threshold. Similar
solutions should be possible for other mutation operators.
Here, we let the agents only learn random sequences.
When their length increases, so does their algorithmic com-
plexity, as that complexity essentially measures the random-
ness of a sequence (Li and Vitányi, 1997). A fundamental
question around the issue of open-ended evolution, however,
is whether also the complexity concerned with the struc-
tural regularities can be made to increase by such a scheme
(Ay et al., 2011). This is not yet addressed by our simula-
tions. It would clearly be interesting to provide more regular
sequences and find out how well some kind of generaliza-
tion can be learned on top of this sequential learning of in-
dividual instances. We think that the ideas of incremental
genome growth and restriction of mutations to the most re-
cently evolved genes can also contribute to that issue.
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Figure 5: An evolved neural network that survives for 286 rounds. Inputs are displayed in the outer circle, hidden neurons in
the inner circle, and outputs on the right. Connections to the output are displayed in red. Inputs and hidden neurons are in
evolutionary order starting approximately at 3 o’clock and rotating clockwise from there.
One might ask to what extend open-ended complexifica-
tion can be achieved in other domains using these methods.
This is a question for further research. A first observation
is that in the task studied here, individual parts of the task
are presented sequentially (i.e., the agent only has to make
a correct guess at some point in time once it has evolved
to make correct guesses at all times before that time). This
corresponds well with the incremental evolution of network
structure enforced by our technique. It is unknown whether
and under what conditions evolution can find a path for it-
self if the fitness function is less structured. It will also be
interesting to see how well the methods work for real robots
operating in more complex and noisy environments.
We also note that the presented techniques can be used
with other neuroevolution methods that use unique identifi-
cation numbers for genes. In fact, we have already imple-
mented it for NEATfields and aim to combine incremental
evolution with learning geometric regularities as is possible
with NEATfields and some other methods.
Finally, while the presented technique might seem to be a
very contrived addition to evolution, it could be argued that it
is a strong simplification and an extreme case of something
that does happen naturally to some degree in evolution if
evolution occurs on complex genetic architectures. We have
already mentioned that selection for compressed representa-
tions of individual features has been observed in an artificial
life system (Ofria et al., 2003). It is also known that different
regions in animal genomes are subject to different mutation
rates, and that this is under genetic control (Martincorena
et al., 2012). Evolution of genetic architectures has been
the subject of intense research in recent decades (Hansen,
2006). Therefore, the ideas presented here for open-ended
evolution and complexification may ultimately be relevant
for a class of systems much wider than just neural agents.
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Abstract
In the framework of game theory and cooperation, we study
standard two-person population games when agents in the
population are allowed to move to better positions in a two-
dimensional diluted grid. We show that cooperation may
thrive for small interaction radius and when mobility is low.
Furthermore, we show that, even when the agents cannot
change their game strategy, interesting spatial patterns do
emerge as players explore their neighborhood in order to find
a better place to migrate to. In the Prisoner’s Dilemma and
Stag-Hunt games, when the losses experienced by coopera-
tors against defectors as well as the game and migration ra-
dius are large enough, players move in a coherent way be-
cause clusters of cooperators followed by defectors form. On
the other hand, in the Hawk-Dove game or when the migra-
tion radius is small, players end up blocked into stationary
clusters.
Introduction
Systems whose parts are contained in physical space are
very important in biological and social sciences since most
interactions among living beings or artificial actors take
place in such a space. Thus game-theoretical interactions
among spatially embedded agents distributed according to
a fixed structure in the plane have been studied in detail
since the pioneering works of Axelrod (Axelrod, 1984) and
Nowak and May (Nowak and May, 1992). The related lit-
erature is very large; see, for instance, the review article by
Nowak and Sigmund (Nowak and Sigmund, 2000) and refer-
ences therein for a synthesis. Most of this work was based on
populations of agents arranged according to planar regular
grids for mathematical simplicity and ease of numerical sim-
ulation. Recently, some extensions to more general spatial
networks have been discussed in (Buesser and Tomassini,
2012). Strategic behavior on fixed spatial structures is im-
portant but, in the majority of real situations both in biology
and in human societies, actors have the possibility to move
around in space. Many examples can be found in biolog-
ical and ecological sciences, in human populations, and in
engineered systems such as ad hoc networks of mobile com-
municating devices or robot teams. Mobility may have posi-
tive or negative effects on cooperation, depending on several
factors. For instance, early on Enquist and Leimar (Enquist
and Leimar, 1993) studied a model in which space is not
explicitly represented but assortment of strategies is made
non-uniform by introducing the possibility of abandoning a
non-profitable relationship and searching for another part-
ner, thus modifying the homogeneous well-mixed original
population structure. Their main conclusion was that mo-
bility may seriously restrict the evolution of cooperation. In
the last decade there have been several new studies of the
influence of mobility on the behavior of various games in
spatial environments representing essentially two strands of
research: one in which the movement of agents is seen as
a random walk, and a second one in which movement may
contain random elements but it is purposeful, or strategy-
driven. In the present study we focus on situations where,
instead of randomly diffusing, agents possess some basic
cognitive abilities and they actively seek to improve their
situation by moving in space represented as a discrete grid
in which part of the available sites are empty and can thus be
the target of the displacement. This approach has been fol-
lowed, for example, in (Helbing and Yu, 2009, 2008; Jiang
et al., 2010; Chen et al., 2011; Aktipis, 2004). The mech-
anisms invoked range from success-driven migration (Hel-
bing and Yu, 2009), adaptive migration (Jiang et al., 2010),
flocking behavior (Chen et al., 2011), and cooperators walk-
ing away from defectors (Aktipis, 2004). The general qual-
itative message of this work is that purposeful contingent
movement may lead to highly cooperating stable or quasi-
stable population states if some conditions are satisfied. De-
spite all the above work, the quantitative results strongly
depend on the assumptions made and on the details of the
models.
Our approach here is inspired by the work of (Helbing
and Yu, 2008, 2009) which they call “success-driven migra-
tion” and which has been shown to be able to produce highly
cooperative states. In this model, locally interacting agents
playing either defection or cooperation in a two-person Pris-
oner’s Dilemma are initially randomly distributed on a grid
in equal proportions with a certain density such that there
are empty grid points. Agents are updated one at a time.
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When chosen for updating, the agent evaluates the current
payoff she would accumulate by playing two-person games
with all her current neighbors but she can also “explore” an
extended square neighborhood by testing all the empty posi-
tions up to a given distance. If the player finds that it would
be more profitable to move to one of these positions then
she does it, choosing the best one among those tested, oth-
erwise she stays at her current place. Helbing and Yu find
that robust cooperation states may be reached by this sin-
gle mechanism, even in the presence of random noise in the
form of random strategy mutations and random agent reloca-
tion. Our study builds upon this work in several ways. In the
first place, whilst Helbing and Yu had a single game neigh-
borhood, we systematically investigate game neighborhood
and migration neighborhood, showing that only some val-
ues of this pair of parameters allow the evolution of coop-
eration using success-driven migration. Second, we present
systematical results for a whole game phase space includ-
ing the Hawk-Dove class of games, the Stag Hunt coordina-
tion class, and the Prisoner’s Dilemma class, while only the
Hawk-Dove and the Prisoner’s Dilemma are studied in Hel-
bing and Yu (2008). We find that fully cooperative states
can be reached for the standard neighborhoods and for sev-
eral migration distances in the Stag Hunt case, while coop-
eration can also be achieved in the Prisoner’s Dilemma for a
non-negligible part of its game space. Mobility is less ben-
eficial in the hawk-dove game where cooperation levels are
on the average only slightly better than in the static, mo-
tionless case . Finally, we also study the extreme case of
system evolution when agents cannot change their initially
attributed strategy and are only allowed to test free cells
within their migration radius in order to possibly move to
more profitable regions. Here cooperation cannot evolve by
definition but we are interested in the dynamical patterns that
may form, i.e. whether or not the agent distribution remains
uniform during the dynamics. In this case, in the Prisoner’s
dilemma and Stag Hunt games we find that players move in
a coherent way because clusters of cooperators followed by
defectors are formed. On the other hand, in the Hawk-Dove
game or when the radius within which players move is small,
players end up blocked into stationary clusters.
Evolutionary Games and Migration in
Two-Dimensional Space
The Games Studied
We investigate three classical two-person, two-strategy,
symmetric games classes, namely the Prisoner’s Dilemma
(PD), the Hawk-Dove Game (HD), and the Stag Hunt (SH).
These three games are simple metaphors for different kinds
of dilemmas that arise when individual and social interests
collide. The Harmony game (H) is included for complete-
ness but it is not a dilemma since cooperation is trivially the
NE. The main features of these games are summarized here
for completeness; more detailed accounts can be found else-
where e.g. (Weibull, 1995; Hofbauer and Sigmund, 1998;
Vega-Redondo, 2003). The games have the generic payoff
matrixM (equation 1) which refers to the payoffs of the row
player. The payoff matrix for the column player is simply
the transposeM since the game is symmetric.
(C D
C R S
D T P
)
(1)
The set of strategies is Λ = {C,D}, where C stands for
“cooperation” and D means “defection”. In the payoff ma-
trix R stands for the reward the two players receive if they
both cooperate, P is the punishment if they both defect, and
T is the temptation, i.e. the payoff that a player receives if he
defects while the other cooperates getting the sucker’s payoff
S.
In order to study the usual standard parameter space (San-
tos et al., 2006; Roca et al., 2009), we restrict the payoff val-
ues in the following way: R = 1, P = 0, −1 ≤ S ≤ 1, and
0 ≤ T ≤ 2.
For the PD, the payoff values are ordered such that T >
R > P > S. Defection is always the best rational individ-
ual choice, so that (D,D) is the unique Nash Equilibrium
(NE) and also the only fixed point of the replicator dynam-
ics (Weibull, 1995; Hofbauer and Sigmund, 1998). Mutual
cooperation would be socially preferable but C is strongly
dominated by D.
In the HD game, the order of P and S is reversed, yielding
T > R > S > P . Thus, when both players defect they
each get the lowest payoff. Players have a strong incentive
to play D, which is harmful for both parties if the outcome
produced happens to be (D,D). (C,D) and (D,C) are NE
of the game in pure strategies. There is a third equilibrium in
mixed strategies which is the only dynamically stable equi-
librium (Weibull, 1995; Hofbauer and Sigmund, 1998).
In the SH game, the ordering is R > T > P > S, which
means that mutual cooperation (C,C) is the best outcome
and a NE. The second NE, where both players defect is less
efficient but also less risky. The difficulty is represented by
the fact that the socially preferable coordinated equilibrium
(C,C) might be missed for “fear” that the other player will
play D instead. The third mixed-strategy NE in the game is
evolutionarily unstable (Weibull, 1995; Hofbauer and Sig-
mund, 1998).
Finally, in the H game R > S > T > P or R > T >
S > P . In this case C strongly dominates D and the trivial
unique NE is (C,C). The game is non-conflictual by def-
inition and does not cause any dilemma, it is mentioned to
complete the quadrants of the parameter space.
There is an infinite number of games of each type since
any positive affine transformation of the payoff matrix leaves
the NE set invariant (Weibull, 1995). Here we study the cus-
tomary standard parameter space (Santos et al., 2006; Roca
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et al., 2009), by fixing the payoff values in the following
way: R = 1, P = 0, −1 ≤ S ≤ 1, and 0 ≤ T ≤ 2.
In the TS-plane each game class corresponds to a different
quadrant depending on the above ordering of the payoffs as
depicted in Fig 1, left image, and the figures that follow. The
right part of Fig 1 shows the standard replicator dynamics
results for a well mixed population (Weibull, 1995).
Population Structure
The euclidean two-dimensional space is modeled by a dis-
crete square lattice of side L with toroidal borders. Each
vertex of the lattice can be occupied by one player or be
empty. The density is ρ = N/L2, where N ≤ L2 is the
number of players. Players can interact with k neighbors
which lie at a distance smaller or equal than a given con-
stant Rg . Players can also migrate to empty grid points at
a distance smaller than Rm. The relationships between the
neighborhoods defined as above and the customary square
Moore neighborhoods of increasing order are illustrated in
Fig. 2.
Payoff Calculation and Strategy Update Rules
Here it is specified how individual’s payoffs are computed
and how agents decide to revise their current strategy. We
take into account that each agent i interacts locally with a
set of neighbors Vi lying closer than Rg . Let σi(t) be a
vector giving the strategy profile at time t with C = (1, 0)
and D = (0, 1) and let M be the payoff matrix of the game
(equation 1). The quantity
Πi(t) =
∑
j∈Vi
σi(t) M σ

j (t) (2)
is the cumulated payoff collected by player i at time step t.
We use an asynchronous scheme for strategy update and
migration, i.e. players are updated one by one by choosing
a random player in each step with uniform probability and
with replacement. Then the player migrates with probability
p or updates its strategy with probability 1 − p. Several up-
date rules are customary in evolutionary game theory (Roca
et al., 2009). Here we shall use imitative strategy update
protocol which consists in switching to the strategy of the
neighbor that has scored best in the last time step. This imi-
tation of the best (IB) policy can be described in the follow-
ing way: the strategy σi(t) of individual i at time step t will
be
σi(t) = σj(t− 1), (3)
where
j ∈ {Vi ∪ i} s.t. Πj = max
k∈{Vi∪i}
{Πk(t− 1)}. (4)
That is, individual iwill adopt the strategy of the player with
the highest payoff among its neighbors including itself. If
there is a tie, the winner individual is chosen uniformly at
random.
A final remark is in order here. The above model rules
are common in numerical simulation work, which has the
advantage that the mathematics is simpler and results can be
compared with previous work. However, they are homoge-
neous among the agents and there is no learning. It is far
from clear whether they are able to model real situations in
biological systems and especially human societies. How-
ever, we feel that these considerations are outside the scope
of the present numerical investigation.
Strategy Imitation and Migration rules
When player i is chosen for update, she changes her strat-
egy with probability 1 − p or migrates with probability p.
If the pseudo-random number drawn dictates that i should
migrate, then she considers Ntest randomly chosen posi-
tions in the disc of radius Rm around itself in order to take
into account her bounded rationality. Ntest = 20 has been
used in all the simulations. For each trial position the player
computes the payoff that she would obtain in that place with
her current strategy. The positions already occupied are just
discarded from the possible choices. Then player i stays at
her current position if she obtains there the highest payoff,
or migrates to the most profitable position among those ex-
plored during the test phase. If several positions, including
her current one, share the highest payoff she chooses one at
random. The protocol described in Helbing and Yu (Hel-
bing and Yu, 2009) is slightly different: the chosen player
chooses the strategy of the best neighbor including himself
with probability 1 − r, and with probability r his strategy
is randomly reset. Before this imitation step i determinis-
tically chooses the highest payoff free position in a square
neighborhood surrounding the current player and including
himself. If several positions provide the same expected pay-
off, the one that is closer to the old position of i is selected.
Algorithm 1: migration of player i
for j ∈ [1, Ntest] do
choose random position xj in Vi
if xj is free then
compute the expected payoff Π(xj) of player i
at xj
choose the best Π(xj); if several xj share the same
Π(xj) choose one at random and migrate to this
position
Mobility Measure
In order to assess if a player has a definite direction of mo-
tion with respect to time we will use the following mobility
measure. Mobility is defined as M = maxt∈[0,τ ](Dt)/L
where τ is the time interval for a player to travel a total dis-
tance L if she moves the maximal distance Rm at each time
step in the same direction. Dt is the Euclidean distance from
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Figure 1: (Color online) Left image: The games phase space (H= Harmony, HD = Hawk-Dove, PD = Prisoner’s Dilemma, and
SH = Stag Hunt) as a function of S, T (R = 1, P = 0). Right image: cooperation at steady state in a well mixed population for
comparison purposes. Lighter tones stand for more cooperation. Figures in parentheses next to each quadrant indicate average
cooperation in the corresponding game space.
Figure 2: Relationships between the neighborhoods defined by the radii Rg and Rm and the Moore square neighborhoods.
Left: with the 1.5 radius the neighborhood is identical with the standard Moore neighborhood at distance one. Middle: radius
3 is almost equivalent to a Moore neighborhood at distance two marked as a square. Right: with radius 5 the closer Moore
neighborhood has distance four.
the initial position to the position at time t. The interval τ
is not taken from the beginning of the simulation but rather
after a time sufficient for the mobile patterns to form. Thus
M measures the ratio between the maximal distance over
time reached by a player from her initial position and the
maximal distance that it is possible to reach in the best case.
We multiplied this measure by four in order to increase the
contrast in the images. However, this measure is not a strict
indicator of coherent motion as moving clusters can collide
and change direction.
Simulation Parameters
The TS-plane has been sampled with a grid step of 0.1 and
each value in the phase space reported in the figures is the
average of 50 independent runs. The evolution proceeds by
first initializing the population by creating a player in each
cell of the underlying lattice with probability ρ. Then the
players’ strategies are initialized uniformly at random such
that each strategy has a fraction of approximately 1/2 unless
otherwise stated. For each grid point, agents in the popula-
tion are chosen sequentially at random with replacement to
revise their strategies or positions. Payoffs are constantly
updated. To avoid transient states, we let the system evolve
for a period of τ = 1000 time steps, for each time step
N = 1000 players are chosen for update. At this point al-
most always the system reaches a steady state in which the
frequency of cooperators is stable except for small statisti-
cal fluctuations. We then let the system evolve for 50 further
steps and take the average cooperation value, or the mobil-
ity, in this interval. We repeat the whole process 50 times
for each grid point and, finally, we report the average coop-
eration values over those 50 repetitions.
Results
Strategy Evolution and Mobility
In this section we discuss cooperation results with the IB
rule and adaptive migration and explore the influence of dif-
ferent radii Rm and Rg and the density ρ. Fig. 3 left im-
age displays the cooperation level in the ST-planes with the
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Figure 3: (Color online) Average cooperation levels with IB strategy revision rule as a function ofRg andRm with p = 0.5 and
ρ = 0.5. Left image: Random migration. Right image: best fitness migration rule. The size of the population is 1000 players.
In all cases the initial fraction of cooperators is 0.5 randomly distributed among the occupied grid points.
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Figure 4: (Color online) Average cooperation levels with IB strategy revision rule as a function of Rg and Rm with p = 0.5
and ρ = 0.1. Left image: Random migration. Second image: best fitness migration rule. The size of the population is 1000
players. In all cases the initial fraction of cooperators is 0.5 randomly distributed among the occupied grid points.
IB rule and a density ρ = 0.5 for several combinations of
Rg and Rm. For the sake of comparison, and in order to
have a baseline case, Fig. 3 left image shows the case in
which migration is not dictated by success but, rather, it is
simply random, i.e. the target of migration will be a free
cell randomly drawn among those contained in theRm disk.
The right image depicts cooperation levels when migration
is success-driven. We see that, for Rg = 1.5, full cooper-
ation is achieved in the SH quadrant for all Rm in the case
of contingent migration while cooperation is notably lower
in the random migration case for all Rm. For the PD coop-
eration remains nearly constant through Rm for Rg = 1.5,
or slightly improves with smaller Rm in the contingent mi-
gration case with average values in the quadrant of about
0.3. In contrast, it is almost zero in the random diffusion
case. Increasing the game radius Rg doesn’t help and all
average values tend to fall independent of Rm. This is be-
cause enlarging the neighborhood of a player is a step to-
wards the mixed population in which cooperation results are
worse, as can be seen in Fig. 1. We have observed that the in-
crease in cooperation forRg = 1.5 with “intelligent” migra-
tion is essentially due to the formation of cooperator clusters
that remain relatively stable throughout evolution thanks to
the possibility for cooperators to join one of those clusters.
With larger Rg values, small cooperator clusters are easier
to break and large C clusters, which would help cooperation
to establish itself in the cluster, cannot form and defection
prevails at least in the PD case. The Hawk-Dove game, due
to its mixed-strategy equilibrium benefits less from success-
driven migration as the two other games.
Density is a parameter that heavily influences the evo-
lution of cooperation Vainstein et al. (2007); Sicardi et al.
(2009), also in the presence of intelligent migration Helbing
and Yu (2009); Jiang et al. (2010). Too high densities are
detrimental because they tend to limit the mobility of agents
to a point that only cooperator clusters that appear owing
to statistical fluctuations in the initial population composi-
tions can eventually remain stable. It appears that low and
intermediate densities give more freedom to the population
for moving around and to search for better positions. Fig-
ure 4 right image shows average cooperation results for the
IB strategy revision rule and the same combinations of radii
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Figure 5: (Color online) Left: average mobility levels in the ST-plane as a function of Rg and Rm. Right: mobility in the
SP-plane for T = 1, Rm = 10 and Rg = 10. The best fitness migration rule is used. The size of the population is 1000 players
and ρ = 0.1. Cooperators fraction is 0.5 randomly distributed among the population. Lighter tones stand for more mobility.
but for ρ = 0.1 instead of 0.5. With ρ = 0.1 cooperation
generally increases. In this case defectors attack clusters
with a smaller rate since they are more diffused in space and
move randomly until they find a cluster of cooperators. The
advantage of intelligent migration with respect to random
motion is even more marked here by comparing with the left
image. In the latter defection appears to be even stronger
than in the mixed population, but this is rather special and is
due to the fact that the system is very diluted which causes
most encounters to be between just two players.
Mobility Only: Emergence of Dynamic Clusters
In this section we study the emergence of dynamic clusters.
These clusters are formed by a cohesive group of coopera-
tors followed by defectors. The left image of Fig. 5 displays
the mobility of nodes (see Sect. 5) for several ST-planes as a
function of the game and migration radius. Lighter tones
stand for higher mobility and indicate that such dynamic
clusters may form. It can be observed that the dynamic clus-
ters tend to appear with low S. The horizontal stripes of
constant M can be explained by the fact that, as long as
P = 0, all positive values of T are identical since the best
target position for migration remains the same. On the other
hand, when P is comparable to T or larger, defectors form
clusters among themselves and stop following cooperators,
which causes M to decrease. In contrast, when P is neg-
ative enough, defectors repel each other and they can not
gather behind cooperators. These effects are reflected in the
averages shown in the right image of Fig. 5.
We display dynamic clusters for some particular runs in
Figs. 6 and 7. Figure 6 shows clusters that have formed af-
ter a number of time steps and that are already stable as a
function of S with Rg = 5 and Rm = 10. The correspond-
ing game can be inferred from Fig. 5 left image. From left
to right the images show situations with increasing cluster
mobility. There is a sort of mobility transition such that,
while the first two images show clusters that do not move,
the rightmost one corresponds to a situation in which the
clusters are much more dynamical.
Figure 7 shows the clusters appearance when mobility is
high (compare with Fig. 5 left image) as a function of the ra-
dius of play Rg for the same game as above, which is in the
PD region. One can see that there is a direct relationship be-
tween increasing Rg and the cluster size. With a given Rm,
which is here 10, when Rg is comparatively small, clusters
do form but they are continuously destroyed and reformed
in an other places without a definite motion.
The Effect of Strategy Update In the limiting case p →
1, i.e. very little strategy update with respect to migration,
dynamical patterns form before any significant strategy up-
date. Fig. 8 displays the ST-plane in that case. It can be ob-
served that cooperation is lost for the lower values of S. This
loss of cooperation can be related to an increase in mobility
by comparing Fig. 4 (right) with Fig. 8 and by remarking that
the loss of cooperation between these two cases correspond
to the relatively high levels of mobility seen in Fig. 5 for this
area of the game space. In the case p = 0.5 the dynam-
ical patterns cannot fully form since the strategy evolution
is too fast. In fact as clusters of cooperators form defec-
tors are attracted towards them. Considering only the case
in which cooperation thrives, if p is high enough the incom-
ing defectors are transformed into cooperators directly while
approaching the cluster. Thus the cluster remains static and
grows. On the other hand, when p is small the migrating de-
fectors cumulated around the cluster will eventually cause it
to move.
Conclusion
In the framework of game theory we have studied the evolu-
tion of cooperation in spatially structured populations when
a given focal player can only interact with players contained
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Figure 6: (Color online) Cluster for Rg = 5 and Rm = 10, T = 1.5. Cooperators are represented as orange circles and
defectors as black triangles.
Rg=1.5 Rg=5 Rg=10 Rg=20Rg=3
Figure 7: (Color online) Cluster for Rm = 10, T = 1.5, S = −1.0 for different Rg values. Cooperators are represented in
orange and defectors in black.
in a radius Rg centered on the focal player that is small with
respect to the space available. This locality of interactions is
a realistic feature of actual populations and markedly differs
from the customary well mixed population. Besides being
able to adapt their strategy with probability p, in our model
players can also move around to unoccupied places in the
underlying two-dimensional grid also with probability 1−p.
The amount of displacement is determined by the migration
radius Rm. Migration depends on the payoff, i.e. a player
that has decided to migrate can examine a number of free
positions around it within the radius Rm, earn a potential
payoff by fictitious play with the neighbors at that position,
and finally choose to migrate to the position that provides
the best payoff among those tested. We show that an equal
amount of this strategy and of strategy mutation in the orig-
inal position gives rise to full cooperation in the SH game
space and, to comparatively high values in the more difficult
PD game space. This is particularly striking when compared
with the baseline case in which strategy revision is identical
but migration is to a randomly chosen free cell in the disk of
radius Rm.
We have also investigated pattern formation in the pop-
ulation under the effects of intelligent migration only. In
this case too we start from a 50− 50 random distribution of
cooperators and defectors. However, now cooperation can-
not evolve since strategy changes are not allowed. What we
do observe is a very interesting and intricate phenomenon of
dynamical or almost static pattern formation that is related to
the underlying game played and that also depends on the Rg
andRm radii. We have analyzed the nature and dynamics of
these clusters and we have shown that mobility of agents can
be high when the sucker payoffs S reaches negative enough
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Figure 8: (Color online) Average cooperation levels with best fitness migration rule and IB strategy update rule as a function
of Rg and Rm, ρ = 0.1, and p = 0.99. The size of the population is 1000 players. The initial fraction of cooperators is 0.5
randomly distributed among the occupied grid points.
values compared to the reward payoff R. The temptation T
has only to be positive as the punishment P is null in our
settings. For high interaction radius Rg and migration ra-
dius Rm the motion is coherent and the cooperators tend to
gather and move in the same direction with swarms of de-
fectors following them. When Rm is small players can be
blocked into clusters. On the other hand, when Rg is low
and Rm high the clusters are constantly destroyed and re-
formed in different places. For both Rg and Rm low small
clusters are formed and the motion is not definite. Future
work should include the study of the effect of strategy up-
date and mobility noise in the dynamics, as well as the use
of different strategy update and, possibly, migration rules.
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Abstract 
Plasmids are an integral and essential factor in microbial 
biology and evolution, with broad implications ranging from 
antibiotic resistance to research tools. Much has been done to 
describe, quantify, and modify properties of transferable 
plasmids, including the extensive theoretical work using 
simulations and models. However, a wide gap between theory 
and experiments still remains, especially relating to the 
underlying genetic architecture of transfer as well as 
coevolutionary dynamics of the plasmid infectivity and 
susceptibility. Large-scale genomic studies and more 
biologically accurate models are among different approaches 
working towards narrowing this gap. Here we describe how 
Aevol, a digital evolution system, can be effectively used to 
study plasmid and quantify various aspects of their evolution 
and its outcomes. Specifically, we find that plasmid 
maintenance is extremely sensitive to the direct fitness cost of 
expressing transfer genes. In our study, the genes for donor 
ability and recipient immunity (which additively describe the 
probability of plasmid transfer) typically, but not exclusively, 
evolved on the plasmid itself. Additionally, we find epistatic 
interactions between genes on plasmids and the chromosome 
may evolve, a new aspect of their interaction and struggle for 
control over each other. There is a strong coevolutionary link 
between donor ability and recipient immunity, with their values 
tracking and being driven by one another. While plasmids seem 
to largely behave as selfish genetic elements, they occasionally 
may also carry metabolic genes and directly increase 
individual’s fitness. With a number of concise questions and 
results, this initial study of plasmids in Aevol establishes the 
baseline and opens possibilities for future work, while 
simultaneously uncovering and describing novel evolutionary 
trajectories taken by the transferable genetic elements.  
 
Introduction and Background 
Horizontal gene transfer in general, and plasmid conjugation 
in particular, have been identified as major mechanisms in 
microbial evolution (Ochman et al. 2000; Koonin and Wolf 
2012). Better understanding of the movement of the genetic 
material between different species has fundamentally changed 
how we view and analyze phylogeny of life (Doolittle 1999; 
Koonin et al. 2001; Ragan et al. 2009). In parallel, plasmids 
have been the focus of extensive research due to their role in 
acquisition, maintenance, and transfer of antibiotic resistance 
(Davison 1999; Alekshun and Levy 2007; Bennett 2008). 
They have also been harnessed as a powerful tool in 
molecular biology, enabling research ranging from creation of 
synthetic genes and gene therapy to design of pet glow-in-the-
dark fish (Cohen et al. 1973; Sambrook et al. 1989; Pray 
2008; Constante et al. 2011). From suicide plasmids to 
plasmid addiction, these transferable bits of DNA hold 
seemingly inexhaustible diversity of strategies for spread and 
survival, making them an intriguing and fascinating subject of 
research (Lipps 2009). 
Given their spread and importance in the natural world, it is 
no great surprise that plasmid biology has been extensively 
modeled over the past decades, primarily with analytical 
models using differential equations (Stewart and Levin 1977; 
Levin and Stewart 1980; Bergstrom et al. 2000). One of the 
main limitations of such models rests in their lack of spatial 
structure – organisms interact with each other at random and 
cannot preferentially associate with each other. More recent 
work has addressed these issues by simulating the spatial 
dynamics of plasmids on lattices (Krone et al. 2007) and 
cellular automaton-like graphs (Connelly et al. 2011). 
However, in all of these studies, the individuals were just a 
collection of numerical parameters such as their plasmid 
susceptibility, birth or death rate, but did not have a genome 
and were thus not well suitable for understanding potentially 
important consequences of the genetic architecture of plasmid 
conjugation. Previous models were unable to consider the 
location of the plasmid transfer genes, how they may move 
between the plasmid and the chromosome, or interact 
depending on their location, which we remedy here.  
Classically, plasmids can be placed into two distinct 
categories, based on their ability to transfer themselves from 
one individual to another: the conjugative plasmids, which 
carry the genes enabling the transfer themselves, and 
mobilizable plasmids, which require other means, such as 
genes located on other plasmids. Rather than focus on one or 
the other type, in our research system we give the transfer 
genes the opportunity to evolve on either the main 
chromosome or the plasmid, as well as to be freely exchanged 
between the two. Additionally, our digital plasmids can carry 
both metabolic and transfer genes and thus effectively control 
their horizontal and vertical transmission by modifying 
infectivity or directly changing the host’s fitness advantage in 
the population. In a series of experiments presented here, we 
evolve and analyze hundreds of populations for thousands of 
generations and are able to characterize the diversity of 
evolutionary strategies for the location and effect of genes 
controlling the in silico plasmid transfer.  
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Methods 
To study plasmid dynamics and evolution we use Aevol, 
digital experimental platform that enables us to maintain, 
track, and manipulate large populations of digital organisms 
over thousands of generations. Aevol is similar to and builds 
on the success of the existing digital experimental systems, 
such as Avida (Lenski et al. 1999; Misevic et al. 2004, 2006; 
Goldsby et al. 2012). However, it also includes significant 
changes, particularly pertaining to more biologically realistic 
genetic encoding and genotype-phenotype mapping (Knibbe 
et al. 2006; Knibbe et al. 2007; Knibbe et al. 2008; Beslon et 
al. 2010). Aevol is freely available for download at 
www.aevol.fr. In all our experiments we used the default 
parameters unless otherwise noted. Main properties of Aevol 
have been described in great detail previously (Parsons et al. 
2010; Misevic et al. 2012), so here we focus on the features 
specifically implemented and directly relevant for our study of 
the plasmids evolutionary dynamics.  
The Aevol experimental system 
General properties.  
Aevol individuals are double stranded binary strings, typically 
thousands of base pairs long. An evolved organism contains 
multiple proteins, flanked by promoters, terminators, and 
start/stop codons. During its lifetime, digital genomes undergo 
a microbial genetic inspired transcription and translation steps 
to determine the their phenotype and in turn organisms’ 
fitness. The phenotype is the collection of proteins, each an 
abstract entity, physically represented by a triangle located on 
the phenotypic axis. The phenotypic axis is the collection of 
all possible traits that may be a part of the organism’s 
phenotype, each trait corresponding to a real number between 
0 and 1. Two traits that are next to each other on the 
phenotypic axis are more likely to interact pleiotropically, as 
there is a higher chance that a single protein would affect 
them both, than two traits located further away. Two different 
sequences may encode for the same gene but the traits that are 
close to each other on the phenotypic axis are not necessarily 
encoded by genes with high sequence similarity. Each protein 
triangle has three properties: (1) the location on the 
phenotypic axis that signifies the trait it primarily affects, (2) 
the height that represents its expression level, and (3) the 
width that shows the range of neighboring traits it also affects.  
For any specific experimental environment, there exists a 
single, constant target phenotype, which is a collection of trait 
expression levels that are most optimal for this environment 
and are the target for selection. The fitness of an individual is 
calculated as the difference between the target function and 
the phenotype, and intuitively represents the percentage of the 
area under the target phenotype function that is covered by the 
phenotype. The fitness can theoretically be negative, for 
example for individuals that express proteins with optimal 
levels of zero, but such individuals are rare and are quickly 
selected out of the population.   
Population structure: The default Aevol populations do not 
have an explicit structure and are akin to well-mixed bacterial 
populations living in liquid media. However, as spatial 
structure is thought to play an important role in plasmid 
transfer (Krone et al. 2007), we are using the square grid 
structure originally implemented for the study of cooperation 
(Misevic et al. 2012). We can vary the strength of spatial 
structure using a migration parameter (mig), which determines 
the number of swaps that happen at every generation. For each 
swap we choose at random a pair of organisms in the 
population and exchange their location. High mig (on the 
order of population size) thus corresponds to a well-mixed 
population, while a low one (mig = 0) a perfectly spatially 
structured one.  
Mutations, selection, and reproduction: The genome of a 
new organism may be different from its parent due to 
mutations, the errors made during replication. Specifically, 
organisms experience small mutations (point mutations and 
insertion/deletions of sequences up to 6 base pairs) as well as 
large mutations (duplications/deletions of more that 6bp, 
translocations and inversions). Aevol is a synchronous 
evolutionary model, so the fitness of all individuals is 
evaluated at the same time, just prior to selection. Each 
organism competes with neighbors from the classical 3x3 
Moore neighborhood around it for a chance to place its 
offspring in the next generation. The offspring is chosen using 
roulette selection on the probabilities derived from fitness of 
all the individuals in the neighborhood. Each individual has a 
(a - 1) x a9-R / (a9 - 1) probability of reproducing into the 
central position of the neighborhood, where R is the 
organism’s fitness-based rank and a is the population-level 
selection pressure constant. We should note that while the 
phenotypic target is fixed during each experiment, the 
effective strength of selection does not necessarily decrease or 
plateau. As target expression levels are real numbers and the 
selection we use is rank-based, even the smallest differences 
in fitness will be selected for, leading to continual adaptation, 
if not a truly open-ended evolution. Following selection, all 
individuals are reproduced simultaneously, with mutations, 
and placed into the population. 
Plasmids in Aevol  
The most fundamental property of Aevol plasmids is that they 
are treated as genetic units, equivalent to the already existing 
chromosome in all but one aspects of their digital biology. 
They mutate at the same rate as the chromosome, are 
transferred vertically to the offspring during reproduction, and 
the genes encoded on the plasmid are combined with the 
chromosomal genes to form the organism’s phenotype. For 
large mutations, for example transposition, the beginning and 
the end of the transposed segment, as well as the location 
where it will be inserted, are chosen at random from the 
combined length of the chromosome and plasmid. As only the 
beginning and the end, but not the insertion location of the 
transposon, must be on the same genetic unit, this mutational 
mechanism allows for genes to freely move between the 
genetic units. 
The exception from the equality between the chromosome 
and the plasmid is, of course, that plasmids are mobile genetic 
elements and may also transfer horizontally, between 
neighboring individuals in the same generation, while 
chromosomes cannot do so. Both plasmids and chromosomes 
are capable of controlling the rate of this transfer, inspired by 
bacterial conjugation, by evolving genes to decrease or 
increase the probability of sending or receiving a plasmid. 
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Donor ability and recipient immunity: In order for 
individuals to be able to control the rate of plasmid 
conjugation, we split the phenotypic axis into three sections: 
metabolism, donating, and receiving. The proteins located on 
the metabolism section of the axis directly affect the fitness, 
based on how closely they match the target phenotype, as they 
do on the single-section axis in classical Aevol experiments. 
The proteins on the donating or receiving sections determine 
the organism’s donor and recipient ability. The donor ability 
corresponds to the effort that the organism will exert in order 
to transfer the plasmid. Inversely, the recipient ability, which 
we will refer to as plasmid exclusion ability or immunity, 
corresponds to the effort that an individual will put into not 
accepting the plasmid being sent to it. Both are calculated 
analogously to the metabolic fitness and represent the 
percentage of area under the target curve in the appropriate 
axis section that is covered by the protein triangles. Ancestral 
organism has no proteins associated with plasmid transfer, but 
they can appear via random mutations, spread due to positive, 
or be eliminated via negative selection.  
Plasmid conjugation: Plasmid transfer in Aevol may 
happen only between individuals that share the same 3x3 
Moore neighborhood. At every generation, all individuals 
have a chance to transfer their plasmid. A given, focal 
organism, is first queried for its donor ability. The probability 
of transfer to each of the neighboring individuals is equal to 
the difference between focal individual’s donor ability and the 
chosen neighboring individual’s recipient immunity. If the 
recipient immunity is greater than the plasmid sender’s donor 
ability, the transfer will not happen. When plasmid is 
transferred, a copy of the plasmid from the donor is made and 
it replaces the plasmid that is located in the recipient. As with 
other population level processes in Aevol, all individuals 
attempt to transfer their plasmids simultaneously. However, as 
the conjugation algorithm is necessarily executed sequentially, 
we must avoid giving a higher chance to individuals and 
plasmids that transfer first then to ones whose plasmids may 
have already been replaced by the time they try to transfer 
them. To do so, we randomize the order at which individuals 
attempt to transfer their plasmid at every generation. Finally, 
in nature there are examples of retrotransfer, where plasmid 
recipient also transfers genetic material back to the donor (Sia 
et al. 1996; Szpirer et al. 1999). Inspired by this, we included 
a parameter that specifies whether populations evolve with 
unidirectional (plasmid replacement) or bidirectional (plasmid 
swap) conjugation mechanism.  
In the majority of our experiments, the organisms did not 
pay any direct cost for expressing the genes for plasmid 
transfer, the same way they do not pay any explicit cost for 
expressing metabolic genes. However, in nature, pili and other 
conjugation-related machinery is not only costly to produce 
but may also have a detrimental effect as it serves as a target 
for phage attachment (Smillie et al. 2010), so we added a 
fitness cost for expression of the donor/recipient genes, 
proportional to the donor/recipient ability they confer. We 
should stress that this is not a cost of transfer, as it affects the 
fitness no matter whether the plasmid transfer successfully 
happens or not.  
Plasmid copy number and loss: For the ease of 
implementation, data collection and analysis, we assume that 
all individuals in Aevol have a single plasmid. Examining the 
effects of plasmid copy number would certainly be interesting, 
but remains as a potential topic of future studies. Similarly, 
we chose not to directly model plasmid loss, but individuals 
still may effectively loose their plasmid by drastically 
decreasing its size. The smallest gene in Aevol requires at least 
48 base-pairs, which includes 22bp-long promoter, 6bp Shine-
Dalgarno sequence, 4bp Shine-Dalgarno spacer, start codon, 
three codons determining the width, height, and mean of the 
protein triangle, stop codon (all codons are 3bp long), and 
11bp reverse-complement terminator sequence. Thus, while 
technically plasmids cannot be entirely lost in Aevol, the 
organisms can evolve to not use and effectively eliminate 
them.  
We conclude the description of Aevol and its the genetic 
algorithm heuristic by recounting the events that occur during 
a single generation of evolution: (1) organisms’ fitness is 
evaluated, based on their metabolic proteins, (2) organisms 
that will reproduce are selected based on their fitness, (3) 
mutations are applied to the new-born organisms, (4) 
organisms migrate, by exchanging places with a randomly 
chosen individual, (5) plasmids are transferred between pairs 
of neighboring individuals, based on their donor ability and 
recipient immunity, followed by the start of the next 
generation and return to first event in the cycle. Using this 
setup throughout our experiments we are able to study the 
dynamics of plasmid conjugation in Aevol over thousands of 
generations of evolution.  
Experimental design 
Given the number of parameters relevant for plasmid transfer 
that can potentially be varied in Aevol, it is computationally 
nonpermissive to examine all possible combinations in any 
type of a factorial experimental design. Instead, we first focus 
on the interaction of plasmid conjugation and population 
structure. To do so, we performed experiments in which we 
set the rate of migration to 0, 100, 300, or 1000. In these 
experiments, the organisms did not pay any direct cost of 
expressing the donating or receiving genes. In the second set 
of experiments, we had no migration, but varied the cost of 
transfer instead, from 0 to 0.03, 0.1, or 0.3. To evaluate the 
interaction between the donor and recipient abilities, and 
potential coevolutionary dynamics, we also ran experiments in 
which either donor or recipient ability was not allowed to 
evolve. In particular, we set the extrinsic, constant probability 
of plasmid donation to 1, 0.3, 0.1, or 0.01 for all individuals, 
but made any genes on the donor part of the phenotypic axis 
act as neutral and not have any effect on fitness or donor 
ability. Alternatively, we set the default probability of transfer 
to 0 and made recipient genes act as neutral ones, allowing 
only for the evolution of donor ability. Finally, we conducted 
experiments in which the plasmid transfer was not 
unidirectional and instead of the invading plasmid replacing  
the resident one, the plasmids from the two individuals 
swapped places. 
For each set of parameters we performed 20 replicate 
experiments by evolving populations of 1024 individuals for 
20,000 generations. The replicate populations were started 
with a randomly generated ancestor containing a single 
metabolic gene. Each population was associated with a 
different seed for the random number generator, which 
governs all stochastic processes during evolution. All 
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populations shared the same phenotypic target function, 
specified by the arithmetic sum of six Gaussian functions of 
the form y = H exp( - (x - M)2 / (2W2), where (H,M,W)={(0.25, 
0.15, 0.04), (0.35, 0.2, 0.02), (0.35, 0.45, 0.02), (0.25, 0.5, 
0.04), (0.35, 0.8, 0.02), (0.25, 0.85, 0.04)}. First pair of 
functions is located on the metabolism part of the phenotypic 
axis, while the second and third pairs are on the donating and 
receiving sections, respectively. The three sections of the axis 
are equal in length. The mutation rate per base-pair was 
2.5x10-5 for all small and 2.5x10-6 for all large mutations. 
Selection pressure constant was a = 0.7;  
At each generation, we recorded the average values for 
fitness, genome length, donor ability and recipient immunity 
in the population. Additionally, we recorded each of these 
values not only for the entire organism, but also for individual 
genetic units separately. For example, for an individual we 
would calculate the donor ability it would have if it contained 
only the plasmid or only the chromosome. All the statistical 
analysis was performed using Matlab R2012b.  
Results and discussion 
Plasmids and migration  
In the first set of experiments we studied the effect of 
population structure on the evolution of plasmid transfer. Our 
expectation was that higher donor ability, and thus higher rate 
of transfer, would evolve in populations with no migration. 
Specifically, we though that in the competition between donor 
ability and recipient immunity genes, the former would be 
favored in spatially structured populations by clustering 
together individuals that transfer genes to each other and thus 
decreasing the probability of negative interaction between 
imported and resident genes. The data in part did not supports  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Effect of population structure on donor ability 
and recipient immunity of plasmid transfer. Each line is an 
average value for (a) donor ability and (b) recipient immunity 
across 20 replicate populations that evolved for 20,000 
generations with the same set of parameters, but a different 
random number seed. Different colors represent different 
migration rates (the number of organisms pairs that get 
swapped at each generation, 0, 100, 300, or 1000). The shaded 
area around the lines represents one standard error of the 
mean. The no migration treatment (dark blue) was used in all 
future sets of experiments as the baseline.  
our intuition (Figure 1): the average donor ability was not 
statistically different between the treatments at the end of the 
experiments (two-sample t-test, p > 0.2 for all pairwise 
comparisons between treatments), and in all but one case, 
neither was the recipient immunity (two-sample t-test, p > 
0.05 except for the comparison between mig = 0 and mig = 
300, where p = 0.047). However, the average probability of 
transfer did generally increase with higher migration (mean 
value of 0.144, 0.191, 0.243, 0.220 for mig = 0, 100, 300, 
1000, respectively). Overall, in spite of much variation 
between the replicate experiments, we do find a trend for 
migration positively affecting the probability of plasmid 
transfer (all pairwise comparisons are significant, two-sample 
t-test, with at least p < 0.03). Additionally, these differences 
did not come solely from the change in donor ability or 
recipient immunity, but the interaction between the two. As 
transfer happens within a generation and organisms’ migration 
happens between generations in Aevol, we cannot account for 
physical processes that could impede conjugation, such as pili 
breakage or detachment. Instead, our work suggests transfer is 
more favored when it can also result in the transferred genes 
spreading further and faster due to organism migration. These 
and other selection forces that may increase conjugation in 
well-mixed populations should be investigated in greater 
detail.  
Cost of transfer 
We continued to quantify the properties of in silico transfer by 
varying the cost of expressing the genes that are involved in 
moderating the transfer rate. For each transfer-related gene the 
fitness of a digital individual would decrease proportionally to 
the product of cost and the increase of the donor ability or 
recipient immunity. Our expectations were clear: at higher 
costs of expressing donor genes, less plasmid transfer would 
evolve. Data supports our hypothesis (Figure 2) and we find  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Effect of cost on donor ability and recipient 
immunity of plasmid transfer. Each line is an average value 
for (a) donor ability and (b) recipient immunity across 20 
replicate populations that evolved for 20,000 generations with 
the same set of parameters. Different colors represent costs of 
expressing donor ability or recipient immunity genes (0, 0.03, 
0.1, or 0.3). The shaded area around the lines represents one 
standard error of the mean. The data for the baseline 
populations (dark blue lines, no cost) are the same as the ones 
used in the Figure 1 (no migration, dark blue line).  
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Figure 3. Genetic architecture of transfer. Four basic population properties, (a) fitness, (b) genome size, (c) donor ability, and (d) 
recipient immunity are averaged across 20 replicate populations that evolved for 20,000 generations with the same set of 
parameters. Different colors represent the property values obtained when considering just the chromosome (green), just the plasmid 
(red), or the entire organism (blue). The shaded area around the lines represents one standard error of the mean. The data for the 
baseline population (dark blue lines) are the same as the ones used in the baseline runs (no cost, no migration) in the previous 
figures.  
 
that most transfer evolves when cost was zero (p < 0.001 for 
comparison with all other treatments), while low levels of 
transfer evolve at cost 0.03, and effectively no transfer at 
higher costs. While orders of magnitude less than the rates of 
transfer in nature, given our relatively small population sizes, 
the evolved number of transfers per generation is comparable 
to natural populations. We should note that even when explicit 
cost of transfer genes was zero, genes that do not increase 
fitness are quickly lost in Aevol, both due to drift and because 
they may interfere with other genes though large mutations 
(Knibbe et al. 2007). Given our results and the wide spread of 
transferable plasmids in nature, we could speculate that their 
cost of expression may not be greatly different than one 
incurred by any other genes. Alternatively, such cost could be 
offset by some direct and strong benefit that plasmids would 
confer, such as the frequently observed antibiotic resistance 
(Svara and Rankin 2011).  
Genetic architecture of transfer 
We continue the analysis of the baseline runs, with no 
migration or transfer cost, by examining the location of the 
metabolic and transfer genes. In nature, the molecular 
machinery for plasmid conjugation is located on the plasmid 
itself (Zatyka and Thomas 1998), but individuals could also 
control plasmid transfer via genes located on the chromosome. 
We expect that if plasmids confer a cost on their hosts, genes 
for recipient immunity would be selected for, and located on 
the main chromosome. In our baseline runs (where individuals 
evolved without any migration or transfer cost), we observe 
that the plasmid is the dominant genetic unit of the individual: 
not only are transfer genes located on the plasmid (Figure 3c, 
3d), but it is on average larger than the chromosome (Figure 
3b) and caries the majority of metabolic genes (Figure 3a). All 
the differences are statistically significant, as determined by 
two-sample t-test, with p < 0.01. We conclude that plasmids 
in Aevol behave largely like selfish genetic elements, 
controlling and increasing their own spread, but also taking on 
other aspects of the organisms’ phenotype. Rather than the 
chromosome being the one who is trying to exclude invading 
and potentially detrimental plasmids, it is the plasmid that is 
defending itself from being replaced. However, contrary to 
intuition of classical plasmid biology, our plasmids evolve to 
be larger than chromosome and also carry the majority of 
metabolic genes. Rather than being strictly selfish in their 
evolution and propagation, they also carry metabolic, directly 
beneficial genes that may transfer to future hosts. Still, the 
benefit is at best mutual, since by increasing the host 
organism’s fitness the plasmid also effectively increases its 
vertical transmission rate and thus the probability of being 
transmitted into the next generation.  
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. Examples of the distribution of the fitness genes 
across genetic units. We consider four replicate base 
experiments (no migration, no cost) over 20,000 generations 
of evolution (a-d). Different colors represent the average 
fitness measurements obtained when considering just the 
chromosome (green), just the plasmid (red), or the entire 
individual (blue). 
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However, while all experimental populations evolved to 
comparable fitness levels they have done so by following 
different trajectories in terms of the gene distribution between 
the chromosome and the plasmid. In Figure 4, we show some 
or the possible outcomes from 4 different populations, in 
which the metabolic genes are solely the plasmid (Figure 4a), 
on the chromosome (Figure 4b), are shared between the two 
during most of evolution (Figure 4c) or are constantly 
jumping between the genetic units (Figure 4d). In multiple 
panels of the Figure 4 it is obvious that the fitness measured 
for the plasmid and for the chromosome do not add up to the 
fitness of the individual. For example, between the 
generations 1,000 and 4,000 the average fitness of individuals 
in Figure 4b is much less than what would be expected based 
on the plasmid and chromosome fitness. Similar antagonistic 
or synergistic interactions are frequently observed and create 
an additional channel of interaction between the genetic units. 
The mechanistic explanation is a straightforward one, with 
obvious biological parallels. For example, both plasmid and 
the chromosome may express a gene that confers 0.4 level to a 
selected trait, raising their fitness when considered alone. 
However, if the optimal level of the trait is 0.6, the individual 
with both this chromosome and plasmid will overexpress this 
gene and may have lower fitness than expected from the 
contributions of its genetic units. Such interactions between 
the plasmid and chromosome are also a striking example of 
the benefits that come from models like Aevol, as they could  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. Examples of the distribution of the transfer 
genes across genetic units. We consider four replicate base 
experiments (no migration, no cost) over 20,000 generations 
of evolution (a-d). Different colors represent the average 
donor ability (blue) and recipient immunity (red) in the 
population. These examples are representative of the overall 
pattern of transfer rate evolution in the runs where both donor 
ability and recipient immunity evolved. Additionally, there 
were two experiments in which neither donor ability nor 
recipient immunity evolved (above an ad hoc threshold of 0.1 
during at least 1,000 generations), as well as three in which 
donor ability evolved but recipient immunity never did.  
not be observed in the classical, analytical models, and even 
here, they were not something we necessarily expected to see. 
Donor ability and recipient immunity coevolution 
In order to examine the dynamics of plasmid transfer 
evolution, we examine the data from individual experiments, 
specifically the average plasmid donor ability and recipient 
immunity over the full course of the experiments. In Figure 5 
we show four runs that are representative of the transfer rate 
evolution in our experiments and note two major trends:  
(1) Recipient immunity evolves only after donor ability. 
This can be interpreted as an example of the apparent short-
sidedness of evolution. Although immunity to invading 
plasmids is generally beneficial in the long run, without 
immediate benefit, any immunity genes are lost to drift.  
(2) A decrease or loss of donor ability is soon followed by 
the loss of recipient immunity. As in the previous case, the 
recipient immunity without donor ability confers no benefit 
for the organism and is thus quickly lost by drift alone. 
We suspect that in situations where recipient immunity is 
maintained at levels higher than donor ability, such as around 
generation 7000 in Figure 5a, the genetic architecture 
constraints relevant genes in a way that makes it difficult to 
decrease their expression levels without either a decrease in 
fitness or a complete loss of immunity.  
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6. Evolution of transfer with fixed donor ability or 
recipient immunity. (a, c) Comparison of the experiments 
with freely evolving recipient ability (dark blue line) and ones 
where the extrinsic recipient immunity was set to zero (green 
line). (b, d) Comparison of the experiments with freely 
evolving donor ability (dark blue line) and ones where the 
extrinsic donor ability was set to a fixed value of 1, 0.3, 0.1 or 
0.01. Color legend in panel (a) is relevant for both (a) and (c), 
and the one in panel (b) for both (b) and (d). The lines are 
mean values for 20 replicate experiments within each 
treatment and the shaded area represents one standard error of 
the mean. The data for evolving donor ability and recipient 
immunity experiments (dark blue liness) are from the baseline 
runs, as in the previous figures. 
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To further assess the co-evolution of donor ability and 
recipient immunity we conducted two sets of experiments in 
which one of these traits was not allowed to evolve. When 
individuals had no possibility to modulate the recipient 
immunity (Figure 6a and 6c), the donor ability evolved to 
somewhat elevated, but not significantly higher levels. 
However, the average probability of transferring the plasmid 
(calculated just as the difference between the corresponding 
curves in Figure 6a and 6c) does differ between the two 
treatments by more than 60% and is significant (two-sided t-
test, p < 0.001). This indicated there is no optimal level of 
transfer ability that evolves, at least in the time frame of our 
study. Instead, the amount of plasmid transfer depends on the 
environment in which the plasmids are evolving in, and in this 
case, the ability of individuals to fight off unwanted plasmids. 
Finally, we examined the evolution of recipient rate when 
the individuals cannot evolve their donor ability. In this case, 
setting the donor ability to zero would not provide any new or 
interesting outcomes, as all our previous results point to 
recipient immunity not increasing in the absence of donor 
ability. Instead, we set the external, unchanging donor ability 
and let the recipient ability evolve in response (Figure 6b and 
6d). We found that recipient immunity does evolve at 
intermediate levels of base donor ability (0.1, 0.3), but not the 
extreme ones (1, 0.01). In neither case did the recipient 
immunity evolve to the levels as high as when donor ability 
also evolved freely (two-sample t-test, p < 0.01). Although the 
range of constant, pre-set donor ability values was comparable 
to the ones that evolved freely, the recipient ability just could 
not compensate and “catch up”. We take this as another strong 
indication that the evolutionary fate of transfer rate is shaped 
by the interactions between donor ability and recipient 
immunity – only when immunity could co-evolve with donor 
ability, following it at a relatively short distance, it rose to 
higher values. A closer examination of the order in which 
mutations arose and spread, across a number of replicate 
populations, could provide the definite description of this 
coevolution, but at this time, remains extremely 
computationally demanding and outside of the scope of this 
study. 
Plasmid replacement and swapping 
Bacterial conjugation is a form of sex, but compared to 
recombination, it is clearly one-sided and asymmetric: the 
flow of genetic information is unidirectional as there is a 
donor and a recipient of the plasmid. Motivated by plasmid 
retrotransfer, an exception to this rule, we modified the 
mechanism of conjugation in Aevol to swap two plasmids, 
rather than replace one with the copy of the other during every 
transfer event. We measured average donor ability (mean = 
1.9x10-5, standard error of the mean = 7.0x10-6) and recipient 
immunity (mean = 4.1x10-5, standard error of the mean = 
1.7x10-6) in the 20 replicate runs with swapping plasmid. 
Although both were significantly different than zero 
statistically (p = 0.015 for donor ability, p = 0.027 for 
recipient immunity, one-sample t-test) given the extremely 
low values, we do not consider them to be significant 
biologically but just a product of mutation-selection balance. 
We did hope to observe some digital sex, but given our 
previous results, these outcomes are not surprising. By 
swapping plasmids, we stopped them from being infectious, 
as the frequency of a plasmid could not increase purely via 
horizontal transfer. Instead, the plasmid transfer-related 
processes were now closer to sex and recombination and thus 
subject to similar short-term costs and only long-term 
benefits. In absence of parasite-driven Red Queen dynamics 
(Lively et al. 1990), changing environment (Misevic et al. 
2010), or one of the other scenarios beneficial for sexual 
reproduction (West et al. 1999) the organisms are likely to 
remain asexual, consistent with our results.   
Conclusions 
Plasmids represent an important feature of microbial biology, 
have been extensively studied and used as an important tool in 
genetics, molecular and synthetic biology. However, many 
questions remain open, especially relating to plasmid 
evolution, interactions between the host and the plasmid, 
genetic architecture, and control over plasmid transfer. Here 
we presented an implementation of in silico transferable 
elements for the evolution platform Aevol. We demonstrate 
the strength of the approach by tackling classical research 
question of plasmid cost, but also investigate the evolutionary 
dynamics of metabolism and transfer genes in a way that 
would be extremely difficult to do in a natural system. We 
find signatures of coevolution between donor ability and 
recipient immunity, which evolve to be primarily, but not 
exclusively, encoded on the plasmid. Although plasmids seem 
to behave like selfish genetic elements, they at times also 
carry metabolic genes and may thus be directly beneficial to 
future hosts. Finally, during relatively long stretches of 
evolutionary time, the genes on the chromosome and the 
plasmid interacted epistatically, highlighting another way 
these genetic elements may affect each other’s evolution. 
Throughout the study, the general trends were apparent, but 
were also accompanied by much stochastic variation and great 
diversity in the evolutionary trajectories. Future studies with 
Aevol will enable close analysis of individual-based effects as 
well as interactions between plasmid conjugation and other 
high-impact evolutionary events such as the evolution of 
cooperation or the evolution of multicellularity.  
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Abstract 
We aimed to develop a micro-robot that can crawl on contact 
surfaces in biological environments. The prototype chassis of 
this micro-bot consists of a lipid membrane that encapsulates 
and bonds micro-sized magnetic particles. By applying a 
rotating magnetic field, we hope to obtain a micro-crawler 
robot. In this report, we describe our observations of the 
rotational movement of liposomes (10–60 µm in diameter) 
encapsulating magnetic particles following manipulation of an 
external magnetic field using a neodymium magnet. Since this 
robot actively makes contact with the external environment, it 
will be possible to salvage some important molecule from the 
contact surface. It is expected that development of this system 
will lead to the development of new diagnostic and treatment 
systems. 
Introduction 
Since the dawn of history, numerous functional molecules 
have been discovered and synthesized by scientists. System 
integration of such molecular devices can facilitate the 
construction of human-controllable molecular machines. 
Designing and controlling nano- and micro-meter-sized 
chemical systems is considered one of the most effective 
means of examining the invisible small world. Recently, 
molecular self-organization has been gaining increasing 
interest with a view to creating higher-order chemical systems 
at the single-molecule level. This represents a crucial step in 
the development of the new research field of “Molecular 
Robotics” [1]. For prototyping a molecular robot, 
compartmentalization in a homogeneous aqueous solution is 
an essential requirement. One of the key materials in this 
regard is a supramolecular structure called the “liposome.” 
Liposomes consist of a closed phospholipid bilayer membrane 
and behave as hydrophilic capsules. These lipid vesicles have 
the property of excellent biocompatibility, are capable of 
holding various solutions, have readily modified surfaces, and 
can potentially be prepared in large amounts. Since their 
discovery, many applications, including carriers of drugs, 
have been studied. 
  The liposome “capsule” is essentially floating in a solution. 
By encapsulating magnetic particles within liposomes, active 
drug delivery to target tissues could be realized by controlling 
the external magnetic field. In this regard, studies of the 
positional control of liposomes in blood vessels using MRI 
apparatus have been reported [2]. Local accumulation of 
liposomes in the fluid environment and the control of drug 
release by applying external stimuli using a high-temperature 
superconducting bulk magnet have also been performed [3]. 
However, such floating particles are unable to detect surface 
molecular information. Nevertheless, we have noted that 
investigations of the interactions between solutions and living 
surfaces is important for an understand of living systems. 
  To this end, we have attempted to construct a crawler-type 
micro-molecular robot (supramolecular micro-crawler; Figure 
1). The liposomes of this crawler consist of lipid and adhered-
encapsulated magnetic micro-particles. This multicomponent 
structure is expected to function on tissue in the body 
environment, for example, via vascular flow, by crawling 
induced by external rotating magnetic field. 
  We believe that these types of robots will not only have the 
ability of remotely controllable drug delivery in three 
dimensional motion, but will also be able to determine normal 
or abnormal areas of tissue by sensing the surface molecules 
through interaction with the cellular-contact surface. We also 
anticipate the construction of new diagnostic and therapeutic 
systems, such as the robot described here, and that these will 
be applied to the treatment of malignant tissue through 
making a diagnosis of living tissue as a result of rolling on the 
tissue surface. 
  In this paper, we present the results of the rotational motion 
of liposome-encapsulated magnetic beads generated by 
applying an external magnetic field to construct the micro-
robot described above.  
Experiments 
We adopted the water-in-oil (W/O) emulsion method to 
prepare the liposomes (Figure 2) [4]. The composition of the 
buffer solution used was as follows: 10 mM HEPES-KOH, 
2.6 mM Mg(OAc)2, with 20 mM potassium glutamate (pH 
7.6). A lipid mixture of 1,2-dioleoyl-sn-glycero-3-
phosphoethonolamine-n-(biotinyl) (sodium salt) (biotinyl 
DOPE), 1,2-dipalmitoyl-sn-glycero-3-phosphocholine 
Liposome
Magnetic bead
Tissue
surface
Rotating magnetic
Crawling
Surface
field
Drug
modification
Figure 1: Schematic image of supramolecular micro-
crawler. 
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(DPPC), and cholesterol (at molar ratio of 1:1:1) was 
dissolved in liquid paraffin.  
  The lipid solution was mixed with the buffer containing 150 
mM sucrose, 350 mM glucose and streptavidin magnetic 
particles (inner solution). This mixture was vortexed for 60 s 
to form a W/O emulsion. The emulsion was then gently 
placed on top of the buffer containing 500 mM glucose (outer 
solution) in a tube. The sample tube was centrifuged and the 
emulsion was then passed through an oil/water interface 
saturated with lipids to form a bilayer structure. The 
procedure is a slightly modified version of that previously 
described by Nishijima et al. [5]. 
  The top-most W/O emulsion was removed and the 
liposomes (maximum diameter of approximately 60 µm) 
encapsulating magnetic beads were collected by micropipette. 
The liposomes thus obtained were clearly observable under a 
phase-contrast microscope (IX-71; Olympus). On the 
microscope stage, we attempted to observe the rotational 
movement of liposomes containing the magnetic particles by 
applying an external magnetic field. The rotational magnetic 
field was generated using a round-type neodymium magnet (φ 
11 mm × 3 mm). Sample solution containing liposomes was 
placed in a hole in a silicone sheet on a slide glass, and 
covered with a cover glass. The magnet was placed next to the 
prepared slide on the microscope stage. 
 
Results and Discussion 
  The rotating magnetic field was generated in two different 
ways: (A) by moving the neodymium magnet around the 
samples, and (B) by rotating the magnet near the samples. The 
results for each method are shown in Figure 3A and B, 
respectively. It was possible to perform rotational movement 
using both methods. The rotational cycle was not fast and 
limited to ~0.3 Hz. Share resistance between the double-layer 
of the liposome membrane, and viscosity of the buffer 
solution should be affected. We then attempted to place the 
suitable chemical structure onto the liposome surface. The 
results of this investigation will be discussed in the 
conference. 
  In this study, we controlled liposome movement by 
applying a magnetic field to liposomes encapsulating 
magnetic particles for the construction of a supramolecular 
micro-crawler, which will be used to develop new diagnostic 
and treatment systems, and we succeeded in obtaining 
rotational motion of the our designed liposomes using two 
different rotational magnetic fields. We are currently 
examining the crawling motion of liposomes on surfaces. For 
this purpose, we will modify the surface properties of the 
liposomes and the contact surface (e.g., molecular 
modification and charge), and conduct experiments in static 
and fluid environments. In addition, we are constructing a 
device that will be used to rotate the liposomes. We also aim 
to collect target molecules consisting of fluorescent molecules 
using a micro-robot prepared from liposomes. 
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Abstract
John von Neumann first presented his theory of machine
self-reproduction in the late 40’s (von Neumann, 1948), in
which he described a machine capable of performing the log-
ical steps necessary to accommodate self-reproduction. The
proposed architecture was comprised of two distinct com-
ponents, a passive genotype, which acts exclusively as an
information storage of a machine description, and an ac-
tive phenotype which is responsible for all mechanical func-
tionality of the machine including the ability to decode the
genotype and construct the described machine to facilitate
self-reproduction. This paper presents an exploratory model
which implements the von Neumann architecture for self-
reproduction within the pre-existing evolutionary platform of
Tierra. Initially, the memory image of the automaton’s geno-
type and phenotype are physically identical, and each sym-
bol in memory may be interpreted as either passive numer-
ical data (g-symbol), or a functional instruction (p-symbol),
depending on how the symbol is interpreted. If redundancy
is introduced to a mutable genotype-phenotype mapping, the
mapping system becomes non-invertible, rendering it impos-
sible to compute an automaton’s exact genotypic memory im-
age by analysis of the phenotype alone. However, this non-
invertible mapping may allow for a more robust genotype,
increasing its robustness to fatal mutations and therefore in-
creasing its ability to preserve its phenotypic form under per-
turbations.
The von Neumann Architecture for Machine
Self-reproduction
Von Neumann’s architecture for machine self-reproduction,
presented in his theory of self-reproducing automata (von
Neumann, 1966; Baugh and McMullin, 2012), describes a
machine, M , which is decomposed into two primary com-
ponents, a functional component P , and an passive compo-
nent G, such that M = (P + G) (McMullin, 2012). G
represents a one-dimensional string of symbols which has
no active/functional capability, but can be interpreted as in-
formation, similar to the tape of a Turing machine. The in-
formation within G is used to describe an arbitrary machine
X under some function, φ(), such that G = φ(X).
P is further divided into four fundamental subcompo-
nents, a general constructive automaton A, a general copy-
ing automaton B, a control unit C, and the ancillary ma-
chinery, D. G will be referred to as the genotype while P
will be referred to as the phenotype1.
The general constructive automaton A can read the sym-
bols within G, and interpret them as an encoded descrip-
tion of an arbitrary machine X . A has the capability to
apply an inverse function, φ−1(), or ψ(), to G, and con-
struct the described machine X . We denote this by saying
ψ(G) = ψ(φ(X)) = φ−1(φ(X)) = X . In other words,
when supplied with a genotype, the general constructive au-
tomaton applies the decoding function ψ(), to G, in order to
construct the arbitrary machine X .
The general copying automaton B, reads and duplicates
the machine description φ(X). A control unit C is required
to govern the automaton (A + B), directing its operation,
activating A and B in the correct order, and insuring that
the offspring creature is “activated” once its construction is
complete.
The forth component, the ancillary machineryD, refers to
all conceivable functionality that the machine may possess
which does not interfere or hinder the reproductive operation
of (A+B + C).
When a machine (A + B + C + D) is supplied with a
description φ(X), the control unit C first commands B to
duplicate φ(X). Upon duplication, C instructs A to de-
code φ(X) under some inbuilt genotype-phenotype map-
ping function ψ(), and construct the described machine X .
Finally C will attach the new instances of φ(X) andX , and
sever them from the parent automaton (A + B + C + D),
after which there exists the new entity,X+φ(X). Now con-
sider the case where X = (A + B + C +D). This system,
(A+B+C+D)+φ(A+B+C+D) will proceed to con-
struct an offspring automaton and attach it to the description
of itself, (A + B + C + D) + φ(A + B + C + D). The
parent and offspring are identical, therefore achieving self-
reproduction. This machine architecture is demonstrated in
Figure 1.
1Although von Neumann never used these terms, we now asso-
ciate the components in question with the genotype and phenotype
in organic biology.
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Next we consider the case where a random phenotypic
perturbation occurs during the construction of P , affecting
D, so that a machineM = (P +G) producesM ′ = (P ′ +
G), where P ′ = (A + B + C + D′). This machine (A +
B +C +D′) + φ(A+B +C +D) will proceed to decode
and copy the unaltered G under a decoding function ψ(), to
recreate the original machine M = (A + B + C + D) +
φ(A+B + C +D), and the phenotypic perturbation is not
inherited. For the case where the perturbation affects the
description of D in G, creating a machineM ′ = (A+B +
C +D) + φ(A+B +C +D′),M ′ will proceed to decode
and copy G′ under a decoding function ψ() to create a new
machine,M ′′ = (A+B+C +D′)+φ(A+B+C +D′),
whereM ′′ = (P ′ +G′)2
Should a random perturbation occur when copying the de-
scription of A to an offspring, which results in φ(A′ + B +
C+D), then the machine (A+B+C+D)+φ(A′+B+C+
D)will produce (A′+B+C+D)+φ(A′+B+C+D). It is
possible that this machine will now have an altered general
constructive automaton. Von Neumann/Burks stated “If the
change is in A, B or C, the next generation will be sterile.”
(von Neumann, 1966, p. 86), however it is conceivable that
a perturbation within the description of A may only affect
the decoding function ψ() without completely breaking its
reproductive functionality.
This machine (P ′ + G′) may not be sterile, but con-
duct the altered decoding function ψ∗() where ψ∗(G′) =
ψ∗(φ(P ′)) = (P ′)∗, to construct the machine ((P ′)∗+G′).
If there are changes in the mapping which allow (P ′)∗ = P ′,
then the machine (P ′+G′) will self-reproduce successfully
while conducting a different genotype-phenotype mapping
(McMullin, 2000). We aim to scrutinise this intricate detail,
and investigate if any additional mutational pathways may
emerge as a result of a mutable genotype-phenotype map-
ping.
Implementation within the Tierra Platform
Tierra is an artificial life platform where populations of as-
sembler language self-reproducing automatons (creatures)
compete with one another within a one-dimensional circular
core memory for both CPU time and memory space (Ray,
1991). Each Tierran automaton consists of a CPU with up
to six registers, stack memory and an instruction pointer.
Typically, self-reproduction within Tierra is accomplished
via self-copying, where a creature must inspect its entire
memory image in order to construct an identical offspring.
This mechanism is loosely analogous to the reproduction
process which occurs in the RNA world hypothesis which
posits that at the earlier stages of evolution, RNA acted as
2It is worth noting that when a perturbation occurs within P , the
perturbation is not inherited in further generations, however when
the perturbation occurs within G, there is a generation delay be-
tween when the perturbation occurs in the genotype and when it is
expressed in the phenotype.
both template and template-directed polymerase, and there
existed no distinction between genotype and phenotype.
In order to implement the von Neumann architecture
within the platform of Tierra, the seed automaton must en-
force a division of labour between the storage of genetic in-
formation and the catalytic functionality, hence recognising
the roles of genotype and phenotype.
The phenotype will naturally consist of the three sub-
components, a general constructive automaton A, a general
copying automaton B, and a control unit C. The control
unit segment of the automaton will calculate the offspring
size and allocate memory space to construct the offspring.
The general constructor segment will incorporate a muta-
ble genotype-phenotype mapping to allow for inheritable
variation which may result in new evolutionary trajectories
with creatures conducting an altered genotype-phenotype
mapping. The general constructor will incrementally read
the symbols within the genotype and under some genotype-
phenotype mapping, will determine which p-symbols are to
be written to the offspring phenotype. Upon construction
of the offspring phenotype the copier is activated and the g-
symbols within the parent’s genotype are incrementally read
and written to the offspring genotype. The control unit then
activates the offspring automaton, and the reproductive cycle
repeats.
mRNA-Amino Acid Inspired
Genotype-phenotype Mapping
In order to encode the phenotype of an automaton, an ar-
bitrary genotype-phenotype mapping must be implemented.
The evolutionary trajectory of such an automaton will be in
part, determined by the nature of this arbitrarily elected map-
ping. We can only claim that any phenomenon observed will
be specific and characteristic to the specific mapping sys-
tem which is implemented. For the purpose of this project,
a bijective, mono-alphabetic substitution cipher was cho-
sen. This method was loosely based on the genetic code,
in which an mRNA, consisting of a one-dimensional string
of symbols (nucleotides), is transcribed into a specific string
of symbols (amino acids). If a single letter in an mRNA
codon gets perturbed, then the affected codon may result in
the construction of a different amino acid.
If we implement a similar mapping system which al-
lows perturbations to the genotype which may alter the
description of the general constructor, specifically, alter-
ing the genotype-phenotype mapping function ψ(), then we
would effectively be implementing a von Neumann repro-
ducer which may give rise to new evolutionary trajectories
operating an altered genotype-phenotype mapping.
This type of a mutable genotype-phenotype mapping was
facilitated via the inclusion of a lookup table within the
general constructor. The lookup table consists of a one-
dimensional string representing the full list of p-symbols
available within the phenotype space.
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A: Programmable
Constructor
B: Copier
C: Control
D: "Ancillary"
Machinery
P  
M:  P + Φ(P) = (A+B+C+D) + Φ(A+B+C+D)
A: Programmable
Constructor
B: Copier
C: Control
D: "Ancillary"
Machinery
P  
G = Φ(X) 
G = Φ(X) 
Figure 1: A schematic of the von Neumann style architecture of machine self-reproduction. Excerpted from McMullin (2012).
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Figure 2: A schematic of a von Neumann style ancestor in Tierra. The genotype-encoding and offspring phenotype construction,
and the lookup table comprises the general constructive automaton. The genotype-copying and offspring genotype construction
segment comprises the general copying automaton, and the self-inspection and offspring allocation segment comprises the
control unit.
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During construction of an offspring phenotype, the par-
ent’s genotype is incrementally examined by the general
constructor. The g-symbol at a memory location is read and
interpreted as its underlying binary numerical value. The p-
symbol situated at the corresponding relative address in the
lookup table is read, and is written to the offspring’s pheno-
type where it will function as an active instruction. The gen-
eral constructor sequentially executes this process for every
location in the genotype in order to decode each g-symbol
and construct the offspring phenotype.
In an attempt to replicate conditions early in the phase
change from simple RNA replicators to a system of mRNA
and amino acids, we implemented an identity mapping
from genotype to phenotype, where the content of the one-
dimensional memory image of the genotype is physically
identical to that of the phenotype. This situation is analo-
gous to that of the RNA world hypothesis, where in order
to replicate, an RNA molecule can act as both a functional
catalyst, or a string of symbols to be interpreted, depending
on whether it is acting as the catalyst or template.
In cryptography we would refer to this identity mapping
as being an encryption in which the plaintext is identical to
the ciphertext. Plaintext is information a sender wishes to
transmit to a receiver and ciphertext is the result of encryp-
tion performed on the plaintext using an algorithm, called
a cipher. In this case, the phenotype can be thought of as
an un-encrypted message which is to be transmitted to the
offspring’s memory image and the genotype is the cipher-
text which was a result of encrypting the phenotype, ac-
cording to the encoding function φ(). The initial decoding
function ψ() is determined by the permutation of symbols
within the lookup table. It is worth noting however, that
regardless of the initial permutation chosen for the lookup
table, the initial description of the lookup table will always
remain the same. If we let S represent the non-permutated
list of symbols which exist in the Tierra universe3, then the
permutation of the lookup table depicts how each individual
element within this non-permutated list of symbols is de-
coded under ψ()4. The lookup table can now be described
as ψ(S). When we encode a phenotype to acquire the geno-
type, the encoded lookup table will now be represented by
φ(ψ(S)) = ψ−1(ψ(S)) = S, therefore, regardless of the
initial permutation of the lookup table, the initial description
of the lookup table will always take the form of S.
Our ancestor requires a minimum of 28 phenotypic in-
structions in order to self-reproduce. The mRNA-amino acid
transcription table consists of a genotype space of 64 differ-
ent codons, but a significantly smaller phenotype space of
3In this case, the non-permutated list of symbols is represented
by a list of consecutive binary numbers from 000000 to 111111.
4The first location in the lookup table represents which p-
symbol is mapped onto by 000000. The second position in the
lookup table represents which p-symbol is mapped onto by 000001
etc.
Figure 3: The upper figure presents the mapping from
mRNA to amino acid. The lower figure presents the ini-
tial mapping from g-symbols to p-symbols, implemented
with our von Neumann style seed automaton. Red symbols
highlight those which are non-employed and grey highlights
symbols which initially map onto employed p-symbols.
22 amino acids, plus the start and stop codons. In an at-
tempt to mirror the redundancy of the genetic code, a geno-
type and phenotype space of 64 was implemented. This cor-
responds to 64 separate 6-bit binary digits in the genotype
space, and 64 phenotypic instructions, 28 of which have an
active function and are used within the phenotype and con-
tribute towards self-reproduction, and 36 of which have no
active function at all. (See Figure 3.)
Experimental Procedure
The Tierra soup was inoculated with the described von Neu-
mann style ancestor, (Figure 2).
Point perturbations which affect random memory loca-
tions throughout the soup (cosmic rays) and perturbations
which occur exclusively to symbols that are being written to
memory locations in the soup (copy perturbations) were en-
abled and the system was run for 100 billion CPU cycles,
which is approximately 250 thousand generations5. Ev-
ery strain of creature that emerged throughout the run was
captured and the number of employed and non-employed
p-symbols within the lookup table for each creature was
5A generation in Tierra is a calculated time interval, which is
determined by the estimated average amount of CPU cycles re-
quired for each creature present in the soup to reproduce once and
die.
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counted. Employed p-symbols refer to those which have a
functional role in the process of reproduction, while non-
employed p-symbols are included to introduce redundancy
and do not actively contribute towards the reproduction pro-
cess. If a specific p-symbol exists in the lookup table, then
there must exist a specific g-symbol which maps onto it. If a
p-symbol is absent from the lookup table then it is lost from
the genotype-phenotype mapping. With our current map-
ping system6, it is impossible for a p-symbol which is ab-
sent in a parents lookup table to be included in its offspring’s
phenotype (with the exception of random phenotypic pertur-
bations introducing random p-symbols to an offspring).
The population of employed vs. non-employed p-symbols
in the lookup table of each creature was then plotted against
the time of emergence of that individual, and this process
was repeated 4 times.
Results
Standard evolutionary Behaviour
Initial simulations showed evolutionary behaviour similar to
that documented in Ray’s initial experiments (Ray, 1991).
Informational parasitism7 quickly emerged due to the de-
scription of the lookup table being omitted from the geno-
type. The resulting creature will redirect its CPU to a neigh-
bouring host to facilitate the construction of its phenotype
and therefore expend less CPU time per reproduction cycle
due to its reduced length. Another evolutionary phenomena
typical of Rays experiments is the reduction of creature size
by reducing template addresses where possible. Address lo-
cations in Tierra are not facilitated via a global address lo-
cation, but by matching complementary patterns of nop1’s
and nop0’s. While the programmer creating the creature
may use an initial template size of four nop instructions,
evolution will typically reduce the template size where ever
possible, creating shorter and more efficient offspring. Other
evolutionary behaviours observed when implementing von
Neumann style reproduction are the emergence of patholog-
ical constructors (Baugh and McMullin, 2012) and the de-
generation to self-copiers within in the platform of Avida
(Hasegawa and McMullin, 2012).
Evolution of the Genotype-phenotype mapping
The aforementioned evolutionary behaviours have already
been studied and documented, and therefore is not of pri-
mary concern, so for the remaining experiments the in-
put parameters were edited so that only offspring of the
same length as the initial ancestor are allowed to propa-
gate throughout the memory. This will prevent the distrac-
tion of known phenomenon occurring and allow us to fo-
6A mono-alphabetic substitution cipher.
7Informational parasitism refers to a form of parasitism which
accesses and reads a host’s memory contents, but does not directly
interfere with its functionality.
cus on the specific evolutionary lineages which arise as a di-
rect result of a change in the genotype-phenotype mapping.
A change in the genotype-phenotype mapping will be most
easily recognised by a change in the lookup table.
Initially, non-fatal inheritable silent perturbations8 of the
genotype will occur in the description the lookup table. This
will alter the genotype-phenotype mapping and allow pre-
viously silent g-symbols9 to be mapped onto employed p-
symbols. This allows single employed p-symbols to be
mapped onto by multiple g-symbols.
The initial ancestor has 36 silent g-symbols, which are
mapped onto 36 different non-employed p-symbols. As nei-
ther the silent g-symbols nor the non-employed p-symbols
functionally contribute to the reproduction of offspring, the
silent mutations that affect which p-symbol the silent g-
symbols are mapped onto are random and arbitrary. How-
ever it was found that there was a strong bias towards
the mapping of silent g-symbols onto employed p-symbols.
During an evolutionary run, we see a sharp decrease in the
number of non-employed p-symbols within the lookup ta-
bles of newly emerging creatures. Eventually, all 36 non-
employed p-symbols are eliminated from the descendants
of the initial ancestor, and the 64 positions in their lookup
tables will consist almost entirely of employed p-symbols.
This result can be seen in Figure 4.
Discussions
The evolution of the genotype-phenotype mapping will ini-
tially be driven predominantly by the underlying physi-
cal dynamics of the coding system. The nature of the
substitution cypher mapping mechanism employed means
that certain perturbations of the lookup table are not di-
rectly reversible. This results in a biased drift in the
genotype-phenotype mapping, eventually eliminating all
non-employed p-symbols from the phenotype by ensuring
that they are not mapped onto by any elements of the geno-
type space.
Figure 5 demonstrates a small section of the lookup ta-
ble and its description. By studying a creature’s lookup ta-
ble and the lookup table’s description, one can deduce the
genotype-phenotype mapping that is implemented by that
creature. For this small section of the mapping between the
g-symbols and p-symbols, we see a set of four g-symbols
which are interpreted as 0, 1, 2 and 3, which are mapped
onto four p-symbols which are interpreted as nop0, nop1,
nop2 and nop3 respectively. The red symbols within the
lookup table represent non-employed p-symbols, while the
grey symbols within the lookup table’s description repre-
sent the silent g-symbols which initially map onto a non-
employed p-symbol. Figure 5(a) demonstrates the initial 1st
8A silent perturbation is one which alters the genotypic se-
quence, but does not affect the structure of the phenotype.
9By silent g-symbols, we refer to g-symbols which were ini-
tially mapped onto non-employed p-symbols.
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Figure 4: Four evolutionary simulations displaying the num-
ber of employed vs. non-employed p-symbols present in the
lookup table of strains of newly emerging lineages.
generation ancestor’s lookup table and description. We can
see here that the mapping is initially injective and surjective
(bijective), as each element of the genotype space is mapped
onto a different element of the phenotype space. This map-
ping is also invertible, as it is possible to determine the exact
genotypic sequence by analysis of the phenotype alone. This
can be denoted by saying that P  φ(G) and G  ψ(P )
where ψ() = φ−1().
Figure 5(b) represents an offspring which experienced a
perturbation to the third position in the lookup table’s de-
scription. For von Neumann reproduction, there is a genera-
tion delay between when a perturbation occurs in a genotype
and when the perturbation is expressed in the phenotype.
When this 2nd generation creature attempts to reproduce, it
must first copy its exact genotype to the 3rd generation off-
spring Figure 5(c). The 2nd generation creature must then
decode its own genotype, and construct the 3rd generation
creature’s phenotype. However, under construction of the
phenotype, when decoding the 2nd position10 in the lookup
table description, the employed p-symbol, nop0, is written
to the third position in the lookup table, and the previous
non-employed p-symbol, nop2, is lost from the genotype-
phenotype mapping.
Even if the perturbed position in the lookup table descrip-
tion gets perturbed back to the previous state, Figure 5(d),
the non-employed p-symbol does not return to the pheno-
type. This is because the genotype-phenotype mapping has
been changed, and now the silent g-symbol, which initially
was mapped onto a non-employed p-symbol, nop2, is now
mapped onto an employed p-symbol, nop0.
We also see that the mapping is now non-injective and
non-surjective, as an element of the phenotype space, nop0,
is mapped onto more than one element of the genotype
space, 0 and 2. Furthermore, an element of the pheno-
type space, nop2, is not mapped onto by any element of the
genotype space. This renders the mapping invertible, as it is
now impossible to determine the exact genotypic sequence
via inspection of the phenotype alone as ψ() = φ−1() as
now G = ψ∗(P ).
The only method in which a lost non-employed p-symbol
can return to the lookup table is via a genotypic perturbation,
which returns the lookup table description to its previous
state, followed by a phenotypic perturbation, which directly
introduces the lost non-employed p-symbol to the lookup
table. Due to this level of ease at which a non-employed p-
symbol can be lost, and the level of difficulty required to re-
introduce the non-employed p-symbol to the mapping, there
is a strong immediate bias present, which quickly eliminates
all non-employed p-symbols from the lookup table.
This feature of the implemented mapping system demon-
strates how phenotypic perturbations are inheritable under
the circumstance that the perturbation affects the function
10Using zero-based indexing.
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Figure 5: Perturbations to the lookup table description
ψ(). If we have a machine X = (A′ + B + C + D) +
φ(A+B+C+D), where A′ represents a general construc-
tor with a changed genotype-phenotype mapping ψ∗(), then
this perturbation will be inherited to the offspring phenotype
only if ψ∗(G′) = ψ(G′), where G′ = φ(A′ +B +C +D).
In other words, this demonstrates an instance of Lamarkian
inheritance, where a perturbation of the phenotype is passed
down to future generations without any change to the geno-
type. However, in order for this to occur, the perturbation
must affect the component of the phenotype which decodes
the genotype, such that the genotype will now be decoded to
give rise to the new perturbed phenotype.
Mutational robustness and Darwinian selection. Dar-
winian selection may then sharpen the genotype-phenotype
mapping, and create a more mutationally robust genotype.
The allocation in which silent g-symbols are mapped upon
employed p-symbols may be subject to Darwinian selection.
Following a perturbation to a g-symbol, a phenotype may
still preserve form if both g-symbols transcribes to the same
p-symbol.
If there was no redundancy in the genotype space, then the
mapping cannot incorporate inherent mechanism to ensure
stability to perturbations and help the phenotype preserve its
form under inheritable variation. Every p-symbol will have
the same robustness to mutation, no matter how frequently
its description occurs in the genotype, or how imperative it
is to the correct operation of the phenotype.
For our experiments, we only have 28 employed p-
symbols, but 64 g-symbols. Darwinian selection may select
how the silent g-symbols are mapped upon the employed p-
symbols. A p-symbol which is very common within the phe-
notype, has a high probability of having its description per-
turbed within the genotype. If a large percentage of the silent
g-symbols are mapped upon the most frequent, employed p-
symbols, then the phenotype will have an increased prob-
ability of holding form following an inheritable perturba-
tion to the genotype. To test this hypothesis, a creature was
engineered with a non-surjective genotype-phenotype map-
ping. All silent g-symbols were mapped onto the employed
p-symbol, nop0. nop0 is very frequent throughout the phe-
notype, as it is used for template addressing. The mutational
robustness of nop0’s description has now greatly increased,
as there are 36 possible perturbations which will still allow
the phenotype to preserve form. The Tierra soup was inoc-
ulated with two von Neumann self-reproducers, the original
ancestor with a surjective genotype-phenotype mapping, and
the engineered ancestor with the non-surjective genotype-
phenotype mapping. The two creatures used different ad-
dress templates, so that the descendants of each ancestor
could be distinguished from each other. This simulation was
run for 100 billion instructions and the experiment was re-
peated 100 times. It was found that in 76 instances the ini-
tial ancestor was driven to extinction, while in 24 instances
the engineered ancestor with the non-surjective genotype-
phenotype mapping was driven to extinction. These pre-
liminary tests show that there may be a selective advan-
tage for distributing the silent g-symbols amongst the most
frequently occurring employed p-symbols, and therefore
room for Darwinian selection to guide the evolution of the
genotype-phenotype mapping. However, this work is pend-
ing and requires further experimentation.
The Tierra source code for these experiments along with
the analysing software can be found at: http://alife.
rince.ie/evosym/alife_2013_dbbm.zip.
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Abstract
The aim of this paper is to introduce a lightweight two-
dimensional domain for evolving diverse and interesting arti-
ficial creatures. The hope is that this domain will fill a need
for such an easily-accessible option for researchers who wish
to focus more on the evolutionary dynamics of artificial life
scenarios than on building simulators and creature encodings.
The proposed domain is inspired by Sodarace, a construc-
tion set for two-dimensional creatures made of masses and
springs. However, unlike the original Sodarace, the indi-
rectly encoded Sodarace (IESoR) system introduced in this
paper allows evolution to discover a wide range of com-
plex and regular ambulating creature morphologies by en-
coding them with compositional pattern producing networks
(CPPNs), which are an established indirect encoding orig-
inally introduced for encoding large-scale neural networks.
The result, demonstrated through a technique called novelty
search with local competition (which are combined through
multiobjective search), is that IESoR can discover a wide
breadth of interesting and functional creatures, suggesting its
potential utility for future experiments in artificial life.
Introduction
An important aim of artificial life is to uncover the condi-
tions that yield interesting discoveries in evolutionary do-
mains. For example, researchers studying open-ended evo-
lution (Channon, 2001a,b; Maley, 1999; Ray, 1992; Stan-
dish, 2003; Yaeger, 1994) seek to produce dynamics that
yield a continual stream of novel and potentially more com-
plex phenotypes. Other approaches to evolving lifelike crea-
tures focus less on the evolutionary dynamics than on a par-
ticular property like morphology (Joachimczak and Wrobel,
2012), locomotion (Clune et al., 2011; Lehman and Stan-
ley, 2011a), or both (Auerbach and Bongard, 2012; Bongard
and Paul, 2000; Hornby and Pollack, 2002; Krcah, 2007;
Lehman and Stanley, 2011b; Sims, 1994). The promise of
such investigations is that they can potentially reveal key
conditions that lead to the most compelling or natural re-
sults.
However, a significant obstacle to entering this research
area is the lack of standardized artificial creature domains
and genetic encodings. Indeed, in almost all such work
(a) (b)
Figure 1: Sodarace Examples. Human-designed racers (a)
exhibit diverse strategies and morphologies for ambulation
while those produced through the evolutionary optimizer (b)
share an amoeba-like morphology and similar ambulation.
researchers design their own domains and encodings from
scratch, creating a high barrier to entry. In effect there is
no out of the box domain that is easy to integrate quickly
into a larger experimental framework. For example, an ex-
periment aiming to research the impact of different evolu-
tionary dynamics or selection pressures on open-ended dis-
covery presently requires not only formulating a hypothesis,
but also an entire domain and genetic encoding, which may
not be the main motivation for the investigation in the first
place. While of course sometimes researchers will prefer to
build such experiments from the ground up, the availability
of an easy, lightweight option that makes it possible to focus
quickly on broader evolutionary questions would neverthe-
less be beneficial to the field overall.
The aim of this paper is to highlight such a lightweight
option for a broad creature-space with low barrier to entry.
The key concept is to introduce an encoding that opens a
Sodarace-like domain of two-dimensional ambulatory crea-
tures (McOwan and Burton, 2013, 2005) to broad and di-
verse evolutionary exploration and discovery. Sodarace is
a simulation engine for two-dimensional creatures made of
masses, springs, and muscles that ambulate based on the
construction of their body morphology. It was originally in-
troduced with human designers in mind, allowing them to
construct their own Sodaracers by hand and then race them
competitively, yielding a collection of diverse and interest-
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ing human-designed morphologies reminiscent of the out-
put of a successful artificial life world (figure 1a). In fact,
one version of Sodarace even included an evolutionary opti-
mizer, but because of the simplicity of its genetic encoding,
the evolved morphologies only represent a small corner of
the possibilities suggested by the human designs (figure 1b).
To open up such a domain to more interesting evolu-
tion, a Sodarace-inspired domain and encoding called indi-
rectly encoded SodaRace (IESoR) is introduced in this pa-
per that is designed explicitly for evolutionary exploration.
In particular, the possibility of evolving a range of natural
yet diverse morphologies exhibiting regularities across their
structure is created by compositional pattern producing net-
works (CPPNs) (Stanley, 2007) evolved by the HyperNEAT
algorithm (Gauci and Stanley, 2010; Stanley et al., 2009).
While HyperNEAT and CPPNs were originally introduced
to evolve large-scale neural networks, because the creatures
in IESoR are also defined fundamentally by nodes and con-
nections, HyperNEAT can in effect also evolve creature bod-
ies with the same regularities and symmetries seen in CPPN-
encoded neural networks (Clune et al., 2011).
With this new Sodarace-inspired implementation and an
established indirect encoding behind it, the potential for the
system to evolve both far more variety and quality than the
original Sodarace evolver is demonstrated through a novelty
search with local competition (Lehman and Stanley, 2011b),
which is a recent method for efficiently surveying the range
of possibilities that exist within a particular design space.
The main outcome is that IESoR indeed introduces a rich
and easily accessible platform for exploring a wide variety
of interesting creatures with low simulation cost and con-
crete visual payoff.
Background
This section contains an overview of Sodarace and MINS,
the online projects that serve as the inspiration for IESoR, as
well as a brief review of the NEAT and HyperNEAT meth-
ods used to encode creature morphology in IESoR.
Sodarace
The Sodarace project is a simple two-dimensional physics
world consisting entirely of masses, springs, and basic os-
cillatory muscles (McOwan and Burton, 2013, 2005). The
goal in Sodarace is to create virtual robots and race them
in different environments. Both the robots and the environ-
ments are usually hand-crafted by users. However, to aid
in creating robots, a construction kit is provided to allow
discovery and exploration by the community (McOwan and
Burton, 2013, 2005).
The Sodarace project was originally conceived as a type
of online Olympics meant to test humans against machine
intelligence at the task of designing robot racers. In fact,
one redesign of the software includes an evolutionary algo-
rithm that optimizes morphologies for racing. Reflecting the
software’s educational aspirations, an online repository of
creatures and all relevant software packages are accessible
in a centralized location (McOwan and Burton, 2013). At
the peak of popularity, Sodaconstructor, the tool for creat-
ing the creatures, was played by about a million active users
(McOwan and Burton, 2005), suggesting its potential as a
platform for exploration and discovery.
MINS
While Sodarace was a beacon for user creativity, the project
itself was created over a decade ago and the community has
declined since then. Nevertheless, the peak popularity of the
project suggests the domain has wide appeal, though some
aspects of the original software make Sodarace inaccessible
to academic research. For example, as a closed source Java
applet, certain parameters of the races cannot be modified
because the Sodaconstructor user interface does not provide
user access.
To address the obstacle to research, Stefan Westen created
Mins Is Not Sodarace (MINS), an open source replica of the
Sodarace environment (Westen, 2013). MINS is fully com-
patible with Sodarace, allowing the user to import design
and environments from Sodaconstructor. By creating an al-
ternative open-source environment, MINS allows adjusting
parameters that are hardcoded inside the Sodarace domain.
In an effort to curb cheating by Sodarace creatures, MINS
alters the environment ceiling size, starting velocities, and
maximum movement speeds.
MINS is an inspiration for the work in this paper in part
because the variety of creature types found with the Soda-
constructor suggests the space of creatures is rich. MINS
also shows that replicating the Sodarace environment is fea-
sible and lightweight, while maintaining backwards compat-
ibility. The primary principle extracted from Sodarace and
MINS is the use of masses, springs, and muscles to construct
varied creatures inside a customizable physics environment
(Westen, 2013).
NEAT and HyperNEAT
Evolving morphology and control is familiar to artificial life
(Auerbach and Bongard, 2012; Bongard and Paul, 2000;
Hornby and Pollack, 2002; Krcah, 2007; Lehman and Stan-
ley, 2011b; Sims, 1994). In this spirit, recent additions to
Sodarace include a utility with an evolutionary algorithm
for creating and optimizing racers inside of the software
(McOwan and Burton, 2005). In particular, inside of the So-
darace “Kiosk,” users are presented with a limited interface
for designing a creature. The user can adjust the number
of virtual nodes and muscles along with the amplitude and
frequency at which the muscles oscillate. The evolution-
ary algorithm then searches constrained by those parameters
through selection and mutation to find the fastest racer pos-
sible. Inside of the Sodarace Kiosk, by default creatures ap-
pear to be circular in nature with criss-crossed inner connec-
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tions. With gravity, the resulting creatures take on the shape
of a semi-circular blob (figure 1b). The Sodarace commu-
nity refers to this creature morphology as being “amoeba-
like.” There is a Sodarace utility called the Amoebamatic
that aids users in constructing these amoeba racers.
However, the most interesting handcrafted creatures from
Sodarace generally do not exhibit amoeba-like properties.
That is, the included genetic encoding is highly constrained
to a small subset of all the interesting possibilities. Ideally,
the encoding and evolutionary algorithm for evolving such
racers would be able to search a wide breadth of possible
creatures, which would make this kind of domain relevant to
artificial life. Yet to efficiently search such a space requires
a principled encoding capable of searching variable levels of
complexity.
The first step towards this end in IESoR is the NeuroEvo-
lution of Augmenting Topologies algorithm (NEAT) (Stan-
ley and Miikkulainen, 2002, 2004). Although NEAT was
originally introduced as a method for evolving artificial neu-
ral networks (ANNs), a major appeal of NEAT is its ability
to evolve increasingly complex structures of any type, so
that evolutionary search is not limited to a fixed space of
possibilities.
Conveniently for IESoR, a method called Hypercube-
based NEAT (HyperNEAT) (Gauci and Stanley, 2010; Stan-
ley et al., 2009) builds on NEAT to help it encode large
connectivity patterns with natural regularities like symme-
try and repetition of structure. While such regularities are
useful for neural networks, they can also in principle benefit
bodies made of connections and joints in a similar way.
The key ingredient behind HyperNEAT is an indirect en-
coding called a compositional pattern producing network
(CPPN) (Stanley, 2007). The idea behind CPPNs is that ge-
ometric patterns can be encoded by a composition of func-
tions that are chosen to represent common regularities. The
internal structure of a CPPN is a weighted network, similar
to an ANN, that denotes which functions are composed and
in what order, which means that instead of evolving ANNs
as it normally does, NEAT can evolve CPPNs that generate
a connectivity pattern across a network.
The difference in this paper is that the pattern encoded
by CPPNs is interpreted as a body plan for a Sodarace-like
creature instead of a neural network. In fact, in a signifi-
cantly different domain, Auerbach and Bongard (2012) en-
coded the bodies of three-dimensional ambulating creatures
with CPPNs. The indirect CPPN encoding can compactly
represent patterns with regularities such as symmetry, rep-
etition, and repetition with variation (Secretan et al., 2011;
Stanley, 2007), which are also exhibited by many natural
organism morphologies on Earth. In fact, part of the inspira-
tion for CPPNs derives from observations of natural bodies
(Stanley, 2007).
To understand how a composition of functions could rep-
resent these regularities, simply by including a Gaussian
CPPN
LEO Muscle Amplitude Phase
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1
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Figure 2: Creating a Sodarace-like body using a Hy-
perNEAT CPPN. In regular HyperNEAT, the CPPN (left)
would query the substrate (right) to determine the weights
and presence (determined by the LEO output; Verbancsics
and Stanley (2011)) of its connections. However, in IESoR
the CPPN outputs the muscle, amplitude, and phase param-
eters for each queried connection instead of a connection
weight. That way, the CPPN in effect describes the proper-
ties of a Sodarace body instead of a neural network, yet still
with the same benefits of HyperNEAT as usual. The resul-
tant creature is placed into a two-dimensional world where
it attempts to ambulate.
function, which is symmetric, the output pattern of a CPPN
can become symmetric. A periodic function such as sine
creates segmentation through repetition. Most importantly,
repetition with variation (e.g. such as the fingers of the hu-
man hand) is easily discovered by combining regular coordi-
nate frames (e.g. sine and Gaussian) with irregular ones (e.g.
the asymmetric x-axis). For example, a function that takes
as input the sum of a symmetric function and an asymmetric
function outputs a pattern with imperfect symmetry.
In this way, CPPNs produce regular patterns with subtle
variations. The potential for CPPNs to represent patterns
with motifs reminiscent of patterns in natural organisms has
been demonstrated in several studies (Secretan et al., 2011;
Stanley, 2007), and suggests such an encoding has potential
in the domain of two-dimensional creatures.
Formally, CPPNs in HyperNEAT are functions of geom-
etry (i.e. locations in space) that output connectivity pat-
terns whose nodes are situated in n dimensions, where n is
the number of dimensions in a Cartesian space. Consider a
CPPN that takes four inputs labeled x1, y1, x2, and y2. This
point in four-dimensional space also denotes the connection
between the two-dimensional points (x1, y1) and (x2, y2),
and the output of the CPPN for that input thereby represents
the weight of that connection (figure 2). By querying ev-
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ery possible connection among a pre-chosen set of points
in this manner, a CPPN can produce a connectivity pattern,
wherein each queried point is a node position. Because the
connections are produced by a function of their endpoints,
the final structure is produced with knowledge of its ge-
ometry. In effect, the CPPN paints a pattern on the inside
of a four-dimensional hypercube that is interpreted as the
isomorphic connectivity pattern, which is the origin of the
name hypercube-based NEAT (HyperNEAT). Connectivity
patterns produced by a CPPN in this way are called sub-
strates so that they can be verbally distinguished from the
CPPN itself, which has its own topology. While the sub-
strate in the original HyperNEAT is interpreted as an ANN,
in IESoR the substrate is a creature’s body, as explained
next.
Approach
This section describes the implementation details of IESoR,
and explains the variant of HyperNEAT that enables it to
create and evolve body plans.
IESoR
IESoR implements three primary properties derived from
Sodarace and MINS (figure 2):
1. The environment is two-dimensional and creatures consist
solely of masses, springs, physical joints, and muscles.
2. In creature bodies, masses are implemented by nodes and
springs are connections attached at the joints.
3. Muscles manipulate the length of connections, leading to
motion.
In contrast to more complicated three-dimensional do-
mains (Auerbach and Bongard, 2012; Krcah, 2007; Lehman
and Stanley, 2011b; Sims, 1994), to support robust alife
evolution IESoR is designed to be simple to modify and
inexpensive to simulate. In the spirit of accessibility and
extensibility of the Sodarace project, IESoR implements a
Sodarace-like simulator in javascript built on top of Box2D
(box2d.org), an open-source two-dimensional rigid body
physics engine. There is a small performance hit for pro-
gramming in a scripting language, but javascript allows the
domain to be accessible through the browser for most mod-
ern computing devices, from phones to tablets to more tradi-
tional PCs. In addition, Box2D physics enables rich environ-
ments for testing creature morphologies. Finally, Box2D has
been ported to most popular programming languages, which
means IESoR could be ported without significant effort.
Encoding Morphologies with HyperNEAT
Bodies inside of IESoR consist of masses with variable or
fixed length constraints. Each constraint, or connection, is
represented by a distance joint in Box2D (i.e. a constraint
on the length between two masses) and has three distinct
properties:
1. The joint is either variable or fixed length (i.e. a muscle
or a bone).
2. The change in distance during muscle contraction is the
muscle amplitude.
3. The phase shift of the sinusoidal function controlling
muscle length is the muscle phase.
Fixed length connections, or bones, do not receive a magni-
tude or phase from the CPPN.
Recall that HyperNEAT paints a four-dimensional pattern
across the weights of a network by querying a CPPN for
every pair of nodes in the substrate. The insight in this pa-
per is to take this concept of a substrate and extend it to
two-dimensional morphologies. Instead of painting a pat-
tern of weights across the substrate, the CPPN encodes both
what joint constraints should exist between masses on a
two-dimensional plane and their three virtual properties (i.e.
bone or muscle, amplitude, and phase). For this purpose, the
CPPN requires four outputs (as shown in figure 2).
Before clarifying how a HyperNEAT substrate can be
used to represent a morphology, it is important to consider
the placement of bones and muscles in natural body plans.
The skeletal system is crucial to mobility at a fundamental
level. Equally important to where bones are placed in a body
plan is the concept of where bones are not placed. If a rough
representation of the human body was drawn on a small grid
of dots, the principle of symmetry is as important as the fact
that there is no bone connecting the tip of the foot to the top
of the skull. Morphologies generated in IESoR ideally also
should usually respect this simple principle of locality.
Conveniently for this purpose, HyperNEAT can be ex-
panded with a special Link Expression Output (LEO) (Ver-
bancsics and Stanley, 2011) to generate an expression pat-
tern that controls whether connections are expressed at dif-
ferent locations independently of other CPPN outputs. In
Verbancsics and Stanley (2011), HyperNEAT with LEO was
seeded with a bias towards favoring locality although evolu-
tion could adjust this bias during search.
To generate a morphology using an n-by-n grid of nodes
as the substrate, for each node location in the substrate (fig-
ure 2), the CPPN queries all other node positions. The (x,
y) coordinate of nodes i and j are denoted as (xi, yi) and
(xj , yj), respectively. The input into the CPPN is thus xi,
yi, xj , yj , and there are four outputs. First, the LEO out-
put (which is a step function) is checked for a positive value.
If LEO is positive, a connection is placed between nodes
i and j from (xi, yi) to (xj , yj). Then the output that de-
termines whether the connection is a bone or a muscle is
queried. If the output value is below a pre-defined muscle
threshold, the connection becomes a fixed-length constraint.
Otherwise, the constraint is a muscle, and the amplitude and
phase of the muscle contraction are read from the remaining
two CPPN outputs. Finally, to further reduce complexity
in the resultant morphologies and keep computational costs
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low, pairs of points greater than a third of the diagonal length
of the substrate are not queried while constructing the two-
dimensional creatures. An example of a fully constructed
morphology is shown in the lower right of figure 2.
After assembling the masses and joints, the bodies are
placed in a simple Box2D environment consisting of the
ground, gravity, and friction. As the world is simulated,
muscles oscillate according to the amplitude and phase val-
ues defined by the CPPN, while bones remain a fixed length.
Creatures occupy distinct Box2D environments, and nodes
cannot collide with each other.
Experiment
Though its creatures are mainly hand-crafted, Sodarace
shows that the space of possible two-dimensional body types
is likely filled with creatures capable of movement. As
noted in Section 2.3, the Sodarace Kiosk went on to create
an automated approach to generating creatures, but resulted
in a highly restricted space of bodies. The experiment de-
scribed in this section is designed to show that not only is an
automated approach capable of designing two-dimensional
walkers, but the method can also produce a wide variety of
different means for locomotion, thereby giving hope for fur-
ther application of Sodarace-like creatures in artificial life.
Novelty Search and Local Competition
To best demonstrate the morphological diversity possible in
IESoR, Pareto multiobjective search (based on NSGA II)
(Deb et al., 2002) including both novelty and local competi-
tion (Lehman and Stanley, 2011b) is implemented to explore
the space of body types. Lehman and Stanley (2011b) first
applied Pareto multi-objective search with novelty and local
competition to yield a diverse group of ambulating three-
dimensional morphologies all within a single run of evolu-
tion. Maintaining and exploiting diversity across evolution
is both an impressive and important part of validating the
potential for future artificial life research with IESoR.
The first of the three objectives that make up novelty
search plus local competition is novelty search, which was
introduced by Lehman and Stanley (2008, 2011a) to avoid
the common pitfall of evolution prematurely converging on
a deceptive objective. Novelty search aligns well with the
aim of this experiment because the hope is to find a diver-
sity of novel creatures. Joachimczak and Wrobel (2012)
have shown before that novelty search can be effective for
this purpose. The characterization of creature novelty for
the novelty search component can significantly impact evo-
lution and strongly bias the resulting creatures discovered.
In this experiment, novelty search characterizes creatures by
their width, height, and mass (as measured by the number
of nodes and the sum of the connection lengths) at the first
time-step of the simulation, which should lead to a visually
diverse population. The novelty metric is the squared Eu-
clidean distance separating two individuals in this charac-
terization space, and thus the novelty of a creature is pro-
portional to how different its starting morphology is from
that of other creatures currently in the population. Such a
characterization space especially encourages creatures with
varying widths, heights, and masses.
The second objective, local competition to walk farthest,
forces individuals to compete only with those who are char-
acterized as similar (Lehman and Stanley, 2011b). The idea
is that within novelty search it is possible to push individu-
als who are similar with respect to the behavior characteri-
zation to compete locally to be the best of their type. That
way, globally novelty search probes a wide variety of possi-
bilities, but locally individuals optimize to be the best they
can. In IESoR, creatures who are locally close share simi-
lar widths, heights, and masses, ideally indicating a similar
morphology. Local competition is the mechanism for pres-
suring individuals with related morphologies towards more
effective locomotion.
As in Lehman and Stanley (2011b), the Pareto multi-
objective search has three objectives: novelty, local fitness,
and finally genotypic diversity. The genotypic diversity ob-
jective encourages exploring innovative genotypes by as-
signing higher values to more novel genotypes. That way,
new genotypes created by HyperNEAT are not initially pe-
nalized and thereby have a chance to optimize to reach their
potential. This genetic diversity objective is in effect a
multiobjective-compatible substitute for the usual speciation
mechanism in NEAT, which serves the same purpose. Ad-
ditionally, the genotypic diversity objective is also localized
within the characterization space; similar in motivation to
that of local competition, local genetic diversity ensures that
genotypic diversity is not only exploited in those character-
ization niches in which such diversity is incidentally most
easily expressed.
In all setups, the distribution of individuals in behavioral
space as well as their overall performance is recorded. The
idea is to quantify how much morphological diversity is dis-
covered and maintained and how well each behavioral niche
is being exploited overall throughout a run.
Experimental Parameters
The overarching multiobjective algorithm is based on NSGA
II (Deb et al., 2002). The population size is 120, and a
run consists of 1,200 generations, resulting in 144,000 total
genomes evaluated. The nearest-neighbor size for novelty
search and local competition is 20. The three morphology
dimensions used to characterize novelty (i.e. width, height,
and mass) are rescaled so that their values fill the range be-
tween zero and three. The selection method for NSGA II
was tournament selection (with tournament size two), and
other parameters followed precedent Lehman and Stanley
(2011b), which in turn used the parameters of Krcah (2007).
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Results
The intention of the experiment is to demonstrate that a wide
variety of walkers exists in the encoding space defined by
IESoR, thereby establishing the viability of IESoR for fu-
ture alife research. Thus, as opposed to machine learning
experiments aimed at demonstrating optimality, the aim in
this experiment is to show both diversity and competence.
Recall also that novelty search plus local competition is de-
signed to return a significant coverage of possible solutions
from a single long run. There is precedent for demonstrat-
ing the diversity that results from such a search. For ex-
ample, Lehman and Stanley (2011b) measured the height
and mass of three-dimensional morphologies from novelty
search plus local competition to show the breadth of mor-
phologies discovered by evolution, while Joachimczak and
Wrobel (2012) used principal component analysis (PCA) to
demonstrate coverage across morphological space after nov-
elty search. Following this precedent, to quantify IESoR’s
ability to create diverse walkers, PCA is run across charac-
terizations all 144,000 creatures from 1,200 generations of
evolution to create a visualization of the resultant diversity.
In particular, to characterize morphological diversity
in IESoR for the purpose of visualization, three dimen-
sions that describe gross creature characteristics (i.e. width,
height, and mass) are projected into a two-dimensional space
by the PCA algorithm. However, while PCA with this in-
formation can reveal the diversity across the morphological
space, the goal of this analysis is also to give a sense of the
competence of such creatures as well. That way it becomes
possible to observe the diversity of competent creatures in-
stead of just diversity overall. Therefore, in the visualization
of the PCA output in figure 3, to ensure the graph shows the
diversity of only competent walkers, only points for walk-
ers that ambulate beyond 200 units (which is several times
a creature’s maximum body length) are displayed. Further-
more, the size of each point’s radius is proportional to the
absolute distance traveled by the creature beyond 200 units.
Because thousands of points result, the visualization is
further refined to reduce clutter and ensure that each point
represents a genuinely unique individual. For this purpose,
the plane is discretized into 40 × 40 equally sized “bins.”
Creatures are placed into bins according to the coordinate
assigned by the PCA process. Conceptually, each bin thus
represents a similar area in morphological space, and the
creature assigned to a bin that traveled the farthest among all
in that bin is chosen as the representative of that bin. That
way, the circles in figure 3 show the best performance for the
morphological class represented by its respective bin, and
each circle represents a distinct morphological class. Any
bin without a representative (shown as empty space in figure
3 lacks an individual who could ambulate at least 200 units.
Of the 1,600 possible bins, 450 are filled with individuals
who can ambulate the minimum distance, covering in total
28.1% of all possible bins. Furthermore, the visualization
in figure 3 exhibits the breadth of coverage of competent
morphologies. In effect, IESoR with novelty search plus lo-
cal competition uncovered hundreds of unique and effective
ambulation methods covering a significant breadth of con-
ceivable strategies.
Equally important as this quantitative perspective is a
qualitative analysis of the breadth of behaviors. It is impor-
tant to note that every behavior in figure 3 can be viewed at
http://eplex.cs.ucf.edu/ecal13/demo/PCA.html
through a special online interface where the user can click
on any point and see the corresponding creature behavior.
This fast interactive visualization of hundreds of creatures
is possible in part due to the lightweight, inexpensive nature
of Sodarace-like creatures, which is one of their potential
advantages for researchers in artificial life. Figure 3 also
shows a sampling of morphologies, while figure 4 shows a
subset of those at different stages of ambulation.
An additional important further qualitative observation
is the significantly broader diversity seen in IESoR com-
pared to the original Sodarace evolver’s amoeba-like crea-
tures shown in figure 1b. Among those that can be observed
are gaits based on loping (degrading into pushing) (figures
3a/4a), pogo-stick hopping (3b/4b), multiple cascading octo-
pus legs (3c/4c), dragging (3d/4d), complex galloping (3e),
sliding and pumping (3f), and bouncing into a long dive
(3g). Some strategies depend on an initial burst of propul-
sion, while others rely and stable and consistent ambulation.
Some of the very best gaits (largest circles in figure 3) in-
volve galloping or hopping, though even among the very
best the diversity of approaches is significant.
Discussion
The most important implication of the results is that
Sodarace-like domains do contain a diversity of viable walk-
ers that can be systematically discovered with the right en-
coding and selective pressures. Unlike with the early evolver
application built for Sodarace, morphologies evolved in
IESoR do not exhibit only a single stereotypical organiza-
tional motif. Instead, they ambulate in many different ways,
from legged-style locomotion to serpentine pulsation to pe-
riodic lunges, suggesting the potential for more elaborate ap-
plications of this kind of technology in the future.
For example, because the IESoR creatures are inexpen-
sive to simulate, they are amenable to web-based interaction.
In fact, the demonstration at the website actually simulates
evolved discoveries in real-time through javascript, obviat-
ing the need even for video. This ease of simulation means
that IESoR creatures can smoothly integrate into interactive
evolutionary applications, artificial life worlds, or even in-
teractive simulations allowing human intervention. Addi-
tionally, the framework can potentially be extended to three
dimensional creatures using current browser technologies.
Investigations relevant to artificial life on open-ended
evolution (Channon, 2001b; Maley, 1999; Ray, 1992;
ECAL - General Track
223 ECAL 2013
-3.0 -2.8 -2.6 -2.4 -2.2 -2.0 -1.8 -1.6 -1.4 -1.2 -1.0 -0.8 -0.6 -0.4 -0.2 0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4 2.6 2.8 3.0 3.2 3.4 3.6 3.8 4.0
-3.0
-2.8
-2.6
-2.4
-2.2
-2.0
-1.8
-1.6
-1.4
-1.2
-1.0
-0.8
-0.6
-0.4
-0.2
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
1.8
2.0
2.2
2.4
2.6
2.8
3.0
(a)
(b)
(c)
(d)
(e)(f)(g)
Figure 3: PCA-based Visualization of Morphological Diversity and Performance. The location of each point represents its
respective creature morphology, while the size indicates the absolute fitness. All points shown are for creatures able to walk
at least 200 units. A total of 28.1% of all 1,600 possible bins are filled with competent walkers, suggesting the diversity of
ambulation methods. Furthermore, several creatures are shown to give a sense of qualitative diversity. The creatures for every
point in this visualization can also be viewed in motion at http://eplex.cs.ucf.edu/ecal13/demo/PCA.html.
Standish, 2003; Yaeger, 1994) and diversity mainte-
nance (Lehman and Stanley, 2011b; Mouret and Don-
cieux, 2012) can thus be quickly set up and conducted
in the future with IESoR. Creatures can also potentially
move beyond forward ambulation to more complex in-
teractions such as foraging or predation. To facilitate
such future applications, code for IESoR is available at
https://github.com/OptimusLime/IESoR.
Conclusion
The paper demonstrated IESoR, a lightweight two-
dimensional platform for evolving ambulating creatures in-
spired by Sodarace (McOwan and Burton, 2013, 2005). The
aim is to provide an accessible platform to artificial life re-
searchers that is inexpensive to simulate. That way, artificial
life experiments that previously required significant up-front
design can become easier to ramp up and build quickly. Re-
sults from searching through the indirectly-encoded creature
space in IESoR with novelty search plus local competition
suggest that the space indeed contains a breadth of feasible
morphological discoveries with functional ambulatory capa-
bilities, suggesting that IESoR is potentially a viable plat-
form for artificial life research in the future.
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Abstract
In the past decade, thanks to abundant data and adequate soft-
ware tools, complex networks have been thoroughly investi-
gated in many disciplines. Most of this work has dealt with
networks in which distances do not have physical meaning
and are just dimensionless quantities measured in terms of
edge hops. However, in many cases the physical space in
which networks are embedded and the actual distances be-
tween nodes are important, such as in geographical and trans-
portation networks. The Random Geometric Graph (RGG) is
a standard spatial network model that plays a role for spatial
networks similar to the one played by the Erdo¨s–Re´nyi ran-
dom graph for relational ones. In this work we present an
extension of the RGG construction to define a new model to
build bi-dimensional spatial networks based on energy as re-
alistic constraint to create the links. The constructed networks
have several properties in common with those of actual social
networks.
Introduction
Social networks arise in a wide range of contexts and re-
ally pervasive in our society. Examples range from corpo-
rate partnership connections, scientific collaborations, sex-
ual contacts, film actors networks, to Facebook and other
online social networks among others. In recent years much
attention has been given to model these networks in order
to gain a better understanding of their general structures and
their functions like information flow, locating individuals,
disease spread, etc. There is an increase in the number of
network models in the literature (Toivonen et al., 2009) but,
although general features common to all social networks are
reproduced, such as the typically high clustering, none of
them can represent all the typical characteristics of social
networks in a realistic way. This is due to the fact that all
these networks have formed and grow in ways that are sim-
ilar but not identical. In other words, each actual network is
an instance of a class of possible realizations and its partic-
ular structure depends on its particular history, frozen struc-
tures, dynamics, and many other factors.
It is generally believed that social networks possess the
following main features:
• positively skewed degree distribution: the majority of
agents have relatively small degrees, while a small num-
ber of agents may have large degrees.
• high average clustering coefficient C: the conditional
probability that two neighbors of an agent will be con-
nected is much higher that what would be expected in a
sparse random graph.
• positive degree correlations: the degrees of the neighbors
are not independent and are similar on average.
• small average shortest path length L: L ∝ log(N) i.e. it
is rather small compared to the network size N .
• existence of community structure: clusters of agents
which are highly connected within themselves but loosely
connected to other subgroups.
In the last decade social networks as a topology-free rela-
tional graph structure have been much studied. A compre-
hensive literature would be too long to mention, but review
articles and books contain a wealth of information on them
e.g. (Boccaletti et al., 2006; Newman, 2010). Relational net-
works are those in which actual distances do not count and
path lengths are computed by simply adding one for each
link in the path. Social networks such as coauthorship net-
works are usually taken to be relational. However, Euclidean
space is an important factor in many networks, for example
transportation and communication networks among others
are of this kind (see (Barthe´lemy, 2011) for a recent good
review of the field). But spatial aspects can also be impor-
tant for social networks. For example, while two Facebook
friends might live in the US and Europe respectively and
still be represented by a standard link in the net, it is also
observed that many links will be among people that are ge-
ographically close. Thus, spatial considerations may play a
role in social networks too. Therefore, while purely rela-
tional social network models are important and have been
studied in depth (see e.g. Toivonen et al. (2006); Va´zquez
(2003); Kumpula et al. (2007); Catanzaro et al. (2004)), their
spatial aspects are much less known (but see the following
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Figure 1: (a): Neighborhood areas of nodes X , Y and Z. (b): An example of RGG with N = 1000 and R = 0.056, and
average degree k¯ = 10 (for illustrative purposes the unit square is bounded).
works Bogun˜a´ et al. (2004), Wong et al. (2006) and Serrano
et al. (2008) for some recent attempts). Our model is very
simple and it is intended to be only a first step toward more
realistic ones. It is based on the concept that each agent is
initially given a constant amount of energy to be used to es-
tablish links with other agents. The spatial bias is given by
the fact that links cost less if they are made with agents that
are physically closer. The model gives rise to networks that
have high clustering coefficient, positive degree assortativ-
ity, and modularity due to the appearance of communities.
The degree distribution is rather peaked but the model could
be easily modified to produce broader distributions.
The article has the following organization. In the next
section we give a brief introduction to random geometric
graphs, a spatial model that will be needed in the sequel.
Next we describe our own model of a social spatial network.
The following section presents and discusses the main nu-
merical results, and we then give our conclusions.
Random Geometric Graph
The Random Geometric Graph (RGG) is obtained when the
points located in the plane are connected according to a
given geometric rule. The simplest rule is a proximity rule
which states that nodes only within a certain distance are
connected. There is an extensive mathematical literature on
geometric graph and the random case was studied by physi-
cists in the context of continuum percolation (Penrose, 2003;
Dall and Christensen, 2002; Barthe´lemy, 2011).
In this work we refer to the following construction process
for a RGG with N nodes and radius R:
• the N nodes are placed on the unit space Ω ∈ R2 with
uniform distribution,
• an edge is created for every pair of nodes whose distance
is r < R. The distance is given by the standard Euclidean
metric on R2.
Furthermore, we shall assume that the unit space Ω is the
square [0, 1]2 with cyclic boundary conditions (torus). In
Fig. 1a three nodes X,Y, Z and their neighborhood areas
are depicted. NodesX and Y are connected through an edge
since they are within the neighborhood area of each other re-
spectively, while Z is not connected to Y even if it is sharing
a common area with it. Figure 1b shows a RGG realization
with N = 1000 and R = 0.056; in this case, for illustrative
purposes, Ω is a bounded unit square.
It is also possible to adopt different shapes of neighbor-
hood area generated according to other metrics. For exam-
ple, the Manhattan distance is sometimes used to model mo-
bility networks (Glauche et al., 2003; Di Crescenzo et al.,
2012). The general properties of these networks are very
close to those using the more common Euclidean distance,
which are the ones we describe here.
The average degree k¯ of a RGG can be easily estimated
by the formula k = ρV , where ρ is the node density, rep-
resenting the number of nodes within a unit space, and V is
the neighborhood area. In this case ρ = N , since Ω is an
unit space, and V = piR2. In conclusion, k = piNR2.
The degree distribution of RGGs with a sufficiently large
number of nodes can be estimated by the Poisson distribu-
tion with parameter λ = k¯ (Dall and Christensen, 2002).
The average clustering coefficient is given averaging
on all node’s individual clustering coefficients (Newman,
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2010). This property on RGGs was extensively studied in
the work of Dall and Christensen (2002), in which they have
found the law for the average clustering coefficient as a func-
tion of the dimension of the space. Here the dimension is
equal to two, and it is possible to demonstrate that the av-
erage clustering coefficient tends to 1 − 3
√
3
4pi ∼ 0.5865, for
large values ofN and for all 2-dimensional RGGs in the Eu-
clidean space. This important result depends on the particu-
lar construction of RGGs. The average clustering coefficient
tends to the ratio of the average shared neighborhood area of
two connected nodes and the whole neighborhood area. It is
clear that changing the radius R this fraction maintains the
same value.
Due to its construction process, in a RGG there is posi-
tive degree-degree correlation. This property is commonly
detected studying the assortativity coefficient, which is the
Pearson correlation coefficient of degree between pairs of
connected nodes (Boccaletti et al., 2006). In the recent work
of Antonioni and Tomassini (2012), it has been demon-
strated that the assortativity coefficient tends to the aver-
age clustering coefficient value for any d-dimensional RGG.
Many other properties of RGGs have been studied in Pen-
rose (2003).
Energetic Spatial Network
In order to construct more realistic social networks with spa-
tial structure, we now consider the following two realistic
assumptions for a spatial social network (see Fig. 2):
• limited neighborhood: a given node may create links only
within the set of nodes in its neighborhood area given by
the radius R.
• distance cost: creating a long link is more costly in terms
of energy expenditure than creating one closer to the focal
node.
X R
Y
Z
Figure 2: Node X can be linked only to nodes within its
neighborhood area given by radius R. In this case, creating
a link with Y is more costly than creating one with Z.
In this model we assume that energy, which is constant
and the same for each node, is a resource provided to nodes
in order to create and maintain their links. We shall call
networks constructed according to this model as Energetic
Spatial Networks (ESNs). Our hypothesis is thus that each
node has limited energy available to create its acquaintances,
which are increasingly costly with increasing physical dis-
tance. This feature can be also assumed in actual social net-
works, in which real distance may play an important role
in order to establish a connection. It is indeed reasonable
to think that in order to minimize the efforts and to main-
tain a social tie most individuals tend to be connected with
their spatial neighbors, at least in social networks that are
not fully mediated by communication devices. The present
model creates a static network; dynamical aspects might be
included in the future by requiring that maintaining links
through time also costs a certain amount of energy.
The construction process to build ESNs withN nodes, ra-
dius R, and initial energy E, can be summarized as follows:
1. The N nodes are randomly placed with uniform distribu-
tion on the unit space Ω ∈ R2. All nodes have the same
initial energy equal to E.
2. A node X is picked uniformly at random in the set of all
nodes, and Y is chosen uniformly at random in the set of
nodes whose distance from X is r < R.
3. An edge between X and Y is created if dXY , which is
the Euclidean distance betweenX and Y , is less than EX
(residual energy of X) andEY . If the edge is created, then
the residual energies ofX and Y are both decremented by
dXY .
4. Steps 2–3 are repeated until no more edges can be created
according to the linking rule.
The unit space Ω can be seen, similarly to the RGGs con-
struction, as the square [0, 1]2 with cyclic boundary condi-
tions (torus). It is rather clear that this construction process
produces RGGs for E →∞, while, for {R,E} → ∞ com-
plete graphs are obtained.
Results
Figure 3 shows empirical values of the normalized average
degree, average clustering coefficient, and assortativity coef-
ficient of a realization of an ESN as a function of the initial
energy E (Fig. 3a), and of the radius R (Fig. 3b). The nor-
malized average degree knorm shown in Figs. 3 is obtained
by dividing the average degree k¯ of an ESN by the average
degree of a RGG with the same radius R. This means that
for k¯norm → 1 the ESN can be approximated by a RGG.
In Fig. 3a, the parameters of an ESN are N = 10000 and
R = 0.04. We can observe that for high values of the initial
energy E (> 1.5), ESN features become closer to those of a
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Figure 3: Numerical values of normalized average degree, average clustering coefficient, and assortativity coefficient of an
ESN as a function of : (a) the initial energy E and (b) the radius R. (a): The other ESN parameters are N = 10000 and
R = 0.04. The average degree is normalized dividing by 50, which represents the average degree value of a RGG with
parameters N = 10000 and R = 0.04. (b): The other ESN parameters are N = 10000 and E = 1.0. The average degree value
is normalized dividing by 10000piR2, which represents the average degree of a RGG with N = 10000.
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Figure 4: Degree distribution functions for ESNs with N =
10000 and E = 1.0. The other parameter, the radius R,
assumes the following values: 0.02, 0.04, 0.06 and 0.1.
RGG since in this case the energy is more than enough to al-
low the creation of all possible links within radiusR. In fact,
average clustering and assortativity coefficients both tend to
the characteristic RGG value 0.5865. Therefore, with this
model, it is possible to select a value for E that will produce
a desired high clustering coefficient for the ESN. This is not
possible with the standard RGG model, which converges by
construction to a fixed value.
In Fig. 3b, the parameters of the ESN are N = 10000
and E = 1. For small values of R (< 0.04), ESNs can
be considered as RGGs, because the radius is rather small
compared to the initial energy and the nodes can build all
the possible links in their neighborhood areas. For larger
values of R the network becomes more interesting. The
clustering coefficient and the assortativity coefficient both
decrease and thus suitable values of R for a social network
are around 0.04 − 0.06. The normalized average degree is
approximately 1 for R < 0.04, but then tends to zero for
larger values of R. This means that ESNs become sparser
than a RGG with the same radius R and thus R should not
go beyond 0.06 for a realistically connected network.
For E = 1, Figure 4 depicts the degree distribution func-
tions of four realizations of ESNs with different values of
R. The thick curve with R = 0.02 gives rise to a standard
RGG as we have seen above (see also Fig. 3b). The other
curves correspond to three ESNs and are rather peaked. Al-
though relational social networks usually have rather broad
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Figure 5: Realization of an ESN with N = 1000, E = 0.64, and R = 0.1. The average degree is about k¯ = 10, while the
average clustering coefficient is equal to 0.205 and the assortativity coefficient is 0.135. The modularity isM = 0.758 (Blondel
et al., 2008). (a) Spatial representation, and (b) graphical representation given by the OpenOrd algorithm (Martin et al., 2011).
degree distribution functions (Newman, 2001a,b; Baraba´si
et al., 2002; Tomassini and Luthi, 2007), spatial constraints
do not allow agents to have too many links to other nodes.
The effect is particularly evident in technological and trans-
portation networks where hard constraints such as rail cross-
ing or economic factors in cable length in power grids, for
instance, set well defined limits to the network’s connec-
tivity (see Barthe´lemy (2011) and references therein). The
above factors arising from spatial physical constraints are
less important for social acquaintances but, to some extent,
they also influence the spatial structure of social networks.
Indeed, social networks can actually be seen as a mix of re-
lational and spatial factors. However, part of the observed
effect on the degree distribution function is certainly at-
tributable to the fact that we give the same constant amount
of initial energy to all nodes. A simple improvement of the
model would consist in attributing energy according to a
more complex distribution such as a power-law or another
suitable function.
The presence of communities, which are clusters of
densely connected nodes, is a common feature of all so-
cial networks (Newman, 2010). Communities may arise
in many ways, for instance people having common inter-
ests, people sharing the same culture or religion, going to
the same school, living in the same area, as is the case in
our model networks, and many others. We have studied the
cluster structure of ESNs using one of the several heuris-
tic community detection algorithms (Blondel et al., 2008)
and we have found that ESNs present several communities.
Figure 5 shows an ESN with N = 1000, E = 0.64, and
R = 0.1. Figure 5a is a true geographical representation of
the network and, although it might superficially look very
similar to the RGG image of Fig. 1b, it possesses features
such as the presence of longer links and the lack of linking
to all the neighbors falling into the disk-shaped neighbor-
hood area for a given node. Instead, Fig. 5b shows with
different colors the communities found in the network by
the community detection algorithm. To improve the render-
ing, Fig. 5b does not take into account the Euclidean metrics
in the node and link disposition. Modularity M (Newman,
2006) for the graph is rather high at a value ofM = 0.758
which means that the communities are rather well defined.
Although the M measure is not without drawbacks, it still
provides a rather clear-cut indication of the significance of
the network’s community structure.
Conclusion
In this article we have proposed an original model for the
construction of social networks having a spatial dimension.
We started from the random geometric graph model and we
added a few ingredients in order to generate networks that
possess most of the statistical features shown by actual spa-
tial social networks. The main idea is to attribute a limited
amount of energy to nodes, the same for all of them. Nodes
can spend this resource to link to other nodes as a function of
their Euclidean distance, longer links being more expensive
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than shorter ones. In this way we obtain networks that do in-
deed look similar in many ways to actual ones from the point
of view of their statistical features. In particular, the mod-
eled networks have high clustering, positive degree correla-
tion, and the presence of community structure. Moreover,
properties such as clustering and assortativity can be tuned
to some extent by changing the parameters E and R. The
degree distribution function is peaked due, in part, to spa-
tial constraints but especially because of the homogeneous
distribution of energy and radii among the nodes. This con-
sideration suggest ideas for further research with the pur-
pose of getting more realistic social networks. For example,
one could assume that nodes are not be placed at random
on the space, in order to form even more clustered networks
and have more community structures. Furthermore, it is rea-
sonable to consider non-constant distributions of the energy
among the nodes which would probably produce some more
connected individuals and thus a broader degree distribution.
The linking process is bilateral in the present version, i.e.
both partners must pay the same amount of energy to create
the connection. One-way links could also be considered and
the model could be extended to make it dynamical allowing
for link suppression as well as link formation.
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Abstract
With the emergence of multi-robot systems in the field of
robotics there is a need for new approaches for modeling and
investigating the behavior of robotic systems. Formal verifi-
cation is a well-known mathematical method which has been
used for decades in order to expose potential design faults in
industrial systems. In this paper we introduce the applica-
tion of formal verification techniques in the context of multi-
robot systems. Applying verification techniques, we aim to
prove that the collective behavior of a group of robots sat-
isfies certain desired properties. We illustrate our approach
using a simple path planning algorithm which conducts a set
of robots from their initial positions to their destinations on a
planar surface.
Introduction
Multi-robot systems have the potential to solve compli-
cated problems by their collective behavior. In recent years
multi-robot systems have attracted the attention of many re-
searchers. The challenge is to control the collective behavior
of a number of homogeneous and simple robots in order to
accomplish sophisticated tasks. Robustness and versatility
are the main characteristics offered by multi-robot systems
compared with single robot systems.
The path planning problem for multi-robot systems is of
great importance. The objective is to find, or construct a
trajectory for each robot to start moving from its initial posi-
tion toward its destination while avoiding collisions. Path
planning for mobile robots has been mainly addressed in
the literature from two different aspects. The first approach
is to construct trajectories for robots and move them along
the predefined trajectories (Laumond, 1998; Luigi Biagiotti,
2009; Saska et al., 2006). The second approach is the algo-
rithmic approach, in which robots use an algorithm to find
a way toward their destinations (Jain et al., 2010; min Han,
2007; Pamosoaji and Hong, 2011). Furthermore, existing
analysis approaches for robotic systems are mostly focused
on the behavioral analysis of individual robots. However,
with the increasing popularity of multi-robot systems new
approaches are required to analyze the collective behavior
of these systems.
In the context of the algorithmic approach to path plan-
ning, we propose a new method for behavioral analysis of
multi-robot systems. In this approach, a well-known for-
mal verification technique called model checking (Baier and
Katoen, 2008) is applied to formally analyze the behavior
of a robotic system. Model checking is an algorithmic ap-
proach which verifies the validity of a desired system prop-
erty against a high-level model of the system. Model check-
ing algorithms exhaustively explore all possible behaviors
specified by the system model and check whether this model
meets the given requirement. This technique is now applied
to industrial software/hardware systems in order to verify the
correctness of their behavior against a set of requirements.
In this paper, we apply it for the analysis of a multi-robot
system. The advantage of our approach is that it provides
a systematic methodology for modeling and analyzing the
collective behavior of a group of robots.
Fig. 1 depicts an overview of our approach. Given an in-
formal specification of a path planning algorithm and the
way robots realize this algorithm, we specify a formal model
of the robotic system as a set of communicating processes
in the mCRL2 language (Groote et al., 2009). Moreover,
desired properties of the system are formalized in a math-
ematical language. In particular, we use the modal µ-
calculus (Groote and Mateescu, 1999) for property speci-
fication. The verification procedure verifies the formalized
property against the system model. If the property is sat-
isfied by the model, the verification procedure will respond
with a “Yes”. Otherwise, a “No” response is returned. In this
case, a counterexample is also generated which describes a
situation that the property is violated by the model. We ap-
ply the mCRL2 toolset (Cranen et al., 2013) for verification
of our case study.
Related work The application of formal methods in the
context of robotic systems has been studied in different re-
search works. Most of these works focus on constructing
paths in a robot’s workspace that satisfy properties speci-
fied in a mathematical language. Given an initial position
of a robot in its workspace and a requirement specified in
linear temporal logic (LTL), (Fainekos et al., 2005) apply a
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Figure 1: Overview of the Approach
discretization technique to generate a continuous trajectory
that satisfies the LTL formula. In this method model check-
ing tools are used for constructing trajectories. The work
in (Kress-Gazit et al., 2009) describes an approach for gen-
erating a robot controller that guarantees the satisfaction of
a given LTL property in all execution scenarios in certain
execution environments. It is assumed that the behavior of
robot’s environment is specified as another LTL formula.
(Fainekos, 2011) proposes a diagnostic approach. First,
they define a notion of closeness for properties specified in
LTL. For an LTL property violated by the specification of
the system they aim to find minimal changes to the formula
that makes it satisfiable.
In (Quottrup et al., 2004) a high-level description of a
timed automata-based approach for modeling and verifica-
tion of a multi-robot system is provided. Due to a high level
of abstraction only movements of robots are considered in
the analyses. Moreover, they do not analyze concrete path
planning algorithms. They apply this high level approach
to evaluate certain characteristics of a robotic system (e.g.,
shortest time required by a robot moving in arbitrary direc-
tions to arrive at its destination) and construct paths to a des-
tination using model checking evidence.
However, in this paper we include information about the
sensing mechanisms of robots and their movements in our
analysis. Hence, compared to the timed automata-based
approach we investigate a lower level of abstraction. Our
approach also offers a high-level language for specifying
robotic systems. Moreover, the main objective of this ap-
proach is to prove that certain properties are valid/falsified
in a system and provide efficient feedback to the designer of
a robotic system.
Overview In section System Specification we specify the
main characteristics of the robotic system that we consider
as a case study in this paper. In section Validation Properties
we discuss the types of properties that we aim to validate.
Main features of our analysis approach are explained in
section mCRL2 & the Modal µ-calculus. We apply this
approach in sections Modeling a Multi-Robot System and
Verification to model and verify our case study. Conclusion
includes some concluding remarks and suggestions for fu-
ture research.
System Specification
We introduce a simple multi-robot system which we use as
a case study throughout the paper. In particular, the phys-
ical environment in which robots perform their tasks, main
features of the robots (regarding their moving and sensing
abilities), and the algorithm that guides robots movements
are discussed in this section.
Workspace We assume that robots move on an unbounded
planar surface. There are no static obstacles on the surface
and robots are the only dynamic obstacles in this setting.
Robots Robot platforms designed for multi-robot applica-
tions such as (Bristeau et al., 2011; Mondada et al., 2003)
assume that robots need limited computational resources to
process their path planning algorithm. On the other hand,
these robots are equipped with advanced hardware, e.g., sen-
sors, and processors, to communicate with their environment
or perform complicated tasks, e.g., transport heavy objects.
In our case study we consider an algorithm that can be
realized by robots using limited resources. We assume that
robots are capable of performing translation movements to
move toward their destinations. Each robot can also perform
in-place rotation movements (e.g., when facing an obstacle)
in order to change its direction of movement. Moreover,
each robot is only aware of the position that it currently oc-
cupies and the location of its destination. Every robot has
an embedded sensing device which is capable of detecting
obstacles in its range of sense.
Algorithm A robot starts from an initial position and tries
to move toward its destination while actively scanning its
range of sense for potential obstacles. Whenever a robot
senses the presence of an obstacle in its sensing range, it
performs an in-place 90-degree counter-clockwise rotation
and scans its surroundings along the new direction. This
mechanism is repeated until a safe direction is found.
It should be noted that the reactions of the robots are not
affected by the actual positions of obstacles. When a robot
finds a safe direction, it moves along that direction, steers
itself to the destination, and repeats the path finding proce-
dure until it arrives at its destination. In our analyses we do
not make any assumptions about the relative processing rate
of the robots. In other words, robots can perform their tasks
with different processing rates. The same approach can be
adapted to systems consisting of robots with identical pro-
cessing rates.
Validation Properties
In this section we describe several kinds of desired prop-
erties for a path planning algorithm. We aim to check for
absence of deadlock, absence of collision, and reachability
of robots to their destinations for a given path planning al-
gorithm.
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Figure 2: Sensing range for a specific position and move-
ment direction
In order to perform such checks in a robotic system it
is required to include information about timing, details of
movement trajectories, accuracy of sensors, and shapes of
the robots. To make our analyses feasible, we try to keep
these details to a minimum. In our analyses we consider a
specific abstraction of the robots workspace and robots be-
havior introduced in System Specification.
We assume that the robots workspace is a two dimen-
sional grid which is uniformly partitioned into disjoint cells.
Thus each cell in this setting can be characterized by a pair
(x, y). Assuming a specific position as the origin of the grid,
for each robot the workspace is the following:
W = {(x, y)|x, y ∈ Z}
Robots are modeled as objects without any specific shape.
Each robot occupies a specific cell on the grid at each mo-
ment in time. We assume that robots can perform translation
movements along vectors from the following set:
D = {(i, j)|i, j ∈ {−1, 0, 1} ∧ (i, j) = (0, 0)}
Translation movements to a neighboring cell are assumed
to be atomic events without any time duration. Moreover,
performing an in-place rotation by a robot does not change
the configuration of the system.
We abstract from the complexities of the sensing mecha-
nism and the way robots realize it. We assume that sensing
is an atomic action. Performing this action, robots check for
presence of obstacles in their range of sense. The sensing
range is assumed to be one cell ahead from a robot’s current
position along the robot’s next movement direction. In Fig. 2
the gray cell depicts the sensing range for a robot in the cell
(0,−1) which intends to move along (−1, 1). Sensors are
assumed to be accurate and provide correct information.
Finally, we assume that sensing and moving are the only
actions robots perform to realize a path planning algorithm.
These actions are performed by robots in an infinite loop.
Robots that arrive at their destinations can still sense their
surroundings. In what follows we explain several properties
that can be useful in the context of a path planning algorithm.
Deadlock-freeness Checking for absence of deadlock is
one of the general checks that can be performed. Perform-
ing this check we can detect problematic situations in the
system where no further action can be performed by robots.
As mentioned earlier, in our sketched system robots can al-
ways sense their surroundings. Thus, in this case deadlock
freedom easily follows from the system specification. How-
ever, this check could be useful in general.
Collision-freeness For a given path planning algorithm, it
is desirable to check that for all trajectories calculated by the
algorithm, robots will never collide with an obstacle (which
could be another robot). Considering our abstraction of the
workspace and robots movements, this means that robots
should not share a cell on the grid with another object.
Reachability The ultimate goal of a path planning algo-
rithm is to guide robots to their destinations. We check
whether robots can reach their desired destinations in a fi-
nite number of steps. It is also possible to define a limit on
the number of steps that a robot takes before reaching its
goal.
As each robot can prevent other robots from reaching their
destinations, we are also investigating reachability while
reaching the goal can be prevented by other robots for in-
finitely many times.
mCRL2 & the Modal µ-calculus
In this section we explain the details of our analysis ap-
proach depicted in Fig. 1. In section Labeled Transition
Systems we describe labeled transition systems as a means
for modeling and analyzing the behavior of systems. In sec-
tion The mCRL2 language we introduce mCRL2 as a high-
level language for specifying labeled transition systems in a
compositional manner. We use this language to capture the
behavior of multi-robot systems by specifying and compos-
ing the behavior of its components. The modal µ-calculus
is the property specification language used in our approach
which is briefly explained in section The modal µ-calculus.
Labeled Transition Systems
Modeling and analyzing the behavior of systems with la-
beled transition systems (LTS) is a common technique. A
labeled transition system is a directed graph with a set of
states, i.e., graph nodes, and a set of transitions, i.e., graph
edges. States of an LTS correspond to system states. Tran-
sitions are labeled by actions and show the evolution of the
system when executing a specific action. Labeled transition
systems have an initial state which is depicted by an incom-
ing arrow.
Fig. 3 is a simple LTS which specifies the following be-
havior for a system. Starting in the initial state an a action is
performed. Then the system non-deterministically chooses
to perform an a or b. Performing an a will result in a state
where no further action can be performed by the system.
Performing a b means that the left branch is executed. After
the b action is done the system will perform a forever.
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Figure 3: A simple labeled transition system
The mCRL2 language
Modeling systems behavior with LTSs does not scale to
complex systems. High-level languages can be used to de-
scribe complex LTSs. We use the mCRL2 language for this
purpose. In this language LTSs are described as processes.
Data specification and process specification are the main as-
pects of the language.
Data specification The data specification subset of the
language allows the user to use the built-in data types (e.g.,
booleans, natural numbers) or to define and manipulate her
own system-specific data types. For instance, in our case
study we need two data types to specify the position of each
robot and movement vectors. In the mCRL2 syntax we have:
sort Pnt = struct P(X:Int,Y:Int);
Dir = struct D(I:Int,J:Int);
(1)
Each variable of type Pnt corresponds to a cell on the grid.
Instances of Pnt can be constructed by applying the con-
structor P. For an instance p of type Pnt the first and second
element of the pair can be accessed through the application
of the projection functions X and Y, respectively. The same
argument is applicable to Dir. In our modeling we always
use instances d of Dir such that I(d),J(d) ∈ {−1, 0, 1}.
Useful operations on data types can be defined as func-
tions. Each function is specified by its name, types of argu-
ments and return type, and a set of equations describing the
relation between the input(s) and output of the function. We
illustrate this with an example:
map NextPos:Pnt # Dir -> Pnt;
var p:Pnt, d:Dir;
eqn NextPos(p,d)= P(X(p)+I(d), Y(p)+J(d));
(2)
Given the current position of a robot and its next movement
direction, NextPos computes its next position. In this exam-
ple, we have one equation in our equation system (preceded
by eqn). The var block preceding the equation system de-
fines the variables used in the equation. These variables are
used for pattern matching. The single equation specifies that
for a given position p and direction d, the return value is an
instance of Pnt. The X attribute of the next position is the
sum of X(p) and I(d). The Y attribute is computed in a sim-
ilar way.
Process specification The process specification aspect of
the language provides a compositional way for system be-
havior specification. Actions are the main building blocks of
processes. We assume that actions are atomic events without
any time duration. Actions can also carry data parameters.
For the specification of a robotic system, we can define an
action which mimics a single step movement of a robot. The
parameter of this action specifies the movement vector.
act move:Dir;
In order to achieve complex behaviors or communication
patterns we can combine actions sequentially, in parallel, or
make a non-deterministic choice between a (possibly infi-
nite) set of actions. We can also let data values affect the
behavior of a process by adding conditional expressions to
processes.
The non-deterministic choice between processes P and Q
is denoted by P + Q. The process P + Q will behave as P
or Q. The sequential composition of P and Q is denoted by
P.Q and the resulting process first performs the behavior of
P and then behaves as Q. The notation P ||Q represents the
parallel execution of P and Q. It is also possible to enforce
communication between actions executed by different pro-
cesses. Using this facility together with the operator ||, one
can force communication between P and Q for specific ac-
tions. The rest of the actions will be interleaved. Assuming
that c is a boolean expression, the process c → P  Q will
behave as P if c is satisfied and will behave as Q otherwise.
Using the mCRL2 language, we can specify the move-
ments of a robot as a process. For example, a robot that
takes a sequence of non-deterministically chosen right and
left steps can be specified as follows:
proc Robot(rp:Pnt) =
move(D(1,0)).Robot(NextPos(rp,D(1,0))) +
move(D(-1,0)).Robot(NextPos(rp,D(-1,0)));
The process carries a data parameter which represents the
current position of Robot. After each movement along
D(1,0) or D(-1,0) the robot behaves as the Robot process
with a new parameter calculated by NextPos.
One can easily influence the choices of Robot by another
process, e.g., Environment. In our context this process can
mimic the behavior of the environment by collecting in-
formation about the workspace and enforcing certain con-
straints on movements. We can establish a communication
between the two processes to enforce a movement in a spe-
cific direction. To realize this communication in this exam-
ple, Environment should perform an action, e.g., en move,
which carries data parameters of the same type as move. We
describe Environment as follows:
proc Environment =
en move(D(1,0)).en move(D(-1,0)).Environment;
By enforcing the communication between move and en move
and executing Robot and Environment in parallel, the re-
quired controlling mechanism will be achieved. In this way,
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Figure 4: LTS for Robot||Environment with enforced com-
munication
move and en move are only executed in a synchronized man-
ner both carrying equal data parameters. In our simplified
example Environment only affects the movement direction
of Robot by enforcing it to move to its right and left alternat-
ingly. Putting Robot and Environment in parallel will result
in the LTS of Fig. 4 where action m represents the communi-
cation of move and en move.
The modal µ-calculus
We use the modal µ-calculus for specifying system proper-
ties. The following grammar gives the basic form of modal
µ-calculus formulae where a is an action.
φ ::= true | false | ¬φ | φ ∧ φ | φ ∨ φ |
〈a〉φ | [a]φ | µX.φ | νX.φ (3)
The operators ∧, ∨, and ¬ have their usual meanings. The
formula 〈a〉φ is valid in a state of an LTS when an action a
can be performed such that φ is valid after this action a has
been done. The formula [a]φ is valid in a state if all possible
executions of action a lead to a state where φ holds.
The formulae µX .φ and νX .φ are the minimal and maxi-
mal fixed points, respectively. In both cases, X usually oc-
curs in φ. The property µX .φ is valid for all the states in
the smallest set X that satisfies ‘X = φs’. Similarly, νX .φ
is valid for all the states in the largest set X that satisfies
‘X = φs’ where φs represents all states where φ is valid.
Other capital letters (e.g., Y ) can also be used instead of X.
As an example consider a setting with parameterless ac-
tions {move, sense}. The property µX.([sense]X) is valid
if sense is executed for a finite number of times. In other
words,move is unavoidable (unless a deadlock occurs). The
property νXµY.([move]X∨ [sense]Y ) specifies that any sub-
sequence of consecutive sense actions should be finite.
It is often useful to use a variant of the grammar in Eqn. 3
which allows the occurrence of multiple actions or a se-
quence of actions in a modality. For this purpose regular
formulas are used within modalities. The formula true rep-
resents the set of all actions and ∪ (union), ∩ (intersection),
and ¬ (complement with respect to the set of all actions) can
be used to specify action formulas. Regular formulas extend
action formulas to allow the use of sequences of actions in
modalities. For instance for a subset of actions α, α∗ denotes
any sequence of actions from α.
Since actions can carry data parameters, we need ways to
refer to data values in formulae. As an example consider the
Robot 1 Robot 2 Robot n...
Environment
Figure 5: Robot and Environment processes
set of actions {move, sense} both carrying one data param-
eter of type Dir. Data can be introduced to modal formulae
referring to move and sense using existential or universal
quantifiers. Quantification can be used within modalities.
For instance [∀d : Dir : (¬move(d))∗]φ says that as long as
there is no move in any direction, φ should hold. Quantifiers
can also be used outside the scope of modalities with their
standard meaning. For instance ∀d : Dir.[move(d)]φ is true
if φ holds after performing move in any direction. We can
also store and process data values in fixed points. Using this
feature it is possible for instance to specify constraints on the
number of certain events. Consider the following formula:
µX(p : Pnt = P0).(∀d : Dir[move(d)]X(NextPos(p, d)) ∨
(X(p) > Y (p)))
Here p records the current position of the robot and is ini-
tially set to the P0 (the initial position). The property says
that after finite number of movements the robot should be in
a certain part of the grid where X(p) > Y (p) holds.
We refer the interested reader to (Groote and Mateescu,
1999) for a more detailed explanation of the modal µ-
calculus and its semantics.
Modeling a Multi-Robot System
In this section we elaborate on the simple modeling scheme
we introduced in the previous section to formalize the multi-
robot system described in section System Specification.
Fig. 5 depicts a schematic view of our modeling approach.
For a system consisting of n robots we specify n + 1 pro-
cesses, i.e., n robot processes and 1 environment process,
in mCRL2 and put them in parallel. This scheme conforms
to our description in System Specification, i.e., robots com-
municate with the environment but they do not have direct
communication among themselves.
Each process carries and manipulates certain data param-
eters. Every robot process carries parameters which indi-
cate its current position and the (potential) direction of the
next move. We assign a unique identifier to each robot pro-
cess so the environment process can distinguish them when
performing communications. The environment process car-
ries data parameters to record the current position of all the
robots. Since the destinations of the robots are not affected
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by the dynamics of the system we model them as global pa-
rameters. For instance for Robot1 from Fig. 5 we can specify
the destination as the position (2, 3) as follows:
map PD1:Pnt;
eqn X(PD1)=2;Y(PD1)=3;
(4)
In our case study we assume that the system consists of
identical robots. Thus, the processes we use to describe
their behavior only differ in the unique parameter that is
used for the identification of the robots. This approach can
be adapted to systems consisting of robots with nonidenti-
cal path planning algorithms. For the sake of simplicity we
study a system with two robots in this paper. The following
definition specifies a data type with two unique instances
which we use for robots identification.
sort ID = struct id1|id2;
In what follows we explain the mCRL2 processes that we
use to describe the robots and the environment.
Robots In our abstraction of the robotic system, each
robot scans its surroundings and performs movements in an
infinite loop. Thus, robot processes can be specified in terms
of actions rs (sense) and rm (move).
We enforce a communication on rs with the environment
to collect information about the presence of obstacles. A
robot performs rs providing its unique identifier and the
next movement direction. Performing rs a robot should be
able to react to both outcomes of the performed check, i.e.
presence or absence of obstacles. We specify rs as follows:
act rs:ID # Dir # Bool; (5)
Scanning the range of sense along vector d by a robot iden-
tified by id1 can be modeled as a nondeterministic choice
between a “Yes” or “No” response for presence of obstacles,
i.e., rs(id1,d,true)+rs(id1,d,false).
To establish a communication on rs, the environment pro-
cess should perform an action, e.g., es, with identical pa-
rameter values. Given the movement direction of the robot,
if the environment does not find an obstacle in the range of
sense it will perform es(id1,d,false). Next, the robot will
perform a move action along the direction vector. Other-
wise, the environment will perform es(id1,d,true) and the
robot should not move.
A robot identified by id1 performs rm(id1,d) to declare
its movement along the vector d. We enforce a communica-
tion between the robots and the environment on this action.
In this way the environment can calculate the new position
of the moving robot and update its information. The follow-
ing process describes the behavior of a robot identified by
id1. The process Robot2 can be specified in a similar way.
proc Robot1(p:Pnt,d:Dir) =
sum b:bool. rs (id1,d,b).b ->
Robot1(p,NextDir(id1,d,p,b)) <>
rm(id1,d).Robot1(NextPos(p,d),
NextDir(id1,d,NextPos(p,d),b));
The syntax sum b: bool. rs (id1,d,b) is a shorthand
for rs(id1,d,true)+rs(id1,d,false). The conditional
statement in Robot1 indicates that after performing rm the
same behavior is repeated with new position and direc-
tion parameters calculated by NextPos (see Eqn. (2)) and
NextDir functions, respectively. On the other hand, the pres-
ence of obstacles only causes an in-place change of direc-
tion. The following expressions partially specify NextDir:
map NextDir:ID # Dir # Pnt # Bool -> Dir;
var cp:Pnt, cd:Dir, b:Bool;
eqn (cp!=PD1) -> NextDir(id1,cd,cp,false) =
D(sgn(X(PD1)-X(cp)),sgn(Y(PD1)-Y(cp)));
(cp!=PD1) -> NextDir(id1,cd,cp,true) =
D(-Y(cd), X(cd));
(cp==PD1) -> NextDir(id1,cd,cp,b) = D(0,0);
In this specification sgn is a function that extracts the sign
of its argument and PD1 is Robot1’s destination (Eqn. (4)).
The notations == and != denote data equality and inequal-
ity. Two instances p1,p2 of Pnt are equal if and only if
X(p1)=X(p2) and Y(p1)=Y(p2). The first and second rule of
the equation system determine the next movement direction
for the first robot when it is not at its destination. Absence of
obstacles in the last scan activates the first rule and the next
direction is calculated in order to guide the robot closer to its
destination. Presence of an obstacle in the last scan activates
the second rule which mimics a 90-degree counterclockwise
rotation. The last rule sets the direction to (0, 0) when the
robot arrives at its destination. The complete specification
can be derived by describing a similar behavior for id2.
Fig. 6 depicts the LTS described by Robot1 where each
state is labeled by the data parameters carried by the process
in that state.
Environment The Environment process records the posi-
tion of the robots and performs the actions es and em in order
to establish the required communications with the robot pro-
cesses. The following mCRL2 syntax describes this process:
proc Environment(p1:Pnt,p2:Pnt) =
sum id:ID, d:Dir.es(id,d,Sense(id,p1,p2,d)).
Sense(id,p1,p2,d)->
Environment(p1,p2)<>
(id==id1) ->
em(id1,d).Environment(NextPos(p1,d),p2) +
(id==id2) ->
em(id2,d).Environment(p1,NextPos(p2,d));
The summations over the data types ID and Dir indicate
that this process can establish a communication with any
robot on the action es to perform a check for obstacles along
direction d. The function Sense performs this check. If a
movement is possible, Environment will update its informa-
tion with the new position. Otherwise it will repeat the same
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rs(id1,D(a,b),false)
...
rs(id1,(-b,a),false)
rs(id1,D(b,-a),false)
rs(id1,D(-a,-b),false)
P
D(b,-a)
rs(id1,D(-a,-b),true)
P
D(-a,-b)
rs(id1,D(-b,a),true)
P
D(-b,a)
rs(id1,D(a,b),true)
P
D(a,b)
P
D(l,-k)
rs(id1,D(-k,-l),true)
P
D(-k,-l)
rs(id1,D(k,-l),true)
P
D(-l,k)
rs(id1,D(k,l),true)
P
D(k,l)
rm(id1,D(-a,b))
rm(id1,D(-b,a))
rs(id1,D(l,-k),true)
rm(id1,D(b,-a))
rs(id1,D(b,-a),true)
...
...
...
P  
D(0,0)
...
...
...
...
P
D(b,-a)
P
D(-a,-b)
P
D(-b,a)
P
D(a,b)
rm(id1,D(a,b))
Figure 6: LTS description for Robot1
behavior. A partial specification of Sense is as follows:
map Sense:ID # Pnt # Pnt # Dir -> Bool;
var cp1,cp2:Pnt, cd:Dir;
eqn (PD1!=cp1) -> Sense(id1,cp1,cp2,cd) =
(cp2==NextPos(cp1,cd));
(PD1==cp1) -> Sense(id1,cp1,cp2,cd) = false;
The first rule checks for presence of obstacles when the first
robot is not in its destination. It simply checks whether a
movement in the specified direction will cause a collision
with the second robot (see Fig. 2). Since robots can only
move along (0, 0) after arriving at their destinations, the sec-
ond rule always declares absence of obstacles when Robot1
arrives at its destination. The complete specification can be
derived by describing a similar behavior for id2.
Finally, we initialize the specified processes and put them
in parallel to achieve a model for the system (Fig. 5). To this
end we use the following mCRL2 syntax:
init
allow({m,s},comm({rm|em -> m, rs|es -> s},
Robot1(P01,D01) || Robot2(P02,D02) ||
Environment(P01,P02)));
(6)
The comm operator is used to establish communication be-
tween rs and es and renames this communication to a sin-
gle action (s). The allow operators enforces the specified
communications. In other words it blocks non-synchronous
execution of rs and es. The actions rm and em are treated in
the same way. The initial position and direction parameters,
e.g., P01, can be specified similar to Eqn. (4).
Verification
In what follows we first formalize the properties from Val-
idation Properties in the modal µ-calculus. We report on
the results and observations we achieved on verifying these
properties against the specification discussed in the previous
section. We applied the mCRL2 toolset for verification.
Deadlock-freeness In any reachable state of the system it
is possible to perform an action:
[true∗]〈true〉true (7)
Collision-freeness Trajectories calculated by the algo-
rithm will not cause a collision for two robots initially at
P01 and P02, i.e., robots will not share a cell on the grid:
νX(p1 : Pnt = P01, p2 : Pnt = P02).
(([∀ id : ID, d : Dir.¬m(id, d)]X(p1, p2)) ∧
(∀ d : Dir.[m(id1, d)]X(NextPos(p1, d), p2)) ∧
(∀ d : Dir.[m(id2, d)]X(p1, NextPos(p2, d))) ∧
(p1! = p2))
(8)
Reachability Robot1 (initially at P01) should reach its
destination (PD1) with a finite number of movements:
µX(p : Pnt = P01).νY.(([d : Dir.m(id1, d)]Y ∧
(∀d : Dir.[m(id1, d)]X(NextPos(p, d)))) ∨ (p == PD1))
(9)
Applying the mCRL2 toolset we verified these properties
against the model of the system. The properties (7) and (8)
hold for any combination of different initial and destination
positions for the robots chosen from the following set:
TestPoints = {(x, y)|x, y ∈ {0, . . . , 5}} (10)
However, reachability does not hold in general. For instance,
we identified the counterexample in Fig. 7. Movements of
the first and second robot are depicted by filled and dashed
arrows, respectively. The numbers denote the order of the
performed moves. Initial and destination cells are marked
by circles and flags, respectively. In this case the second
robot moves relatively slowly compared to the first robot and
it stops at the destination of the first robot. This causes a
livelock in the first robot’s behavior, i.e, it will perform the
same sequence of actions without making any progress.
In an attempt to characterize the occurring problem we
introduce a new notion of reachability where infinite move-
ment steps are allowed when at least one of the robots is
“close” to the destination of the other robot. The following
formula formalizes this property:
µX(p1 : Pnt = P01, p2 : Pnt = P02).
νY (p′1 : Pnt = p1, p′2 : Pnt = p2).
(((∀d : Dir.[m(id1, d)]
(((Near(p′2, PD1) ∨Near(NextPos(p′1, d), PD2))∧
Y (NextPos(p′1, d), p′2))
∨ ((!Near(p′2, PD1)∧!Near(NextPos(p′1, d), PD2))∧
X(NextPos(p′1, d), p′2))))∧
(∀d : Dir.[m(id2, d)]Y (p′1, NextPos(p′2, d)))∧
([∀id : ID, d : Dir.!m(id, d)]Y (p′1, p′2)))∨
(p1 == PD1))
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Figure 7: A counterexample for reachability
The function Near is defined as follows where abs is the
built-in absolute value function:
map Near:Pnt # Pnt -> Bool;
var p1,p2:Pnt;
eqn Near(p1,p2) = (abs(X(p1)-X(p2)) <= 2 &&
abs(Y(p1)-Y(p2)) <= 2 );
This property is satisfied by the system described in the pre-
vious section for any reasonable combination of initial and
destination positions from Eqn. (10).
Conclusion
In the context of high level algorithmic approach to the path
planning problem we studied ways to analyze multi-robot
systems in a systematic way. The final goal is to verify a set
of desired properties against a high-level model of a system
and provide efficient feedback to the designer of the system.
We have introduced an approach based on process alge-
bras for modeling and analyzing path planning algorithms.
We have used the mCRL2 language and the modal µ-
calculus for describing a multi-robot system and its prop-
erties. The mCRL2 toolset has been used for the verification
of these properties. We have applied this approach to inves-
tigate the correctness of a set of useful properties in a simple
multi-robot system. Our observations show that for a sim-
ple path planning algorithm useful properties can be verified
with the proposed approach efficiently (about one minute for
each property on a standard desktop computer).
We envisage applying our approach to systems with more
sophisticated path planning algorithms. Applying this ap-
proach to systems consisting of a large number of robots can
also be considered as future work.
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Abstract
How could complex, enzyme- or ribozyme-like molecules
first have arisen on planet Earth? Several authors have sug-
gested autocatalytic cycles as a partial answer to this ques-
tion, since such reactions exhibit the life-like property of ex-
ponential growth while being composed of relatively simple
molecules. However, a question remains as to the likelihood
of an autocatalytic cycle forming spontaneously in the ab-
sence of highly specific catalysts. Here we show that such cy-
cles form readily in a very simple model that includes no di-
rect catalysis reactions. Catalytic effects nevertheless emerge
as properties of the reaction network. This suggests that the
conditions for the formation of such cycles are not difficult to
achieve. The resulting cycles solve the problem of specificity
not by being small and simple but by being large and compli-
cated, suggesting that early prebiotic metabolisms could have
been extremely complex. We predict that this phenomenon
can be reproduced in wet chemistry. We discuss the chal-
lenges involved in this, as well as the implications for how
we view the origins of life.
Introduction
A necessary requirement for biological metabolism is auto-
catalytic kinetics, i.e. the ability of a set of chemical species
to increase its own rate of production. Without the ability to
positively influence the production of its own chemical com-
ponents, the prebiotic equivalent of a living organism would
be able neither to reproduce nor to maintain its own compo-
sition over time. In this paper we investigate the possibility
that the earliest proto-metabolisms achieved this through a
mechanism known as an autocatalytic cycle.
In this paper we present a highly simplified model of a
simple organic polymer chemistry operating away from ther-
modynamic equilibrium. This model is extremely simple,
consisting only of basic synthesis and decomposition reac-
tions, with no catalytic kinetics assumed a priori. We find
that autocatalytic cycles form readily in such a system, sug-
gesting that the chemistry in which the first steps toward
metabolism took place could have been much simpler than
generally supposed. The networks that emerge in our model
are complex, consisting of many interlinked catalytic and
autocatalytic cycles. The highly interconnected nature of
these autocatalytic subnetworks means that a reaction in-
volving one of the intermediates is likely to produce another
intermediate, thus overcoming the much-discussed problem
of specificity in autocatalytic cycles. This suggests that com-
plex autocatalytic reaction networks formed from simple
molecules can be produced much more easily than simple
networks composed of complex “replicator” molecules.
Because the requirements for this phenomenon are so
easy to meet, it should be possible to observe it experi-
mentally, in prebiotic chemistry experiments along the lines
of the Miller-Urey experiment or HCN polymerisation. To
achieve this one would need to change the conditions so that
the breakdown of polymers via hydrolysis or oxidation oc-
curs in the same system as their synthesis, at a comparable
rate. This simultaneous build-up and break-down of poly-
mers is analogous to anabolism and catabolism in biology.
We comment on the potential implications of such a result,
and the challenges that would be involved in attaining it.
It is worth pointing out a major difference between our
model and one of the predominant existing approaches to ex-
plaining the origin of biological autocatalysis. As discussed
below, there are many studies that model the emergence of
autocatalysis in networks of reactions between peptide or
RNA-like molecules, via a mechanism known variously as
reflexive autocatalysis, autocatalytic sets or RAF sets. This
work has shown that autocatalysis is easy to achieve via
this mechanism even if the reaction networks are chosen
at random rather than having autocatalysis “designed” into
them (Kauffman, 1986); and that such autocatalytic sets are
capable of evolution by natural selection via an attractor-
based heredity mechanism, even in the absence of specific
information-carrying molecules (Vasas et al., 2012).
However, this definition of autocatalysis presupposes the
existence of single-step catalysis reactions, and therefore en-
tails an assumption that the molecules involved are complex
enough to behave as enzymes. Because our aim is to explain
the emergence of such complex molecules from simpler re-
actants, we focus instead on a different mechanism: the au-
tocatalytic cycle or branching chain reaction (King, 1978).
For our purposes, a branching chain reaction may be de-
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Figure 1: (a) Schematic of the reductive citric acid cycle, re-
drawn from Morowitz et al. (2000). The branching step is
the splitting up of citrate into oxaloacetate and acetyl CoA,
which is then transformed into a second oxaloacetate, so that
its concentration doubles on every turn of the cycle. (b) The
mechanism of the formose reaction, as proposed by Breslow
(1959). The branching step is the decomposition of an al-
dotetrose into twomolecules of glycoaldehyde. The formose
reaction has been observed experimentally, without the use
of biological catalysts.
fined as a net chemical reaction, at least one of whose prod-
ucts is also an intermediate. This allows the concentration
of intermediates to build up over time, which under the
right conditions can lead to exponential growth. Such reac-
tions are not uncommon and are often the mechanism behind
combustion and explosive reactions. A more formal defini-
tion of this type of autocatalysis is given by Andersen et al.
(2012). In the classification of Plesson et al. (2011), this
definition includes direct, indirect and autoinductive forms
of autocatalysis.
Some known examples of autocatalysis via branching
chain reactions are shown in Fig. 1 and 2. This definition
is similar in spirit to that of an autocatalytic set, but in our
case the catalysis mechanism emerges from the system’s dy-
namics, rather than being a property of individual molecules.
Autocatalytic cycles have been hypothesised as playing an
important role in the origins of life. Wa¨chtersha¨user (1988),
and later Morowitz et al. (2000) proposed the reductive cit-
ric acid cycle (Figure 1a) as a possible means by which
molecules such as sugars, lipids and amino acids could have
been generated on the early Earth. The citric acid cycle is
important in modern biology but its intermediate steps are
catalysed by enzymes. Wa¨chtersha¨user’s argument was that
inorganic surface catalysts might have been able to play the
same role on the early Earth. Morowitz et al. argued that
the reductive citric acid cycle might be unique, in the sense
of being the only autocatalytic cycle that could lead to the
complexity of modern life on an Earth-like planet.
(a) (b)
Figure 2: Some other known examples of autocatalysis via
chain reactions. (a) A few of the most important reaction
steps in the early stages of the combustion of H2, demon-
strating autocatalysis via a more complex network than a
single cycle. H2 and O2 can be mixed without reacting, but
due to this mechanism they will react very rapidly after an
initial spark produces small quantities of H and O. (b) Tem-
plate replication is a special case of chain reaction autocatal-
ysis. Here, an AB dimer catalyses the formation of another
AB dimer through complementary base pairing. Figure 2b
is taken from Virgo et al. (2012), in which a physical in-
stantiation of template replication was demonstrated using
macroscopic “monomers” floating above an air table.
These ideas have been criticised on the grounds that it
would be difficult to find mineral catalysts that would catal-
yse every step in this relatively complex cycle (Orgel, 2000)
without also catalysing side-reactions that would reduce
the replicator’s specificity to a non-viable level (Szathma´ry,
2000). This latter problem must be solved by any approach
to the origins of life. In any autocatalytic chemical sys-
tem there will be reactions that contribute to the autocat-
alytic network (branching reactions and propagating reac-
tions) and reactions that deplete its constituents (terminating
reactions). If the latter dominate then growth will not occur.
In this paper we offer solutions to these problems. King
(1982) gave a heuristic argument that the formation of au-
tocatalytic cycles is very likely in systems that are driven
by a flow of energy across their boundary but closed to
matter flow. This is because the products of any reaction
will eventually be recycled, and this recycling process has
a high probability of forming part of an autocatalytic cycle.
Our model confirms that this phenomenon can occur in very
simple driven systems, even if the system is not completely
closed to matter flow. This suggests that there may be a great
number of simpler autocatalytic systems that could have
preceded the reductive citric acid cycle, perhaps ultimately
leading to the production of complex organic molecules that
could play the role of enzymes.
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In the same paper, King argued that autocatalytic cycles
with many intermediate species are statistically unlikely to
be viable, in the sense of being able to grow exponentially.
This is because every step in an autocatalytic cycle is vulner-
able to side reactions. Every reaction step may be assigned
a number between 0 and 1 representing its specificity, and
it can be shown that the cycle is only viable if the product
of the specificities passes a threshold. Hence, all else being
equal, a cycle with many steps is less likely to be viable than
one with only a few. However, in our model we observe
fairly large autocatalytic systems that are composed not of
a single cycle but of many intersecting catalytic and auto-
catalytic cycles. It seems that such systems avoid the need
for specificity simply by including such a large number of
species that the production of molecule that isn’t part of the
autocatalytic network is comparatively low.
Our model shows that branching chain reactions occur
rather easily under certain conditions. Essentially all that
is needed is the simultaneous presence of synthesis reac-
tions (such as polymerisation) and decomposition reactions
(such as oxidation or hydrolysis), as well as a source of free
energy that causes some reactions to be favoured over oth-
ers. These processes are closely analogous to anabolism and
catabolism in a living cell. On the early Earth there were a
wide variety of potential energy sources (Deamer and We-
ber, 2010) as well as, presumably, a wide variety of environ-
ments of varying temperatures, pressures, pH values, redox
conditions etc., making it fairly likely for such conditions
to be satisfied somewhere on the planet. Such conditions
should also be relatively easy to achieve experimentally.
Below we survey the two main existing approaches to the
emergence of autocatalysis within the field of ALife, before
presenting our ownmodel and its results. This is followed by
an extended discussion of how this phenomenon fits into our
picture of the early Earth, as well as the challenges involved
in demonstrating it in wet chemistry experiments.
Artificial Chemistry approaches to Autocatalysis
Our aim in this work is to apply an “artificial chemistry”
methodology to the question of how autocatalytic cycles can
arise in prebiotic chemistry. In this section we briefly survey
previous work that has had similar aims. This previous work
has two main starting points: the work of Kauffman (1986)
and the work of Fontana and Buss (1994).
A central work in the metabolism-first school of the ori-
gins of life is the model of Kauffman (1986), who showed
that, even if the reaction scheme of an artificial chemistry
is chosen completely at random, the probability of a col-
lectively autocatalytic set of protein-like polymers becomes
high as the number of species present increases. This is an
important idea, because it implies that under the right cir-
cumstances, the emergence of something akin to biological
metabolism might be almost inevitable, even without the or-
ganising force of natural selection. With good reason, this
work has spawned a multitude of successors.
However, it must be stressed that, due to its origins in a
theory of protein interactions, this body of work assumes a
particular mechanism for autocatalysis, which can only oc-
cur in relatively complex chemistries. This mechanism re-
lies on the idea that the molecules involved are each able to
behave like enzymes, selectively catalysing some reactions
but not others in a way that can be modelled as a single-step
reaction. This would require the monomers to be of a certain
level of complexity. Our aim is to show that similar phenom-
ena can occur without assuming enzyme-like kinetics.
From a quite different direction, the work of Fontana and
Buss (1994) looked for autocatalysis in chemistries where
the molecules were represented as Lambda calculus expres-
sions. The goal of this work was to investigate the genera-
tion of novelty through the formation of autocatalytic struc-
tures. This work also spawned a large number of succes-
sors, including the work of Ikegami and Hashimoto (1995),
who looked for the emergence of autocatalysis in networks
of Turing machines and tapes under a noisy environment.
Work in this sub-field tends not to include thermodynamic
considerations, choosing instead to emphasise the structure
of the reaction network itself. A secondary goal of our work
is to investigate the impact of thermodynamic considerations
on such “abstract chemistries”. In particular, in real chem-
istry, reactions may proceed in the forward or in the reverse
direction, depending on the free energy difference between
the reactants and the products. We will argue that giving the
system the ability to “choose” the direction of reactions in
this way is important for the emergence of autocatalysis.
A Simple Model
We are concerned with the question of whether autocatalytic
cycles, or more complex branching chain reactions, can oc-
cur in simple (non-enzymatic) organic chemistry. To do so
we use a model in which a reaction network is randomly
generated by allowing or disallowing cleavage and ligation
reactions between polymers. A key difference between our
work and previous work is that in our model no polymer
can directly catalyse any reaction, so any autocatalysis that
occurs must be via cycles rather than enzyme-like catalysis.
In polymer models in artificial chemistry, molecules are
usually considered to consist of a string ofm different types
of monomer. For the sake of simplicity, in this work we
set m = 1, restricting ourselves to a single monomer type,
denoted A. The possible species can therefore be written
A1,A2, . . .An, where n is a maximum allowed polymer
length, imposed for reasons of computational tractability.
These are intended to represent molecules based on simple
carbon chains, rather than complex heteropolymers such as
peptides or RNA strands.
All reactions must preserve the number of monomers. We
consider only reactions of the form Ai+Aj −−⇀↽− Ak, where
k = i + j is not greater than n and, to avoid duplicates,
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i ≤ j. To generate a reaction network we must decide, for
every such reaction, whether to include it in the network or
not. For simplicity, following Kauffman, we simply include
each reaction in the network with a constant uniform prob-
ability p, independently of every other reaction. The double
arrow indicates that the forward reaction Ai+ j −−→ Ai+Aj
and the reverse reaction Ai + Aj −−→ Ai+ j are always ei-
ther both included in the network or both not included. This
is required for consistency with thermodynamics, and as we
will see, it plays an important role in the emergence of auto-
catalytic networks in our model.
We assume that the rate constants of all the included reac-
tions are equal. Setting the forward rate constant to 1 with-
out loss of generality and letting k stand for the reverse rate
constant, we let each reaction Ai + Aj −−⇀↽− Ai+ j occur at
a net rate Rij = aiaj − kai+j , where ai is the molar con-
centration of species i. Rij may be positive or negative,
representing a net synthesis or net decomposition reaction,
depending on the concentrations of the three reactants. The
justification for the aiaj term is that the ends of two poly-
mer molecules must meet in order for them to undergo a lig-
ation reaction, and we assume that the polymer tips, rather
than the polymers themselves, behave like point particles in
a well mixed system. (Such “mass action” assumptions are
common in models of polymerisation kinetics.) The−kai+j
term simply means that, for every decomposition reaction in
the network, there is a constant probability per unit time that
it will occur in a given molecule. We write Rij = 0 if the
reaction is not included in the network.
This leads to the following set of dynamical equations:
a˙i = φi +
i−1∑
k=1
Rk,i−k −
i∑
j=1
Rij (1)
where the Rij are as defined above, and φi represents the
flux of Ai in or our of the system, as explained below. The
two summation terms arise from the fact that each species
Ai is involved in reactions of the form Ak + Ai− k −−⇀↽− Ai
as well as Aj + Ai −−⇀↽− Ai+ j .
Thermodynamic properties
If we let the fluxes φi = 0, the system will approach ther-
modynamic equilibrium. In such a state the reactions have
the property of detailed balance, meaning that the forward
and reverse rates are equal for every reaction. For a reac-
tion Ai + Aj −−⇀↽− Ai+ j this occurs when aiaj = kai+j ,
or log ai + log aj = log k + log ai+j . We may there-
fore define the chemical potential µi of species i to be
(i−1) log k+log ai. This has the property that when the sys-
tem is in thermodynamic equilibrium, µi+µj = µi+j . (The
usual thermodynamic definition of chemical potential would
include a factor of RT , the gas constant times the tempera-
ture, which we have set to 1 for convenience.) From this we
may define the Gibbs energy G =
∑
i µiai. In accordance
with the second law, G cannot increase over time unless we
allow some fluxes of matter in and out of the system. For a
closed system, G is a Lyapunov function.
If we temporarily assume that every allowable reaction is
included in the network (p = 1), we can see that the equi-
librium concentrations must satisfy ai = keCi, for some
constant C, in order for detailed balance to hold for every
reaction. The value of the constant C depends on the initial
conditions, which stems from the fact that the total num-
ber of monomers in the system,
∑
i iai, is conserved. Low
initial concentrations will lead to decomposition reactions
being favoured, and therefore low (negative) values for C,
whereas high total monomer concentrations lead to synthesis
reactions being favoured. High enough concentrations lead
to positive values forC, meaning that the equilibrium condi-
tions are dominated by the longest possible polymers rather
than by short ones. This phenomenon is observed in real
polymer chemistries. If p < 1 then it is possible for equilib-
rium situations to exist where this condition is not satisfied,
because conservation laws arise that prevent some concen-
trations from becoming equilibrated with one another. How-
ever, in these cases higher concentrations still lead to longer
products being favoured.
In order to observe the operation of autocatalytic cycles,
the system must be held away from thermodynamic equi-
librium. In real chemical systems this can be achieved in
many ways. For example, by cycling the temperature or pH
(both of which would effectively change k in our model),
or through electrochemistry or photochemistry, which can
drive reactions that would otherwise not be thermodynami-
cally favourable. In the first set of results below we model
the reactions as being held out of equilibrium by continually
adding reactants and removing products, as in a flow reactor;
in the second we simply start the system in an initial state far
from equilibrium and observe the decrease in Gibbs energy
over time.
Results
In this section we present the results from two different sim-
ulations based on the above model. The first serves as a
useful demonstration of the formation of autocatalytic cy-
cles in driven systems, but is somewhat contrived; the sec-
ond shows that autocatalytic kinetics can arise in larger,
randomly-generated systems.
In our first model we set p = 1, including every reaction
in the network, but we limit the size of the largest polymer.
There are many ways in which the system may be held out
of equilibrium; in this illustrative example we do it by let-
ting the fluxes φ1 and φ2 have nonzero values, with their
rates chosen such that the concentrations a0 and a1 are held
constant at 100 and 0.1 respectively. Conceptually, A1 flows
into the system, then undergoes a series of reactions until it
is converted into A2, at which point it is removed. Bound-
ary conditions of this type could be achieved experimentally
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(a) n = 6 (b) n = 7
Figure 3: Time series of the concentrations in the model
when n = 6 and n = 7. In both cases there is a period of
exponential growth from t = 0 to about t = 2.0, indicating
autocatalysis. This is followed by gradual saturation.
using membrane permeable only to small molecules.
Figure 3 shows the dynamics of this system when n = 6
and n = 7. In both cases there is a period of exponen-
tial growth followed by a period of saturation. Exponential
growth is a key experimental sign of autocatalysis. (With
n ≤ 5 this effect does not occur.)
Figure 4 shows the reaction networks that arise once these
systems have reached a steady state. (We were unable to find
more than one attractor in these particular systems, although
the existence of others cannot be ruled out.) The recycling
structure of these networks can be seen as a response to the
flux of Gibbs energy across the system’s boundary, in accor-
dance with Morowitz’ (1966) cycling theorem. It is for this
reason that we believe including thermodynamically realis-
tic kinetics in such models is important for understanding
the origins of autocatalytic cycles.
In both cases the mechanism behind the exponential
growth is an autocatalytic cycle that produces two molecules
of an intermediate for every molecule present initially; this
exponential growth is countered by decay reactions once the
concentrations become high. However, the two systems use
different autocatalytic cycles. This is possible because the
direction in which reactions occur is determined by the dif-
ferences in the reactants’ chemical potentials, and these de-
pend upon the system’s dynamics.
As n is increased further, more catalytic and autocatalytic
cycles emerge (results not shown). However, it can be seen
from Figure 3 that the concentrations of longer polymers are
much higher than those of short ones; this trend continues as
n is increased, leading to unrealistic results as n becomes
large, since in reality a system composed mostly of long
polymers will become viscous or solid, preventing further
reactions by suppressing mixing.
However, this issue can be resolved by choosing different
values for the parameters, so that shorter rather than longer
ones are thermodynamically favoured. In addition to doing
this we set n large enough that the longest polymer only
(a) n = 6 (b) n = 7
Figure 4: The reaction networks that form when n = 6 and
n = 7, with p = 1 and the concentrations of A1 and A2
held constant. Propagating reactions are shown in black or
grey, branching reactions in red, and terminating reactions
in blue. Numbers represent the rate at which each reac-
tion occurs once a steady state is reached, in multiples of
10−3 concentration units per time unit. The set of allowed
reactions is predetermined, but the direction in which they
proceed depends on the system’s dynamics. Both networks
contain several catalytic cycles, coupled to an autocatalytic
cycle (highlighted in black). The reaction A6 −−→ 2A3 is
the key branching step when n = 6, but when n = 7 it runs
in the opposite direction, becoming a depleting reaction.
ever exists at a low concentration. The parameters we use
are K = 100, p = 0.2 and n = 40. When such a system is
driven toward a steady state, it produces very complex net-
works that are difficult to analyse. Andersen et al.’s (2012)
algorithm could be used to detect autocatalytic subnetworks,
but it cannot tell us how viable they are. Because of this, in-
stead of driving the system we simply initialise it in a state
with a high Gibbs energy and observe its return to equilib-
rium. This allows us to detect autocatalysis by observing
exponential growth in the kinetics. We use the initial condi-
tions a1 = 1000.0, and ai = K1−i for i > 1. This can be
interpreted as a system that was initially in equilibrium, to
which a large quantity of monomers has just been added.
Figure 5 shows the results of this simulation. We numeri-
cally integrated the dynamics of 50 randomly generated net-
works for 3 time units each. In 32 out of the 50 cases, no re-
actions occurred and the system remained in its initial state.
In 14 out of the remaining 18 cases, there was at least one
period of time in which a species’ concentration increased
with d2ai/dt2 > 0 and dai/dt > 0.01. Such “accelerating”
growth is an indication that there is a viable autocatalytic
network within the system.
The behaviour of the system is quite sensitive to the
choices of parameters, but the phenomenon of exponential
growth appears to be fairly robust. Quantifying this is a task
for future work.
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(a) (b)
Figure 5: (a) An example of the dynamics when n = 40,
p = 0.2 and the system is closed but initially out of equi-
librium. In this case the reaction 2A1 −−⇀↽− A2 rapidly goes
to equilibrium and the system stays in this state for a while
before a complex autocatalytic network arises and rapidly
brings the system near to thermal equilibrium. (b) Super-
imposed results from 50 networks, showing the change in
Gibbs energy over time. The initial conditions are iden-
tical for each network and have a Gibbs energy of about
6900, whereas the equilibrium state has a Gibbs energy of
about 4300. The lines are coloured red when at least one
species in the system is increasing with a positive second
time derivative, indicating the presence of a viable autocat-
alytic network. The systems typically approach equilibrium
more rapidly when an autocatalytic network is operating.
Discussion and Future Work
We have presented a model that couples a simple abstract
chemistry with thermodynamically realistic kinetics, in or-
der to show that autocatalysis via branching chain reactions
can occur even in very simple chemical systems. The ori-
gins of life are often thought of in terms of a “self-replicating
molecule” which, as Figure 2b shows, can be thought of as
a small autocatalytic cycle composed of reactions between
complex molecules. Our results suggest that it may be much
easier to achieve the opposite: a large autocatalytic network
composed of simple molecules.
An important property of our model is that both forward
and reverse reactions are included, subject to thermodynam-
ically realistic kinetics. As a result of this we can observe
that an externally introduced source of energy drives cycling
behaviour (Morowitz, 1966), and this recycling leads to au-
tocatalytic kinetics (King, 1982). We therefore believe that
adding reverse reactions and thermodynamic constraints to
“abstract chemistry” models along the lines of (Fontana and
Buss, 1994) could shed light on the process of novelty gen-
eration in general, as well as the origins of life in particular.
The main components of our model are (i) a system that
is at least partially closed to matter flow, in which both syn-
thesis and decomposition reactions can occur; and (ii) an
energetic driving force, which causes some reactions to be
favoured over others. The simplicity of our model suggests
that such conditions are essentially all that is required for au-
tocatalytic networks to form. This makes it much more plau-
sible that autocatalytic chemical systems could emerge on
the early Earth, and the simplicity of the conditions makes
the idea amenable to experimental testing in real chemistry.
It has been shown that Kauffman’s autocatalytic sets are
capable of evolution by natural selection, even without the
existence of specific information-carrying molecules (Vasas
et al., 2012). Our hope is that something similar will be
true of autocatalytic systems that occur via chain reactions
rather than single-step enzyme-like catalysis. If this is the
case then we may suggest that life did not start with the cit-
ric acid cycle but with a different autocatalytic system, per-
haps composed of simpler molecules, but forming a much
more intricate network of reactions. The catalysts required
to produce the molecules of modern life via the reductive
citric acid cycle could then have been arrived at by natural
selection acting on the original autocatalytic system.
However, the models we have presented here seem not
to exhibit the large number of attractors that would enable
heredity in such a way. We must therefore discuss what
additional conditions might need to be met in order for an
evolvable system to arise.
Constraints on the Reaction Network
Our model obeys constraints imposed by mass conservation
and the laws of thermodynamics, but beyond this we choose
the permitted reactions at random. As we have seen, this
results in autocatalytic networks that tend to include almost
every possible species as part of their network. In order for
the system to exhibit a large number attractors there would
need to be multiple possible autocatalytic networks capable
of out-competing each other.
Real chemical reaction networks are not random but are
determined by the physics of molecular interactions. This
imposes a number of constraints both on the topology of
chemical reaction networks and on their kinetics, and such
constraints might help to “partition” the network into mul-
tiple potential autocatalytic sub-networks. Perhaps the most
obvious such constraint is imposed by stoichiometry: chem-
ical reactions must conserve not only mass but also the num-
ber of nuclei of each chemical element, as well as electrons.
Our system recycles monomers, but in biology (particularly
at the ecosystem level) the recycling of specific nutrients
such as nitrogen and phosphorous plays an important organ-
ising role. We therefore suspect that adding multiple con-
servation laws to our model will enable a richer range of
behaviours than it currently exhibits. (However, this would
greatly increase the number of possible molecular species
in the model, requiring a change in modelling methodology
from the simple ode integration that we have used here.)
Another important set of constraints are given by the
shapes of molecules and the ways in which they interact
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electromagnetically. This gives reaction networks the im-
portant property that similar molecules can undergo similar
reactions. Modelling the relationship between the form of
molecules and the resulting reaction network is of course
rather difficult, but perhaps something like the approach
of Fontana and Buss (1994), combined with the thermody-
namic realism of the present model, would be a useful tool
to investigate this question.
Finally, the existence of phase changes can also put con-
straints on the reaction network. King (1982) argued that
this could enhance the formation of viable autocatalytic cy-
cles. Adding phase separation to our model would allow us
to investigate this idea.
The Importance of Spatial Structure and
Compartmentalisation
In addition to phase separation, more complex spatial struc-
turing may be important in going from simple to more com-
plex autocatalytic networks. Many previous studies, includ-
ing some by the present authors, have concluded that spatial
self-organisation is important for avoiding “parasitic” side-
reactions, i.e. sets of reactants that produce themselves auto-
catalytically, feeding not directly on the energy source but on
the original autocatalyst (e.g. Boerlijst and Hogeweg, 1991;
Froese et al., 2011, 2012, 2013). In (Froese et al., 2012;
Virgo et al., 2013) we found that in a spatial context, para-
sitic reactions could become a positive benefit to the primary
autocatalytic system, leading to evolvability. We expect that
embedding a system along the lines of the present model in
a spatial context will lead to richer dynamics.
Many hypotheses about the origins of life require “com-
partmentalisation”, the formation of a lipid vesicle, or sim-
ilar small compartment, in which reactions take place. One
reason for this arises from energetics: for complex bio-
logical polymers such as peptides to form, the monomers
must be present in sufficient concentration, and since large
monomers like amino acids or RNA bases are difficult to
produce in such concentrations, a membrane is required in
order to prevent them from diffusing into the environment.
With simpler molecules the energetics of polymerisation
are less constrained, and simple monomers could more eas-
ily be produced abiotically. Compartmentalisation is there-
fore less critical for the kind of prebiotic system we consider
in this paper, and one can therefore imagine such phenom-
ena occurring in a relatively dilute “prebiotic soup”, or more
accurately, a prebiotic flow reactor.
A second reason to require compartmentalisation is sim-
ply that there must be a population of multiple individuals in
order for natural selection to occur. We suggest that simple
spatial separation could have played this role originally, in a
manner outlined in (Virgo, 2011; Froese et al., 2012), only
later to be replaced by membrane-bound cell structures.
If autocatalysis can occur in solution, and if the auto-
catalytic network also produces lipid-like molecules, then
membrane-bound protocells may be able to form sponta-
neously (Ono and Ikegami, 2000; Madina et al., 2003).
This neatly solves the chicken-and-egg problem of how
membrane-bound autocatalysis could first have arisen.
Towards Empirical Verification
In our model, autocatalysis via branching chain reactions
emerges in a system that contains only simple synthesis and
decomposition reactions, together with a supply of free en-
ergy. This idea should be relatively easy to demonstrate ex-
perimentally. Previous experiments relevant to the origins
of life, such as the Miller-Urey experiment Miller (1953) or
the polymerisation of hydrogen cyanide (HCN) (see, e.g.,
Minard et al., 1998) have focused on the production of or-
ganic molecules through polymerisation. Both of these ex-
periments produce a diverse mixture of products, includ-
ing amino acids; however, these products form into a black,
sticky “tar” called tholin that seems unlikely to self-organise
into anything like a biological metabolism, despite the fact
that tholin itself is thermodynamically unstable and can be
used as an energy source by several common species of bac-
teria (Stoker et al., 1990).
Our results suggest that autocatalytic cycles may emerge
in such experiments if the conditions are changed so that
breakdown of polymers via hydrolysis or oxidation can oc-
cur simultaneously with the polymerisation, at a comparable
rate. Since polymer molecules are continually built up and
broken down, we would expect those that can produce them-
selves autocatalytically to persist at the expense of those that
cannot. The kinetics and energetics of both polymerisation
and depolymerisation are sensitive to environmental factors
such as temperature, pH, monomer concentration and the
presence of surfaces and inorganic catalysts. Achieving au-
tocatalysis should simply be a case of setting the appropri-
ate conditions for the reaction. We are currently working on
demonstrating this in an HCN polymerisation experiment.
The challenge in such an experiment is in demonstrating
that an autocatalytic cycle has indeed emerged. The sheer
number of products means that the resulting mixture tends
to have a continuous mass spectrum, making it difficult to
identify which species are present. However, evidence for
autocatalytic kinetics would be given by sudden changes in
the mass spectrum, even if one cannot readily identify the
species responsible.
The Prebiotic Ecosystem
Above we have mentioned several phenomena, such as nu-
trient cycling and parasitism, that one would normally asso-
ciate with physical ecology than purely chemical systems.
It is worth drawing an explicit conclusion from this: we be-
lieve that prebiotic systems should be thought of as resem-
bling ecosystems, complete with food chains, nutrient cy-
cling, energetic restrictions and all the rest — everything ex-
cept for clearly differentiated living cells, which arose later.
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We know that the early Earth was a very active world,
with sources of chemical free energy from UV photo-
chemistry in the atmosphere, shockwaves from asteroid im-
pacts, radioactivity, lightning, volcanoes and geochemistry
(Deamer and Weber, 2010), and matter cycling due to plate
tectonics and the water cycle. In such a context, it is easy
to imagine that such prebiotic ecosystems could have been
a global phenomenon, leading to primordial equivalents of
today’s biogeochemical cycling of nitrogen, phosphorous
and carbon. From this point of view a homeostatically self-
regulating Earth system should be seen not as a consequence
of the biosphere (Lovelock, 1987), but rather as the context
in which it first arose.
Conclusion
We have set out to explain how autocatalysis could have
emerged on the early Earth, before the existence of enzyme-
like catalysts. We have shown, using a simple model, that
autocatalytic cycles can emerge in chemical systems with
only synthesis and decomposition reactions, without requir-
ing the molecules to have special catalytic properties. The
resulting autocatalytic networks solve the problem of speci-
ficity not by being small and simple but by being large and
complicated. We conclude that the earliest origins of life
may have lain not in a “minimal” autocatalytic system but in
a “maximal” one.
The conditions required for this to occur are simple
enough that we hope it can be demonstrated in wet chem-
istry experiments, and we have discussed how this could be
achieved. Finally, based on our results, we have argued that
the prebiotic Earth should be seen not as a soup but as an
ecosystem.
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Introduction
Modern conventional computers are programmable, pre-
dictable and relatively easy to understand and engineered
—at least compared to most complex non-linear systems.
These properties are the result of various dynamical con-
straints that are universal to conventional computers, such as
the clock mechanism that synchronises the update of logic
gates and other components; the ubiquitous discretization
steps (where continuous values are discretized into binary
1s and 0s); and the almost complete isolation of internal pro-
cesses of computers from the environment of the computer.
We are investigating an alternative computational medium
composed of signalling synthetic protocells to explore the
implications of relaxing some of these dynamical constraints
that are typical of conventional computers. Is it possible to
build useful and/or programmable computers out of uncon-
ventional media such as protocells that do not have a syn-
chronizing clock? Or that do not employ a conventional rep-
resentation of 0s and 1s? Or that are less decoupled from
their environment?
The protocells that we are investigating are aqueous
droplets suspended in oil. Each droplet contains the reagents
for the Belousov-Zhabotinsky (BZ) oscillating chemical re-
action (Zhabotinsky, 2007), resulting in self-exciting dy-
namical units that, when in contact with each other, are capa-
ble of propagating signals similar in some respects to signal
transduction in biological neurons. Networks of these sig-
nalling protocells are therefore a kind of wet artificial neural
network, sharing more in common with biological nervous
tissue than conventional computer electronics.
It is envisaged that in the future more advanced proto-
cells will be employed to make self-organising computers,
or computers that can operate within the human body. But
first it is necessary to develop a better understanding of how
complex non-linear systems can be harnessed to accomplish
useful or “minimally-cognitive” tasks (Beer, 2003) such as
categorical perception, boolean logic, and dynamical con-
trol.
Moreover, by learning how to construct or assemble net-
works of complex non-linear units like the BZ-protocells
we also gain insight into how other complex and non-linear
“computational” media (such as nervous tissue) can con-
duct, modify and modulate signals and information, and how
it can play an important role in the sensorimotor loops of
a situated and embodied agent (Stewart et al., 2011). This
bottom-up approach to the construction of alternative com-
putational media is an important complement to the more
widespread top-down neuroscience where biological neural
networks are slowly being reverse engineered.
With these long and medium-term goals in mind, we have
set out to (i) design functional collections of signalling pro-
tocells (comparable to the logic gates of conventional com-
puting) that could be combined to produce more complex
networks, (ii) identify effective signal encoding(s) that fa-
cilitate the transmission and manipulation of the signal by
protocell networks, and (iii) identify design techniques and
methodologies for creating functional signalling protocell
networks out of complex non-linear media. To accomplish
these goals, we are taking a three pronged approach involv-
ing in vitro experimentation, simulation and modelling to in-
vestigate the dynamical properties of the protocells and net-
works thereof; and experimental computer-aided design and
machine-learning techniques to partially automate the de-
velopment of functional protocell networks. We now briefly
summarize our published results, before describing our cur-
rent efforts.
Summary of published research
To elucidate the experimental foundations of working with
wet chemical computers on microfluidic chips (King et al.,
2012), the NeuNeu project consortium (www.neu-n.eu) has
conducted various research projects involving simulation,
modelling and experimentation. One branch of this research
involves the investigation of droplet networks, where the
droplets are assumed to be small enough that internal spatial
dynamics can be ignored. In this vein, the computing po-
tential of two-droplet systems has been demonstrated in ex-
periment and simulation (Szymanski et al., 2011) and differ-
ential equation models have been identified that allow us to
accurately describe droplet dynamics and interactions (Szy-
ECAL - General Track
ECAL 2013 248
manski et al., 2011). More abstract simulation models have
also been developed to make possible faster and larger-scale
simulations (Gruenert et al., 2013), allowing us to analyse
higher-level design principles and questions pertaining to
system architecture, such as possible benefits of moving be-
yond naive or simple signal encodings (e. g. high firing-rate
= 1, and low firing-rate = 0) to explore various alternatives
(Gruenert et al., 2012).
In a parallel branch of simulation and experimental work,
our collaborators have been investigating more spatial forms
of computing, involving larger reservoirs containing sub-
excitable BZ medium. In these conditions, isolated spatial
propagating waves can form, combine and interfere in spa-
tial and geometrical ways to accomplish computation-like
tasks, such as logic gates (Holley et al., 2011; Adamatzky
et al., 2012).
Ongoing research
Information measures for analysing and guiding
the artificial evolution of unconventional
computational media.
Following information theory (Shannon and Weaver, 1948)
and information dynamics measures (Lizier, 2013) in cellu-
lar automata and in neural networks (Vicente et al., 2011),
which help to identify information propagation, storage and
modification systems, we are developing analysis tools for
understanding the information flows of experimental and
simulated droplet systems. These tools are intended to aid
in the tracking and understanding of the flow of informa-
tion through unconventional computational media, in a way
that is largely independent of the encoding of the informa-
tion and to thereby facilitate the search for complex and
potentially useful system behaviours in random or evolved
droplet networks, which are inherently less modular and
decomposable than conventional engineered computational
systems. We are also exploring the use of information the-
oretical measurements to constrain the design of functional
networks. By identifying necessary changes in the state of
information at different stages of computation, we believe
it may be possible to guide machine-learning algorithms to
more effectively design functional networks.
Defining computational-unit fitness implicitly using
tautological closed loops.
To facilitate the artificial evolution of of Basic Compos-
able Units (“BCUs” – c.f. logic gates) for unconventional
computational media, we are developing a novel technique
in which optimal BCU behaviour is defined not explicitly
(“given this input, the unit should produce that output”), but
implicitly, through its influence on network properties in a
closed network consisting of multiple instances of the unit.
The network is designed in such a way that only if the units
are performing the desired task (e. g. acting as a NAND
gate), will certain network properties hold (e. g. dynamics at
two points in the network should be similar to each other and
different to a third point), and machine-learning techniques
tune the BCU properties maximise these network properties.
In this way, we implicitly describe the desired behaviour of
the units without overly constraining their design, allowing
the artifical evolution to concurrently design the BCUs and
the encoding of the signal that they operate upon.
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Abstract 
Recent research on the notion of altruism in terrestrial life has 
focused on certain altruistic behaviors, which are regarded as 
beneficial to animal life, especially with respect to individual 
animal species. Such findings throw light on individual-
oriented mechanisms and their evolution in helping to clarify 
so-called intentional interactions between individuals based on 
discrimination of other individuals and remembered 
information as advanced by developments in biological 
information processing, ranging from molecular recognition to 
activation of the neural system. In 2006, Nowak classified these 
mechanisms into five types.   In the current study, we have 
zeroed in on the process of autolysis universally observed in all 
terrestrial lives, as characterized by genetically programmed 
death accompanied by altruistic self-decomposition, whose 
model we call the “programmed self-decomposition model 
(PSD Model)”. In our view, altruistic phenomena target no 
specific individuals yet prove beneficial to the ecosystem, in 
part and as a whole. Using our PSD Model we ran evolutionary 
simulations of altruistic phenomena in the SIVA Series, which 
is an artificial life system designed to resemble a terrestrial 
ecosystem, and one that excludes both discrimination of 
individuals and interactions between individuals.  In our 
simulations no individual-oriented evolutionary mechanism 
was observable while the ecosystem-oriented mechanism 
positively contributed to the evolution of the altruistic gene. 
Our research has thus sought to determine factors that promote 
superior evolutionary characteristics of altruistic phenomena in 
a terrestrial ecosystem model. The current study argues that the 
high heterogeneity and complexity of a terrestrial environment 
and the eternality of evolutionary time play an important role in 
the selective process of programmed death in the terrestrial 
ecosystem, which is accompanied by altruistic self-
decomposition. Based on the above findings, we investigated 
the inseparable relationship existing between a terrestrial 
ecosystem and the altruistic gene. 
Introduction 
We previously modeled autonomous death that comprises a 
universal attribute of terrestrial life, as programmed self-
decomposition (PSD) (Oohashi et al. 1987, 2009). Our 
research centers on a series of studies that delve into the 
existence of autonomous death through experiments in the 
field of molecular cell biology using existing living organisms 
as subjects; concurrently, in carrying out evolutionary 
simulations of Artificial Life (ALife), we raise the possibility 
that mortal organisms having autonomous death are superior 
to immortal organisms (Oohashi et al. 1987, 1999, 2001, 
2009, 2011, 2014; Maekawa et al. 2011). The essence of our 
PSD model zeroes in on the process of autolysis (Odum 
1971), which is universally observed in terrestrial lives 
including unicellular organisms, as phenomena with respect to 
recycling of autonomous material in a terrestrial ecosystem. 
Conventionally autolysis has been regarded as deregulated, 
natural disintegration with increasing entropy. We have 
redefined autolysis as a type of autonomous, altruistic 
phenomenon beneficial to an ecosystem, in part or as a whole. 
We thus regard autolysis as an active biochemical process 
built into cellular genetic programming by which a cell 
consumes its own metabolic energy. In view of this autolytic 
process, we posit that life individuals autonomously 
decompose themselves into components; in other words, cells 
hydrolyze biological polymers into biological monomers so 
that the materials they consume and the spaces where they 
exist can be optimally reutilized by all other life individuals, 
including adversaries and competitors, and, by means of that 
event, can thereby return to the environment and thus 
contribute to the restoration of the entire ecosystem. 
Recent research on the concept of altruism in terrestrial life 
has focused on certain altruistic behaviors regarded as 
beneficial to animal life, especially with respect to individual 
animal species (Haldane 1932; Hamilton 1963; Price 1970). 
Based on these many previous researches, Martin A. Nowak 
has provided a useful framework that classifies the 
mechanisms of evolution of cooperation under five types 
(Nowak 2005, 2006, 2011, 2012). His rules quite adequately 
account for altruistic phenomena that targets only specific 
individuals or groups. Nowak’s five rules for these 
mechanisms require, as prerequisite functions, discrimination 
of other individuals and reference to remembered information, 
as advanced by developments in biological information 
processing, ranging from molecular recognition to activation 
of the neural system. Such altruistic behavior is realized by 
the individual-oriented mechanisms whose actual property is 
the intentional interaction between individuals based on such 
rules. The terrestrial lives that Nowak’s framework of 
altruistic behavior encompasses are limited to relatively 
evolved animals that deploy biological control systems that 
enable the discrimination between individuals and the 
remembering of an individual’s experience (Oohashi et al. 
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2014), at least as chemical messengers, and, ideally, a central 
nervous system sufficiently robust for formation intention. 
We have redefined an altruistic phenomenon as being a 
phenomenon by which a life individual renders certain 
biological benefits to a part of the ecosystem including 
individuals as well as to the ecosystem as a whole, regardless 
of any biological benefit for or disadvantage to itself (Oohashi 
et al. 2011, 2014). In our view, the recipient of a contribution 
should not only be limited to a specific individual or a group 
of individuals; but rather, include the ecosystem, in part or as 
a whole. Consequently, we put forth the programmed self-
decomposition model as an ecosystem-oriented altruistic 
phenomenon that emerges even for very primitive life 
individuals equipped with only the fundamental principle of 
terrestrial life, namely, self-reproduction and self-
decomposition regulated solely by a genetic program, and 
without any functionality by which to discriminate between 
individuals (Oohashi et al. 2014). Considering that the 
essential quality of the PSD consists of autolysis and that 
organelles (lysosome) executing PSD exist in every eukaryote 
cell, it would be possible for PSD to serve as a mechanism 
universally existing in terrestrial lives, and for it to exist as a 
universal basic mechanism for all eukaryotes, including 
animals that produce the individual-oriented altruistic 
behavior proposed by Nowak. 
Based on the conceptual clarification of altruistic phenomena, 
we constructed a simulator system SIVA Series equipped with 
primitive artificial life in an ecosystem designed to resemble a 
terrestrial ecosystem, and one that excludes both 
discrimination of individuals and interactions between 
individuals. Through a series of simulation studies, we 
showed many conditions whereby evolutionary adaptation is 
promoted by means of altruism even in extremely primitive 
lives equipped only with the basic principle of terrestrial life, 
that is, the self-reproduction and self-decomposition regulated 
solely by a genetic program (Oohashi et al. 1987, 1999, 2001, 
2009, 2011, 2014; Maekawa et al. 2011). Especially 
noteworthy is our finding that the gene of altruistic death 
accompanied by programmed self-decomposition can be 
acquired through the evolution of immortal lives, and the lives 
that acquire the gene of altruistic death sometimes are 
overwhelmingly superior to immortal lives (Oohashi et al. 
2014, Maekawa et al. 2011). Accordingly, we regard altruistic 
death accompanied by programmed self-decomposition as a 
sophisticated survival strategy acquired as the fruit of 
evolution. We thus categorize lives that have completed this 
evolution as altruistic mortal lives and more primitive lives 
that have yet to complete such evolution as non-altruistic 
immortal lives. 
This study examined the possible reasons why altruistic 
phenomena of programmed self-decomposition brought forth 
evolutionary superiority in terrestrial ecosystem models. We 
therefore hypothesized that the high heterogeneity and 
complexity of terrestrial environments and the eternality of 
evolutionary time of a terrestrial ecosystem played important 
roles in the selective process of programmed death, which is 
accompanied by altruistic self-decomposition in terrestrial 
ecosystems. In our experimental models using artificial lives, 
we carried out experiments that tested our hypothesis and 
obtained positive results. Here we describe the results. 
Methods 
1) Design of the SIVA simulator and its virtual 
environment 
In the present study, we again used SIVA-T05 as an evolution 
simulator. Its construction and functions are the same as those 
utilized in a previous report (Oohashi et al. 2009). 
To simulate the characteristics of a terrestrial environment 
using a limited amount of materials distributed in a finite 
space, the virtual space of SIVA-T05 is designed to be a two-
dimensional lattice consisting of 16x16 (= 256) spatial blocks. 
A single spatial block is defined as 8x8 (= 64) pixels for 
habitation points. One habitation point is occupied by one 
virtual life individual (VLI) and vice versa (Figure 1a). 
Environmental conditions can be independently defined for 
each spatial block and those of the 64 habitation points in the 
same spatial block are configured to always be homogeneous. 
Since all VLIs in one spatial block share identical 
environmental conditions, the population of VLIs in that block 
significantly affects local conditions. 
In the present study, the temperature gradient and the initial 
distribution of four kinds of virtual inorganic biomaterials 
making up the VLIs were set to be heterogeneous or 
homogenous across the whole ecosystem according to 
experimental conditions (see next section). No substances 
other than virtual inorganic biomaterials existed in the initial 
environment. 
Figure 1. Environmental design and life activities of virtual life individuals (VLIs) of the virtual ecosystem SIVA-T05. a) Environmental 
design. b) Relationship between life activities of virtual life individuals (VLIs) and the environment. 
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2) Structure and behavior of artificial life 
 
Structure of a virtual life individual.  As in the previous 
report (Oohashi et al. 2009), we designed a virtual life 
individual (VLI) based on Oohashi’s self-reproductive, self-
decomposable (SRSD) automaton model (Figure 1b) that took 
von Neumann’s self-reproductive automaton model (Von 
Neumann 1951) as its prototype (Figure 2). Oohashi’s 
automaton G is described as G = D + FZ + ID+FZ, where D = A 
+ B + C. Here, automaton A produces automata according to 
instructions on data tape I (that is, a virtual genome). 
Automaton B reads and replicates data tape I. Automaton C 
sets the copy of data tape I replicated by automaton B into 
new automata produced by automaton A and separates these 
as automaton D. Automaton FZ, which is a modular 
subsystem plugged into automaton D, decomposes the whole 
automaton G into components suitable for reutilization when 
automaton G encounters serious environmental conditions in 
which it is unable to live or has reached the end of its life 
span. Data tape ID+FZ carries an instruction describing 
automaton D + FZ. Thus, automaton G, which corresponds to 
D + FZ + ID+FZ, can reproduce an identical automaton G as 
well as decompose itself.  
We designed artificial life based on AChem (Dittrich et al. 
2001; Suzuki 2004) so as to realize the above-mentioned 
logical behaviors and, as faithfully as possible, to reflect the 
principles of terrestrial life and its subsequent reproduction. 
We constructed a VLI from four classes of virtual 
biomolecules: virtual inorganic biomaterials (VI), that are four 
kinds of substances distributed in the environment; virtual 
organic biomaterials (VO); virtual biological monomers 
(VM); and, virtual biological polymers (VP). Any molecules 
in the latter three classes consist of combinations of the four 
kinds of VI. A virtual genome in the VP class consists of 
virtual nucleotides belonging to the VM class. The virtual 
protein in the VP class is produced according to a sequence of 
virtual nucleotides that determines the primary sequence of 
virtual amino acids belonging to the VM class (Oohashi et al. 
2009). We developed a SIVA language that actualizes virtual 
life activities by recognizing the sequence of the virtual amino 
acids contained in the virtual protein as coded program 
sentences then executes the specific life activity. According to 
given conditions, this SIVA language reproduces, divides, and 
decomposes a VLI. 
Each VLI expresses its life activities by executing all 
sentences satisfying their execution conditions in the VLI 
during one Time Count (TC), the unit of virtual time in SIVA-
T05. The order for a VLI in the virtual ecosystem to express 
its life activities within one TC is randomly determined at 
every TC. It takes at least 5 TCs for a newborn individual to 
reproduce itself in our current simulation experiments. 
Figure 2. Von Neumann’s self-reproductive automaton and Oohashi’s self-reproductive, self-decomposable automaton. 
(A) Von Neumann’s self-reproductive automaton model. This is an immortal type model without an autonomous mechanism for the 
restoration of the environment to its original state. (B) Oohashi’s self-reproductive, self-decomposable (SRSD) automaton model. 
This model uses von Neumann’s self-reproductive automaton model as its prototype. It has a programmed mechanism contributing to 
the restoration of the environment to its original state through autonomous individual death with self-decomposition, which is an 
essential feature of terrestrial life. Two activation modes are defined for the self-decomposition automaton FZ. The first one is 
activated by a signal input from outside, indicating unconformity between the life and its habitation environment. The second mode 
constitutes the end of the life span. 
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Therefore, we use “passage duration” as a virtual time unit, 
which corresponds to the value of TC divided by 5 (Oohashi 
et al. 2009).  
 
Behavior of virtual life individuals. A VLI executes its life 
activities by consuming materials from the virtual 
environment (Oohashi et al. 2009). Activities of each VLI are 
so designed as to depend on the amount of material available 
as well as the temperature in the inhabited spatial block. 
Namely, optimum environmental conditions are defined for 
each VLI a priori. Activities of a VLI decrease when 
environmental conditions of the habitation point move away 
from VLI optimum points. A VLI cannot express its life 
activities when environmental conditions markedly deviate 
from the optimum, and, in the case of a mortal organism, it 
decomposes itself just as it does when it has lived out its life 
span. Materials released by the decomposition of a VLI are 
restored to the environment and become utilizable by other 
individuals as well as the space that were occupied by the 
VLI. 
When VLIs reproduce, point mutation can occur at a 
predefined probability during replication of the virtual 
genome. Mutations may alter the optimum environmental 
conditions for a VLI such as temperature and the composition 
of the VIs. In addition, VLIs which can use only VI for self-
reproduction, which requires a greater amount of energy, can 
evolutionarily become those which can also use VM, which 
requires smaller amount of energy. In other words, the 
evolution of the material uptake function is also installed. 
These mutations enable the VLI to live in an environment 
where it originally could not live. That is to say, evolutionary 
adaptation to the environment can occur. 
3) Experimental setting 
To evaluate the hypothesis that the high heterogeneity of 
terrestrial environments and the eternality of the evolutionary 
time of a terrestrial ecosystem played an important role in the 
selective process of programmed death, which is accompanied 
by altruistic self-decomposition of the terrestrial ecosystem, 
we employed artificial life in three experimental conditions in 
which different initial distributions of VIs and temperature 
were employed as shown in Figure 3: experimental condition 
A: initial distribution of both VIs and temperature optimal 
level for VLIs was homogenous throughout the whole 
environment; experimental condition B: initial distribution of 
VIs was homogenous whereas initial distribution of 
temperature was heterogeneous; and, experimental condition 
C: initial distributions of both VIs and temperature were 
heterogeneous. Under each experimental condition, we seeded 
an altruistic mortal VLI and a non-altruistic immortal VLI in 
spatial blocks in the midst of the simulation space whose 
environmental conditions were most suitable for these VLIs to 
start simulations of their reproduction and evolution. We 
conducted 100 simulations of 800 passage durations with a 
mutation rate of 0.005 and observed changes in the size of 
habitation area and number of VLIs. Since mutation occurs at 
each reproduction according to the configured mutation rate 
under the current experimental conditions, we calculate the 
approximate magnitude of the mutations that occur during the 
simulation by means of the total number of reproductions. 
Therefore, we aggregated the number of reproductions for 
both mortal VLIs and immortal VLIs to compile the 
cumulative mutation index. 
Results 
Figure 4 shows the typical transition pattern of distribution of 
VLIs, their number, and the cumulative mutation index of 
more than 800 passage durations for each of three conditions 
set according to the level of environmental heterogeneity. 
Table 1 shows the ratio of survival of VLIs up to either the 
400th passage duration or the 800th passage duration, average 
and standard deviation ratio of number of mortal VLIs to that 
of immortal VLIs at the 400th and at the 800th passage duration 
when immortal VLIs survived, and the cumulative mutation 
index for both mortal VLIs and immortal VLIs at the 800th 
passage duration of a typical example as seen in Figure 4.  
Under Condition A, when both substances and temperature 
were homogeneous, immortal VLIs were greater in number 
with continued reproduction but after the 200th passage 
duration, the VLIs filled the entire simulation space and 
entered a stable phase. On the other hand, mortal VLIs 
reproduced themselves until the 10th passage duration after the 
onset of simulation. However, when passage duration 
exceeded 10, reproduction of mortal VLIs stagnated that 
reduced their number so that there were twice as many 
immortal VLIs as mortal VLIs at the 15th passage duration. 
After 20 passage durations, the number of mortal VLIs once 
again increased at a rate of increase similar to that of immortal  
 
Figure 3. Three experimental conditions showing initial distribution pattern of virtual inorganic biomaterials (VIs) and temperature.  
A) VIs: homogeneous, Temperature: homogeneous. B) VIs: homogeneous, Temperature: heterogeneous. C) VIs: heterogeneous, 
Temperature: heterogeneous. 
ECAL - General Track
253 ECAL 2013
  
  
Figure 4. Altruistic gene became more superior as heterogeneity and complexity of the environment became greater. Successive changes in 
individual distribution (upper panels), the number of individuals (solid lines in lower panels), and the cumulative mutation index (dotted lines in 
the lower right panel) of mortal and immortal virtual life individuals (VLIs) simulated under each experimental condition: A) VIs: homogeneous, 
Temperature: homogeneous. B) VIs: homogeneous, Temperature: heterogeneous. C) VIs: heterogeneous, Temperature: heterogeneous. 
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VLIs. However, mortal VLIs increased until the 120th passage 
duration at which time they entered a reduction phase and died 
out after the 200th passage duration. Such a tendency was 
commonly observed in all of the 100 simulations executed, 
and mortal VLIs never survived until the 400th passage 
duration in any of the simulations. However, while the 
cumulative mutation index at the 800th passage duration of 
immortal VLIs was 15910, that of mortal VLIs reached 
133910, 8.4 times that of the immortal VLIs. That finding 
shows that the magnitude of the cumulative mutation of 
mortal VLIs was much higher than that of immortal VLIs. 
Under Condition B, when the temperature was heterogeneous 
while the initial distribution of substances was homogeneously 
distributed, immortal VLIs steadily increased and maintained 
a greater number than mortal VLIs. After reaching the 100th 
passage duration, the increase of the immortal VLIs slowed 
down then accelerated once again after the 600th passage 
duration in parallel with the decrease of mortal VLIs. In 
contrast, mortal VLIs started to reproduce but its number 
deceased at around the 10th passage duration. Then, at the 20th 
passage duration, mortal VLIs increased once again until 
reaching a plateau at around the 120th passage duration. At the 
same time, mortal VLIs remained constant in number and 
well-balanced with respect to reproduction and decomposition 
up to the 500th passage duration, and began to decrease at the 
600th passage duration then dying out at the 800th passage 
duration. The ratio of survival rate of mortal VLIs at the 400th 
passage duration was 8%, but the number of mortal VLIs was, 
on average, 0.19 times that of immortal VLIs, which shows 
the absolute superiority of immortal VLIs to mortal ones in all 
trials. Furthermore, when we extended the evolutionary time 
of the simulation, mortal VLIs died out before reaching the 
800th passage duration without exception. However, while the 
cumulative mutation index at the 800th passage duration of 
immortal VLIs was 13100, that of the mortal VLIs was 
294747, which reached 22 times that of immortal VLIs. This 
finding shows that the magnitude of the cumulative mutation 
of mortal VLIs was even higher than that of immortal VLIs as 
compared to Condition A. 
Under Condition C, when both temperature and initial 
distribution of substance were heterogeneous, immortal VLIs 
began reproduction in the same way as they did in Condition 
A and Condition B, but ceased reproduction after the 25th 
passage duration, and were completely surpassed by mortal 
VLIs at the 30th passage duration. There was no notable 
change observed either in number or size of the area in which 
the immortal VLIs existed until they reached the 800th passage 
duration. On the other hand, mortal VLIs started to reproduce 
but its number deceased at around the 10th passage duration. 
Then, at the 20th passage duration, mortal VLIs increased once 
again and surpassed immortal VLIs in number at around the 
30th passage duration, and continued to increase in number 
and size of the area in which they existed. At the 200th passage 
duration, the rate of increase declined but maintaining a stable 
balance between reproduction and decomposition up to the 
800th passage duration. The number of trials in which mortal 
lives survived until the 400th passage duration increased from 
8 to 11 out of 100 trials. They survived until the 800th passage 
duration. Both at the 400th and 800th passage duration, the 
number of mortal VLIs was, on average, 18 times greater than 
the number of immortal VLIs, which shows the overwhelming 
prosperity of the former. While the cumulative mutation index 
at the 800th passage duration of immortal VLIs was 291, that 
of mortal VLIs was 840945 (2890 times). This shows that the 
greatest magnitude of cumulative mutation was accumulated 
in mortal VLIs among the three environmental conditions with 
respect to heterogeneity. As shown above, when an 
environment is more heterogeneous and complex, the survival 
rate of mortal VLIs increases and the duration of survival 
becomes longer so that mortal VLIs overwhelm immortal 
VLIs even in the number of individuals in a heterogeneous 
and complex condition.  The cumulative mutation was 
observed to be markedly greater for mortal VLIs than for 
immortal ones. Furthermore, it is noteworthy that even when 
mortal VLIs overwhelmed immortal ones in the final stage 
under a heterogeneous and complex experimental 
environment, immortal VLIs dominated mortal ones at the 
initial stage, up to the 30th passage duration without exception. 
This indicates that a certain length of time for evolution and 
prosperity is necessary before mortal VLIs can surpass and 
overwhelm immortal ones. 
Discussion 
Using the SIVA Series, an artificial life system designed to 
resemble a terrestrial ecosystem that excludes both 
Table 1: The superiority of the mortal VLIs led by the increase in heterogeneity and complexity in environmental conditions. 
400th passage duration 800th passage duration Cumulative mutation index
Condition Ratio of 
survival 
(mortal 
VLIs)
Average and SD ratio 
of number 
(mortal VLIs
/ immortal VLIs)
Ratio of 
survival 
(mortal 
VLIs)
Average and SD ratio 
of number 
(mortal VLIs
/ immortal VLIs)
Typical 
va lues
Ratio
(mortal VLIs
/ immortal 
VLIs)
Substance Temperature
(VIs)
A homo-
geneous
homo-
geneous
0% 0 0% 0 mortal
immortal
133910
15910
8.4
B homo-
geneous
hetero-
geneous
8% 0.19±0.17 0% 0 mortal
immortal
294747
13100
22
C hetero-
geneous
hetero-
geneous
11% 18±2.1 11% 18±2.0 mortal
immortal
840945
291
2890
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discrimination of individuals and interactions between 
individuals, we examined factors that promote superior 
evolutionary characteristics of altruistic phenomena and a 
gene having altruistic properties. 
Our results showed that immortal lives without altruistic 
properties are overwhelmingly more prosperous than altruistic 
mortal lives in a more homogeneous and simple artificial 
ecosystem with a shorter reproductive evolutionary time. On 
the other hand, the more heterogeneous and complex an 
environment having a longer reproductive evolutionary time 
is, the more dominant the altruistic mortal lives become over 
non-altruistic immortal lives. That is, when the substances 
necessary for reproduction of individual life and the 
temperature necessary for emergence of life-form activities 
were homogeneously distributed under simple environmental 
conditions at the initial stage, altruistic mortal lives were 
overwhelmed by non-altruistic immortal lives and never 
survived up to 400th passage duration in any of 100 trials. 
When, at the initial stage, the temperature was heterogeneous 
while the substances were homogeneously distributed as 
above, mortal lives survived up to the 400th passage duration 
in 8 out of 100 trials. Note, however, that the number of 
immortal lives exceeded the number of mortal lives at the 
400th passage duration in all those 8 trials. Furthermore, when 
we extended the evolutionary time of the simulation, the 
mortal lives died out before reaching the 800th passage 
duration in all 8 trials. 
On the other hand, when the temperature was heterogeneous 
and the initial distribution of substances necessary for living 
organisms was heterogeneously distributed to increase the 
complexity of environmental conditions, the number of trials 
in which mortal lives survived until the 400th passage duration 
increased from 8 to 11 out of 100 trials. Noteworthy, in all of 
the 11 trials in which mortal lives survived, mortal lives were 
clearly inferior to immortal lives initially but the situation 
eventually reversed, and, at the 400th passage duration, the 
number of mortal lives was, on average, 18 times greater than 
those of immortal lives; i.e., the mortal lives overwhelmingly 
prospered. These results show that an increase in 
heterogeneity and complexity of environmental conditions 
significantly improved the superiority of mortal lives with 
respect to immortal lives. 
From the temporal aspect, it was observed that, at the initial 
stage, under initial conditions either homogeneous or 
heterogeneous, immortal lives were dominant over mortal 
lives in all cases, and, only when mortal lives were able to 
escape from extinction did they overwhelmingly dominate 
immortal lives without exception, although a long 
evolutionary time span was required. Such results indicate that 
if a long reproductive evolutionary time span accompanies 
high heterogeneity and complexity of environment, the 
altruistic mortal lives will become superior with respect to 
non-altruistic immortal lives. 
These results support our hypothesis that given a sufficiently 
long evolutionary time span, the high heterogeneity and 
complexity of the terrestrial environment plays an important 
role in the evolutionary selection of the gene with 
programmed death accompanied by altruistic self-
decomposition in the terrestrial ecosystem. 
Life forms accustomed to existing in an optimal environment 
in a heterogeneous ecosystem have a greater chance of 
encountering an unconformable environment as these life 
forms continue to reproduce and increase the size of the area 
in which they exist. 
An unconformable environment is nothing but an environment 
in which reproduction is made difficult or impossible. To 
survive therein, such life forms must undergo evolutionary 
adaptation, thus acquiring novel life activity that is amenable 
to such environmental conditions. Immortal lives in such an 
environment would have no further chance to produce new 
individuals when the area possible for reproduction is 
completely filled. Therefore, before an area appropriate for 
reproduction fills up, there must be a mutation that provides 
evolutionary adaptation enabling survival in an adjacent area. 
Otherwise, both reproduction and evolution are blocked. As 
the heterogeneity in the environment increases, or as the areas 
with survivable homogeneous environmental conditions 
decrease, reproduction becomes difficult for an immortal life 
and the possibility of evolutionary occlusion increases. 
On the other hand, mortal lives can continue the alternation of 
generation, even within a small area, by returning substances 
and space to the environment through self-decomposition and 
recycling. Therefore, mortal lives always possess the potential 
to achieve novel evolutionary adaptation by accumulating 
mutations without falling into the blockage of evolution. 
Alteration in characteristics by mutation in this case emerges 
as a change in the balance of the inorganic substances 
necessary for reproduction, an acquisition of the function of 
monomer intake, and a shift in optimal temperature. Thus, as 
the heterogeneity and complexity of environmental conditions 
increase, the activities of immortal lives decreases, and, at the 
same time, mortal lives attain superiority. 
In simulations in which the initial conditions of the 
environment were set to be highly heterogeneous, the mortal 
lives overwhelmingly prospered. However, even in such 
cases, immortal lives were, as is natural, dominant at the 
initial stage of the simulation without exception. It was 
noteworthy that the situation completely reversed later and 
altruistic mortal lives that had been weak became superior. 
The temporal pattern of the number of life individuals along 
the time line of reproductive evolution displayed particular 
characteristics. Under all conditions, mortal lives smoothly 
began reproduction and increased until the 10th passage 
duration at which time they entered a reduction phase. The 
number of mortal lives remained small for a time, then, prior 
to the 30th passage duration, reverted to the increase phase. 
When the environmental conditions became heterogeneous, 
the number of mortal lives monotonically increased, 
overwhelming the number of immortal lives. 
Mutations accumulate during the alternations of generation. 
These mutations stochastically occur in all directions and do 
not necessarily acquire an evolution appropriate to a particular 
time and place. The environmental conditions to which the life 
forms must adapt are continuously changing. Therefore, a 
longer period, that is, eternal time, is necessary for an 
individual to acquire the characteristics appropriate for the 
varying environmental conditions conducive to mortal life as 
to ensure superiority within the whole ecosystem.  
Non-altruistic immortal lives show superiority within a shorter 
time span. However, when environmental conditions are 
heterogeneous and complex, the prevalence of immortal lives 
is reduced and blocked while, over a longer time span, 
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altruistic mortal lives show significant superiority. This 
finding is highly suggestive for discussing the superiority of 
the altruistic gene in an ecosystem resembling a terrestrial 
one. The actual terrestrial ecosystem has consisted of 
multidimensional, multifaceted heterogeneous and complex 
environments microscopically and macroscopically 
throughout the Earth’s entire several-billion-year history. The 
simulations under study here show that, in such environments, 
even primitive life forms having simple altruistic mechanisms 
for decomposing themselves so that they can contribute to the 
ecosystem in part and as a whole possess evolutionary 
potential for producing a teeming variety of genes and 
characteristics. Our results further suggest that the altruistic 
gene with characteristics physically appropriate for a 
terrestrial ecosystem endowed with high complexity and 
eternal time can be evolutionarily selected, can prosper and, as 
a result, can provide the basis for the Earth’s biological 
diversity.  
Nowak’s framework (2006) of altruistic phenomena quite 
validly explains the altruistic behavior of higher species of 
animals. As a basis of such a highly developed individual-
oriented altruism, the ecosystem-oriented altruism mechanism 
without intention is universally available to all terrestrial lives 
and thus functions as the basic mechanism for existent 
terrestrial life. This suggests that the Earth’s environment 
might well possess the optimum characteristics for selecting 
the altruistic gene. 
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Abstract 
Human activities in outer space are producing increasing 
quantities of space “debris”. This well-known fact posits the 
question about the value and use of space technologies after 
their operation period has expired. Rather than calling these 
non-functional objects “debris”, we propose to treat them as 
“end-of-life allopoietic systems” with the potential of becoming 
autopoietic systems. In general, our utilitarian, anthropocentric, 
and control-oriented management of processes discourages 
research into emancipated, unfamiliar entities which do not 
(yet) appear in our ecosystems. However, outer space 
technology with its literal and symbolic remoteness presents an 
opportunity to transform utilitarian objects at their end-of-life 
into emancipated non-utilitarian living or life-like systems 
without the danger of interaction with the existing living 
systems of our planet. Here we outline a composite approach to 
the challenge. 
Composite Methodologies for Outer Space 
From the beginnings of Modern age, artistic and scientific 
communities have been epistemologically strictly divided, 
each following their own methods and protocols, but 
concerning themselves with similar issues and topics. 
Recently, however, composite protocols stemming from the 
intersection between art and science have been emerging. 
These composite protocols are relevant to both spheres, but 
deal with issues unsolvable using methodologies of either 
sphere separately. It is crucial to search for new knowledge 
that has references in basic, natural, and applied sciences as 
well as in art and humanities. To achieve this, we must 
overcome the persistent modes and patterns of the dualist 
thinking inherited from Cartesianism as well as abandon the 
traditional conception that art deals primarily with the 
aesthetic and beautiful, and that it produces nice, 
contemplative forms that are made to please our eyes and 
soul. Such views on art derive from a certain age, i.e. from the 
18th and the 19th century when such conception of art 
flourished, and when the divide between art and science has 
reached its peak as well. Today, it is time to embark towards a 
new paradigm of knowledge.  
The constructivistic approach we would like to employ here 
is based on inter-subjectivity instead of the classical 
objectivity, and on viability instead of reaching one objective 
truth. It implies that the combination of both scientific fact 
and artistic/cultural manifestation leads to an abstraction, 
which can be projected into our cognitive reality. This 
abstraction of art and science in action is called the composite 
projection. The composite projection works as an iteration of 
the process of extrapolating what we know of reality to what 
we think reality should be, then reconsidering the initial 
projection with new facts and developments, leading to a 
modified projection etc. The result therefore has multiple 
sequential manifestations within the realm of the possible, 
probable, speculative and fictional. Composite protocols thus 
stem from both artistic and scientific methodologies, but they 
are not necessarily consistent with one or the other. They 
facilitate a holistic understanding of particular topics that are 
the subject of both science and art practices. The knowledge is 
generated within the actual/real and conceptual/belief. 
In the context of the empirically positivistic conception of 
science, which operates with the empirically proven, 
deductive truths, the application of these is guided by 
necessity, utility and efficiency. The result of such knowledge 
is therefore an applied solution within the bounds of the 
possible and measurable. The context of science prohibits the 
suspension of the possible to construct the impossible, i.e. to 
produce speculative narratives, fiction and fantasy (as Francis 
Bacon condemned the philosophy of the speculative as a 
harmful detour away from the truth). In this sense, speculation 
(when not understood as extrapolation) and fiction can be 
conceived as a conscious denial of fact and the reasonable, a 
state of belief in an idea not embedded in reality, or as a 
product of the anti-rational. Even so, the futuristic narratives 
should rely on a consensus of the possible. 
Contemporary philosopher Eugene Thacker observes that 
there have only ever been three approaches to thinking about 
life: SOUL, MEAT, and PATTERN (Thacker, 2005). Within 
this trinity everything is deemed to be animate, living, and 
vital. In the time of networks, swarms, and multitudes of 
genetic and information technologies, the PATTERN 
pervades systems of all kinds and it seems to be dominant 
today. Despite this observation, can we rid ourselves of this 
trinity and dare to invent some other approach to thinking 
about life? The existence of our progenies beyond the edges 
of our heliosphere, in the absolute absence of the human and 
his/her effects, certainly seeks to broaden the scope of these 
concepts. What life is in this realm might not fit into 
Thacker’s trinity of soul, meat and pattern. 
Post-terrestrial Life 
From its very beginning, technology has proceeded with the 
promise of providing us with greater control. Modernity 
(Modern age) promised control over nature through science 
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and material abundance through technology. At this point we 
can find the opportunity to think beyond the confines of 
control and surveillance, beyond the dualities of utilitarian and 
non-utilitarian, cause and effect, soul and meat, pattern and 
random, live and dead, etc. The feedback we can get from 
technological products that abandon the dualities of our terra-
thinking, which in fact owes a lot to Cartesian conceptions, is 
entirely unpredictable. 
The “end-of-life” space objects are terrestrial 
materializations of human thought having potential to become 
the emancipated, functional units, capable of cognition and, 
consequently, of identity. Terrestrial sensory probes at the 
edges of our solar system, the farthest-reaching manifestations 
of humanity, were designed to fulfill strictly scientific 
purposes. However, the ultimate fate of these objects, beyond 
relentlessly serving humanity with data, had not been 
determined at their launch. The remoteness and the ebbing life 
of these extensions of the human species are gradually turning 
the augmentations into independent objects.  
Our challenge is to nurture the teleology of space probes 
beyond their initial purpose. We aim to explore possible 
modifications of existing and future space probes to turn 
allopoietic instruments into resilient, self-repairing, robust, 
autonomous, energy efficient, adaptable systems, all of which 
are properties current technology lacks, but living systems 
possess. 
The Authentic Environment  
To create artificial life on Earth is a proof-of-principle; proof 
that we understand living systems to the extent we are able to 
recreate them. This positivistic approach, however, does 
answer the question why one should attempt to do so, since 
life has been ubiquitous and resourceful through both space 
and time in terrestrial environments. Outer space is in fact the 
authentic environment of artificial life, because life (as far as 
we know) has not been able to colonize it on its own. 
We begin to apply the current knowledge of resilient self-
organizing systems to the construction of the next generation 
of space probes. Unlike scientists, who would equip the next 
probes with ever better and more complex systems designed 
to carry out scientific experiments, we foresee the addition of 
a simple entity, which can withstand the conditions in outer 
space, but also with the ability to adapt, if it encounters 
environmental changes; made up of a self-repairable matrix, 
coined from autonomous technology and simple living (or 
life-like) systems; working in a symbiosis to absorb entropy 
and fight decay.  
Emancipated Space Technologies 
Distance is a tool of scientific and artistic contemplation. 
Creating progeny that is foreign and non-utilitarian in every 
respect has great philosophical value as it presents us with a 
(bio)technological version of the “overview effect”. The 
alienation induced by this other has the potential to transform 
the familiar and recalibrate the human condition, urging us to 
revise the dominant but often exclusionary humanist values. 
Humankind, in awe of scientific knowledge, humanistic 
understanding and artistic possibilities, can produce an 
unthinkable civilizational value. Enabling autonomous 
processes out of our reach is a civilizational step that can lead 
to a better understanding not only of what we know but also 
what we don’t. 
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Abstract
This paper concerns the evolution of altruism in a population
of autonomous agents. It explores the relation between al-
truistic behaviours and spatial dispersion in open-ended evo-
lution whenever energetic constraints must be addressed. A
method derived from Embodied Evolution is used to model
the spatial interactions between agents from an individual
perspective. Firstly, results show that spatial dispersion and
levels of altruism are strongly correlated, which confirms the-
oretical results from biology, but also that this relation may
be overshadowed by the complex interactions at work in the
ecosystem. Secondly, this paper investigates how robust al-
truistic behaviours able to cope with various environmental
pressures may be evolved. In particular, it is shown that there
is a trade-off between efficiency and versatility: the ability
to perform well accross a wide range of environmental con-
ditions often comes at the cost of sub-optimal performance
in terms of survival, especially when compared to more con-
strained (and less versatile) evolved strategies.
Introduction
Cooperative behaviours are defined by the realisation of ac-
tions by an agent which brings benefits to other agents. This
paper focuses on altruism, which is a special type of coop-
erative behaviour characterised by the sacrifice of one agent
for the benefit of others (Lehmann and Keller, 2006). This
is different from mutual cooperation as the fitness of an
agent is permanently impaired by such acts. This type of
behaviour may look counter-intuitive from the viewpoint of
the theory of evolution as an altruistic agent reduces its own
chance of survival in order to increase the chance of sur-
vival of other agents. However, such altruistic behaviour
is found in multiple biological species, and multiple works
have investigated the conditions and mechanisms at play in
its evolution.
A common way to explain the evolution of altruism in bi-
ology is to consider the survival of genes rather than individ-
uals. In this context, individuals are vehicles for genes that
try to survive (Dawkins, 1976). This aspect is captured by
the idea of the inclusive fitness which considers that the fit-
ness of a particular individual depends both from its own ac-
tion and from the actions of its related kin (Maynard Smith,
1964).
Classic approaches in game theory (Maynard Smith,
1974) and adaptive dynamics (Diekmann, 2004) have been
used to explore multiple causes that favour the evolution
of altruism. The most studied mechanisms are kin se-
lection (Maynard Smith, 1964), group selection (Wynne-
Edwards, 1986), tag recognition (Holland, 1996) and envi-
ronment viscosity (Hamilton, 1964). In particular, kin selec-
tion stresses that genes responsible for altruistic behaviours
can increase in frequency when there is a chance that ben-
eficiaries of such altruistic acts also carry such genes. In
other words, kin selection hypothesizes that the inclusive fit-
ness of an individual is increased if it is genetically close to
its neighbours. Kin selection has long been a central idea
in the evolution of altruism, and recent works have shown
that several other mechanisms (such as group selection) are
actually much more related to kin selection than originaly
expected (West et al., 2007; Grafen, 1984; Queller, 1994;
van Baalen and Rand, 1998). Moreover, explicit behavioral
strategies have been shown to increase kin selection, such
as kin recognition and spatial dispersion (West et al., 2007).
In particular, a low spatial dispersion naturally favors repro-
duction among kins.
From the perspective of artificial evolution, several works
have previously addressed the evolution of altruism (Waibel
et al., 2009), and of communication (Floreano et al., 2007)
(a particular kind of cooperative behaviour) with regards to
the level of selection (at the level of the team or the indi-
vidual), and the composition of teams (homogeneous or het-
erogeneous). These works succesfully show cooperative be-
haviours could evolve from team level selection or by en-
forcing homogeneous teams, which is coherent with results
previously established in theoretical biology (cf. (Hamil-
ton, 1964)). However, these works rely on a fixed selection
scheme (rather than letting it evolve) which prevents studies
of particular dispersion strategies that could influence the
level of homogeneity and relatedness in the population.
This paper addresses the evolution of spatial dispersion
behaviour, in the context of a harvesting task that requires al-
truistic cooperation among individuals. The question under
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scrutiny is to understand how spatial dispersion may evolve
when altruistic behaviour comes as a requirement for the
population to survive.In particular, it is expected that there
is a correlation between the consumption strategy and the
spatial dispersion evolved: the more altruistic the individu-
als, the less spatial dispersion should be observed (Taylor,
1992)). However, questions remain open as to whether such
behaviours may be observed easily in nature, and what kind
of behaviours may be evolved in term of consumption and
spatial dispersion strategies.
The approach followed in this work builds on an ex-
isting framework for in silico experimental evolution for
individual-based modeling and simulation undergoing an
open-ended evolutionary process (i.e. long term adapta-
tion in an open environment). In this context, the ability
for an individual to survive and pass its genotypic material
depends solely on its interaction with other individuals and
with the environment, comparably to Dawkins’ selfish gene
metaphor (Dawkins, 1976) or TIERRA’s open-ended evo-
lutionary process (Ray, 1992). Therefore, it is possible to
investigate the particular dispersion strategies which comes
from a trade-off between harvesting and genotypic material
diffusion.
In the following, the experimental setup is described,
along with methodological tools and implementation details.
A statement of the working hypotheses and outline of the ex-
periments follows. Then, the experiments are described and
discussed. Firstly, the possible correlation between spatial
dispersion and level of altruism is investigate. Secondly, the
trade-off between evolving either efficient or versatile strate-
gies is studied. Finally, the last Section concludes this work
and takes a broader perspective from this work, considering
implications both from the theoretical viewpoint wrt. biol-
ogy and from the practical viewpoint wrt. collective adaptive
systems.
Method
Open-ended Evolution with mEDEA
The mEDEA algorithm, as in minimal Environment-driven
Distributed Evolutionary Adaptation, was initially intro-
duced in (Bredeche and Montanier, 2010). It performs as
an evolutionary adaptation algorithm that can be distributed
over a population of agents (i.e. each agent in the popula-
tion runs the same algorithm, but carries different genomes).
While it has been originaly designed for collective robotic
systems, it can be (and has been) used as a modeling and
simulation tool for studying spatial interactions between
agents. In previous works (cf. Montanier and Bredeche
(2011)), mEDEA has been used to study the impact of
genotypic relatedness on altruistic cooperation, in particu-
lar whenever genotypic relatedness between individuals is
enforced through kin recognition (i.e. explicitly favoring the
reproduction of closely related individuals).
Figure 1: The mEDEA algorithm: a simplified illustration.
(1): generation starts, genome reservoirs are empty; (2) and
(3): agents move around (each agent is controlled by its own
active genome) and exchange mutated genomes when close
enough ; (4): generation ends - the red genome has spread
more and thus have higher probability of being selected (in
this case, probability is indeed p = 1 in two agents while the
two other genomes only get p = 0.5 in one single agent).
After selection, all the reservoirs are emptied. Note that the
next generation will contain slightly mutated copies of the
original genomes.
Figure 1 provides an illustrative example of how mEDEA
works (see (Bredeche and Montanier, 2010) for a complete
description of the algorithm). Each robotic agent contains
an active genome, which (indirectly) controls the agent’s be-
haviour, and a reservoir of stored genomes, which is empty
at first. At each time step (or iterations), each agent broad-
casts in a limited range a slightly mutated copy of its active
genome (gaussian mutation) and stores genomes received
from neighbours, if not already stored. At the end of a gen-
eration (i.e. a pre-defined number of iterations), each agent
“forgets” its active genome and randomly picks one genome
from its reservoir of stored genomes (if not empty). Then
the reservoir is emptied, and a new generation starts. This
algorithm is running independently within each agent in the
population. By this mean, agents’ behaviours differ depend-
ing on each agent’s current active genome.
Therefore, selection pressure occurs at the population
level (the more a genome spreads itself, the higher the prob-
ability it will generate offsprings) rather than at the individ-
ual level (random sampling). Genomes survive only through
spreading (as an active genome is automatically deleted lo-
cally at the end of a generation) and individual may get bet-
ter over time as conservative mutations generate new candi-
dates that explore alternative behavioural strategies.
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Figure 2: Snapshot from the simulator: food items (circles),
agents (dots) and obstacles
On the one hand, mEDEA resembles other open-ended
evolutionary setups such as TIERRA (Ray (1991)) as se-
lection pressure occurs through interactions between agents
in their environment rather than by explicitly computing a
fitness value (such as a metabolic function). On the other
hand, relying on a maximum number of active mobile agents
makes it possible to set an upper bound in term of computa-
tional time required for the simulation, in a similar fashion
as it is by setting a maximum number of cells in AVIDA
(Ofria and Wilke, 2004). In mEDEA, each genome com-
petes for accessing a limited set of resources: the population
of robotic agents.
Setup
The setup used in this work (displayed in Figure 2) features
simulated robotic agents which harvest food items from the
environment in order to remain active. Each robotic agent
consumes a fixed amount of energy at each iteration, and
has a limited energy storage capability.
Each agent can be in three different states: active, dead
or listening. At the beginning of a run all agents are in the
active state, i.e. they are using an active genome (randomly
generated in the range [−1.0; 1.0]) , and their energy level is
greater than 0. If during a generation an agent runs out of
energy, it switches to the dead state. In this state the agent
has no active genome, remain stationary, and cannot store
genomes from robots passing by. The dead state is main-
tained for one generation, after which the agent switch to
a listening state. In this state the agent doesn’t move but
stores the genomes broadcasted by agents in its neighbour-
hood. This state is maintained during one generation. If at
the end of a generation in listening state the reservoir is still
empty, the agent will remain in listening state for another
generation, and so on. Any agent with an empty reservoir at
the end of a generation switches to the listen state.
Food items are randomly placed in the environment. Once
a food item has been harvested it becomes unavailable for
some time, termed EPLag (the regrow delay). This term
depends linearly on the energy harvested from it as shown
in Equation 1:
EPLag = Eharvested/EPeMax ∗ EPLagMax (1)
EPeMax is the maximal amount of energy that can be
harvested from a food item by an agent. Eharvested is the
energy actually harvested from the food item by an agent.
EPLagMax is the maximal regrow delay of a food item.
Environmental pressure can be changed from low to high
by setting the value of the EPLagMax parameter. Large
EPLagMax values result in longer regrow delay (i.e. larger
EPLag values) whenever a food item is completely har-
vested, which decreases the number of food items available
for some time.
Monitoring Consumption Strategy
An agent may display an altruistic behaviour by harvesting
only part of a food item. Such a consumption strategy is
costly in terms of fitness (as it might run out of energy),
and is of benefit to other agents (the food item will regrow
faster). On the contrary, selfish agents will completly har-
vest any food item, which is likely to incrase their chance to
survive, but also reduces the number of food items available
to other agents.
The consumption cost an agent accepts to pay is measured
by the difference between howmuch energy could have been
harvested by the agent (in order to completely fill the bat-
tery), and how much was really harvested. Equation 2 gives
a definition of the consumption cost:
Cost = max(0,min(EPeMax , rEmax−rEnow)−Eharvested)
(2)
EPeMax is defined as before (i.e. maximal energy in
a food item), rEmax is the maximal energy level of an
agent, rEnow is the current energy level of the agent, and
Eharvested is the energy harvested by the agent from the
food item.
While a selfish agent shall have a consumption cost of
zero, an altruistic agent should ideally be able to perform a
trade-off between its altruistic nature and its survival needs.
Therefore, the consumption cost of altruism can be seen as
the agent’s level of sacrifice which is continuous (a quantity
of energy) rather than discrete (eat or don’t eat).
As a last remark it should be noted that the consumption
strategy is but one way to monitor altruistic behaviours. As
an example, two different consumption strategies, each com-
bined with a different exploration strategy (travelling speed,
area coverage) may well end up with the same number of
food items available at any time (slow but greedy vs. fast
but frugal agents). The next paragraph investigates how to
take into account spatial dispersion strategies, in addition to
consumption strategies already considered.
Monitoring Spatial Dispersion
Spatial dispersion may impact harvesting strategies as well
as altruistic cooperation in various way as low dispersion
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(i.e. remaining in the same region) may both favour ex-
ploitation of the same food items as well as increasing kin
selection (and therefore impact the level of altruism, as long
known since Maynard Smith (1964)). In order to account
for spatial dispersion, we devise a measure to approximate
the area covered by one agent during its lifetime.
In order to do so, the environment is divided into squared
regions. For each agent, the number of regions is counted
during its lifetime, and theAreaCovered value is computed
following Equation 3:
AreaCovered =
#V isitedCells
#Cells× lifetime (3)
In the following, the environment has been divided in
33920 cells of 4 by 4 pixels. The theoretical minimal value
of this measure is 1/(#Cells× lifetime) = 7.34258 ×
10−08. The maximal value depends on agents maximal
speed (MaxAgentspeed given in fraction of cell area), and
is given by Equation 4:
MaxAreaCovered =
MaxAgentspeed
#Cells
(4)
Working Hypotheses
Firstly, the link between consumption strategies and spatial
dispersion will be investigated by monitoring spatial disper-
sion whenever a pre-defined consumption strategy is used.
The expected result is that the level of altruism displayed
during consumption of food items should be (negatively)
correlated with spatial dispersion (the higher the consump-
tion cost, the lower the dispersion) as lower dispersion the-
oretically increases genotypic relatedness, which is a key to
altruistic behaviour. However, it remains to be investigated
if such results can actually be observed as survival becomes
more challenging as environmental pressure increases (i.e.
spatial dispersion may not be solely driven by altruistic mo-
tivation).
In practical, this will be done by enforcing the amount of
energy that is left when harvesting a food item. In Equa-
tion 2, this corresponds to setting a value for Eharvested
so that the Cost paid is equal to the ”fixed” cost expected.
In this paper, two different fixed costs, each close to one
particular extreme consumption behaviour, are investigated:
whenever a food item is harvested, either 5 (slightly altruist)
or 40 (very altruist) units of energy are left over on a total
of the 50 units of energy a food item can provide, implying
different consequences on the food item’s delay to regrow.
These fixed cost consumption strategies will be referred to
as cost = 5 and cost = 40 consumption strategies in the
next Section.
Secondly, the possible benefits of leaving to evolution
both the consumption strategy and the spatial dispersion
strategy will be investigated. It is indeed not clear that letting
both strategies evolve should lead to better survival strate-
gies, as evolution may face a more difficult challenge due to
an increased number of degrees of freedom. In practical, the
consumption cost to be paid when a food item is harversed
will be left to the robot to decide and both consumption cost
(cf. Equation 2) and spatial dispersion will be monitored.
The expected result is that evolving both consumption cost
and spatial dispersion may possibly lead to a richer set of
behaviours whenever environmental pressure varies, though
possible benefits remain to be identified. This consumption
strategy will be referred to as dynamic cost in the next Sec-
tion.
Results
Technical Details
AMulti-Layer Perceptron (MLP) is used to encode the con-
troller of each robotic agent. The input layer is composed
of 12 inputs (8 for distance sensors, 1 for the direction to
the closest energy point, 1 for the distance to the closest en-
ergy point, 1 for the battery level of the agent, 1 to detect
the presence of an energy point under the agent), the hidden
layer is composed of 5 neurons, and the output layer is com-
posed of 3 neurons (rotational speed, translational speed and
amount of energy to be harvested (used only if a food item
is within reach)). The output neuron for energy harvesting is
not taken into consideration when a fixed cost is used. The
weights of the MLP are decoded from the active genome of
the agent. A gaussian mutation is used, and initial weights
are set randomly around zero. The σ parameter for muta-
tion is evolved, and a minimal value (0.01) is fixed to avoid
obtaining a population of clones
All experiments are performed with Roborobo, a fast
open-source multi-robot simulator (Bredeche et al., 2013).
In order to ensure the reproducibility of the experiments pre-
sented in this paper, the full implementation is available on-
line1 and parameters used are summarized in Table 1. One
run takes approximately one hour to be performed using one
core of a quad-core 2 CPUs Intel 2.26 GHz processor. All
experiments presented in this paper are performed on a com-
puter cluster equipped with such processors. For each setup
considered in the next section results, each Figure results
from a compilation of 500 independant runs, and statisti-
cal significance is tested using the Wilcoxon signed-rank
test (Wilcoxon, 1945).
Evolution of Spatial Dispersion Strategies
In order to obtain results on a large range of environmen-
tal pressures, the experiment starts with a low environ-
mental pressure (EPLagMax = 25 iterations) until the
400000th iteration. After this, the environmental pressure
1http://pages.isir.upmc.fr/evorob_db/moin.
wsgi
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Figure 3: Area coverage measured when the cost of altruism is fixed to 5 (left) and 40 (right) and the pressure of the environment
increases by step of 80 iterations every 4000 iterations from iteration 400000 (before the environmental pressure isEPLagMax =
25 iterations).
Parameter Value
arena width and length 1024 ∗ 530 pixels
lifetime (i.e. generation duration) 400 iterations
selection scheme random
population size 100 agents
agent size 1 pixel
proximity sensor range 64 pixels
radio broadcast signal 32 pixels
agent rotational velocity 0.52 rad/iteration
agent translational velocity 3 pixels/iteration
genome length 84 real values (83 MLP weights + σ)
variation operator Gaussian mutation with σ parameter
cells size 4 by 4 pixels
theoretical max area 2.21108× 10−5
theoretical min area 7.34258× 10−8
EPeMax 50
number of energy points 800
reMax 400
energy consumption 1 per iteration
Table 1: Parameters for experiments.
slowly increases every 4000 iterations (10 theoretical gen-
erations) until the population goes extinct (i.e. no genome
left to exchange). Each increase of the environmental pres-
sure is done by a fix amount of 80 iterations in the re-
grow delay (EPLagMax ). As an example, EPLagMax =
105 iterations at the 404000th iteration of the simulation,
and EPLagMax = 185 iterations at the 408000
th iteration.
Results obtained when two harvesting strategies with
fixed costs of 5 (less altruistic strategy) and 40 (more al-
truistic strategy) are used are presented in Figure 3 (500
runs for each setup). With both strategies the area disper-
sion evolved is increasing until iteration 400000th and de-
creasing after (p−value < 0.05 for comparison of iteration
4000000 and every iteration after 560000). This shows that
different spatial dispersion strategies are displayed through
evolution depending on the consumption strategy used and
the environmental pressure at hand.
The differences between spatial dispersions evolved un-
der different consumption strategies is expected from re-
sults obtained in biology (as said before). However, re-
sults shown here are contradictory with theory: spatial dis-
persion is shown to be higher for the more altruistic con-
sumption strategies when challenging environment are con-
sidered (while kin selection, favored by lower dispersion,
should be paired with an increased altruistic behaviour (Tay-
lor, 1992)). Rather than contradicting well established theo-
retical results, individual based modeling and simulation ac-
tually points out the complex interactions between individ-
uals and the environment. Indeed, dispersion strategies may
be influenced by much more than just acting on genotypic
relatedness. The number of active agents, the availability of
energy points, and the regrow delay are all possible causes
to explain a particular dispersion strategies. Therefore, one
question remains: in a comparable setup (i.e. removing all
other possible causes), how does dispersion strategies com-
pare when evolved with different fixed consumption strate-
gies.
Fair Comparison of Dispersion Strategies
In order to compare results from the two setups consid-
ered previously, agents’ spatial dispersions are measured
in a similar environment. The environment used for com-
parison features a consumption cost artificially fixed to 0
(whatever the initial consumption cost used during evo-
lution) and a low environmental pressure (EPLagMax =
25 iterations). Moreover, genome transmission and selec-
tion are shut down, and robots continue to run even if energy
is depleted. This makes it possible to compare the different
behavioural strategies by replaying evolved genomes with
all other parameters set to similar values. The following re-
play procedure is defined: (1) genomes from the 600000th
iteration of a given run are randomly sampled to assemble
a population of 100 individuals ; (2) this population is em-
bodied in 100 robots (one genome per robot) (3) The spatial
dispersion of these robots is measured during 40000 itera-
tions.
For each fixed cost strategy considered earlier, genomes
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are extracted from 20 runs selected randomly among the 500
discussed earlier, and replayed following the procedure de-
scribed above. The replay procedure is repeated 20 times
for each setup (total of 800 replays). In addition, we devise
a third type of behaviour, which stands as a control exper-
iment: agents using random controllers. Random transla-
tional and rotational speeds are assigned to 100 agents at
each iteration, and spatial dispersion is measured for 40000
iterations. This is inspired from typical tests in ecology field
studies where geographic tracking of animals positions are
evaluated wrt. brownian motion (Borger and Fryxell, 2012).
This control experiment is termed random behaviour, and is
also performed 800 times.
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Area coverage during replay sessions (cost=5,40, and random)
Figure 4: Area coverage for three consumption strategies
when replayed, and for runs using random movements. All
area coverage are significantly different: p − value < 0.05
for comparisons between each boxplot.
The median results for each fixed consumption strategy
and the random behaviour are presented in Figure 4. As
expected, both strategies evolved under environmental pres-
sure (cost fixed to 5 and cost fixed to 40), display higher
level of dispersion than random movements. Then, compar-
ing the fixed cost consumption strategies, it is shown that the
area covered is significantly higher when a lower level of al-
truism is used during evolution (p− value < 0.05 between
a cost fixed to 5 and a cost fixed to 40). As a consequence,
this confirms expected results from theory: there is indeed
a negative correlation between spatial dispersion and con-
sumption behavior: enforcing a consumption strategy which
displays altruistic behaviour leads to lower spatial disper-
sion, which is expected to increase kin selection, and thus
altruistic behaviour among closely related individuals.
Typical runs for each behaviour studied (i.e. runs at the
median), are shown in Figures 5(a), and 5(b). In these two
Figures, which can only be interpreted in light of the previ-
ously shown quantitative analysis, illustrate slight but visible
differences in spatial dispersion. Trajectories obtained with
a highly altruistic consumption strategy (Cost = 40) dis-
play more localized behaviours (i.e. robot circling around in
the same area) and fewer wandering trajectories. Counting
the average number of encouters per agent also advocates for
local interactions: there are significantly less encounters for
the Cost = 40 strategy than for the less altruistic, more ex-
ploratory, Cost = 5 strategy (p − value < 0.05, Wilcoxon
test).
Evolving Consumption and Dispersion Strategies
In this last part of the paper, we investigate the impact of
evolving both the consumption strategy and the dispersion
strategy. By doing so, we intend to address the following
questions: (1) What kind of (consumption and dispersion)
strategies can be expected when evolved under different en-
vironmental pressures ; (2) What are the possible benefits
and drawbacks of evolving the consumption strategy rather
than enforcing an ad hoc consumption strategy.
As before, 500 runs are performed. The setup is similar
to the previous setups for fixed cost, except that the cost of
altruism is now chosen by the robot controller. This setup is
termed ”Dynamic Cost” has the cost paid may change any-
time and depends from evolution (i.e. the controller output
fixing the amount of energy taken from a food item is actu-
ally used). Figure 6 shows the boxplot results for consump-
tion costs paid and area dispersion evolved by all agents
thourghout evolution. As before, the environment becomes
gradually more challenging starting iteration 400000, and
stops when all runs have gone extinct.
A notable difference is that during the first part of the runs,
the consumption costs paid stick to zero, which is not unex-
pected as there is no benefit at being altruistic in an envi-
ronment that represent an easy challenge. The consumption
cost paid then abruptly changes as soon as the environmen-
tal pressure increases (p− value < 0.05 for comparison be-
tween iteration 400000 and iteration 440000). It then fluc-
tuates around a value of 5 until iteration 680000, and re-
mains significantly higher than at the beginning of the run
(p−value < 0.05, comparing results from iteration 400000
and any iteration afterwards). Moreover, the final value (at
iteration 680000) is similar to the value obtained at iteration
440000 (p− value = 0.31). Hence, there appears to be two
stable values (either no altruism (Cost = 0) or low altru-
ism (Cost =∼ 5)) for consumption cost depending on the
challenge posed by the environment.
Regarding spatial dispersion, Figure 6-right shows that
the area covered by each agent levels up, and then off, un-
til iteration 400000. Then, as environmental pressure starts
to increase, the area covered is continuously decreasing,
and ends up as significantly lower beyond iteration 560000
(p − value < 0.05, comparing area covered at iteration
400000 and any iteration from 560000).
In order to compare the behaviours obtained with a dy-
namic cost, replay sessions are performed in the exact same
fashion as it was for the fixed cost setups. Quantitative re-
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Figure 5: Trajectories from median runs for consumption strategies of cost=5 (left) and cost=40 (right).
Figure 6: Consumption cost of altruism (left) and area coverage (right) measured when the Consumption cost is dynamic
and the pressure of the environment increases by step of 80 iterations every 4000 iterations from iteration 400000 (before the
environmental pressure is EPLagMax = 25 iterations).
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Figure 7: Area coverage for two consumption strategies
when replayed, and for runs using random movements. All
area coverages are significantly different.
sults obtained by all consumption strategies studied are pre-
sented in Figure 7. Results obtained with the dynamic cost
strategy is different from all other strategies (p − value <
0.05 for comparisons between each cost strategy). This con-
firms the impact of cost strategies on the evolution of be-
haviours.
Figure 8: Number of active runs when the environmental
pressure is increasing.
Another way to study the differences between different
cost strategies is to observe the extinction of runs : that is,
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for a given iteration, how many runs is there with at least one
active agent. Figure 8 shows the number of active runs for all
three setups considered (Cost = 5, Cost = 40 and dynamic
Cost) starting iteration 400000, that is when environmen-
tal pressure starts to gradually increase. From this figure,
several particular situations arise: the Cost = 5 strategy
dominates before iteration 580000, and is replaced by the
Cost = 40 strategy around iteration 600000 and until itera-
tion 700000. Afterwards, only the Cost = 40 and dynamic
Cost remain for another 100000 iterations until all runs for
both go completely extinct. Though the dynamic Cost strat-
egy goes a little further that theCost = 40 strategy, there are
too few runs left to make any statistically significant remark
between the two setups beyond iteration 700000. Most no-
tably, the dynamic Cost strategy is nearly never completely
dominated by the two other strategies. As such, it appears
that relying on a dynamic cost strategy provide some kind of
trade-off between optimal performance in specific contexts
and versatility in various contexts, without having to take the
risk of guessing which cost must be paid prior to evolution.
Conclusion
In this paper, we have studied the importance of spatial dis-
persion during the evolution of altruistic cooperation in a
population of autonomous agents. This work followed an
individual-based modelling and simulation approach using
the mEDEA algorithmic framework for open-ended evolu-
tion, which enables to study the actual evolution of indi-
vidual spatial dispersion and consumption strategies in the
context of a harvesting task.
Firstly, well-established theoretical results on kin selec-
tion in the evolution of altruism were confirmed experimen-
tally regarding the negative correlation between the level of
altruistic behaviour and spatial dispersion. However, our
work revealed that such a confirmation may not come for
free when individual modeling and simulation is consid-
ered as the complex interactions between the population and
its environment may provide contradictory results at first
glance. This result is important as it may have an impact
on field observation from nature, where the level of spatial
dispersion may fail to directly explain the occurence of al-
truistic behaviour.
Secondly, we showed that there is a trade-off between set-
ting ad hoc mechanisms (here, the strategy used when eat-
ing a food item) and letting such mechanisms to evolution.
On the one hand, results show that the more there is left to
evolution, the less likely optimal behaviour may be reached
(compared to a priori carefully crafted strategies). On the
other hand, fully evolved strategies turn out to be more ver-
satile, i.e. showing good performance in a larger set of con-
texts, and require less prior knowledge compared to more
constrained evolutionary setups.
Lastly, this paper intends to contribute both to theoretical
biology, by providing new results from an individual-based
modeling perspective where spatial dispersion is the product
of open-ended evolution, and to collective adaptive systems,
as the algorithm used throughout this paper may straight-
forwardly be implemented onto real robots (and has already
been, albeit for a different problem).
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Abstract
The ability of a single neural circuit to produce qualitatively
distinct behaviors is typically attributed to some adaptive
mechanism in the circuit itself. However, neural circuits are
also embedded in particular bodies and environments, and
feedback through the sensorimotor loop may also serve to
drive behavioral differentiation. Here we explore the abil-
ity of a single neural circuit to produce qualitatively different
behaviors based on changing patterns of environmental feed-
back. Agents equipped with two sets of effectors and con-
trolled by fixed neural circuits are evolved to catch circles
under three different motor conditions. In one condition, the
agent must coordinate both sets of effectors, while in each
of the other conditions one set of effectors is lesioned and
the agent must rely on the other set alone to accomplish the
task. A detailed behavioral analysis of the best evolved agent
is reported, providing numerous insights into its evolved be-
havioral mechanism. The agent is found to produce signifi-
cantly different motor outputs in each of the three conditions,
to rely on continuous environmental feedback for successful
behavior, and to switch flexibly between different behavioral
conditions.
Introduction
The ability of a single neural circuit to produce multiple
qualitatively distinct behaviors, referred to as multifunction-
ality, is typically thought to be due to some adaptive mecha-
nism in the neural circuit itself. For example, a single neural
circuit may produce multiple distinct behaviors as a result
of synaptic plasticity, neuromodulation, or intrinsic multi-
stability (Briggman and Kristan, 2008; Getting, 1989; Mor-
ton and Chiel, 1994). In all of these mechanisms, the pri-
mary source of behavioral differentiation is assumed to be
the neural circuit itself, while the role of bodily and environ-
mental context is taken to be of secondary importance. How-
ever, in the past few decades, researchers from a variety of
disciplines—including artificial intelligence, neuroscience,
philosophy of mind, and cognitive science—have increas-
ingly emphasized the importance of situatedness and em-
bodiment for the production of intelligent behavior (Brooks,
1991; Clark, 1995; Pfeifer and Bongard, 2007; Beer, 2008).
Broadly speaking, situatedness refers to the role played by
an agent’s ongoing interactions with its immediate environ-
ment in shaping behavior. For example, a situated agent may
substitute actions in the world for actions in the head, effec-
tively offloading aspects of cognitive processes to the envi-
ronment (Kirsh andMaglio, 1994; Hutchins, 1995). Embod-
iment refers to the influence that the structure and properties
of an agent’s body have on its behavior. For instance, em-
bodiment allows an agent to actively select and structure the
information that it receives from its environment (Lungarella
and Sporns, 2005; Pfeifer et al., 2007; Polani et al., 2007).
But how much can situatedness and embodiment really
influence behavior? In particular, can different bodily or en-
vironmental contexts produce qualitatively different behav-
iors from the same neural circuit, or only slight variations?
As a corollary, how important is it for cognitive scientists to
take into account the bodies and environments of intelligent
agents in order to understand the mechanisms that produce
their behavior? A recent study by Izquierdo and Buhrmann
(Izquierdo and Buhrmann, 2008) explored these questions
in a radical way, by evolving model neural circuits to ex-
hibit qualitatively distinct behaviors when their bodies and
environments were literally switched. Specifically, building
upon earlier studies where neural circuits were evolved for
walking (Beer and Gallagher, 1992; Beer, 1995a; Beer et al.,
1999) and chemotaxis (Beer and Gallagher, 1992), Izquierdo
and Buhrmann evolved individual circuits to perform both
tasks. In one condition, the neural circuits were embodied
in a simple legged agent and evolved to exhibit walking be-
havior. In a second condition, the same neural circuits were
embodied in an agent with a chemo-sensor and were evolved
to perform chemotaxis. Crucially, the neural circuits were
evolved with fixed synaptic weights, so that there was no in-
trinsic adaptive mechanism in the circuits themselves. Addi-
tionally, the circuits did not receive any explicit signal indi-
cating which of the two behavioral conditions they were in.
Thus, the only information that the circuits received about
the appropriate behavior for their current context, and the
only means by which the circuit could generate these distinct
behaviors, was via changing patterns of feedback through
the body and environment.
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Izquierdo and Buhrmann also performed a dynamical
analysis of the best evolved circuit, and found that the same
region of autonomous dynamics was utilized by the circuit
in both behavioral conditions. In other words, the differ-
ent behaviors of the circuit could not be tied to different
regions of autonomous dynamical behavior, as one might
conventionally expect. Rather, the distinct behavioral pat-
terns were shown to arise solely through different patterns of
feedback on multiple timescales within the behaving brain-
body-environment system. Thus, the primary objective of
this study was to demonstrate the profound importance that
feedback through the body and environment can have on
producing different behaviors from the same neural circuit,
and in this it succeeds admirably.
However, it would also be desirable to demonstrate the
same idea without requiring the radical changes of swapping
bodies and environments, especially since biological circuits
exhibit multifunctionality often times without such changes.
In particular, one would like to demonstrate that changing
environmental feedback alone suffices to evoke different be-
haviors, while body and environment remain the same. In
general terms, behavior is the product of a complete brain-
body-environment system, and thus the generation of mul-
tiple behaviors can be driven by changes in any part of that
system. Thus, while multiple behaviors can be produced, as
in the case of Izquierdo and Buhrmann, by changing multi-
ple parts of the brain-body-environment system simultane-
ously, multiple behaviors can also be produced by changing
only one element of the brain-body-environment system at a
time. In addition to changes in the underlying neural system
(Briggman and Kristan, 2008), such changes can also in-
clude modifications to an agent’s sensors (Buhrmann et al.,
2013), actuators (Nolfi, 2009), or overall body morphology
(Fine et al., 2007; Auerbach and Bongard, 2009).
The goal of this project was to achieve a simple demon-
stration of how changes in an agent’s actuators can drive
multiple behaviors, and to begin exploring exactly how mul-
tiple behaviors can be produced through changing patterns
of environmental feedback. In this study, agents are evolved
to catch circles falling towards them from above. The agents
are equipped with two set of effectors, and are evolved to
catch circles under three behavioral conditions. In the first
condition, the agent must coordinate the actions of both sets
of effectors to successfully catch the objects. The other two
conditions are formed by “lesioning” one or the other of the
agent’s effectors, such that the agent must perform the task
with only one functional set of effectors. Thus, in each of the
three conditions, the agent must generate radically different
behaviors in order to accomplish the task. Moreover, as in
(Izquierdo and Buhrmann, 2008), the neural circuit control-
ling each agent has fixed synaptic weights, and the agent
receives no direct information regarding which or the three
conditions it is in, i.e., there is no signal indicating that one
or the other of its effectors have been lesioned. As a result,
Figure 1: The agent and environment. The agent moves
horizontally using two sets of effectors while circles fall to-
wards it from above. The agent’s sensory apparatus consists
of an array of seven distance sensors.
the agent must rely solely on the time-varying perceptual
feedback that it receives as a result of its actions in the envi-
ronment in order to successfully perform the task.
In the next section, we describe the model agent and en-
vironment that were used in this study and describe the evo-
lutionary protocol that was used to evolve agents. In the
third section, we then describe results from a series of ex-
periments exploring the behavior of the best evolved agent.
Finally, in the fourth section, we summarize the results from
these experiments and then conclude.
Methods
The model agent used in this study has a circular body with
a diameter of 30, and an array of 7 distance sensors equally
spaced over an angle of pi3 radians on the agent’s top side
(Figure 1). Each distance sensor has a maximum length of
220. Distance sensors take on values inversely proportional
to the distance at which their corresponding rays intersect
objects in the environment. This part of the agent model
is essentially the same as in previous work on categorical
perception (Beer, 1996, 2003; Williams et al., 2008). The
agent is positioned along the bottom edge of a planar envi-
ronment and is able to move horizontally in either direction.
The agent’s motion is produced by two sets of effectors. One
set of effectors, henceforth referred to as wheels, propel the
agent in either direction with a pure force having a maxi-
mum magnitude of 6. The other set of effectors control a
simple model leg that the agent can use to walk in either di-
rection. The leg is controlled by three effectors, with two
governing left and right swing and the third controlling the
position of a foot. When the foot is up, the two swing ef-
fectors allow the agent to swing the leg through a range of
[−pi4 , +pi4 ] with a maximum angular velocity of 5, while the
body remains still. If the foot is down, the swing effectors
can exert a force to move the agent either left or right. The
leg can exert a maximum force of 8 and a maximum torque
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of 5 to move the body. When the leg exerts a force on the
body, it stretches elastically so that the body’s vertical posi-
tion remains unchanged. However, if the leg reaches either
extreme of the allowed angular range of motion, the agent’s
velocity immediately drops to 0. The agent’s motion is also
impeded by a constant frictional force of 1, which must be
overcome by the effectors in order to produce movements.
The agent’s task is to catch circles that fall towards it from
above. Specifically, circles of diameter 40 fall towards the
agent from an initial vertical distance of 220 (the maximum
length of each ray sensor) and at a constant vertical velocity
of -1. The agent is to catch each circle by minimizing its hor-
izontal separation from the circle when the circle completes
its fall. During evolution, agents were evaluated on 10 circle
presentations in each of three motor conditions (explained
momentarily), uniformly distributed over a range of hori-
zontal offsets between [−150, +150] relative to the agent.
The agent’s performance on each trial is given by:
150− d
150
where d is the distance between the agent and the circle
when the circle completes its fall, clipped at 150, and 150
was chosen because it is the maximum initial horizontal off-
set at which circles are presented.
The agent’s performance is evaluated under three differ-
ent motor conditions. In the first condition, referred to as
the walking and wheels condition, the agent must coordi-
nate the behavior of both sets of effectors in order to catch
the object. This condition can be thought of as the natural
behaving state for the agent. In the second walking only con-
dition, the agent’s wheels effectors are lesioned, such that
they have no effect on the agent’s motion. In this case, the
agent must catch circles using only its leg. Finally, in the
third wheels only condition, the agent’s leg is lesioned, and
the agent must use only its wheel effectors to perform the
task. Overall performance is then calculated by averaging
trial performance for all 10 object offsets in each of the three
motor conditions.
The agent’s behavior is controlled by a continuous-time
recurrent neural network (Beer, 1995b) with the following
state equation:
τis˙i = −si +
N∑
j=1
wjiσ(sj + θj) + Ii i = 1, . . . , N
where s is the state of each neuron, τ is the time constant,
wji is the strength of the connection from the jth to the ith
neuron, θ is a bias term, σ(x) = 11+e−x is the standard lo-
gistic activation function, and I represents an external input.
The output of a neuron is oi = σ(si + θi). The agent’s
sensors are fully connected to a layer of seven interneurons,
which are fully interconnected and which project fully to the
five motor neurons. In addition, to cut down on the number
of parameters that need to be evolved, the agent’s neural ar-
chitecture is forced to be bilaterally symmetric.
Neural parameters are evolved using a real-valued ge-
netic algorithm with rank based selection. A fitness scaling
multiple of 1.01 and a mutation variance of 4 were used.
The following parameters, with corresponding ranges, are
evolved: time constants ∈ [1, 20], biases ∈ [−16, 16], and
connection weights (from sensors to neurons and between
neurons) ∈ [−16, 16]. Simulations are integrated using the
Euler method with a step size of 0.1. In addition, in prelim-
inary evolutionary runs it was discovered that, by evolving
agents in all three motor conditions from random initial con-
ditions, agents would converge prematurely to solutions that
performed well in the wheels only condition but poorly in
the other two conditions. Presumably this finding is due to
the fact that walking is a much more difficult behavior to
evolve than motion via pure force effectors, and so walk-
ing performance was unable to bootstrap itself before the
wheels only condition had already been optimized. In order
to overcome this difficulty, agents were evolved initially in
the walking only condition until an average performance of
90% was reached, and only then were they evolved under all
three motor conditions. On the order of 3,000 generations
were required to reach an initial level of 90% proficiency
in the walking only condition, and then agents were evolved
for an additional 10,000 generations in all three motor condi-
tions. A population size of 200 was used in all evolutionary
runs.
Behavioral Analysis
The best evolved agent achieved a mean performance of
97.1% on 5,000 evaluation trials with horizontal offsets uni-
formly distributed between [−150, +150] for each of the
three motor conditions, with performances of 98.6% with
wheels only, 96.5% with walking only, and 96.1% with
walking and wheels. The performance of the best evolved
agent is shown in Figure 3. From this, it is clear that the
agent exhibits a high-performing and general solution to the
task. Accordingly, the next question that we would like to
ask is how this works. In particular, how does the agent uti-
lize different patterns of feedback to produce the different
behaviors? For that matter, how different are the behaviors
to begin with? Does the agent’s neural circuit use different
autonomous dynamics to produce the different behaviors, or
is the behavior truly a collective property of the entire brain-
body-environment system? While some of these questions
are beyond the scope of the present study, we can move to-
wards answering them by performing a detailed analysis of
the agent’s behavior. By examining the agent’s behavior and
how it changes under various perturbations, we can begin
to constrain the possible underlying mechanisms that might
give rise to it.
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Figure 2: The agent’s behavior. The agent’s motion over time in object-centered coordinates is shown for the (a) wheels only,
(b) walking only, and (c) walking and wheels conditions.
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Figure 3: Generalization performance over initial horizontal position for the best-evolved agent. Performance is shown for the
(a) wheels only, (b) walking only, and (c) walking and wheels conditions.
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Figure 4: Behavioral comparison. Each plot shows the agent’s behavior in the wheels only (red), walking only (yellow), and
walking and wheels (blue) conditions when the same stimulus is presented.
Normal behavior
We start by examining the agent’s behavior under normal
circumstances. This is shown in Figure 2, where sample
trajectories of the agent’s motion in each of the three mo-
tor conditions are shown. In the wheels only condition, the
agent’s behavior is characterized by large scans back and
forth over the object, before ultimately centering the object
as it reaches the bottom of its fall. Interestingly, for offsets
around 100 in the wheels only condition, the agent actually
begins by moving further away from the object before turn-
ing back and centering it. The agent’s motion in the walking
only and walking and wheels condition show striking dif-
ferences from the wheels only condition, largely due to the
different biomechanics for walking versus wheels. Success-
ful walking requires that the agent alternate between exert-
ing force while the foot is down and swinging the leg back
while the foot is up, resulting in a motion trajectory that al-
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ternates between short bursts of motion and stasis. In con-
trast, with the wheels the agent is able to glide smoothly
back and forth unimpeded. The plots in Figure 2 also show
apparent similarities between the walking only and the walk-
ing and wheels conditions, giving an initial impression that
behavior in these two conditions is more closely related than
either is to the wheels only condition.
Behavioral comparison
Next we can ask how much the agent’s behavior actually
differs in the three motor conditions. Since it is a basic sup-
position of this paper that the neural circuit exhibits different
behaviors, this is an important question to ask. Here a clar-
ification also must be made regarding the intended meaning
of “behavior”. At one level, the agent’s behavior can be con-
sidered the same in all three conditions, since in each case
the agent realizes the same high-level goal of catching cir-
cles. However, if behavior is defined at the lower level of
the actual motor trajectories that are produced, then the be-
haviors may in fact be different in each case. That is, al-
though the agent realizes the same goal in each condition,
the actual motor actions required for walking versus wheels
versus coordinating both may differ substantially. To deter-
mine whether this is the case, we can begin by comparing
the agent’s behavior in the three conditions when presented
with the exact same stimuli (Figure 4). From this compar-
ison, we see that, despite the apparent similarities between
the walking only and walking and wheels conditions in Fig-
ure 2, the behavior in all three conditions is actually quite
different. The contrast is most clear in Figure 4(c), where
the trajectory for the walking and wheels condition can be
seen to combine the steplike motion of the walking condi-
tion with periodic glides characteristic of the wheels only
condition.
While Figure 4 provides an initial qualitative comparison
of behavior in the three conditions, it is also possible to per-
form a more rigorous and quantitative comparison. To do
this, we record the agent’s motor outputs in one of the three
conditions and then “playback” various of the motor streams
to determine how the agent would have performed in the
other conditions. For example, when the agent is evaluated
in the wheels only condition, the agent actually produces
motor outputs for the leg as well, but those outputs are sim-
ply ignored in order to simulate the leg being lesioned. Thus,
if we record the outputs of the leg motors during the wheels
only condition and then subsequently play them back, using
them to drive the agent’s leg effectors, we can examine how
the agent would have performed had it been in the walk-
ing only condition. Similarly, we can play back the motor
streams for both the wheels and leg to simulate the walking
and wheels condition. In general, we can perform the same
experiment by running the agent in each of the three condi-
tions and performing playback simulations of the other two.
The results from performing these experiments are shown in
Figure 5, both as average performances and as performance
across the range of horizontal offsets. Clearly, there are sig-
nificant drops in performance in all of the playback condi-
tions. The largest drops are found between the wheels only
condition and the other two, in line with our earlier observa-
tion that behavior is most different in the wheels only condi-
tion. However, even between the walking only and walking
and wheels conditions there are significant declines in per-
formance. Thus, the results of these experiments strongly
support our earlier qualitative observations that the agent
does in fact produce different behaviors in each of the three
conditions.
Effects of removing the object
Having established that the agent exhibits different behav-
iors, we can next ask about the source of this behavioral dif-
ferentiation. In particular, to what extent does the differenti-
ation rely on continuous feedback from the environment? If
we found, for instance, that the agent does not rely on con-
tinuous feedback, this would suggest that the agent’s neural
circuit may be intrinsically multifunctional, with initial en-
vironmental input serving only to switch the agent into one
or the other of its behavioral modes. On the other hand,
if the different behaviors rely on continuous feedback, this
would lend support to the idea that the environmental feed-
back is in fact crucial for producing the different behaviors.
To determine which is the case, we can remove the visual
object at different times during each trial and measure the
impact on performance. Figure 6 shows the results of per-
forming these experiments. Performance in all three con-
ditions is significantly impaired by removing the object at
nearly all times except very late in the trial, presumably af-
ter the agent has already settled on its final position. Also,
interestingly, whereas the walking condition shows a steady
increase in performance as the object is removed later in the
trial, the other two conditions show much greater variability.
There are certain times when the agent is very sensitive to
the object being removed, and certain other times when per-
formance is hardly affected at all. Also, by comparing the
density plots in Figure 6 with the behavioral trajectories in
Figure 2, one can begin to see why this is likely the case.
The points in time when performance is impacted the most
appear to correspond to times when the agent’s behavioral
trajectory is changing, turning either towards or away from
the object. Thus, one reasonable prediction is that environ-
mental feedback influences behavior precisely at these criti-
cal junctures, when the agent is actively moving to position
itself with respect to the object.
Effects of switching motor conditions
The final set of experiments examine the agent’s ability to
flexibly switch between the motor conditions. There are sev-
eral reasons why the results of these experiments are of inter-
est. First, the ability to switch between conditions provides a
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measure of the robustness of the agent’s control mechanism.
Since, as is well established by now, the behavioral trajecto-
ries in each condition are actually quite different, it is not at
all obvious that the agent should be able to switch behaviors
mid-trial. Successful walking, for example, may rely fun-
damentally on the precise pattern of feedback that the agent
selects for itself while walking, which differs significantly
from feedback in the walking and wheels condition. Thus,
to the extent that the agent is able to switch conditions, we
can explore the robustness of the evolved mechanism. A sec-
ond reason that these experiments are of interest is that the
ability to switch behaviors would also provide further sup-
port for the idea that the agent’s behavior relies fundamen-
tally on continuous environmental feedback. For example, if
the agent uses feedback only to switch into one or the other
behavioral mode, and ignores it thereafter, then the agent
presumably will fail when switched to a different condition.
On the other hand, if the agent is continuously adjusting its
behavior online as a result of changing patterns of feedback,
then it is more likely able to adapt to a different motor con-
dition.
The results of switching motor conditions at different
times during the trial are shown in Figure 7. First, we see
that when switching from the wheels only condition to either
of the other two conditions performance decreases signifi-
cantly, especially as the switch occurs later in the trial. One
possible explanation for this is that the agent sweeps back
and forth over the object much more widely in the wheels
only condition, and when switched to the walking only or
walking and wheels condition it may be unable to recover
this distance before the object completes its fall. However,
when switching from either of the other two conditions, per-
formance remains high regardless of when the switch oc-
curs. This is a somewhat surprising result, especially con-
sidering switches to the wheels only condition which, as we
have seen, involves very different behavior. Moreover, this
result also provides strong support for the earlier findings of
Section 3.3, indicating that the agent’s behavior relies fun-
damentally on continuous environmental feedback.
Discussion
Although neural mechanisms are undoubtedly crucial in pro-
ducing different behaviors, the embodied and embedded
contexts of neural circuits also provide many additional de-
grees of freedom that are often under-appreciated. Behav-
ior is the product not of brains, but of entire brain-body-
environment systems, and each of these three components
may have a profound influence on behavior. This paper ex-
plored the ability of environmental feedback to drive the
production of different behaviors from a single fixed neu-
ral circuit. Agents were evolved to accomplish the same
objective—catch circles—under three different motor con-
ditions, and based solely on the different patterns of environ-
mental feedback produced by these conditions. The success-
ful evolution of agents in this task demonstrated the ability
of environmental feedback alone to drive behavioral selec-
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Figure 5: Playback performance. Plots (a)-(c) show the agent’s normal performance (solid line) and playback performance
(dashed lines) for the wheels only (red), walking only (yellow), and walking and wheels (blue) conditions. Average perfor-
mances for the normal and playback conditions are shown in plots (d)-(f).
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Figure 6: The effect of removing the object. The top row shows the agent’s average performance as a function of the time when
the object is removed, averaged over horizontal positions of the object. The bottom row shows density plots of performance as
a function of the object’s horizontal position and the time of removal.
tion. Next, a detailed analysis of the behavior of the best
evolved agent was performed. Preliminary experiments pro-
vided quantitative evidence in support of the claim that the
behaviors produced by the agent differ significantly. Next,
experiments where the agent’s environmental feedback was
removed at different times during each trial, by removing the
object that the agent is supposed to catch, showed the agent’s
fundamental reliance of continuous environmental feedback.
Finally, experiments where the agent was switched between
motor conditions at different times demonstrated the robust
behavioral mechanism that the agent employs, and further
confirmed the agent’s reliance on continuous environmental
feedback.
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Abstract 
Foraging bees often search in complex natural environments for 
"target" flowers that they have learnt provide nectar rewards. To 
maximise efficiency, bees must avoid landing on "distractor" 
flowers that do not offer rewards, as this potentially wastes time 
and energy. This paper reports on artificial-life inspired agent-based 
simulations of two contrasting approaches different bee species use 
to scan for targets in a scene containing many flowers. The two 
scanning approaches simulated are a parallel scan typical of 
bumblebees that is not slowed by distractors, and a serial scan 
typical of honeybees that is faster than parallel scan for single 
element processing, but is slowed by the presence of distractor 
flowers. The simulations were conducted over a range of target 
densities, and over a range of target/distractor ratios, to evaluate the 
types of environment in which each scan mechanism is most 
effective. Serial scan was found to be generally more effective in 
environments populated with a single type of rewarding species of 
flower, and parallel scan appears to be relatively more effective in 
environments populated with a mix of rewarding and unrewarding 
flowers. Our results support the hypothesis that environmental 
factors led to the evolution of different visual processing 
mechanisms in honeybees and bumblebees. This establishes a firm 
basis for psychophysical research exploring how and why the two 
different processing mechanisms may have evolved in these 
animals. 
Introduction and Previous Work 
Foraging worker bees collect nutrition to sustain a beehive. 
Individual bees travel on “bouts” between their hive and 
flowers that may present nectar and pollen as nutritional 
rewards. Some bee species like honeybees (Apis mellifera) 
have colonies of foragers numbering in the thousands; while 
other species like bumblebees (Bombus terrestris) typically 
have less than 100 foragers (Frisch 1967, p.7; Duchateau and 
Velthuis 1988). Differences in search strategy between 
individual bees are amplified many times by the numerous 
bouts an individual travels during a day, many more times 
depending on the number of bees in a colony sharing that 
strategy, and more times still over a season or the life of a 
colony. The evolutionary relationship of different bee species 
and flowers is likely to have endured over many millions of 
years (Dyer, Boyd-Gerny et al. 2012), suggesting that 
selective pressure to evolve optimal solutions may exist in 
current day populations (e.g. examples throughout (Lythgoe 
1979)). The search strategy employed should therefore be 
adapted to local environmental conditions, maximising the net 
flow of energy into the hive to enable survival and 
reproductive success of the queen bee. Costs associated with 
unnecessary workers, or excessive flight and flower handling 
should be avoided, but this is not straightforward in complex 
natural environments (Burns and Dyer 2008). 
 
During a foraging bout, bees search for target flowers that 
they have learnt provide nectar rewards. Many social bees, 
like honeybees and bumblebees, exhibit flower constancy and 
tend to forage consistently from one type of rewarding flower 
as long as it continues to present rewards (Chittka, Thomson 
et al. 1999). However, in complex environments with many 
flowers, bees must avoid landing on unrewarding distractor 
flowers as this wastes time and energy (Burns and Dyer 2008). 
When the colours of target and distractor flowers are very 
different (e.g. blue and yellow as seen by humans), and there 
are only two flowers to choose between, bees can accurately 
assess the type of a flower presented to them (Giurfa 2004; 
Dyer, Spaethe et al. 2008). However, it isn’t currently well 
understood how bees make decisions in complex 
environments containing many flowers of different types, 
colours, target/distractor ratios and arrangements. For 
instance, in tropical forests, single trees with thousands of 
simultaneously blooming rewarding flowers, potential targets, 
may appear (Fig. 1a), and distractor flowers are not 
intermingled among them (Clark 1994). However, in 
temperate environments, diverse carpets of small herbaceous 
plants may include a scattered few targets peppered among 
numerous distractor species (Fig. 1b), or a uniform carpet of a 
single species may occur that is many meters across 
depending upon location or season (Fig. 1c). 
Apart from the obvious biological interest foraging raises 
(Pyke 1984), understanding bee foraging has many practical 
implications for agriculture where globally, crop bee-
pollination is directly responsible for 35% of worldwide food 
production and is worth an estimated 153 billion Euro 
annually (Kjøhl, Nielsen et al. 2011, pp.1-49). Bee pollination 
is also essential for natural ecosystem management (Hegland, 
Nielsen et al. 2009). It is therefore imperative that we 
understand how different bee species operate in different 
environments. This also provides insight into how potential 
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temporal or spatial mismatches in bee-pollinator and/or flower 
blooming may be affected by predicted changes in 
environmental conditions (ibid.). Furthermore, understanding 
bee visual attention mechanisms is relevant to artificial vision 
and search system design (Srinivasan 2011). 
 a 
 b 
 c 
Figure 1: Sample flower distributions: (a) flowering tree, 
(b) patchy temperate carpet, (c) uniform temperate carpet. 
Biological background. Following recent experiments with 
live free-flying bees, Morawetz and Spaethe (2012) propose 
that bumblebees (Bombus terrestris) conduct what appears to 
be a limited parallel style visual scan for targets that is not 
significantly slowed by increasing the number of distractors, 
while honeybees (Apis mellifera) use a serial styled scan that 
is faster for decisions where only targets are present, but is 
slowed considerably when distractors that must also be 
processed by the visual system are present. These different 
spatial attention mechanisms are potentially required to allow 
an organism with finite information processing capacity to 
handle the essentially infinite complexity of applying vision in 
natural environments (Treisman and Gelade 1980; Treisman 
and Gormican 1988; VanRullen, Carlson et al. 2007). 
The study on free-flying honeybees and bumblebees 
(Morawetz and Spaethe 2012) used differently coloured paper 
targets known to stimulate the trichromatic (UV, blue and 
green sensitive (Dyer, Paulk et al. 2011)) colour processing 
system of bees. This type of behavioral testing relies on the 
fact that individual bees can be trained to visit a target colour 
by associating a sucrose solution which the bees collect as 
nutrition, whilst the distractor stimuli offer no reward to bees 
who therefore avoid this colour. This scenario is biologically 
relevant since flowers may only offer rewards in certain 
temporal cycles, and there are some that mimic rewarding 
flowers and try to obtain pollination through deception (Dafni 
1984; Dyer, Paulk et al. 2011). The Morawetz and Spaethe 
(2012) study was conducted in a controlled arena with stimuli 
presented at set visual angles. The number of targets and 
distractors was systematically varied. The results showed that 
increasing the number of distractors led to a significant 
increase in the decision-making time for honeybees, consistent 
with theories of a serial search mechanism (Treisman and 
Gelade 1980; Treisman and Gormican 1988; VanRullen, 
Carlson et al. 2007). However, in bumblebees a different 
processing system was observed. While decisions for finding a 
target with only a single distractor were about 1.5 times as 
long as for honeybees, increasing the number of distractors 
did not significantly affect the decision-making time of 
bumblebees. This type of decision-making is consistent with a 
parallel visual search (ibid.). In the current study we use 
simulations to test the implications on nectar gathering 
effectiveness, as a biologically relevant measure of fitness, for 
parallel and serial scanning mechanisms. 
Simulation background. Experiments with free-flying bees 
require marking and tracking individual animals moving 
freely in 3D space, making it difficult to collect sufficient 
reliable data to answer iterative questions about optimal 
mechanisms in multiple environments. Hence, we employ an 
agent-based model (ABM, or individual-based model, IBM) 
simulating parallel and serial scanning bees in different 
environments. Our artificial bees (a-bees) search a grid world 
populated by target and distractor flowers. We systematically 
sweep through a biologically relevant range of target densities 
and target/distractor relative abundances, aiming to determine 
the environmental floral distributions in which each visual 
scan mechanism is likely to be effective in real world 
scenarios. The simulations allow us to interpret the factors that 
influence how and why bees make decisions, and the 
subsequent colony-level benefits that may act as biologically 
relevant factors for reproductive success (Burns 2005; Burns 
and Dyer 2008). 
Where bee behaviour varies between individuals or where 
local environmental conditions influence individual decision-
making, ABMs offer a powerful approach for understanding 
the intricate interactions and emergent outcomes of these 
complex systems (Huston, DeAngelis et al. 1988; Judson 
1994; Grimm 1999; DeAngelis and Mooij 2005; Grimm and 
Railsback 2005; Grimm, Revilla et al. 2005; Dorin, Korb et 
al. 2008). ABMs have been used to model bee behaviour since 
the 1980s (Hogeweg and Hesper 1983). For example, they 
have been used to understand bee foraging strategies in 
keeping with empirical data whilst considering recruitment, 
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homing and memory of food source location (Vries and 
Biesmeijer 1998); and to show that the benefits of recruitment 
by honeybees is dependent on the density of flowers within 
certain environments (Dornhaus, Klügl et al. 2006). ABMs 
have also been applied to understand the impact of flower 
constancy under conditions where flower rewards become 
available or unavailable cyclically (Dyer, Dorin et al. 2012).  
In this current study we use ABMs to understand the potential 
colony level benefits of the empirically determined visual 
scanning behaviour discovered in honeybees and bumblebees. 
Specifically, we hypothesise that if environmental conditions 
like flower density have been a factor in the evolution of 
different bee species’ visual search mechanisms (Dyer, 
Spaethe et al. 2008; Morawetz and Spaethe 2012), then there 
should be evidence of biologically plausible flower 
distributions best suited to foraging by bees employing the 
different mechanisms. 
Simulation Method 
The ABM we have designed simulates the components 
pertinent to testing the hypothesis just stated, while 
eliminating irrelevant factors – KISS.1 In detailing the 
simulation here we discuss aspects of real bee behavior 
included or excluded to test our hypotheses. The system was 
implemented entirely in the C programming language but 
there is nothing in our model that could not be built in any 
other similar language by following the description below. 
Artificial-Bees (A-Bees) 
Bees are central place feeders that leave their hive to search 
for nutrition. We model bees as software agents, a-bees, 
foraging within a virtual bounded foraging patch. The patch is 
uniformly divided into square grid cells. At most one virtual 
flower can occupy a grid cell. An a-bee also occupies a single 
grid cell with or without a flower. In this section we detail a-
bee behaviour, the simulated environment and the relationship 
of these aspects of our model to reality. 
We model bee colonies of 60 foragers. The exact number is 
not critical since we eliminate inter-agent communication and 
population density effects by ensuring that, in essence, each a-
bee exists in a world of its own. Inter-agent effects are 
complicating factors that would change the viability of 
different visual scan mechanisms for hives of different size 
and under different environmental conditions. In keeping with 
KISS described above, the simulation eliminates these to 
reduce one key problem to its basic form. 
Honeybees have evolved a complex language for 
communicating target whereabouts to one another (Frisch 
1967, pp.321-328). This is of particular benefit in 
environments where targets appear in large clusters 
(Dornhaus, Klügl et al. 2006). This communication system is 
likely to impact on the effectiveness of different bee species’ 
                                                             
1 Keep It Simple, Stupid (Axelrod 2003). 
visual scanning techniques, but we have avoided introducing it 
here in order to establish a baseline for comparing only the 
visual scans of honeybees against those of bumblebees 
(Dornhaus and Chittka 1999). 
Bees can use vision and olfaction to help find flowers; e.g. 
(Streinzer, Paulus et al. 2009). Our model only considers 
visual scan. Our a-bees can distinguish between targets and 
distractors with 100% accuracy. This is biologically plausible 
for saliently different colours (Giurfa 2004; Dyer, Paulk et al. 
2011). 
Bee spatial acuity is relatively poor compared to human 
vision, and in real life bumblebees can only detect a plant’s 
cluster of 3-5 flowers (each flower of 2.5cm diameter) at a 
distance of approximately 0.7m (Dyer, Spaethe et al. 2008; 
Wertlen, Niggebrugge et al. 2008). Detection appears to 
approximate a step function, so we model it as distances 
>0.7m — not detected, distance <0.7m — 100% chance of 
detecting a flower that is present. Our foraging patch model is 
based on a grid world of square cells of dimension 0.35m, so 
an a-bee can see flowers in its Moore neighbourhood (8+1 
cells, n=1), but no further. 
An individual a-bee keeps track of the flowers it has visited 
and will not visit a flower twice in a single foraging 
simulation. This is biologically plausible and the ability is an 
important aspect of bee foraging behavior (Giurfa, Núñez et 
al. 1994). An a-bee will move into a grid cell towards a target 
if it has not visited that target before. It will then visit that 
target (to collect the modeled nutritional reward), taking a 
parameterised amount of time, VisitTime. Real bees do have a 
central foveal region in which they may see detail better. 
However its operation in complex environments for different 
species has been poorly studied (but see (Morawetz and 
Spaethe 2012)). For simplicity we eliminated this factor here; 
a-bees are not directionally biased in their visual scan.2 We 
model the two bee scan mechanisms as follows. 
Parallel scan. An a-bee using a parallel scan (Fig. 2) 
processes all of the information it sees about flower locations 
in its visible range simultaneously. This process takes the 
“parallel a-bee” a constant amount of time, ParallelTime, 
regardless of how many flowers it can see and regardless of 
whether these are distractors or targets. It is as if in 
ParallelTime the bee forms a mental image of the whole 
visible scene and recognises the closest target, while ignoring 
all non-targets. 
A parallel a-bee will move towards an unvisited target it sees 
that is drawn from a uniform random distribution of available 
target flowers. If it finds no target, or no flowers at all, it will 
conduct a random walk as discussed shortly. 
                                                             
2 However, we did test the impact of bias in the a-bees’ 
preferred direction of travel (below). 
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Yes
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No
1 pass takes 
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Figure 2: The foraging cycle of a parallel visual scan a-bee. 
Serial scan. An a-bee using a serial scan (Fig. 3) examines 
one flower in its visible region at a time, selecting flowers to 
investigate from a uniform random distribution across 
available flowers. It takes this “serial a-bee” the parameter 
value SerialTime to examine each flower, until it finds a 
target, or until it has examined all the flowers it can see and 
finds no targets. A serial a-bee always moves towards the first 
unvisited target it sees in its scan. It stops scanning as soon as 
it finds an unvisited target. In the absence of unvisited targets 
or any flowers at all, the serial a-bee conducts a random walk 
as discussed below. 
A-bee movement. As long as all a-bees, regardless of 
parallel/serial visual scanning mechanism, apply the same 
movement strategies, we can assess the relative benefits of the 
scanning mechanisms free from interference introduced by 
movement strategies that are themselves complex and worth 
independent study (Waddington 1980). Hence it is especially 
important here to eliminate unnecessary complications from 
the simulation. Since we are concerned with bee decision-
making times and unconcerned about bee travel times, we 
don’t require a-bees to return to a hive and therefore don’t 
model one. A-bees do not run out of nectar storage; they 
accrue it indefinitely during a simulation run. 
In parameter MoveTime simulation time-steps an a-bee can 
move into any cell in its Moore neighbourhood, or choose to 
remain in its current cell. But in which direction should it 
head? If it sees a target flower, as discussed above, it will 
move towards that. In the absence of target flowers, a-bees 
conduct either a random walk or a biased random walk around 
their Moore neighbourhood depending on the experiment. 
Start
Serial Scan Bee
Make exploratory 
random move
Select random 
unvisited 
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Add target to 
visited list
Clear scanned 
ﬂower list
No
Yes
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No
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MoveTime
No
Move to selected 
unvisited target
Is selected ﬂower an 
unvisited target?
Any visible 
unvisited ﬂowers?
 
Figure 3: The foraging cycle of a serial visual scan a-bee. 
While an ordinary random walk between grid cells is not a 
biologically realistic foraging strategy, it provides a 
convenient baseline against which we compare the impact of a 
biased random walk derived from a study of real bees’ 
directional preferences (Waddington 1980, Fig. 1). The 
probability of a biased random walking a-bee selecting a 
specific cell from its Moore neighbours in the absence of 
suitable target flowers is given in Fig. 4. As can be seen, it 
prefers to continue straight ahead, but is not completely averse 
to changing direction. We investigated these two navigational 
strategies to determine if they had any impact on the relative 
success of the visual scan techniques. 
0.13 0.17 0.20
0.07 0.17
0.130.06 0.07
?
0.17 0.13 0.07
0.20 0.06
0.070.17 0.13
?
 
Figure 4: Probability of movement relative to (example) 
current headings of an a-bee following a biased random walk. 
Values calculated from (Waddington 1980, Fig. 1). 
Artificial Foraging Environments 
A colony’s foraging environment is modeled as a bounded 
world of 571×571 square grid cells. Cells represent 0.35m2. 
Hence, the simulated foraging site is 200m across. 
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Target flowers offer a reward of 1 unit to every a-bee that 
visits them. Distractor flowers offer no reward.3 Flowers are 
distributed differently across the patch depending on the 
experiment, as described in the next section. 
Experiments 
We conducted experiments to determine the impact of various 
flower distributions on the relative success of colonies 
composed either entirely of parallel a-bees, or entirely of serial 
a-bees. The simulation parameters described below are 
summarised in Table 1. 
Target-only experiments. In some environments, bees only 
encounter a single flowering species during a foraging bout 
(Fig. 1a & 1c). This is often the case under tropical conditions 
where massive flowering trees can be encountered, or in 
homogeneous agricultural fields. In experiments conducted to 
model these conditions, colonies of serial and parallel a-bees 
foraged in patches containing only targets. The number of 
target flowers in the patch was increased systematically to 
occupy from 0% to 100% of the grid cells. Serial and parallel 
visual scanning mechanisms were compared at each density. 
Flower positions were distributed uniform randomly across 
the patch in each case. These experiments were primarily used 
to inform the choice of target density to be used in the Target 
and distractor experiments described next. 
Target and distractor experiments. In order to ascertain the 
relative impact of distractor flowers on the serial and parallel 
visual scanning mechanisms, distractors were placed in the 
foraging patch among a fixed number of targets. In our 
simulation, distractor flowers form a single class of non-target 
flower. In the wild there may be many species of distractor. 
However, our simulation remains biologically relevant since, 
as detailed in section Biological background, when distractor 
flowers are of saliently different colour to targets, bees 
reliably distinguish between them. 
For the Target and distractor experiments, the density of target 
flowers in our simulated patch was fixed at 10% of the grid 
cells. There were three reasons for this density choice: 
(i) Since we are measuring the relative success of the two 
visual scanning mechanisms by recording the total number of 
reward units gathered during the simulations, we always 
require some target flowers for a-bees to harvest. 
(ii) To maximise our ability to distinguish differences between 
visual scan mechanisms we need to provide sufficient targets 
that foraging a-bees do not exhaust the supply of unvisited 
targets during a simulation run. 
(iii) We need to sweep across a wide range of distractor flower 
densities. By fixing targets at 10% we have from 0% up to the 
remaining 90% of grid cells to populate with distractors. 
                                                             
3 Actually, a-bees never visit distractors as they distinguish 
flower types with 100% accuracy. This is consistent with 
empirical data for bees visiting saliently different coloured 
flowers (Giurfa 2004). 
Our Target-only experiment results demonstrated that 10% 
target density met all three requirements. These results are 
described below. Hence, during Target and distractor 
experiments, the number of distractors in the patch was 
increased systematically to occupy from 0% to 90% of the 
grid cells. The two visual scanning mechanisms were tested at 
each distractor density. Flowers were distributed uniform 
randomly across the patch in each case, simulating a temperate 
environment with different numbers of distractors positioned 
among targets (Fig. 1b). 
Environment  
Patch size 571 × 571 cells, bounded 
Patch grid cell size 0.35 × 0.35m 
Colony size 60 parallel, or 60 serial scan a-bees 
  
A-bees  
Flower presence 
detection accuracy 
100% from neighbouring cell or 
cell shared with a flower 
Flower type 
recognition accuracy 
100% from neighbouring cell or 
cell shared with a flower 
Storage capacity Infinite 
Visited flower 
memory length 
Every flower visited in a 
simulation run 
Flower visit 
(VisitTime) 
1 simulation time step 
Complete field of view 
parallel scan 
(ParallelTime) 
3 simulation time steps 
Single serial scan 
flower examination 
(SerialTime) 
2 simulation time steps 
Movement in Moore 
neighbourhood 
(MoveTime) 
1 simulation time step 
  
Simulation  
Duration 1000 simulation time steps 
Number of runs 20 per data point 
Table 1: Main simulation parameters. 
Simulation verification 
We tested that the simulation behaved according to the 
specifications above. Tests included that a-bees were: 
- Correctly following their respective visual scanning 
mechanisms in assessing visible flowers; 
- Remembering visited target flowers; 
- Not exhausting the global target flower supply; 
- Not exhausting the local target flower supply. 
Where possible we also compared analytically derived values 
to simulation results. To ensure our a-bees’ simplistic random 
walk navigation strategy did not influence the relative success 
of the tested scanning mechanisms, we compared the results 
of this navigation strategy against a more plausible biased 
walk derived from empirical data. See the Results for a 
discussion of these experiments. 
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Results 
Target only experiments 
In these experiments the foraging patch was filled purely with 
target flowers. The number of target flowers was increased 
systematically from 10% to 100% of the grid cells in the 
patch. The effects of this increase on the amount of nectar 
collected are shown for colonies of parallel and serial a-bees 
(Fig. 5). All bees in these experiments executed an ordinary 
random walk. 
 
At target densities of 1 or 2 % there was a relatively low rate 
of nectar collection by a-bees with either serial or parallel 
search mechanisms (Fig. 5). A comparison of nectar collection 
success for colonies of a-bees using parallel (mean 4920±103 
units) or serial (mean 5323±118 units) visual search 
considering 10% target density and no distractors was 
conducted with a non-parametric Mann-Whitney U test (SPSS 
v15.0: IBM, Chicago, USA) for 2-independent groups of 
N=20 runs/group (Z=-5.383, p<0.001). Thus at 10% target 
density, a-bees with a serial search mechanism collected 
significantly more nutrition. As target flower density increases 
in the presence of no distractors, the serial search becomes 
increasingly more effective than the parallel search 
mechanism (Fig. 5). 
Figure 5: Graph of nectar rewards collected by colonies of a-
bees versus the percentage of grid cells occupied by target 
flowers. Data points are the mean of 20 simulations; error bars 
±1 std. dev. 
Target and distractor experiments 
In these experiments 10% of the foraging patch was randomly 
filled with targets. Distractor density was increased 
systematically from 0% to 90% of the total number of grid 
squares. The distractors were randomly distributed among the 
cells unoccupied by targets. The effects of this increase on the 
amount of nectar collected by colonies of parallel and serial a-
bees executing ordinary random walks and biased random 
walks are shown (Fig. 6). 
 
Considering first the a-bees executing an ordinary random 
walk. For distractor densities less than 1%, the serial scan 
mechanism outperforms the parallel scan (see Fig. 5 above, 
since the Target only experiment at 0% distractors, matches 
the experiment here at 0% distractors). However, parallel scan 
takes over as the most efficient mechanism at higher distractor 
densities, even where the number of distractors is much less 
than the number of targets. Parallel scan is clearly more 
efficient than the serial scan as distractor flower density 
increases beyond target density. 
 
The trends for a-bees conducting a biased random walk 
correspond directly to those for a-bees conducting an ordinary 
random walk, but with greater overall success for the former 
over the latter. The directional bias appears to enhance the 
speed with which a-bees’ locate unvisited targets. It does this 
in equal proportion for a-bees using parallel or serial visual 
scan and didn’t change the relative success of these 
mechanisms. 
Figure 6: Graph of nectar rewards collected by colonies of a-
bees versus the percentage of grid cells occupied by distractor 
flowers. Target flower density was fixed at 10%. Data points 
are the mean of 20 simulations; error bars ±1 std. dev. 
Discussion, Conclusions and Future Work 
In the current study we tested for the relative success of a 
serial scan as occurs in honeybees, and a parallel scan typical 
of bumblebees, considering previous evidence that honeybees 
evolved to forage in more tropical environments and 
bumblebees in temperate environments (Clark 1994; 
Dornhaus and Chittka 2004; Heinrich 2004; Dyer, Spaethe et 
al. 2008). This lead us to hypothesise that honeybees’ serial 
scan may be more effective in environments where targets 
were not interspersed among distractors, and that bumblebees’ 
parallel scan would be relatively more effective for foraging in 
heterogeneous environments where distractors and targets 
were intermingled. These hypotheses were supported by our 
simulation results as follows. 
Target only experiments 
The ratio of nectar collected by the parallel a-bees to that 
collected by the serial a-bees in an environment without 
distractors approaches 11,336:14,163 = 4:5. The serial 
mechanism is increasingly superior as target density increases. 
      10 20 30 40 50 60 70 80 90
   
   
1000
2000
3000
4000
5000
6000
Percentage of space occupied by distractors (ﬁxed 10% targets)
Re
wa
rd
 co
lle
cte
d a
fte
r 1
00
0 t
im
e s
tep
s Parallel bees with turning bias
without turning bias
Parallel bees without turning bias
Serial beeswith turning bias
Serial bees
   0 20 40 60 80 100
16,000
0
2000
4000
6000
8000
10,000
12,000
14,000
Percentage of space occupied by targets (ﬁxed 0% distractors)
Re
wa
rd
 co
lle
cte
d a
fte
r 1
00
0 t
im
e s
tep
s
Parallel bees without turning bias
Serial bees without turning bias
14,163
11,336
ECAL - General Track
281 ECAL 2013
This ratio can be derived analytically in the absence of 
distractors and a neighbourhood increasingly saturated with 
targets. For each traversal of the procedure in Fig. 2 a parallel 
a-bee requires ParallelTime + MoveTime + VisitTime to 
collect a reward unit. With our parameters (Tab. 1) this 
amounts to 3+1+1= 5 simulation time steps. A serial a-bee’s 
traversal of the procedure in Fig. 3 requires SerialTime + 
MoveTime + VisitTime = 2+1+1 = 4 simulation time steps to 
collect a reward unit. Hence, a serial a-bee takes 4/5 ths the 
time of a parallel a-bee to collect a reward unit in this 
scenario. 
We could have set our simulation parameters so that the a-
bees’ decision time wasn’t the most time-consuming activity 
in its foraging cycle. This would potentially be more 
biologically plausible given that decision times as measured 
by Morawetz and Spaethe (2012) were generally less than 1.5 
seconds (bumblebees) and 1.2 seconds (honeybees), and that 
the sum of travel and flower handling times may exceed these 
values in the real world by many seconds (Chittka, Gumbert et 
al. 1997; Chittka 2002). However, these time handling factors 
may also be complicated by interactions with other foraging 
insects in complex and competitive environments where being 
faster may allow the collection of rewards before competitors 
diminish resources (Burns and Dyer 2008). The impact of 
travel and flower handling times for real honeybees and 
bumblebees may impact on their relative success in different 
environments since each species may conceivably have 
differences in flight speed and flower handling skill under 
various real world conditions. But the scope of our 
experiments was only to test differences between the scanning 
mechanisms these species have been shown to employ. Hence, 
we neutralise flower handling and travel time differences by 
assigning equal values to VisitTime and MoveTime parameters 
for the two a-bee species. 
It was found that real bumblebees reduce their decision time 
slightly, by a statistically significant amount, as the number of 
visible targets increases from one to four (Morawetz and 
Spaethe 2012). Hence, the gap we report between parallel and 
serial mechanisms may be decreased slightly from that shown 
for our a-bees as target density increases (Fig. 5). 
Target and distractor experiments 
A distractor density of only 1% is sufficient to level the 
effectiveness of the serial and parallel scanning mechanisms. 
Any increase beyond this improves the parallel scanning 
mechanism’s superiority over the serial scan. This is 
interesting as it implies that in many biologically plausible 
scenarios, parallel search would be the more efficient 
approach for collecting nutrition from rewarding flowers 
whilst avoiding dissimilar colored distractors. Why then 
mightn’t honeybees have evolved a more efficient visual scan? 
A potential answer is provided in figure 5 where, in an 
environment with no distractors (as would be present in many 
tropical scenarios where large trees flower) fast serial search is 
more effective. Indeed, in studies that have compared the 
efficiency of honeybees at collecting nutrition in temperate 
and tropical environments, and where the capacity of the 
honeybees to recruit nest mates to share in resource gathering 
was experimentally manipulated, research has found 
honeybees to be most effective in tropical environments 
(Dornhaus and Chittka 2004). Thus our current findings that 
there are biologically plausible conditions that best suit either 
a parallel or serial search mechanism, adds weight to the 
possibility of environmental conditions leading to the 
evolution of different visual capabilities in different bee 
species (Dyer, Spaethe et al. 2008; Morawetz and Spaethe 
2012). 
As noted above, the biased random walk has no impact on the 
relative success of the scanning mechanisms. However in 
absolute terms, in our simulations, the turning bias we 
implemented improved the parallel a-bees’ foraging success 
by 20.48% (std. dev. 0.85) and the serial a-bees’ success by 
24.7% (std. dev. 2.4). This certainly leaves it open for those 
interested in optimal foraging to simulate more biologically 
plausible navigation schemes, however this was outside the 
scope of our study. 
Future work 
Our findings suggest it would be valuable to compare tropical 
and temperate floral distributions and how these may have 
affected the processing capabilities of different bee species. 
This work is potentially useful because it has been suggested 
that climate change may lead to either spatial or temporal 
mismatches in the availability of flower resources and 
pollinators (Hegland, Nielsen et al. 2009), and indeed such 
mismatches could be influenced by the visual capacities of 
bees. Currently this is unknown, and testing bee species of 
high pollination value with flowers of different patchiness 
may provide important insights for future resource 
management. 
Acknowledgements 
This research was supported under Australian Research 
Council's Discovery Projects funding scheme (project 
numbers DP0878968, DP0987989, DP130100015). 
References 
Axelrod, R. (2003). "Advancing the art of simulation in the social 
sciences." Japanese Journal for Management Information 
Systems - Special Issue on Agent-Based Modeling: 19. 
Burns, J. G. (2005). "Impulsive bees forage better: the advantage 
of quick, sometimes inaccurate foraging decisions." Animal 
Behaviour 70: e1-e5. 
Burns, J. G. and A. G. Dyer (2008). "Diversity of speed accuracy 
strategies benefits social insects." Current Biology 18: R953–
R954. 
Chittka, L. (2002). "The influence of intermittent rewards on 
learning to handle flowers in bumblebees." Entomologia 
generalis 26(2): 85-91. 
Chittka, L., A. Gumbert and J. Kunze (1997). "Foraging dynamics 
of bumble bees: correlates of movements within and between 
plant species." Behavioural Ecology 8: 239-249. 
ECAL - General Track
ECAL 2013 282
Chittka, L., J. D. Thomson and N. M. Waser (1999). "Flower 
constancy, insect psychology, and plant evolution." Naturwiss 86: 
361-377. 
Clark, D. A. (1994). Plant demography. in La Selva—ecology and 
natural history of a neotropical rain forest. L. A. McDade, K. S. 
Bawa, H. A. Hespenheide and G. S. Hartshorn. Chicago, 
University of Chicago Press: 90-105. 
Dafni, A. (1984). "Mimicry and deception in pollination." Annual 
Review of Ecology and Systematics 15: 259-278. 
DeAngelis, D. L. and W. M. Mooij (2005). "Individual-based 
modelling of ecological and evolutionary processes." Annu. Rev. 
Ecol. Evol. Syst. 36: 147-168. 
Dorin, A., K. B. Korb and V. Grimm (2008). Artificial-Life 
Ecosystems: What are they and what could they become? 
Eleventh International Conference on Artificial Life. S. Bullock, 
J. Noble, R. A. Watson and M. A. Bedau, MIT Press: 173-180. 
Dornhaus, A. and L. Chittka (1999). "Evolutionary origins of bee 
dances." Nature 401: 38. 
Dornhaus, A. and L. Chittka (2004). "Why do honeybees dance?" 
Behavioural Ecology and Sociobiology 55: 395-401. 
Dornhaus, A., F. Klügl, C. Oechslein, F. Puppe and L. Chittka 
(2006). "Benefits of recruitment in honey bees: effects of ecology 
and colony size in an individual-based model." Behavioural 
Ecology 17(336-344). 
Duchateau, M. J. and H. H. W. Velthuis (1988). "Development 
and reproductive strategies in Bombus terrestris colonies." 
Behaviour 107: 186-207. 
Dyer, A. G., S. Boyd-Gerny, S. McLoughlin, M. G. P. Rosa, V. 
Simonov and B. B. M. Wong (2012). "Parallel evolution of 
angiosperm colour signals: common evolutionary pressures linked 
to hymenopteran vision." Proceedings of the Royal Society of 
London B 279: 3605-3615. 
Dyer, A. G., A. Dorin, V. Reinhardt and M. G. P. Rosa (2012). 
"Colour reverse learning and animal personalities: the advantage 
of behavioural diversity assessed with agent-based simulations." 
Nature Precedings(March): 20. 
Dyer, A. G., A. C. Paulk and D. H. Reser (2011). "Colour 
processing in complex environments: insights from the visual 
system of bees." Proceedings of the Royal Society B 278:952-959. 
Dyer, A. G., J. Spaethe and S. Prack (2008). "Comparative 
psychophysics of bumblebee and honeybee colour discrimination 
and object detection." Journal of Computational Physiology A 
194: 614-627. 
Frisch, K. v. (1967). "The Dance Language and Orientation of 
Bees". Cambridge, USA, Harvard University Press. 
Giurfa, M. (2004). "Conditioning procedure and color 
discrimination in the honeybee Apis mellifera." 
Naturwissenschaften 91: 228-231. 
Giurfa, M., J. Núñez and W. Backhaus (1994). "Odour and colour 
information in the foraging choice behaviour of the honeybee." 
Journal of Comparative Physiology A 175(6): 773-779. 
Grimm, V. (1999). "Ten years of individual-based modelling in 
ecology: what have we learned and what could we learn in the 
future?" Ecological Modelling 115: 129-148. 
Grimm, V. and S. F. Railsback (2005). "Individual-based 
Modeling and Ecology", Princeton University Press. 
Grimm, V., E. Revilla, U. Berger, F. Jeltsch, W. M. Mooij, S. F. 
Railsback, H.-H. Thulke, J. Weiner, T. Wiegand and D. L. 
DeAngelis (2005). "Pattern-Oriented Modelling of Agent-Based 
Complex Systems: Lessons from Ecology." Science 310: 987-
991. 
Hegland, S. J., A. Nielsen, A. Lázaro, A. L. Bjerknes and Ø. 
Totland (2009). "How does climate warming affect plant-
pollinator interactions?" Ecological Letters 12: 184-195. 
Heinrich, B. (2004). "Bumblebee economics". Cambridge, 
Harvard University Press. 
Hogeweg, P. and B. Hesper (1983). "The Ontogeny of the 
Interaction Structure in Bumble Bee Colonies: A MIRROR 
Model." Behavioural Ecology and Sociobiology 12: 271-283. 
Huston, M., D. DeAngelis and W. Post (1988). "New Computer 
Models Unify Ecological Theory." BioScience 38(10): 682-691. 
Judson, O. P. (1994). "The rise of the individual-based model in 
ecology." Trends in Ecology and Evolution 9(1): 9-14. 
Kjøhl, M., A. Nielsen and N. C. Stenseth (2011). "Potential 
Effects of Climate Change on Crop Pollination". Rome, Food and 
Agricultural Organization. 
Lythgoe, J. N. (1979). "The ecology and vision". Oxford, U.K., 
Clarendon Press. 
Morawetz, L. and J. Spaethe (2012). "Visual attention in a 
complex search task differs between honeybees and bumblebees." 
Journal of Experimental Biology 215: 2515-2523. 
Pyke, G. H. (1984). "Optimal Foraging Theory: A Critical 
Review." Annual Review of Ecology and Systematics 15:523-575. 
Srinivasan, M. V. (2011). "Honeybees as a model for the study of 
visually guided flight, navigation, and biologically inspired 
robotics." Physiological Reviews 91(2): 413-460. 
Streinzer, M., H. F. Paulus and J. Spaethe (2009). "Floral colour 
signal increases short-range detectability of a sexually deceptive 
orchid to its bee pollinator." Journal of Experimental Biology 
212: 1365-1370. 
Treisman, A. M. and G. Gelade (1980). "A feature-integration 
theory of attention." Cognitive Psychology 12: 97-136. 
Treisman, A. M. and S. Gormican (1988). "Feature analysis in 
early vision: evidence from search asymmetries." Psychological 
Review 95: 15-48. 
VanRullen, R., T. Carlson and P. Cavanagh (2007). "The blinking 
spotlight of attention." Proceedings of National Academy of 
Science USA 104: 19204-19209. 
Vries, H. d. and J. C. Biesmeijer (1998). "Modelling collective 
foraging by means of individual behaviour rules in honey-bees." 
Behavioural Ecology and Sociobiology 44(2): 109-124. 
Waddington, K. D. (1980). "Flight Patterns of Foraging Bees 
Relative to Density of Artificial Flowers and Distribution of 
Nectar." Oecologia 44(2): 199-204. 
Wertlen, A. M., C. Niggebrugge, M. Vorobyev and N. H. d. 
Ibarra (2008). "Detection of patches of coloured discs by bees." 
Journal of Experimental Biology 211: 2101-2104. 
 
ECAL - General Track
283 ECAL 2013
Using MapReduce Streaming for Distributed Life Simulation on the Cloud 
Atanas Radenski
 
Chapman University, Orange, California 
Radenski@chapman.edu 
 
 
Abstract 
Distributed software simulations are indispensable in the study 
of large-scale life models but often require the use of 
technically complex lower-level distributed computing 
frameworks, such as MPI. We propose to overcome the 
complexity challenge by applying the emerging MapReduce 
(MR) model to distributed life simulations and by running such 
simulations on the cloud. Technically, we design optimized MR 
streaming algorithms for discrete and continuous versions of 
Conway’s life according to a general MR streaming pattern. We 
chose life because it is simple enough as a testbed for MR’s 
applicability to a-life simulations and general enough to make 
our results applicable to various lattice-based a-life models. We 
implement and empirically evaluate our algorithms’ 
performance on Amazon’s Elastic MR cloud. Our experiments 
demonstrate that a single MR optimization technique called 
strip partitioning can reduce the execution time of continuous 
life simulations by 64%. To the best of our knowledge, we are 
the first to propose and evaluate MR streaming algorithms for 
lattice-based simulations. Our algorithms can serve as 
prototypes in the development of novel MR simulation 
algorithms for large-scale lattice-based a-life models1. 
Introduction 
A-life has long relied on software simulations of the 
behavioral characteristics of living systems to facilitate the 
discovery of natural laws. Living systems involve vast 
numbers of evolving objects, and their software simulations 
can be data and computationally intensive. Large-scale life 
models may not fit in the memory of an average workstation, 
a challenge that can be overcome with the development of 
distributed a-life software. Distributed scientific simulations 
are usually implemented by using low-level libraries, such as 
MPI, which are difficult to program and require the 
development of custom fault-tolerance and load-balancing 
schemes --- a major challenge for scientists. Compute clusters 
to run distributed simulations can be expensive to build and 
complex to maintain. We believe that the complexity 
challenges of distributed life simulations can be overcome by 
applying the emerging higher-level MapReduce (MR) model 
to life simulations and by running such simulations on the 
cloud. 
 MR was initially developed to specifically satisfy Google’s 
needs for large-scale distributed processing of unstructured 
                                                             
1   This work was performed by Atanas Radenski as a guest faculty at 
Argonne National Laboratory in Illinois while on a sabbatical leave from 
Chapman University, California in spring 2013. 
text data [Dean and Ghemawat, 2008]. The subsequent 
implementation of MR within Apache’s open-source Hadoop 
framework [White, 2012] stimulated the development of wide 
range of MR applications in diverse areas, including sets and 
graphs; AI, machine learning and data mining; bioinformatics; 
image and video; evolutionary computing; and statistics and 
numerical mathematics [Radenski and Norris, 2013]. MR 
users develop serial code that is automatically executed in 
parallel by the MR engine in a fault-tolerant and load-
balanced manner. The simplicity of the MR model and the 
built-in fault tolerance and load-balancing functionality of the 
MR engine can be beneficial in the development of data-
intensive distributed scientific applications in general and life 
software simulations in particular. 
 Our general goal in this paper is to investigate the 
applicability of the MR model to large-scale distributed a-life 
simulations. To do so, we focus on life models that are based 
on cellular automata (CA) because CA are relatively easy to 
parallelize and have been used in life modeling and simulation 
from the early days of a-life. Indeed, a-life and cellular 
automata share a closely tied history which began with the CA 
works of John von Neumann [Von Neumann and Burks, 
1966] and continued with the development and exploration of 
the game of life --- or simply life --- by John Conway 
[Gardner, 1970; Bays, 2010]. Conway’s life is a 2D CA with 
two states (alive/dead). A popular life variation adopts a 
nondiscrete representation with states that are continuously 
valued between zero and one [Peper et al., 2010]. We use the 
terms discrete life and continuous life correspondingly to 
distinguish between the two life models. 
 CA has been recognized as historically the most 
fundamental paradigm of a-life [Conti, 2008], and life has 
become known as the prototypical CA [Hoekstra et al., 2010]. 
Hence, we consider life to be a most suitable candidate for 
this first study of the applicability of the MR model to large-
scale distributed life simulations. Technically, we develop and 
empirically evaluate MR life algorithms for the discrete and 
continuous life models. We also discuss how our algorithms 
can be transformed into algorithms for other versions of life, 
such as 3D life and life with larger neighborhoods. We outline 
a general MR streaming pattern that encapsulates the common 
general features of the D-Life and C-Life algorithms and can 
be followed for the design of other lattice-based simulation 
algorithms in the MR streaming model. Our algorithms are by 
no means limited to life and can be used as prototypes for 
developing large-scale MR simulation algorithms for other 
CA-based life models. 
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 Cloud computing is the use of hardware and software as 
service --- remotely, on-demand, and on a pay-per-use basis. 
Cloud computing can be viewed as a descendant of the well-
established grid computing, enhanced with instant 
provisioning and utility computing. Elastic MR is one of the 
services provided by the Amazon’s cloud computing platform, 
Amazon Web Services (AWS). Elastic MR is in fact Apache 
Hadoop hosted on AWS’s Elastic Compute Cloud. We 
develop MR life algorithms in the Hadoop version of the MR 
model and then host the algorithms’ execution on Elastic MR 
for the purpose of empirical performance evaluation. With 
AWS, we can launch various Elastic MR clusters as they are 
needed for our cost-effective experiments. We choose AWS 
because it is the first and currently the largest publicly 
available cloud computing platform. 
 Previously unknown complex self-organizing behavior of 
life models can be discovered by simulating vast numbers of 
generations for very large-scale model configurations. Such 
large-scale simulations may not fit on individual workstations 
but can be conveniently implemented in MR and executed on 
the cloud in a cost-effective, pay-per-use fashion. Our MR life 
algorithms and their empirical performance evaluation are 
intended to enhance scientists’ understanding of the potential 
of MR and cloud computing in a-life research and open new 
opportunities for distributed large-scale life simulations. 
The rest of this paper contains three sections. The first 
section describes how life simulations can be represented in 
the MR model. The second section discusses related work. 
The third section presents conclusions and possibilities for 
future wok.  
Placing Life on MapReduce 
This section introduces selected features of the MR model, 
defines MR algorithms for discrete life and for continuous 
life, offers a general MR streaming pattern, and ends with an 
empirical evaluation of the MR algorithms on the cloud.  
MapReduce Models and Frameworks 
Standard MR model. In the standard MR model, user-
defined serial Map and Reduce methods transform in parallel 
an input set of key-value (KV) pairs into an output set of KV-
pairs. Initially, Map is applied in parallel to individual KV-
pairs from the input set to produce a first intermediate set of 
KV-pairs. 
 
Inter1 = {(k2,v2)} = {Map(k1, v1) | (k1,v1) ∈ Input}  
 
 This set of KV-pairs is then automatically transformed by 
MR into a second intermediate set of KV-pairs in which all 
intermediate pairs with the same key are sorted and grouped 
together, creating a single KV-pair for each intermediate key. 
 
Inter2 = {(k2,list(v2))} = MR-Sort-and-Group(Inter1) 
 
 Reduce then is applied in parallel to individual KV-pairs 
from the second intermediate set to produce an output set of 
KV-pairs. 
 
Output={(k3,v3)}={Reduce(k2,list(v2))}|(k2,list(v2)∈ Inter2}) 
 Input, intermediate, and output keys and values may or may 
not belong to different domains. 
Consider for example the problem of counting word 
frequencies in a text document. In standard MR word count, 
input KV pairs represent document’s lines (Table 1). The 
standard MR engine parses the input keys and values and 
provides them as ready-to-use KV arguments to Map and 
Reduce. Map method invocations (Figure 1) parse individual 
lines (automatically submitted to Map through the value 
parameter) and produce the first intermediate set of KV pairs, 
where individual words serve as keys and 1s serve as values 
(Table 1). MR then automatically sorts and groups the first 
intermediate set into a second intermediate set (Table 1). 
Finally, Reduce method invocations (Figure 1) sumup grouped 
values to output the final count for each word (Table 1). Note 
that this particular Map method ignores all input keys. For 
practical convenience, MR frameworks automatically generate 
some default keys for existing text documents. 
 
Table 1: Standard MR – data sample 
Input Inter1 Inter2 Output 
1 to be or 
2 not to be 
to 1 
be 1 
or 1 
not 1 
to 1 
be 1 
be 1 1 
not 1 
or 1 
to 1 1 
be 2 
not 1 
or 1 
to 2 
 
1: class Mapper: 
2:  method Map (key, value): 
3:   for word ∈ value: 
4:    Emit (key=word, value =1); 
1: class Reducer: 
2:  method Reduce (key, list-of-values): 
3:   sum = 0;  
4:   for value ∈ list-of-values: 
5:    sum +=value; 
6:   Emit (key, value = sum); 
 
Figure 1: Word count in the standard MR model 
 
MR frameworks. The MR model has been implemented in 
three principal types of frameworks: distributed MR (targeted 
at clusters of workstations) [Dean and Ghemawat, 2008], 
shared-memory MR (targeted at multicore, multiprocessors 
workstations) [Talbot et al., 2011], and GPU MR [He et al., 
2008]. Distributed MR frameworks are the most popular in 
practical computing. Any distributed MR framework 
incorporates an MR engine and a distributed file system 
(DFS) to hold the input, intermediate, and output datasets. 
 Google was the first to develop a proprietary distributed 
MR framework, which has been available and used only 
internally [Dean and Ghemawat, 2008]. The popularity of the 
MR model grew significantly with the release by Apache of 
the open-source Hadoop framework [White, 2012], which 
extended the standard MR model with additional 
functionality, such as MR streaming.  Hadoop is now the 
defacto standard MR framework, and we therefore target our 
distributed MR life algorithms to Hadoop (see [Lee et al., 
2012] for advantages and pitfalls of Hadoop MR). For the rest 
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of this paper we omit “Hadoop” in references to the Hadoop 
MR.  
 The MR engine invokes Map and Reduce methods within 
persistent tasks that are distributed over the Hadoop cluster; 
we refer to such persistent tasks as mappers and reducers.  
The MR engine uses intermediate keys to partition all 
intermediate KV-pairs among available reducers and to sort 
all KV-pairs that are fed into the same reducer. Hence, all 
intermediate KV-pairs with the same key are submitted to the 
same reducer in sorted order, although the same reducer can 
be assigned to handle several different keys [Radenski, 2012]. 
 The MR framework is implemented in Java, and standard 
MR algorithms target the MR Java API, thus requiring 
significant Java expertise. In contrast to standard MR, MR 
streaming algorithms target higher-level languages such as 
Python. Because MR streaming is easier to understand and 
modify by domain scientists, who may not be Java experts but 
can work well with Python, we chose to develop MR 
streaming algorithms for distributed life simulations. Such 
MR streaming algorithms can be straightforwardly 
implemented in Python. If needed, MR streaming algorithms 
can be transformed into equivalent standard MR algorithms. 
 
MR streaming model. In an essential departure from the 
standard MR semantics, MR streaming sorts but does not 
group intermediate same-key KV-pairs at all, and the Reduce 
method must handle multiple occurrences of the same key 
with corresponding partial values (rather than a single list of 
grouped values as in standard MR). The semantics of the MR 
streaming model can be specified as follows.  
 
Inter1 = {(k2,v2)} = ∪{Map({(k1, v1)})|{(k1,v1)}⊆ Input}  
Inter2 = {(k2,v2)} = MR-Sort (Inter1) 
Output = {(k3,v3)} = ∪{Reduce({(k2,v2)})|{(k2,v2)}⊆Inter2}) 
 
 While the standard MR engine parses data sets’ keys and 
values and provides them as ready-to-use KV arguments to 
Map and Reduce, the streaming MR engine provides all data 
via the standard input stream. Consequently, Map and Reduce 
must parse the input into keys and values on their own. 
Parsing input in a higher-level language is not necessarily a 
disadvantage of MR streaming: such parsing can be more 
straightforward and flexible than using the relatively 
complicated and rigid Java API to manage the input format in 
standard MR [Radenski and Norris, 2013].  
In MR streaming word count, document’s lines are viewed 
as input KV pairs represent with empty keys (Table 2). The 
Map method (Figure 2) parses individual lines and produces 
an intermediate set of KV pairs in which individual words 
serve as keys (Table 2). MR then automatically sorts the first 
intermediate set into a second intermediate set (Table 2). 
Finally, the Reduce method (Figure 2) uses a loop to sumup 
sorted values then outputs the final count for each word 
(Table 2).  
 The distributed execution of mappers and reducers forms a 
single MR streaming job (Figure 3). Several MR jobs can be 
iterated so that the output from one job is used as the input for 
the next one. All input datasets, intermediate datasets, and 
output datasets for MR jobs are stored in the DFS. Iterative 
MR processing can be achieved by using functionality that is 
external to the MR model or by using non-standard extensions 
of the MR model itself. 
 
Table 2: MR streaming – data sample 
Input Inter1 Inter2 Output 
to be or 
not to be 
to 1 
be 1 
or 1 
not 1 
to 1 
be 1 
be 1 
be 1 
not 1 
or 1 
to 1 
to 1 
be 2 
not 1 
or 1 
to 2 
 
1: class Mapper: 
2:  method Map (): 
3:   for line ∈ stdin: 
4:    for word ∈ line: 
5:     Emit (key=word, value =1); 
1: class Reducer: 
2:  method Reduce (): 
3:   last-word = None;  
4:   for line ∈ stdin: 
5:    current-word, value = Parse (line); 
6:    if current-word  ≠ last-word: 
7:     if last-word ≠ None: 
8:        Emit (last-word, sum) 
9:     last-word = current-word; sum = 0 
10:   sum +=value; 
11:   Emit (last-word, sum) 
 
Figure 2: Word count in the MR streaming model 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3: MR streaming job dataflow 
Discrete Life in MapReduce 
Discrete life is a CA with two states (dead/alive) over an 
infinite 2D lattice that evolves according the 2,3/2 rule: An 
alive cell with 2 or 3 alive neighbors in its Moore 
neighborhood stays alive, and a dead cell with 2 alive 
neighbors becomes alive. (As defined earlier, discrete life is 
our term for Conway’s life, as opposed to continuous life.) 
This rule can be generalized as E1, E2,… / F1, F2, … to define 
a family of life-like CA [Bays 2010]. The evolution of 
discrete life is deterministic and is completely defined by its 
initial state. 
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 Standard MR and MR streaming both operate on KV-pairs. 
In MR streaming, each KV-pair has to be represented as a 
single line of text. Input, output, and intermediate datasets in 
2D discrete life simulations represent living cells as KV-pairs 
in which the key part consists of the cells’ coordinates (row, 
col) and the value part is empty. Cells that are not included in 
the dataset are assumed dead (Table 3).  
 
Table 3: Life data representation – data sample 
Discrete life Continuous life 
 
 
 
2    1 
2    2 
2    3 
1    1    0.0 
1    2    0.5 
1    3    0.0 
2    1    1.0 
2    2    1.0 
2    3    1.0 
3    1    0.0 
3    2    0.5 
3    3    0.0 
 
 The initial life state is stored in one or more text files on the 
DFS before processing. An MR streaming job automatically 
splits the input dataset into independent blocks, which are 
submitted to mappers, one line per cell at a time (Figure 3). 
Mappers process individual cells and emit intermediate KV-
pairs that are partitioned and sorted by the MR engine and 
then input into reducers. Reducers process intermediate KV-
pairs and emit output results that are stored back on the DFS, 
one output file per reducer. The output dataset can then be 
used as the input for a subsequent MR streaming job. Hence, 
a single life simulation step is implemented as a single MR 
streaming job. A multi-step life simulation can be realized as a 
MR streaming job iteration by using tools that are outside of 
the MR streaming model. This pattern is followed for both 
discrete life simulations (discussed in this subsection) and 
continuous life simulations (discussed in the next subsection). 
 A single discrete life simulation step can be implemented 
by means of a technique known as MR message passing [Lin 
and Schatz, 2010]. For each input cell (by definition alive) a 
mapper can emit intermediate KV-pairs that are interpreted as 
messages to all of the cell’s neighbors, alive and dead. Such 
messages from a living cell simply notify all of the cell’s 
neighbors --- living or alive, and including the cell itself --- 
that the living cell belongs to those cells’ neighborhoods. 
Messages to the same cell are dispatched to the same reducer, 
and each reducer receives all its messages in sorted order. 
This enables a reducer to count the living neighbors of 
individual cells, to determine the cells’ next states (dead/alive) 
and to emit only living cells. 
 MR message passing can generate numerous small 
messages. Higher message volume can become a MR network 
bottleneck and be detrimental to performance. The number of 
messages can be reduced by applying local in-mapper 
aggregation (LA) optimizations [Lin and Dyer, 2010]. LA is 
applied to discrete life simulation in MR streaming as follows. 
For each neighbor of each input cell, the mapper increments 
(rather than emit immediately) a cell’s counter within a local 
in-memory hash. Aggregated counts for each cell are emitted 
just before the mapper termination. Such aggregated counts 
for the same cell are summed up by a single reducer that 
determines the next state of the cell. A discrete life single-step 
simulation algorithm in MR streaming referred to as D-Life, is 
shown in Figure 4. This algorithm assumes no size limits on 
the lattice and can operate on very large discrete life instances. 
 
1: class Mapper: 
2:  method Map (): 
3:   hash = ∅ 
4:   for line ∈ stdin: 
5:    cell = (row, col) = Parse (line) 
6:    Emit (cell, tag = Alive, count = None) 
7:   for neighbor in Neighborhood (cell): 
8:    hash[neighbor] += 1 
9:  for cell in hash:  
10:   Emit (cell, tag = None, count = hash[cell]) 
1: class Reducer: 
2:  method Reduce (): 
3:   last-cell = None;  
4:   for line ∈ stdin: 
5:    current-cell, tag, count = Parse (line); 
6:    if current-cell  ≠ last-cell : 
7:     if last-cell ≠ None: 
8:      if Next-State-Is-Alive (last-cell): 
9:        Emit (last-cell) 
10:     last-cell = current-cell; alive-neighbors = 0 
11:   alive-neighbors += count; 
12:   if Next-State-Is-Alive (last-cell): Emit (last-cell) 
 
Figure 4: Single-step discrete life simulation algorithm in MR 
streaming (D-Life) 
 
 In the D-Life algorithm (Figure 4), the 2,3/2 rule and the 
Moore neighborhood of Conway’s discrete life are 
encapsulated in methods Next-State-Is-Alive and Neighborhood. 
Hence, the D-Life algorithm can be applied to simulate other 
life-like CA by merely adapting the two methods to alternative 
rules and neighborhoods. Larger than life (LtL), for example, 
is a family of CA generalizing discrete life to large 
neighborhoods and general birth and survival thresholds 
[Evans, 2010]. Any LtL instance can be simulated by the D-
Life algorithm with methods Next-State-Is-Alive and 
Neighborhood defined to properly implement the specific rule 
and neighborhood. Variations of discrete life in larger 
dimensions [Bays, 1987] can be simulated with the D-Life 
algorithm by merely extending the cell representation to a 
larger number of dimensions. 
Continuous Life in MapReduce 
Continuous life is a CA with continuously valued states from 
the 0..1 range. Continuous life employs a transition rule that is 
formulated as a nonlinear expression with a temperature 
parameter T and two parameters: E0 (energy shift parameter) 
and x0 (state shift parameter). In the limit T→0 and with 
appropriately chosen values for E0 and x0, the behavior of   
continuous life coincides with that of discrete life [Adachi et 
al., 2004]. 
 We rewrote the original continuous life transition function 
[Adachi et al., 2004] in an equivalent form that is more 
suitable for a MR implementation. Let us denote the state of a 
given cell at time t as S(cell, t). In continuous life, each cell 
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undergoes transitions at discrete time steps according to the 
following set of equations. 
 
(1) S(cell, t + 1) = F(E(H(cell, t))) 
(2) F(z) =  b / (b + 1) where b = exp(2*z/T) 
(3) E(x) = E0 - (x - x0)
2
 
(4) H(cell, t) = S(cell, t) + 2*Σ S(cell’, t) 
          cell' ∈ Neighborhood(cell) 
 For continuous life simulations in the MR streaming model, 
input, output, and intermediate datasets represent living cells 
as KV-pairs in which the key part consists of the cells’ 
coordinates (row, col) and the value part is the cell’s state. 
Hence, all cells are explicitly represented in continuous life’s 
datasets, in contrast to discrete life’s datasets which contain 
living cells alone (Table 3). 
 To implement a single continuous life simulation step in the 
MR streaming model, we combine the MR message passing 
technique with the strip partitioning optimization technique. 
MR message passing was introduced in the previous 
subsection for simulation of discrete life. Strip partitioning 
was proposed originally for large-scale relaxation algorithms 
[Radenski and Norris, 2013].   
 A mapper inputs KV-pairs of the form (cell, state) from the 
DFS. For each neighbor cell' of the input cell, the mapper 
aggregates in memory partial values of the term H(cell', t) 
according to equation (4). Locally aggregated partial values 
for each cell' are emitted just before the mapper termination as 
intermediate KV-pairs. Such aggregated values for the same 
cell' are summed up by a single reducer to determine the 
complete value of H(cell', t). The reducer then uses this 
complete value to calculate the next state of the cell' 
according to equations (1) --- (3) and to emit the new state to 
the DFS. 
 In MR, the intermediate output of each mapper is directed 
to specific reducers by the MR partitioner. In general, given 
an intermediate key-value record, the default MR partitioner 
hashes the key into a reducer index for the record, balancing 
the load among reducers [Radenski and Norris, 2013]. In 
continuous life simulation, intermediate records are in the 
form (key= cell', Hpartial(cell', t)). Because of hashing, adjacent 
cells are likely to be directed to different reducers, and thus 
output into different DFS files (because each reducer’s output 
is placed by the MR engine into a separate DFS file). At the 
next simulation step, adjacent cells are likely to be submitted 
to different mappers (because such adjacent cells are likely to 
have been output to different DFS files at the previous 
simulation step and because different input files are submitted 
to different mappers). Thus, the default MR partitioner tends 
to disperse neighborhoods and reduce data locality, which 
impairs local in-mapper aggregation and is detrimental for 
performance. [Radenski and Norris, 2013] Fortunately, the 
strip partitioning optimization technique can help reduce 
dispersion and preserve data locality. With strip partitioning, a 
mapper sends whole strips of consecutive CA lattice rows to 
the same reducer. Technically, the mapper outputs 
intermediate KV-pairs of the form: 
 
(key=(strip, cell'), value=Hpartial(cell', t)), 
 
where strip is an index that identifies individual strips of CA 
lattice rows. The strip index is calculated as strip = row / 
strip-length where strip-length is a simulation parameter. 
Because the strip index is part of the mappers’ intermediate 
output, all cells from the same strip will be directed to the 
same reducer during partitioning (see Figure 3), possibly from 
different mappers. Therefore, such adjacent cells will remain 
in the same output file as produced by the reducer. This 
strategy preserves data locality during iterative simulation and 
promotes performance. The strip index is emitted by mappers 
to facilitate partitioning alone and is ignored by reducers upon 
its receipt as part of the key.  
 A continuous life single-step simulation algorithm in MR 
streaming based on local in-mapper aggregation and strip 
partitioning (referred to as C-Life) is shown in Figure 5. 
 
1: class Mapper: 
2:  method Map (): 
3:   hash = ∅ 
4:   for line ∈ stdin: 
5:    cell, state = Parse (line) 
6:    hash[cell] += state 
7:   for neighbor in Neighborhood (cell): 
8:    hash[neighbor] += 2*state 
9:  for cell in hash:  
10:   strip-number = cell.row / strip-length 
11:   Emit (cell, strip-number, hash[cell]) 
1: class Reducer: 
2:  method Reduce (): 
3:   H = 0; last-cell = None 
4:   for line ∈ stdin: 
5:    strip-number, current-cell, in-value = Parse (line); 
6:    if current-cell  ≠ last-cell : 
7:     if last-cell ≠ None: 
8:     Emit (last-cell, state=F(E(H)) 
9:     H = 0; last-cell = current-cell 
10:   H += in_value 
11:   Emit (last-cell, state=F(E(xi)) 
 
Figure 5: Single-step continuous life simulation algorithm in 
MR streaming (C-Life) 
 
 For practical purposes, we assume that continuous life 
evolves over a finite rectangular lattice with periodic 
boundary conditions. This assumption prevents the otherwise 
unlimited growth of datasets in iterative continuous life 
simulation. While the continuous life’s lattice is assumed 
finite, it can be potentially very large in an MR 
implementation.  
 In the C-Life algorithm (Figure 5), the continuous life’s 
transition rule and the neighborhood are encapsulated in 
separate methods that can be adapted to alternative rules and 
neighborhoods, without any changes to the C-Life algorithm 
proper.  
General MapReduce Streaming Pattern 
We have designed the D-Life and C-Life algorithms by 
following a general MR streaming pattern. Our pattern is 
outlined in Figure 6. The pattern describes a family of MR 
streaming algorithms that execute as follows (Figure 6):  
• Map processes and aggregates locally each input KV-pair. 
Processing may consist of various actions, such as 
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emitting the KV-pair (as done in D-Life) and/or 
performing mathematical operations (as done in both D-
Life and C-Life). Aggregation involves storing 
intermediate results locally in a hash.  
• Just before termination, Map emits all aggregated results as 
intermediate KV-pairs, with the optional use of strip 
partitioning (as done in C-Life). 
• Reduce processes and accumulate locally each intermediate 
KV-pair. Partitioning and sorting by key (Figure 3) 
guarantee that all intermediate KV-pairs with the same 
key are submitted to the same reducer in an uninterrupted 
sequence. Processing may consist of various actions, 
such as performing mathematical operations (e.g., 
increment in both D-Life and C-Life). Accumulation 
involves storing intermediate processing data locally 
(such as alive-neighbors in D-Life and H in C-Life).  
• Reduce ends the processing of each uninterrupted same-key 
KV-pair sequence by calculating the key’s final value and 
emitting an output KV-pair accordingly. (In D-Life, this 
involves deciding whether a cell will be dead or alive; in 
C-Life this involves calculating the cell’s next state.)  
 
1: class Mapper: 
2:  method Map (): 
3:   for input-kv-pair ∈ stdin: 
4:    Process-and-Aggregate () 
5:  Emit-All-Aggregated () 
1: class Reducer: 
2:  method Reduce (): 
3:   for intermediate-kv-pair ∈ stdin: 
4:    if Current-Key-Is-Different-From-Previous-Key (): 
5:    Emit (previous-key, Final-Value ()) 
6:     Initialize-Current-KV-Pair-Processing () 
7:   Process-and-Accumulate () 
8:   Emit (last-key, Final-Value ()) 
 
Figure 6: General MR streaming pattern 
Cloud Implementation and Empirical Evaluation 
We implemented our D-Life and C-Life MR streaming 
algorithms in Python and then used the implementations for 
empirical algorithm evaluation on Amazon’s Elastic MR 
cloud. We chose Python because it is higher-level language 
that significantly shortens development efforts and time in 
comparison with other mainstream languages, such as Java or 
C++. Our experiments were performed with Hadoop 1.0.3 on 
an Elastic MR cluster of up to 17 large instances, a master 
instance and up to 16 core instances.  
 We experimented with two versions of the C-Life 
algorithm, designated as C-Life-16 and C-Life-0. The C-Life-
16 version uses a strip size of 16. Our preference to a strip 
size of 16 is based on some preliminary performance 
experiments with various strip sizes.  The C-Life-0 version 
does not use the strip partitioning optimization at all, hence its 
strip size of 0. 
 We ran D-Life, C-Life-16, and C-Life-0 on the Elastic MR 
cloud to measure their execution times. Execution times for 
the first simulation step can be influenced by the initial data 
layout; but once data are shuffled by the first simulation step, 
execution times stabilize. We measured execution times for 
the algorithms’ second simulation steps over randomly 
generated square lattices. The initial datasets for D-Life was 
generated with alive cell probability of p=0.5. Recall that only 
alive cells are represented in D-Life’s datasets; in contrast, all 
cells and their states are explicitly represented in C-Life 
datasets. Given the same lattice size, D-Life’s datasets are 
smaller than C-Life’s datasets proportionally to p. 
 
Table 4: Same-data performance (in min) on up to 16 nodes 
Nodes 1 2 4 8 16 
D-Life 16.3 22.6 11.6 6.9 4.2 
C-Life-0 32.2 39.7 29.4 17.2 11.0 
C-Life-16 37.4 19.9 9.5 6.8 4.0 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7: Visualization of same-data performance (in min, 
vertical axis) on up to 16 nodes (horizontal axis) 
 
Table 5: Same-load performance (in min) on up to 16 nodes 
Nodes 1 2 4 8 16 
D-Life 2.0 3.1 3.2 4.0 4.2 
C-Life-0 2.5 4.9 7.8 10.9 11.0 
C-Life-16 2.9 3.6 3.3 3.8 4.0 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8: Visualization of same-load performance (in min, 
vertical axis) on up to 16 nodes (horizontal axis) 
  
With all algorithms, we performed same-data and same-
load performance evaluations. For same-data evaluation, we 
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measured algorithms’ execution times in minutes on MR 
clusters with i core instances, i = 1, 2, 4, 8, 16 over randomly 
generated square lattices of approximately 16*10
7
 cells (Table 
4 and Figure 7). For same-load evaluation, we measured the 
algorithms’ execution times in minutes on MR clusters with i 
core instances, i = 1, 2, 4, 8, 16 over randomly generated 
square lattices of approximately i*10
7
 cells (Table 5 and 
Figure 8). 
 Our performance measurements demonstrate that strip 
partitioning optimization --- used in C-Life-16 but neither in 
C-Life-0 nor in D-Life --- gives a performance advantage of 
C-Life-16 over C-Life-0 and D-Life. 
• The execution time of C-Life-16 for a single simulation 
step on 16 task nodes is 64% less than the execution time 
of C-Life-0 for the same task (see data in last columns of 
Table 4 or 5).  
• The execution time of C-Life-16 decreases in a smooth and 
predictable manner with the increase of task nodes, in 
contrast to both D-Life and C-Life-0 (Figure 7).  
• C-Life-16 scales much better than C-Life-0 and a little 
better than D-Life (Figure 8).  
• In terms of absolute execution time, the performance of D-
Life seems to rival that of C-Life-16, especially for larger 
numbers of task nodes (Figures 7 and 8); yet simulation 
of discrete life is computationally less intensive than 
simulation of continuous life and D-Life operates on 
smaller datasets than C-Life (given the same lattice size). 
Related Work 
Cellular automata have been extensively studied since the 
early days of a-life [Langton, 1986]. A recent book offers a 
representative collection of approaches to the simulation of 
complex systems by CA [Hoekstra et al., 2010]. Another 
recent book covers current developments specifically in the 
game of Conway’s life research [Adamatzky, 2010].  
 Our work on distributed MR life simulation builds on the 
MR strip-partitioning optimization originally introduced for a 
MR relaxation algorithm [Radenski and Norris, 2013]. 
Message passing was first studied in the context of data-
intensive graph algorithms [Lin and Schatz, 2010] and later 
adapted to MR relaxation [Radenski and Norris, 2013]. Local 
in-mapper aggregation was originally designed to speed-up 
data-intensive text processing [Lin and Dyer, 2010] and was 
adapted to DNA sequence analysis [Radenski and 
Ehwerhemuepha, 2013] and relaxation [Radenski and Norris, 
2013].  
 Our proposed D-Life and C-Life algorithms perform only a 
single life simulation step. A multistep life simulation is an 
iterative relaxation process that cannot be directly expressed 
in the pure MR parallelism model. We are among those who 
iterate pure MR steps by means of custom scripts expressed in 
common general-purpose languages. Others modify the pure 
MR model and implement new MR frameworks to facilitate 
iterative MR processing, such as iMapReduce [Zhang et al., 
2012] and Twister [Ekanayake et al., 2010]. Potential ease of 
use and performance benefits of such iterative frameworks for 
multistep large-scale life simulations are yet to be studied. 
 Distributed MR relies exclusively on the DFS for the 
representation of intermediate datasets, including messages 
passed by our D-Life and C-life algorithms. Using the file 
system for message passing can be detrimental to performance 
but can be avoided with problems that fit entirely in memory. 
In-memory MR frameworks, such as Phoenix [Talbot et al., 
2011] and M3R [Shinnar, 2012] aim to accelerate relatively 
small MR parallel applications by using hash tables to store 
intermediate key-value records in memory rather than on the 
DFS. Substantial speed-up benefits of in-memory frameworks 
for life simulations seem likely but are yet to be investigated. 
 Discrete life, a simple CA capable of generating diverse 
complex behavior, has stimulated many to design basic and 
advanced algorithms for its simulations and implement them 
in software. Basic serial and parallel implementations of 
discrete life have proven so worthy as to be incorporated in 
the computing curriculum [Wick, 2005; Hochstein et al., 
2005]. Advanced discrete life simulation algorithms have 
been studied in traditional parallel computing models: shared 
memory [Ma et al., 2012], distributed [Xia et al., 2004], and 
mixed-mode [Smith and Bull, 2001]. To the best of our 
knowledge, we are the first to apply and evaluate the 
emerging MR model’s applicability to distributed life 
simulations.  
 Various software frameworks have been developed and 
used to emulate of lattice-based a-life models since the early 
days of a-life, a trend that eventually began with the first 
discrete life programs. Lattice-based a-life software emulators 
continue to be used and developed [Komosinski and 
Adamatzky, 2010, Part II]. Notable examples include Discrete 
Dynamics Lab (DDLab), a set of tools for simulation of CA 
and other discrete structures [Wuensche, 2011]; NetLogo, a 
multiagent programmable modeling environment [Tisue and 
Wilensky, 2004]; and EINSTein, a multiagent simulator of 
land combat [Ilachinski, 2004]. We are the first to study the 
usability of MR in the a-life context.  
Conclusions and Future Work 
In this paper, we investigate the applicability of the MR 
streaming model to the simulation of discrete and continuous 
life CA. We chose life CA because of their simplicity, a 
feature that makes them attractive as an initial test bed for 
distributed MR simulation approaches. We use MR message 
passing, local in-mapper aggregation, and strip partitioning to 
design the D-Life and C-Life algorithms for the simulation of 
discrete and continuous life correspondingly in the MR 
streaming model. We also formulate a general MR streaming 
pattern that we have followed in our design of D-Life and C-
Life and that can be followed for the design of other CA 
simulation algorithms in the MR streaming model. We 
implement D-Life and C-Life on Amazon’s Elastic MR cloud 
and empirically evaluate their performance. Our experimental 
results show that strip partitioning can reduce the execution 
time of continuous life simulations by 64%. To the best of our 
knowledge, we are the first to propose and evaluate MR 
streaming algorithms for lattice-based simulations. 
 In future projects, our proposed MR streaming algorithms 
can be used as prototypes in the development of novel MR 
simulation algorithms for large-scale CA in general and for 
lattice-based a-life models in particular. The field of 
applications of our approach can possibly be extended to the 
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field of multi agent simulation (MAS). MAS can be done in 
the standard MR model on a small Hadoop cluster [Sethia and 
Karlapalem. 2011] but the feasibility of MR streaming for 
larger scale MAS on the cloud is yet to be investigated. 
 Future work should aim at performance improvements. 
Performance improvements can be achieved by using standard 
MR instead of MR streaming and by using in-memory MR 
instead of distributed MR.  
• The MR streaming engine does not aggregate intermediate 
KV-pairs at all, while the standard MR engine does it 
automatically; aggregation by the engine can be more 
efficient than custom aggregation in a higher-level 
language such as Python. For similar reasons, I/O, 
including KV-pair parsing, can also be more efficient in 
standard MR in comparison with MR streaming. With the 
use of standard MR instead of MR streaming, the 
tradeoffs is simplicity and ease of use for speed. 
• Distributed MR frameworks use a DFS for all input, 
intermediate, and output datasets. The total I/O time can 
be much larger than the actual processing time. I/O 
performance losses can be offset by using in-memory 
MR frameworks, instead of distributed ones, for datasets 
that can fit in memory. With the use of in-memory MR 
instead of distributed MR, the ability to process 
unlimitedly large datasets is traded for speed. 
 As future work, our D-Life and C-Life MR streaming 
algorithms and our general MR streaming pattern can be 
translated into the standard MR model and ported onto an in-
memory MR framework, to evaluate the performance gains 
with standard MR and in-memory MR.  
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Abstract
We study the costs and benefits of plasticity by evolving
agents in environments with different rates of environmen-
tal change. Evolution allows both hard-coded strategies and
learned strategies, with learning rates varying throughout life.
We observe a range of change rates where the balance of costs
and benefits are just right for evolving learning. Inside this
range, we see two separate strategies evolve: lifelong plas-
ticity and sensitive periods of plasticity. Sensitive periods
of plasticity are found to reduce the learning cost while re-
taining the benefits of learning. This affects the evolutionary
process, by limiting genetic assimilation of learned character-
istics, making agents able to remain adaptive after relatively
long periods of environmental stability.
Introduction
Learning has been selected for by the process of natural evo-
lution because it increases the fitness of individuals. This
ability has both advantages and costs associated with it. The
costs range from the energetic cost of maintaining a machin-
ery for learning, to the cost having to do some potentially
fatal trial and error to enable learning. The result of these
costs is that evolution will attempt to minimize the amount
of learning and, when possible, replace plasticity with in-
nate strategies. Together, the costs and benefits of learning
lead evolution to find a solution that learns just as much as
is necessary and at the times in the lives of individuals when
learning is most beneficial.
In this paper we study two phenomena related to plastic-
ity regulation, to gain a better understanding of how they
affect each other. The first one is the Baldwin effect, which
describes plasticity regulation across generations. The sec-
ond is sensitive periods, which describes plasticity regula-
tion across individual lifetimes. An introduction to these
phenomena, and related research on them is given in the next
section.
Background
Learning- Costs and Benefits
The benefits of learning are frequently documented in stud-
ies of interactions between evolution and learning (see for
instance Floreano and Urzelai (2001), Littman (1995), and
Nolfi et al. (1994)). When studying interactions between
evolution and learning, it is important to also remember that
learning has a cost. It is the balance between the cost and
benefit of learning that decides the final learning strategies
followed by individuals resulting from an evolutionary pro-
cess. A comprehensive overview of the costs and benefits
of learning is outside the scope of this paper. See Mayley
(1996a) for a good overview of these factors. An implica-
tion of the cost of plasticity, is that plasticity in organisms
needs to have adaptive value. When possible, natural selec-
tion should reduce costs by replacing plastic responses with
genetic mechanisms.
Costs and benefits will vary significantly between indi-
viduals and even in single individuals in different situations.
For instance the benefit of learning will be larger in an in-
fant than an adult who has already learned the most impor-
tant rules for gathering food and avoiding predators. See
Turney (1996) for a comprehensive discussion of the trade-
offs between plasticity and stability, and how this changes in
different circumstances.
Modeling the cost of plasticity Kerr and Feldman (2003)
investigated how the reliability of stimuli affects the utility
of long-term memory. The authors argued that the key to de-
ciding the evolutionary advantage of learning, is the amount
of variability in the environment. They suggested that the re-
lationship between environmental variability and the utility
of learning follows “Goldilocks principle”: For learning to
be beneficial, environmental variability needs to “just right”
– not too high or too low. Based on their results, the authors
concluded that under rapidly changing environmental condi-
tions, a short memory span is beneficial, and that a reliable
world favors using more memory. Presumably, a completely
reliable world would remove the need for memory at all, as
responses could be hard-wired, but the authors did not con-
sider multiple generations of individuals, so the possibility
of genetically optimized responses was not present.
Dunlap and Stephens (2009) provided the first experi-
mental demonstration, through experiments on populations
of Drosophila melanogaster, that some types of environ-
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mental change favor learning, while others select against it.
Through an aversion learning experiment, the authors were
able to identify two different types of environmental change
that affected the evolved degree of learning in the fruit flies
differently. The first type of change, termed best-action fixity
describes to what degree the best action to take in the envi-
ronment is always the same. A high value of this parameter
indicates that a strategy always performing the same action
will be successful. The second type of change, termed reli-
ability of experience represents the fixity of the relationship
between experience and the best action. This indicates to
which degree it is possible to do associative aversion learn-
ing. The situation that most strongly selects for learning, is
the one in which there is a high reliability of experience, and
a low best-action fixity. The opposite situation selects for
non-learning (fixed) strategies. This theoretical model was
confirmed by experiments on a population of Drosophila
over 30 generations.
In our experiments, focus will be on regulating best-action
fixity – in other words, the action giving the most fitness is
subject to change, but the feedback indicating to the agent
whether an action was “good” or “bad” is always correct.
This ensures that the agent can always learn the best action
by association with the feedback signal. We believe Dun-
lap and Stephens left out part of the truth: as the fixity of
best-action decreases sufficiently, learning will be selected
against. This follows from Kerr and Feldman’s’ hypothesis
that the utility of learning follows “Goldilocks principle”.
The Baldwin Effect - Regulating Plasticity Across
Generations
The Baldwin effect (Baldwin (1896)) is an interesting ex-
ample of how evolution will regulate plasticity across gen-
erations to reduce costs. The effect suggests how learned
traits may become encoded into the genome of individuals
through an indirect mechanism.
The Baldwin effect has two phases. It is initiated by a
change to the environment, which forces a population to
adapt. In the first phase, learning accelerates the rate of evo-
lution. The reason is that, because learning allows weak
individuals to become better, it smooths the fitness land-
scape, making the “evolutionary search” simpler. This was
demonstrated in (Hinton and Nowlan (1987)) for an extreme
case where there was only one correct solution, and no fit-
ness gradient to steer the evolution when learning was not
present. Adding learning provided a fitness gradient, accel-
erating evolutionary progress. In this phase, the benefits of
plasticity outweigh the costs, leading to an increasingly plas-
tic population.
In the second phase of the Baldwin effect, genetic assim-
ilation occurs, meaning that the learned traits gradually be-
come part of an individual’s genotype. This is a result of
the cost of plasticity. Mayley (1996b) points out that it is
the varying cost/benefit trade-off of plasticity that enforces
Generation
Phase 1 Phase 2
Plasticity
Fitness
Figure 1: The two phases of the Baldwin effect - First, the
benefit of learning leads to an increase in average plasticity.
Subsequently, the costs lead plasticity to drop off.
the changes in the levels of learning in an evolving popula-
tion: Shortly after an environmental change, the benefits of
learning are large, and learning is selected for. As the pop-
ulation is full of individuals that can adapt to the environ-
mental change, the cost of learning puts the individuals with
innately good strategies at an advantage, and this reduces the
overall plasticity in the population. Figure 1 illustrates the
Baldwin effect.
Computational modeling of the Baldwin effect A few
experiments have been done on the Baldwin Effect using
simple, evolving individuals. Most of these deal with a fixed
environment, where an unadapted population is inserted. If
the environment is allowed to change during evolution, anal-
yses become more complex. However, as argued by Ander-
son (1995), it is not sufficient to study the interaction be-
tween learning and evolution in fixed environments. Certain
interactions between evolution and learning, e.g. the ability
of plasticity to act as a “buffer” against changes in the envi-
ronment, are especially evident in variable environments.
Watson et al. (2002) studied the relationship between the
complexity and stability of a learning task and the tendency
for genetic assimilation to occur. Genetic assimilation was
found to be most complete (eliminating the most learning)
when the environment was highly unstable. For more sta-
ble environments, the degree of genetic assimilation was
lower. These results may seem surprising, but they follow
from the relatively short periods of stability the researchers
investigated. The most frequent changes were so frequent
that evolved responses performed better than learned ones.
A slightly more stable environment gave a higher benefit of
learning, so the learning rate never reached zero.
Mayley (1996a) studied the effect of two important vari-
ables on the amount of learning performed by individuals
over many generations of evolution: 1) The cost of learn-
ing, and 2) the correlation between genotype and phenotype
space. He found that both a neighborhood correlation be-
tween genotype and phenotype space and en evolutionary
cost of learning was necessary to observe genetic assimila-
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tion.
Sasaki and Tokoro (1999) studied how rates of change in
an environment affected populations of individuals evolving
with different rates of heritability of acquired characteris-
tics. The authors saw signs of a Baldwin Effect in the envi-
ronments with relatively small degrees of dynamic change.
For environments with larger degrees of dynamism, how-
ever, no genetic assimilation was seen. This indicates that
the Baldwin Effect needs a certain degree of stability to en-
ter into its second phase. This proposition is supported by
findings presented herein.
Sensitive Periods - Regulating Plasticity Within
Individuals
A sensitive period is a period in the life of an individ-
ual where environmental stimuli have particular importance
in the development of a certain ability (Knudsen (2004)).
Hubel and Wiesel’s classic paper (Hubel and Wiesel (1970))
illustrates the concept: One eye of a kitten was sutured in
various periods throughout life, and it was found that visual
deprivation of one eye early in life would make that eye un-
able to follow the regular path of development. The result
would be that the cat was blind on that eye, also when it was
opened later in life.
Computational modeling of sensitive periods Bullinaria
(2003) studied sensitive periods of learning, as part of a sim-
ulation of the human oculomotor system. By the use of an
evolutionary algorithm, age-dependent neural plasticity was
generated. The type of age-dependent plasticity arising from
these experiments had parallels with biological sensitive pe-
riods. For the purposes of our discussion, the most inter-
esting feature of sensitive periods is their ability to reduce
the cost of learning, by shrinking the plastic period of in-
dividuals. Previous studies on evolution of sensitive peri-
ods (Bullinaria (2003), Kirby and Hurford (1997)) have also
discussed the cost-reducing role of sensitive periods. In this
paper, we want to study this more systematically, by evolv-
ing sensitive periods under different balances between the
cost and benefit of learning. Also, we want to compare the
genetic assimilation happening under sensitive periods with
that happening under a constant plasticity, to see if a more
focused learning period can in some circumstances reduce
the pressure on going through genetic assimilation.
Hypothesis
The hypothesis of this paper is illustrated in Figure 2, and
it proposes a model for how the topics of the Baldwin ef-
fect, sensitive periods and the cost/benefit balance of plas-
ticity are connected. The way we regulate the cost/benefit of
plasticity is by regulating the rate of environmental change.
Figure 2 shows how we hypothesize learning strategies are
related to the rate of environmental change. In constantly
changing environments, learning has no benefits, as there
are no lasting rules to be learned. We hypothesize that the
cost of learning would eliminate all plasticity in such a sit-
uation. In a fully stable environment, we also hypothesize
that learning will be selected against, for obvious reasons.
In between these two extrema, we believe we will find in-
dividuals with different degrees of plasticity. Adding some
slow changes to the fully stable state will at first be handled
by evolution: genetic changes can tackle the environmental
fluctuations. But when the environmental change reaches a
certain frequency, the limit of genetic assimilation will be
reached, and learning will be beneficial, as evolution cannot
track the changes by itself. When the changes are relatively
slow, we propose that sensitive periods may be enough to
handle them, allowing short periods of plasticity in individ-
uals’ life, without paying the cost of a lifelong adaptation.
Finally, in situations that have a rapid (but not too rapid) rate
of environmental change, lifelong re-adaptation will be nec-
essary, and we propose that individuals will evolve to have
a high learning rate throughout life, and not just in sensitive
periods. In this context, we can view sensitive periods as a
compromise between the inexpensive but slow adaptation of
the genotype and the costly but rapid adaptation allowed by
individual learning.
The idea that environmental variability and evolved plas-
ticity are closely connected has been around for a long time
(Bradshaw (1965)). However, only a few empirical studies
have investigated this connection (see Komers (1997) for a
review), and typically only for a couple of levels of environ-
mental variability. A systematic exploration of many scales
of environmental change is naturally difficult to implement
in a biological experiment. Therefore, this paper attempts to
take a middle ground between theoretic approaches and em-
pirical studies, by using evolutionary computation to evolve
individuals under a large range of environmental variation.
Experimental Setup
The Environment
The setup is a modification of the experiment in (Todd and
Miller (1991)), designed for studying the evolution of as-
sociative learning. This experiment was concerned with a
simple underwater creature that is born into a patch of an
environment where it spends its entire life. Substances of
two different colors continuously float by, and the only de-
cision the creature needs to make, is whether to eat these
substances or not. Substances can be either poisonous or nu-
tritious, and the challenge is for the creature to decide which
type of color to consume. The association between color
and edibility is a function of the feeding patch the agent was
born into, so it is not optimal for all creatures to use the same
strategy. The authors studied how evolution and learning to-
gether can find good strategies for this associative learning
task.
In this paper, the same setup is used to study the relation-
ship between plasticity and degree of environmental change.
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Environmental StabilityConstant Change Fully Stable
The Limit of Genetic 
Assimilation
No Learning Lifelong Plasticity Sensitive Periods No Learning
Figure 2: A hypothesized spectrum mapping the level of environmental stability to learning strategies in individuals.
Two important extensions to the experiment have been per-
formed: 1) Learning is associated with a cost, simulating
the biological costs of learning, and 2) The environment
changes at regular intervals. The second extension means
that instead of varying across feeding patches, associations
vary across time. The environmental change is the same: a
reversal of the color/edibility association. We regulate the
change rate of the environment using a single variable, the
stability period of the environment. This variable decides
the number of generations between changes. Setting this be-
low one means we have several changes per generation. For
instance a stability period of 0.1 entails 10 changes per gen-
eration.
The timing of changes within a generation is randomly
chosen. However, in which generations the change occurs
is fully controlled by the given stability period. We do
not add randomness to which generations see environmental
changes, because we want the generational interval between
changes to be fixed, in order to study genetic assimilation
systematically.
The Agents
As pointed out by Mayley (1996b), two conditions are nec-
essary in any experiment on genetic assimilation:
1. The plasticity of agents needs to be under genetic control.
2. The characteristics expressed by plasticity must also be
possible to express genetically.
In this experiment, these conditions were met by an ar-
tificial neural network (ANN) capable of both employing
hard-coded rules and neuromodulated learning when decid-
ing which substances to eat and which to avoid. An evolu-
tionary algorithm decides the initial connection weights and
the learning rates along the same connections in the net-
work, meaning it can evolve both hard-coded and plastic in-
dividuals.
The neural network is shown in Figure 3. The dotted
connections are plastic links, which have evolvable initial
weights and learning rates. The other connections are hard-
wired in the experiment. The connections attaching to other
connections are neuromodulators. That means that they
modify the learning rates in the links they affect. This way,
reinforcement learning driven by the perception of rewards
and punishments is achieved. When the associations in the
RedSubstance
Reward
Punishment
OutputEat
GreenSubstance
Figure 3: The neural network performing the substance as-
sociation task. Rounded rectangles represent neurons. Ar-
rows represent connections.
environment change, the agent will notice that actions lead
to different reinforcing feedback than before, and alter its
preferences based on the neuromodulated plasticity.
Arcs in the network are updated by the following learning
rule:
∆wij = η ∗mod ∗ |xixj | (1)
where η is the evolved learning rate, mod is the strength
of incoming neuromodulation and xixj is the product of pre-
synaptic and post-synaptic activity, in other words a regular
Hebbian update term.
As the equation shows, it is the absolute value of the heb-
bian update that is used in the calculation of the new weight
value, since we want the modulatory signal to decide the
direction of the weight change: negative modulation means
whatever action was taken was a bad idea, so the weight of
the link causing the action should be decreased. Positive
modulation should have the opposite effect. In the absence
of modulation (in other words, ifmod = 0), weights are not
updated.
Plasticity
An important question in these experiments is how the abil-
ity to employ age-dependent plasticity, potentially forming
sensitive periods, affects the balance between genetic and
neural adaptation. We ran the experiments with two differ-
ent types of plasticity. In the first type (“static” plasticity),
plasticity was constant throughout the lifetime of an individ-
ual, and regulated by a single evolved learning rate. In the
second type (“dynamic” plasticity), a function was evolved,
which controlled the plasticity level throughout agents’ lives
with a 2 timestep interval - meaning plasticity levels could
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Parameter Value
Generations 200
Adults 15
Children 25
Crossover probability 0
Mutation probability 0.01
Genes per individual 3 (static) or 60 (dynamic)
Bits per gene 8
Elite fraction 0.1
Culling fraction 0.1
Table 1: Parameters of the Evolutionary Algorithm
change at most 50 times in the agents’ 100-step lifetimes.
To produce a somewhat smooth age-plasticity mapping, the
evolved function was smoothed with a window size of 8
around the current timestep. For each timestep, a value be-
tween −2 and 2 was evolved, and this was averaged with
the 7 following values to produce the plasticity value for that
timestep.
Evolutionary Algorithm
The system SEVANN was used for evolving learning rates
in these experiments. SEVANN is a flexible system for de-
signing experiments allowing evolution of neural network
parameters and topologies. For details, see Downing (2010).
The parameters of the evolutionary algorithm are given in
Table 1.
Results were found to be most stable and evolvable when
crossover was turned off. However, for adding realism to
the model, investigating further how crossover affects these
results is interesting for future studies. Evolved individuals
employed either static or dynamic plasticity regulation, and
this required a different number of evolved genes. In both
cases, two of the genes coded for the innate strategy of indi-
viduals. The remaining encoded the plasticity for the rest of
individuals’ lives.
Results
Change Rates and Learning Effort
To investigate the hypothesis illustrated in Figure 2, we
evolved the learning efforts and innate weights of individu-
als under many different rates of environmental change. We
did this both for learning rates allowed to vary throughout
the lifetimes of individuals and for learning rates that re-
mained constant throughout life.
Figure 4 shows the resulting evolved learning effort. The
measured learning effort is proportional to the sum of learn-
ing efforts made in each timestep for an individual. When
the learning effort is “dynamic” (in other words, allowed to
vary with the age of an individual), we can identify four
main learning strategies, corresponding to the four strate-
gies we hypothesized in Figure 2. For changes occurring too
Figure 4: The learning effort made by individuals evolved
under different rates of environmental change. Dots are
measured values, the lines interpolate between measure-
ments. “Dynamic” indicates a learning effort allowed to
vary throughout the lifetime of individuals, while “Static”
indicates a constant learning effort throughout life. Change
rates are given as number of generations between each
change. – Averages over 20 runs. Error bars show a 95%
confidence interval of the means.
slowly or too rapidly, there is no benefit to learning. These
observations are in line with the suggestion (Kerr and Feld-
man (2003)) that the utility of learning in a varying environ-
ment follows “Goldilocks principle”: Change rates need to
be just right for learning to evolve.
When the change rate is within the range needed to evolve
learning capacity (here, that range is from about 0.1 to 50
lifetimes between each change), we can identify two main
strategies for the dynamic learners. The first main strategy
is to stay plastic throughout life. This strategy is adapted
for environments where change rates are so high that a sen-
sitive period of learning would not allow an individual to
keep track of environmental changes. We see this strategy
evolve when there are from 1 to 10 changes per generation.
Figure 5 shows the learning strategies of evolved individ-
uals. The situation for a stability period of 1 represents a
turning point, where individuals go from being plastic their
whole life to having a sensitive period of learning early in
life. For changes occurring less frequently than once per
generation, individuals adopt the strategy of having a short
period of plasticity early in life and staying non-plastic oth-
erwise. This gives the benefit of being able to adjust to the
current environment, while not incurring the cost of lifelong
plasticity.
The results discussed so far are presented in a more com-
pact form in Figure 6. This figure shows how the evolved
learning efforts through life vary with the rate of environ-
mental change. The same results were seen in Figure 4,
but then without the “age”-dimension. Seeing how learn-
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(a) 5 changes per generation (b) 1 change per generations (c) Changes every fifth generation
Figure 5: Average learning rate (brightness - darker means higher learning rate) through their 100-timestep lifetimes (y-axis)
for the winner individuals of each generation of evolution (x-axis). – Averages over 20 runs.
Figure 6: The learning effort made by individuals evolved
under different rates of environmental change. Dark rectan-
gles indicate a high learning rate - so a column with a few
dark and many bright rectangles indicates that this individ-
ual has evolved a sensitive period of learning. Change rates
are given as number of generations between each change. –
Averages over 20 runs.
ing efforts vary with age and change rates, confirms the four
strategies we identified earlier. For too low and too high
change rates, little effort is made to learn, as seen by the
bright values at the left and right edge of the plot. The rel-
atively uniform gray columns (stability periods from 0.1 to
0.5) indicates individuals learning throughout life. Finally,
the columns with stability period from 1 to 20 shows indi-
viduals with evolved sensitive periods.
Static or Dynamic Plasticity
Comparing “dynamic” (plasticity varying throughout life)
and “static” (fixed plasticity throughout life) individuals
helps clarify the role of sensitive periods in plasticity when
balancing the costs and benefits of learning. It reveals some
of the aspects we miss by making the simplifying assump-
tion of a lifelong, constant learning rate, as has been com-
mon in studies of the evolutionary regulation of learning ef-
forts.
As seen in Figure 4, the most striking difference between
the two types of individuals is that dynamic learners can ad-
just their learning rate much more smoothly to the different
rates of environmental change. Static learners, on the other
hand, operate in an “on/off” mode. Too rapid or too slow
changes lead to individuals evolved to avoid learning. Inter-
mediate rates of change lead to individuals that invest very
much in learning. The inability of static learners to tune
their learning efforts through life also means that they will
have to shut off their learning ability earlier as learning be-
comes less beneficial. Dynamic learners, on the other hand,
will retain some learning ability also under conditions that
are relatively poorly suited for learning. This can be seen
at the extreme ends of the spectrum of change rates, where
the learning efforts of dynamic learners fall quite slowly to-
wards zero.
Another interesting way to compare static and dynamic
individuals is to look at their respective fitness values before
and after environmental changes. This comparison indicates
how well individuals balance their learning efforts to reap
the benefits but avoid the costs as much as possible. Figure
7a shows fitness values for the best individuals in the gen-
eration before environmental change. For instance, for indi-
viduals evolved with a stability period of 50, this means the
last 49 generations of their evolution happened under stable
environmental conditions. We see that dynamic plasticity
regulation gives a significant fitness increase when change
rates are in the region from every second to every tenth gen-
eration. This is also the region where sensitive periods are
most important. For higher change rates, a lifelong plasticity
is most beneficial, as we saw in Figure 5. For lower change
rates, no learning is most beneficial, because individuals will
have genetically assimilated their learned traits in this gen-
eration immediately before the next change, allowing them
to reduce their cost of learning.
In the generation after environmental change, the situa-
tion is different, as seen in Figure 7b. Individuals with a
dynamically regulated learning rate now have a benefit over
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(a) Immediately before environmental change (b) Immediately after environmental change
Figure 7: Graphs showing the difference in fitness values between the best evolved individuals with dynamically and statically
regulated plasticities throughout life. Shown immediately before and after an environmental change. – Averages over 20 runs.
Error bars show a 95% confidence interval of the means.
the static ones also when the environment has been stable
for a long time. The reason is that static individuals rely
more and more on genetic assimilation the longer the pe-
riod of stability – meaning they are unable to respond well
to the environmental change. Also notice the increase in
variability between the plots, as seen in the error bars. This
is a natural consequence of the environmental change: the
best individual before the change will have converged to the
same behavior in most runs – but their behavior in the new
environment may not be the same.
The same effect can be seen by studying the fitness curves
of individuals. In this case, we look at their fitness values
without an imposed cost of plasticity. The fitness values we
study here are proportional to the amount of foods the agent
eats subtracted by the amount of poisons it eats – an indi-
cation of exactly how well it performs the association task.
Figure 8 shows fitness values plotted over 200 generations
of evolution. The sudden drops in fitness value are due to
environmental changes, and the following climbs show re-
adaptation of the individuals. Static individuals show much
larger drops in fitness values as the environment changes,
indicating that they have relied heavily on genetic assimila-
tion of learned traits and eliminated much of their learning
capacity. This is seen also in dynamic individuals, but to a
much smaller degree - they are able to retain their learning
ability for more generations, because it is not as costly.
For changes with a frequency above once per generation,
the same pattern does not emerge. With such a high fre-
quency of change, keeping a lifelong plasticity is beneficial,
and static individuals often end up with a higher fitness as
such a strategy is easier to evolve for them than for dynamic
ones.
Conclusion
By studying the evolution of learning strategies across a
wide range of environmental change rates, we have observed
four main strategies: For both too frequent and too infre-
quent changes, no learning evolves, as the cost of learning
outweighs its benefits. For environmental change rates in
the range suited for the evolution of learning, the two main
strategies are 1) Lifelong plasticity, which is preferred when
change rates are high, and 2) Sensitive periods of plasticity,
which is preferred for relatively low change rates.
We have also seen that the ability to regulate plasticity
through the lifetime of individuals has two important fea-
tures that separate these individuals from those with a static
learning rate: 1) Dynamic individuals show a less complete
genetic assimilation when environmental changes are infre-
quent and 2) Dynamic individuals can gain the same benefit
from learning while paying a lower cost when environmen-
tal changes have an intermediate frequency, by employing
sensitive periods of learning.
These results illustrate that genetic assimilation and sensi-
tive periods in learning have similar roles: reducing the cost
of plasticity, while retaining its benefits. Because of their
similar roles, they affect each other – for instance, sensitive
periods reduce the need for genetic assimilation. Therefore,
studying them together in the same model, is necessary to
get a full understanding of the roles of these two phenom-
ena.
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Abstract
Introducing the concept of replication strategies this paper
studies the evolution of cooperation in populations of agents
whose offspring follow a social strategy that is determined by
a parent’s replication strategy. Importantly, social and repli-
cation strategies may differ, thus allowing parents to con-
struct their own social niche, defined by the behaviour of
their offspring. We analyse the co-evolution of social and
replication strategies in well-mixed and spatial populations.
In well-mixed populations, cooperation-supporting equilibria
can only exist if the transmission processes of social strate-
gies and replication strategies are completely separate. In
space, cooperation can evolve without complete separation
of the timescales at which both strategy traits are propagated.
Cooperation then evolves through the presence of offspring-
exploiting defectors whose presence and spatial arrangement
can shield clusters of pure cooperators.
Introduction
Actions that are in the interest of the group but not necessar-
ily to the immediate benefit of the individual are widely ob-
served in the social and biological sciences. Understanding
the emergence and sustainability of such altruism or cooper-
ation still poses major challenges to evolutionary game the-
ory and the recent decades have seen very active research in
this field. For instance, a recent review article classified five
different mechanisms that support altruism (Nowak, 2006).
Here, we are mainly interested in one of them: network reci-
procity, cf. (Szabo´ and Fath, 2007; Perc and Szolnoki, 2010)
for recent reviews.
Network reciprocity summarizes effects that result from
constrained interactions in structured populations in which
agents interact with fixed and typically rather small sets of
permanent neighbours. In this way interactions between par-
ents and offspring are favoured, i.e. cooperation is sup-
ported through positive assortment of strategies. The lit-
erature about evolutionary games in structured populations
goes back to the seminal paper of Nowak (Nowak and M.,
1992) in which spatial games were introduced, observing
and describing chaotic patterns of strategies in space. The
work was extended in several ways to, e.g., include effects
of noise (Szabo´ and Toke, 1998) and asynchronicity (Huber-
man and Glance, 1993) in strategy propagation. Recent re-
search has mainly focused on the evolution of cooperation in
population structures modelled by complex networks, find-
ing, e.g. that heterogeneous networks give a strong boost to
cooperation (Santos et al., 2006). The latter findings have
been extended to evolutionary models on regular graphs in
which there is some heterogeneity in agent’s abilities to
generate payoff. Examples of studies in this direction are
(Szolnoki and Szabo´, 2007; Perc and Szolnoki, 2008; Brede,
2011a), but also the recent work on teaching and learning
(Szolnoki and Perc, 2008; Tanimoto and Yamauchi, 2012).
In the latter line of research agents are classified into two
groups: (i) teacher agents with an enhanced ability to pass
on strategies and (ii) learner agents with reduced abilities
to pass on strategies. The co-evolutionary dynamics of fast
and slow strategy spread can then generate phases in which
cooperation can survive much beyond parameter regimes in
which cooperation is supported by network reciprocity alone
(Brede, 2013a).
Common to this large bulk of work on cooperation and
network reciprocity is the assumption that offspring (in a
biological context) or followers (in a social context) adopt
exactly the same strategy as parents (or leaders). In fact, one
might surmise that this assumption is crucial to allow for
positive assortment which enables support for cooperation
through network reciprocity. In this paper we introduce a
more general framework that aims to challenge this hypoth-
esis and explore its boundaries. We distinguish two traits
that describe agent behaviour. The first is the typical so-
cial strategy that describes an agent’s behaviour in the social
dilemma game under consideration. The second is a repli-
cation strategy, i.e. a strategy that an agent will pass on as
a social strategy to its offspring. In this way every agent
is characterised by a tuple (s, e): a social strategy s and a
replication strategy e through which it can determine its off-
springs’ social behaviour. Notably, the social strategy and
the replication strategy of an agent can be different: It might
be in the interest of an agent to surround itself with offspring
(or followers) that are of a different type than itself. Hence,
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agents may surround themselves by un-like types, question-
ing the role of positive assortment by network reciprocity.
One might also interpret our framework as a very simple
model of social niche construction (Powers et al., 2011). The
term social niche construction was recently introduced to
describe a situation in which agents can evolve preferences
for the social group they interact with. Using the example
of preferences for group size it was then demonstrated that
co-evolution of such preferences and social strategies can
naturally support cooperation. In our context here, by their
replication strategy, agents can influence the environment in
which they live and thus improve their chances to generate
payoff in competitive games. Using the often-studied frame-
work of the prisoner’s dilemma game, we will explore under
which circumstances such a simple co-evolutionary model
can allow for additional support for cooperative strategies.
Real-world inspiration for the above assumption of differ-
ences between social and replication strategies is not hard to
come by. For instance, in models of teaching and learning
the above framework allows for situations in which teachers
can teach strategies different from their own. Arguably, this
is a more realistic and general framework than the one con-
sidered in previous work. In a biological context one might
interpret the model as a simple model of cell differentiation.
The present work thus follows in a line of recent advances
in the understanding of the co-evolution of individual-level
traits and cooperation (Szolnoki et al., 2009; Powers et al.,
2011; Perc and Wang, 2010; Brede, 2011b, 2013b).
The organization of the paper will be as follows. We start
with a detailed description of the model framework and then
describe and explain results in the section thereafter. The
paper concludes by a summary and discussion section that
puts our main results into context and discusses implications
and future work.
Model
In more detail, we consider the following model of an evo-
lutionary one-off prisoner’s dilemma in space. A set of N
agents are associated with the sites of a graph whose links
define interactions and directions of strategy propagation. In
case of experiments in well-mixed populations this social
networks is a complete graph, otherwise we perform experi-
ments on an L× L square lattice with von Neumann neigh-
bourhoods. Agents are characterized by two strategy traits,
a social strategy trait s ∈ {0, 1} and a replication strategy
trait e ∈ {0, 1}. We use the convention that state “0” corre-
sponds to a strategy of pure defect and state “1” corresponds
to pure cooperate. Agents play a prisoner’s dilemma with
payoff matrix parametrized in the conventional form(
R S
T P
)
=
(
1 −r
1 + r 0
)
, (1)
such that the parameter r characterizes the toughness of the
game setting. In Eq. (1) R stands for the reward for mutual
cooperation, S for the ”sucker’s” payoff, T for the temp-
tation to defect, and P for the punishment for mutual de-
fection. A small r  1 corresponds to very mild dilemma
settings, whereas r→ 1 characterizes very tough dilemmas.
Hence, we distinguish four strategies: (i) cooperators who
want their offspring to cooperate (s = 1, e = 1), (ii) coop-
erators who want their offspring to defect (s = 1, e = 0),
(iii) defectors who want their offspring to cooperate (s = 0,
e = 1) and (iv) defectors who pass on defection to their
neighbours (s = 0, e = 0). This model may easily be ex-
tended by including context-dependent inheritance, i.e. the
offspring determining trait would then depend on the social
strategy currently played, but we reserve a thourough inves-
tigation of this case for future work and concentrate on the
simplest setup in this paper.
In the following we will also consider the impact of var-
ious timescales in the evolution of social and replication
strategies. The spread of both strategies might occur on
seperate or similar timescales. In the case of joint strategy
pass, an agent will adopt the desired social strategy of a par-
ent as well as its replication strategy. In case of disparate
pass, an agent might either adopt the parents’ desired social
strategy or its replication strategy. To distinguish these cases
and to investigate the effects of disjoint strategy pass we in-
troduce a probabilistic framework for the spread of strate-
gies: With probability ps only the social strategy is imposed,
otherwise, with probabilty pa only the replication strategy is
passed on, and in the remaining cases (i.e. with probability
pp = 1 − ps − (1 − ps)pa) the social strategy is imposed
and the replication strategy passed on. The timescales of the
spread of social and replication strategies are then given by
Ts = 1/(ps + pp) and Ta = 1/(pa + pp).
Hence, our evolutionary simulations consist of an asyn-
chronous process iterating the following steps:
• Seed all agents with randomly chosen initial social and
replication strategies.
• Randomly pick a focus agent, say i, and choose a refer-
ence agent j from one of its four von Neumann neigh-
bours at random.
• Evaluate game interactions of the focus agent with its
neighbours to determine its accumulated payoff pi(game)i
and follow the same procedure to calculate the accumu-
lated payoff pi(game)j of the reference agent from interac-
tions with its neighbours.
• After evaluating game payoffs, a cost c is deducted from
payoffs of agents who attempt to spread a strategy differ-
ent from their social strategy, i.e.
pii = pi
(game)
i − c(1− δsiei), (2)
where δij = 1 if i = j and 0 otherwise. A cost c > 0 ac-
counts for the fact that imposing social strategies different
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from your own might involve a costly effort to ‘convince’
the opponent. Unless otherwise stated experiments are
carried out with c = 0 and the influence of a non-zero
cost is only evaluated at the end of the paper.
• In a next step, a focus i agent will adopt the strategy of
the reference agent j with a likelihood that depends on
the difference in payoffs, i.e.
P (j → i) = exp(pij/κ)
exp(pij/κ) + exp(pii/κ)
. (3)
In the above equation the parameter κ introduces noise
in the replication process, the larger κ, the larger the
chance for inferior strategies to spread. In all following
simulations we set the noise level to a relatively large
value of κ = 1. This choice is motivated by reasons
of computational feasibility, because the evolutionary dy-
namics becomes very slow for low levels of noise when
the timescales of cluster expansion are dominated by the
timescales of change of local configurations of s = 0, e =
1 defectors surrounded by cooperators at the boundaries
of clusters of pure cooperators/defectors which can be-
come entrenched for a very long time (see also the results
section).
• Strategy spread (with the probability P (j → i) defined
above) occurs in the following way. With probability pp
the reference agent will impose his desired social strat-
egy and will also transfer his replication strategy (si = ej
and ei = ej). Otherwise, with probability ps only the
social strategy is imposed (si = ej) and in the remain-
der of cases, i.e. with probability pa = 1−pp−ps1−ps only the
replication strategy is passed on from j to i (ei = ej).
The timescales for joint or disjoint spread of the traits
(parametrized via pp) and distinction of timescales for the
spread of social and replication strategies (parametrized
via ps) prove crucial parameters to understand the dynam-
ics of social evolution in this context.
• The payoff evaluation and strategy updating steps are then
repeated for a sufficiently large number of steps until a
quasistationary state has been reached. Then, average
concentrations of all strategy concentrations are sampled
from another TN iterations (note that in this paper time
is always measured in units of full lattice sweeps).
In the following we employ computer simulations of sys-
tems composed of in between 104 and 1.6 × 105 agents to
construct phase diagrams of parameter regions in which the
evolutionary dynamics can allow cooperation to survive.
Results
Well mixed populations
Before discussing spatial simulations it is worthwhile
analysing the case without network reciprocity, i.e. a well-
mixed population in which individuals meet at random and
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 0  0.2  0.4  0.6  0.8  1
n
r
n00+n01, pp=1
n10+n11, pp=1
n00+n01, pp=0.99
n10+n11, pp=0.99
Figure 1: Dependence of the concentrations of defect and
cooperate strategies on dilemma toughness for a well-mixed
population of size N = 40000 and noise level κ = 0.01.
For pp = 1 cooperation can always survive, but for pp < 1
defection wins out for r > 0 (and since they all overlap
circles at n = 0 are omitted for r > 0.01).
strategies spread according to Eq. (3) on the basis of pay-
off gathered from interactions with the entire population.
For simplicity, we will not distinguish timescales given by
ps and pa and assume ps/pa = 1 in the following. It is
then straightforward to describe the evolutionary dynamics
of strategy concentrationsni by a set of rate equations in the
form:
n˙i =
∑
k,l
nknla
(i)
kl , (4)
where the indices label the four possible strategies
00, 10, 01, and 11 and the matrices a(i) contain informa-
tion about conversions between strategies according to the
rules set out in the previous section. It is worth noting that
n00+n10+n01+n11 = 1, i.e. there are only three relevant
degrees of freedom.
For the transition matrices one finds:
a(00) =

0 0 −1/2 −p
βP β/2 0 0
β/2 0 βp 0
αP α/2 0 0
 , (5)
where we introduces the shortcuts β = 1−pp/2, α = 1−pp,
P = 1/(1+ exp(−∆pi/κ)), and p = 1/(1+ exp(∆pi/κ) to
simplify notation with payoff difference between defectors
and cooperators
∆pi = nC(1 + r)− (−(1− nC)r + (1 − nC)) (6)
= r, (7)
where nC = n11 + n10 is the concentrations of agents with
social strategy cooperate.
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For instance, if an agent with strategy 00 meets an agent
with strategy 01, the agent following 00 will adapt its strat-
egy with likelihood 1/2 (since both strategies achieved the
same payoff). If strategy 00 learns from 01, there are three
cases that need to be distinguished. (i) with probability
1 − pp 00 learns the social strategy that 01 wishes to im-
pose (i.e. 1) and 01’s replication strategy (i.e. 1) and hence
converts to strategy 11. (ii) with probability pp/2 00 only
learns the social strategy 01 wishes to impose, i.e. 00 con-
verts to 10 and (iii) 00 may only learn 01’s replication strat-
egy, i.e. 00 converts to 01. In all three cases 00 converts to
a strategy different from 00, hence the entry a(00)13 = −1/2.
Similarly, if 10 encounters 00 the chance that 10 will learn
from 00 is given by P . Either learning only the social strat-
egy 00 wishes to impose (probability pp/2) or learning both
the social strategy 00 wishes to impose and 00’s replication
strategy (probability 1 − pp) will convert 10 to 00. Hence
the entry a(00)21 = β/2.
Analogous equations for the remaining three matrices
a(10), a(01), and a(11) can be derived, i.e.
a(10) =

0 0 pp/4 ppp/2
−βP −β/2 −βP −β/2
0 0 0 0
Ppp/2 pp/4 0 0
 , (8)
a(01) =

0 0 pp/4 ppp/2
0 0 0 0
−β/2 −βp −β/2 −βp
Ppp/2 pp/4 0 0
 , (9)
a(11) =

0 0 α/2 pα
0 0 pβ β/2
0 0 β/2 βp
−P −1/2 0 0
 . (10)
The systems of equations (4) is a system of three non-
linear equations. Even though an analytical analysis of sta-
tionary states might be possible, numerical integration of (4)
provides enough insight for the present purposes. Figure 1
gives the dependence of stationary strategy concentrations
obtained by numerical integration of (4) on the dilemma
strength for two scenarios of strategy pass for κ = 0.01
(note that noise levels should be measured per interaction,
i.e. a very small value in the well-mixed case with all-to-
all interactions corresponds to larger noise values on sparse
grids).
The first, illustrated by square symbols in Fig. 1 corre-
sponds to completely asynchronous strategy pass, i.e. pp =
1. In this case for all r > 0 the population is split into
roughly two thirds defectors (equal halves of which carry
both replication strategies) and one third cooperators (with
again equal halfs carrying both replication strategies). In
contrast, for any pp = 1 (round symbols) the social strat-
egy cooperate is found to die out, i.e. n10 + n11 = 0, and
the two social defect strategies share the population in equal
proportions.
It is easy to understand why this is the case. Strategy
s = 0 and e = 1 can earn the same payoff as pure defectors
with s = 0 and e = 0. However, in a well-mixed population
it cannot profit from generating offspring who cooperate, be-
cause cooperation can be exploited by the entire population
of defectors. Hence, agents with s = 0, e = 1 can gen-
erate the same number of ’offspring’ as s = 0, e = 0; but
their descendants die out without conferring an advantage on
the parents. The situation is different if the spread of social
strategy and replication strategy are completely separated:
In this case the population of social cooperators is always
reinforced by an inflow from the pool of social defectors
with replication strategy defect (who earn equal payoff as
pure defectors) and can also not be suppressed through in-
teractions with pure defectors, because there is always a one-
half chance that the cooperative trait survives due to separate
strategy pass.
Spatially distributed populations
As we have seen in the previous section on well-mixed pop-
ulations, replication strategies that differ from social strate-
gies can only support cooperation if the spread of social and
replication strategies is completely separated. The reason
for this is that social niche construction cannot operate in
well-mixed populations: offspring that plays the social strat-
egy cooperate can be exploited by the entire population and
does not bestow any specific benefit to the parent who gave
birth to it. Rather, the effect for strategies with replication
strategy e = 1 is negative: Their offspring will replicate less
well than the parent because it can be exploited by the entire
population of defectors. One would anticipate that this sit-
uation can be different in viscous populations. In the latter
case, parents can accrue specific individual fitness benefits
by surrounding themselves by cooperators. It appears rea-
sonable to surmise that the consequential increase in repro-
ductive fitness for parents might compensate for the loss in
fitness of offspring, thus enabling cooperative strategy traits
to survive. We will explore this scenario for spatial games
in some detail below.
Figure 2 illustrates simulation results for the evolution of
the four strategies in two typical settings in which replication
of the two components of a strategy, social strategy s and
replication strategy e, are to some extent disjoint (pp = 0.6).
The figures also give the frequency fc of mutually cooper-
ative interactions. In the first setting with lower dilemma
toughness (top panel), cooperation can grow to dominance.
In the second with somewhat larger dilemma toughness (bot-
tom panel), an equilibrium state in which all four strategies
coexist is reached. Spatial arrangements of the strategies
that correspond to such a mixed state are illustrated in Fig.
ECAL - General Track
303 ECAL 2013
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
100 101 102 103 104
co
n
ce
n
tra
tio
ns
time
n(1,0)
n(1,1)
n(0,0)
n(0,1)fc
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
100 101 102 103 104 105
co
n
ce
n
tra
tio
ns
time
n(1,0)
n(1,1)
n(0,0)
n(0,1)fc
Figure 2: (Average) evolution of social and reproduction
strategies for a prisoner’s dilemma and average fraction of
mutually cooperative interactions fc. (a) With r = 0.18 and
pp = 0.6 when cooperation grows to dominance and (b)
with r = 0.22 when an equilibrium between the strategies is
reached (on a 200× 200 torus with κ = 1).
3.
These first experiments which we show in Fig. 2 il-
lustrate two important points: (i) As hypothesised above,
when including opportunities for social niche construction
via replication strategies, cooperation can survive in spa-
tial arrangements, even if strategy pass is not completely
disjoint. (ii) Disjoint transmission of social and replica-
tion strategies can allow for the dominance of cooperation
in regimes of dilemma games far beyond regimes normally
supported by network reciprocity (i.e. for a typical spatial
game with von Neumann neighbourhoods with κ = 0.1 the
extinction threshold for cooperation is around rc = 0.021
(Hauert and Szabo, 2004) and even somewhat smaller with
rc ≈ 0.017 for κ = 1).
The typical spatial arrangements in Fig. 3 also provide an
intuitive understanding why replication strategies can sup-
port cooperation in spatial settings. The figure shows the
Figure 3: Example configuration of an equilibrium arrange-
ment of the four strategies (for r = 0.22, pp = 0.6, κ = 1).
Colors are (s, e): red (D,D), light red (D,C), green (C,C) and
blue (C,D). (70*70) C,D and D,C only occur at the bound-
aries of larger C,C and D,D clusters.
presence of large homogeneous clusters of pure defectors
(s = 0, e = 0, dark red) and pure cooperators (s = 1, e = 1,
green). Strategies with s = e only occur at the boundaries
of these clusters. A cursory glance at Fig. 3 which is con-
firmed by the results shown in the bottom panel of Fig. 2
also suggests that the strategy s = 0, e = 1 (blue) is far
more prominent than strategy s = 1, e = 0. The reason is
that a social defect strategy can earn larger payoffs than a
social cooperate strategy.
Let us now consider the effect of s = 1, e = 0 and
s = 0, e = 1 on the clusters of pure cooperators and defec-
tors. When replicating in the direction of pure cooperators
s = 1, e = 0 either reproduces itself or (assuming disjoint
strategy pass) it produces a defector with s = 0, e = 1.
However, since s = 1, e = 0 earns the same payoff as pure
cooperation s = 1, e = 1 can only invade clusters of cooper-
ators via neutral drift. By the same token it only rarely gets
a chance to replicate when competing against defection, and
if so, it cannot reproduce itself (since any pure defector n
would either only be influenced in its social strategy via the
replication strategy, i.e. sn = e = 0 or would additionally
imitate the replication strategy en = e = 0 which corre-
spond to its own strategy anyway). Hence, s = 1, e = 0
impedes the spread of pure cooperation into clusters of pure
defectors, but also, by transitioning into s = 0, e = 1, delays
invasions of defection into clusters of pure cooperators.
What about the spread of the strategy s = 0, e = 1? The
propagation of s = 0, e = 1 is more relevant at the bound-
ary of clusters, since, following social defect, it will typi-
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Figure 4: (a) Dependence of the frequency of mutually cooperative interactions fc on the dilemma strength for various values
of pp on a 200× 200 torus. It becomes apparent that cooperation finds more and more support, the more frequent uncorrelated
replication events become.(b) Dependence of the concentrations of the various strategies on the dilemma strength for pp = 0.4.
There are two phases dominated by pure cooperators or pure defectors (small and large r and an in-between phase in which all
strategies can coexist. (c) In contrast, for pp = 0 only pure cooperators and pure defectors survive and the phase diagram from
the standard PD without replication strategies is reproduced.
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Figure 5: Dependence of critical thresholds for the extinc-
tion of strategies on the probability for disjoint trait propa-
gation pp.
cally harvest a larger payoff than s = 1, e = 0. On the
one hand, when interacting with pure cooperation, it will al-
ways surround itself by pure cooperation. On the other hand,
when interacting with a pure defector, it will either generate
a s = 1, e = 0 defector or cause a transition of the neigh-
bour to pure cooperation. Hence, even though s = 0, e = 1
exploits cooperators, it also shields clusters of cooperators
from the invasion of defection and promotes the spread of
the pure cooperate strategy.
When considering the role of all four strategies at the
boundaries of compact clusters of pure cooperators and pure
defectors it is also important to recognize that the strategy
s = 0, e = 1 will typically generate the largest payoff
(because being on average surrounded by more cooperators
than pure defect) and thus replicate most often. Even though
being thus most successful in terms of replication, it can only
recreate itself indirectly – its offspring will never follow the
same strategy.
The mechanism which supports cooperation in the
simulations shown above principally works as follows.
Offspring-exploiting defectors s = 0, e = 1 are the most
successful strategy, but cannot recreate directly, and, as a re-
sult, serve as support for cooperation. It is evident that in
case of joint strategy propagation a ’checkerboard pattern’
of s = 0, e = 1 interspersed with s = 1, e = 1 would be
evolutionarily stable. However, since s = 0, e = 1 cannot
recreate itself and is only generated at boundaries of defec-
tors and cooperators when disjoint strategy pass is allowed,
without the presence of random strategy invasions or muta-
tions such a pattern cannot evolve from random initial con-
ditions (cf. Fig. 4 right panel). Moreover, this checkerboard
pattern is not stable in the face of even small degrees of dis-
joint strategy spread (measured by pp). If pp is sufficiently
large, offspring-exploiting defectors support pure coopera-
tion in two ways: (i) by shielding clusters of pure coopera-
tors from the invasion of defection, and by (ii) serving as a
source of pure cooperators, as a consequence of their own
success in replication.
Figure 5 extends our earlier simulation experiments by
giving the dependence of the frequency of cooperative inter-
actions and strategy concentrations on the dilemma tough-
ness. A clear dependence of the support for cooperation on
the frequency of joint strategy pass pp is evident and is fur-
ther supported by the full phase diagram that illustrates the
dependence of coexistence regimes and regimes in which
single strategies dominate on pp. As already indicated by the
dependencies in Fig. 4 the coexistence regimes are typically
rather small and regimes in which either pure cooperation
or pure defection take over the entire population dominate
the diagram of Fig. 5. Coexistence is only found in a small
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Figure 6: Dependence of critical thresholds for the extinc-
tion of strategies on timescales for the spread of the social
strategy (ps) and for the replication strategy (pa) for fixed
pp = 0.6. For r > r0 only pure defection survives, for
r < r1 only pure cooperation survives and for r0 > r > r1
all four strategies can coexist. The faster social strategies
spread relative to replication strategies, the more support for
cooperation. Also the coexistence region becomes larger the
slower the spread of the social strategy.
borderline region between the regimes of pure strategy dom-
inance.
It is also of interest to investigate the dependence of the
support for cooperation on the relative timescales for strat-
egy propagation. To explore this question, we set up exper-
iments with a fixed frequency of disjoint strategy pass and
vary the relative frequencies with which reference agents
only impose their replication strategy as the desired social
strategy of neighbours (i.e. with probability ps) and the
frequency with which neighbours only learn the replication
strategy of a reference (i.e. with probability pa). A typical
phase diagram that summarizes our simulation experiments
is given in Fig. 6.
Two observations stand out. First, the support for coop-
eration grows the more prominent the imposition of social
strategies relative to the learning of replication strategies.
This observation is consistent with our argument about the
role of offspring-exploiting defectors. The more frequent
the spread of social strategies, the more often they will gen-
erate pure cooperators. Second, the regime in which all four
strategies can coexist becomes the larger the more frequently
agents pick up the replication strategies of their references.
This second finding is also intuitively clear from the same
argument. The more often replication strategies are learnt,
the more often s = 0, e = 1 transitions into s = 1, e = 0,
thus boosting the concentrations of other strategies.
A last point worth investigating is the role of a cost for
strategy imposition. To investigate this point we presume
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Figure 7: Dependence of critical thresholds for the extinc-
tion of strategies on costs for the propagation of unequal
strategy traits s = e for pp = 0.5.
that the behaviour in the standard game, i.e. imposing
agents’ own social strategy on neighbours, is free. In con-
trast, imposing a strategy different from an agent’s social
strategy needs “convincing”, i.e. it comes at some cost c,
cf. Eq. (2). The experiments carried out in this way al-
low us to test the stability of the standard framework and
answer the question “Would differences between social and
replication strategies evolve if teaching is costy?”. To ex-
plore this question we fix the frequency pp of disjoint trait
transmission and assume that both traits spread at equal rates
(i.e. ps = pa). Figure 7 summarizes these experiments by
presenting a phase diagram for the dependence of extinction
thresholds on cost assumptions. Clearly, imposing a cost
for producing offspring with social strategies different from
an agent’s social strategy reduces support for cooperation.
Such behaviour would naturally be expected, since impos-
ing costs penalizes the “mixed” strategies s = 0, e = 1 and
s = 1, e = 0 and our previous argument relied on the pres-
ence of the first of those to support cooperation via the ex-
ploitation of offspring. Nevertheless, even imposing costs
that are very substantial compared to game payoffs, cooper-
ation can exist in regimes far beyond the support it would
find from the network reciprocity of the spatial grid (with an
extinction threshold of rc ≈ 0.017, see Fig. 4).
From the data presented in Fig. 7 it is also noteworthy
that costs reduce support for the coexistence regime. Costs
penalize strategies with s = e and hence mixed phases in
which all four strategies can co-exist are increasingly sup-
pressed the larger the costs imposed.
Conclusions
In this paper we have introduced a simple way to explore so-
cial niche construction (Powers et al., 2011) on spatial net-
works. In our framework, on top of a social strategy every
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agent is endowed with a second trait, a replication strategy,
which allows the agent to determine the social strategy of its
offspring. We then explored the co-evolution of social and
replication strategies, subject to various assumptions about
the timescales of spread of both strategy components.
Analyzing the dynamics of the co-evolution in the pris-
oner’s dilemma, we have established that cooperation can
only be supported in well-mixed populations if social and
replication strategies are never both passed on from parent to
offspring. In a social context this corresponds to the rather
unrealistic assumption that the timescales of learning the re-
spective traits are completely separated. In a biological con-
text, this assumption translates into assumptions about the
traits being located on uncoupled separate genes. As demon-
strated by our exploration of the spatial prisoner’s dilemma,
the presence of a structured population can mitigate this
strict condition. We have shown that in spatial settings coop-
eration can find very strong support, even if the simultaneous
passing on of social and replication strategies is rather likely.
The main driver of the support for cooperation is the preva-
lence of offspring-exploiting defectors which can generate
the largest payoffs in the game. Offspring-exploiting defec-
tors are found to be in a similar role as payoff-distinguished
agents in (Perc and Szolnoki, 2008; Brede, 2011a): by virtue
of their enhanced ability to pass on strategies they assume a
”leadership” role (Zimmermann and Eguı´luz, 2005). Differ-
ent from previous models like (Zimmermann and Eguı´luz,
2005; Perc and Szolnoki, 2008; Brede, 2011a), however,
such agents with s = e never replicate identically and thus
offspring-exploiting cooperators facilitate the spread of co-
operation by surrounding themselves with cooperators.
We have also presented a number of further experiments
that corroborate the robustness of the above finding. Sup-
port for cooperation is robust to changes of the timescales
of strategy spread over several orders of magnitude and also
the inclusion of substantial costs for imposing social strate-
gies different from an agent’s own social strategy do not alter
outcomes in a qualitative way.
One may wonder if the framework in which we intro-
duced replication strategies in this paper is too restrictive. In
other words: Would our main findings be robust if replica-
tion strategies were context dependent, i.e. influenced by the
social strategy of agents which replicate such that an agent
in the role of a social cooperator may wish to impose a dif-
ferent strategy on its neighbours than when being in the role
of a social defector? We reserve a more comprehensive anal-
ysis of this more general setting for future work.
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Abstract
The ability to accurately predict driver route choices is an im-
portant part of traffic assignment, the process of forecasting
traffic flows on roads across a region. Many assignment meth-
ods only consider the presence of recurrent forms of conges-
tion, such as during rush hour periods, and fail to incorporate
non-recurrent congestion effects caused by irregular events
such as road traffic accidents. This paper proposes an agent
based driver route choice model which includes driver reac-
tions to the presence of non-recurrent congestion, supposing
that drivers learn relationships between congestion locations
and adjust their expectation of network travel times en-route,
potentially choosing to divert. By simulating an example net-
work with mixed populations consisting of agents capable of
diverting and not, the result is found that initially increas-
ing the proportion of diverting agents from zero is beneficial
to the system as might be expected, reducing the number of
vehicles navigating the incident affected area, but beyond a
tipping point agents can no longer perceive the presence of
congestion prior to diverting and network performance de-
creases. The model not only demonstrates the conflict be-
tween agents adopting travel time reducing behaviour and its
impact on system performance, but it also highlights the im-
portance of modelling driver knowledge appropriately to re-
produce plausible phenomena in simulation.
Introduction
It is important to be able to predict the impacts on road traffic
flows of potential interventions such as new road layouts or
signal timings, construction of new homes and retail zones,
or population growth over time. To assist with this predic-
tion, which can suggest severity of congestion or levels of
pollution, traffic assignment is the methodology which at-
tempts to answer the question ‘what is the likelihood that
drivers will use this route to travel from an origin point to
a destination point?’. After establishing an expected level
of vehicular demand between each origin and destination
pair, the congestion causing feedback effect of many driver’s
routing decisions is included in the assignment process.
In order to predict road traffic flows adequately a thor-
ough understanding of how drivers make routing decisions
is required. This can then be translated in to models of
driver route choice behaviour which describe how relative
measures of route attractiveness inform final routing de-
cisions, typically including key preference factors such as
travel time, distance travelled or toll costs (Bekhor et al.,
2006). Capturing the important motivations and other ele-
ments of driver choice, such as reactions toward the pres-
ence of congestion, is crucial in order to produce accurate
models and subsequent traffic flow predictions.
Two types of congestion are generally considered to ex-
ist in road traffic networks. The first is congestion caused
by vehicular demand exceeding capacity (in the form of
maximum traffic flow) on a regular basis, such as during
rush hour and other peak periods, known as ‘recurrent’ con-
gestion, and is present (in some form) in most assignment
methods. The second ‘non-recurrent’ form of congestion
is caused by unexpected capacity reducing incidents such
as accidents, road maintenance works or local surges in de-
mand reducing excess capacity, and rarely features in prac-
tical traffic assignment applications. This work examines
the extent to which the possible presence of non-recurrent
congestion could influence traffic flows and accordingly the
importance of considering it in traffic assignment.
Traditional assignment approaches adopt an aggregate ap-
proach to analysis, splitting overall demand according to the
relative attractiveness or utility of whole route options with
‘usual’ road network properties and so ignoring any possi-
bility of non-recurrent congestion. The recent rise of agent
based models of route choice instead allow modelled drivers
to make individual decisions based on their unique expe-
rience of the transportation network, allowing for learning
strategies and the evolution of choice over time to be ex-
plored (Nagel and Marchal, 2006).
This paper examines a mechanism whereby agents, each
representing single drivers, are able to react to new infor-
mation regarding the presence of non-recurrent congestion
en-route. If this ability provides agents with a different im-
pression of road network characteristics causing them to act
in a different but plausible manner to what would usually be
predicted, then it can be considered an important aspect of
driver choice which should be included in mainstream traffic
assignment models.
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The paper is structured as follows: firstly the current state
of, and assumptions behind, traffic assignment methods and
driver route choice models are provided. Then the under-
lying traffic interaction model used here is described fol-
lowed by the novel behaviour model presented in this work.
The behaviour model is implemented on an simple example
road network and the outcomes and insight provided by this
model are finally discussed.
Modelling traffic flows at user equilibrium
Traffic flows between each origin and destination pair un-
der consideration are generally assumed in predictions to
be in a configuration known as ‘user equilibrium’, origi-
nally defined byWardrop (1952). Here the generalised travel
costs (disutility) to travellers of each used route is minimal
and equal to any other, thus providing zero incentive for a
driver to use a different route. Extensions to the definition of
user equilibrium have been made since including ‘Dynamic
User Equilibrium’, where travel times are equal and mini-
mal in each departure time period (Peeta and Ziliaskopoulos,
2001), and ‘Stochastic User Equilibrium’, where a portion
of travellers choose sub-optimal routes representing driver
perception errors (Bekhor et al., 2006).
An aspect of route flow dynamics which has received rel-
atively little attention from modelling research is the pro-
cess by which transportation networks move to an equilib-
rium flow set from any initial flow configuration, such as
when a network change occurs and route flows pass through
disequilibrium states. Some models have been developed,
such as a class of ‘day to day’ route choice models derived
from the work of Horowitz (1984) which assume that daily
traffic flow configuration is a function of flows on the pre-
vious day(s) which can tend towards an asymptotic equi-
librium flow distribution as the number of simulated days
tends to infinity. These models have been extended to con-
sider the basins of attraction of multiple flow equilibria (Bie
and Lo, 2010) and long term system behaviour (Smith et al.,
2013). Crucially for this work, day to day route choice mod-
els have also been developed incorporating multi agent sys-
tems where each agent, representing a single driver, holds
a unique, evolving impression of network attributes which
guide future route choice decisions (Liu and Huang, 2007;
Tiang et al., 2010). These methods have been found to give
identical predicted traffic flow configurations to other as-
signment approaches (Snowdon, 2013).
Driver reaction to non-recurrent congestion
Where non-recurrent congestion is considered in traffic as-
signment, it is generally represented as a capacity reduction
occurring along a section of road which increases the travel
time for a constant level of vehicular demand (Gao et al.,
2008). To model drivers diverting to avoid congestion, Un-
nikrishnan and Waller (2009) introduce the concept of ‘re-
course’ where drivers are modelled receiving up to date net-
work state information as they traverse the network, which
is a technique also adopted by other traffic simulation tools
(Sykes, 2010). In reality however many drivers will not be
privy to such information and must rely on previous experi-
ence to guide network travel time expectations.
Modelling driver re-routing and its influence on route
choice has previously been attempted in network represen-
tations which impose a spatial congestion structure exter-
nally to the model (Gao et al., 2008). In reality the loca-
tion of queues move within-day as a result of driver routing
decisions (Long et al., 2008), for example the consequence
of drivers diverting to avoid non-recurrent congestion may
introduce more non-recurrent congestion elsewhere in the
network and clear the area initially afflicted. It is impor-
tant for accurately modelling traffic flows that the outcome
of drivers adopting diversion behaviour, and any impacts of
potential diverting opportunities on initial route choices, is
understood.
This work incorporates two main features in the traffic
assignment process in order to capture both the effect of in-
complete network information and of emergent spatial con-
gestion structure as has been described. The first is the use
of a cell transmission model, which models vehicle move-
ments along road links and the build up of queues in parts of
the network, and the second is a novel application of a cou-
pled hidden markov model representation of driver knowl-
edge given to agents traversing the simulated network.
A cell transmission model of road traffic
interactions and congestion propagation
In this work vehicle movements and interactions are cap-
tured using a Cell Transmission Model (CTM). The CTM
used here is a reimplementation of previous works (Long
et al., 2008, 2011), extended from Daganzo’s original CTM
(Daganzo, 1994). In this formulation a network G =
(N,A,C) features a set of nodes N connected by a set of
links A and includes a set of centroids C which are each
attached to a single node n ∈ N and can represent origins
and/ or destinations. In the CTM each link is discretized in
to homogeneous cells and time is partitioned in to intervals
such that the cell length is equal to the distance travelled
by free-flow traffic in one time interval δ. For example, here
δ = 5s and free flow vehicle speed (v) is 15m/s so cell length
is 75m. A time variable, t, advances by 5s at each simula-
tion time step. Each cell also has a fixed capacity of vehi-
cles which can reside inside it at each time step. The units
traversing the cell transmission model are implemented as
agents which each hold their own driver behaviour model.
At each time step, as well as advancing agents on to their
next cells and links, a number of agents drawn from the pop-
ulation may be entered in to the simulation at centroids spec-
ified by the agents. Should an agent be unable to join the link
connected to n they will join a centroid waiting queue and
attempt to enter the network at each time step onwards. Each
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simulated day agents are injected in to the simulation in the
same order but the number of agents entering at each time
step is randomly chosen (up to a limit of 5 per origin).
Unlike in previous implementations of the CTM, in this
system each modelled agent holds a unique identity and at-
tached behaviour model. Prior to arriving at a node, agents
are interrogated for their turning intention and next link
choice. The simulated day only comes to an end when all
vehicles have left the network.
Equilibrium is hard to define in a stochastic traffic system
since a degree of route choice ‘noise’ may ensure that flows
never converge to a single stable set. When describing de-
terministic route choice systems, Bie and Lo (2010) define
equilibrium as a route flow configuration which re-generates
itself indefinitely. Here a heuristic method is adopted that the
system is left to evolve for a period longer than is required
to visually reach an equilibrium flow distribution.
Modelling a driver agent’s network knowledge
using a coupled hidden markov model
Previous work has reported positively on describing a pe-
riod of observed road link conditions as belonging to a
set of states including ‘free flow’, ‘mildly congested’ and
‘highly congested’ travel time distributions (Kwon and Mur-
phy, 2000; He et al., 2006). In reality link states exhibit an
often predictable spatial structure around the road network
as queues propagate from a single starting point such as a
busy junction or incident location and affect other regions.
These correlations have been used as a basis for developing
reliable travel time predicting algorithms (Min and Wynter,
2011).
Choosing the right number of states to represent road link
performance and capture travel time variation sufficiently is
not a trivial task. The appropriate set of states may vary
by location and time of day under consideration. In their
work, Kwon and Murphy (2000) use two states, free flow
and congested, but this work uses three states to empha-
sise the distinction between minor and severe congestion.
Drivers may experience any state regardless of its cause, but
non-recurrent congestion may result in an unusual state set
being experienced compared to under ‘usual’ recurrent con-
gestion. States as used here only depend upon travel times
alone:
Free flow Travel time on link is less than or equal to
1.3·(Free flow travel time on link)
Moderate congestion Travel time on link is less than or
equal to 2.0·(Free flow travel time on link) and greater
than 1.3·(Free flow travel time on link)
Heavy congestion Travel time on link is greater than
2.0·(Free flow travel time on link)
The driver behaviour model proposed here focusses on
allowing driver agents to learn link state structures through
the use of a Coupled Hidden Markov Model (CHMM). By
learning link state structures drivers can re-evaluate the ex-
pectation of congestion elsewhere in the network based on
that day’s experience. Traffic systems have previously been
represented as CHMMs for predictive purposes (Kwon and
Murphy, 2000; Herring et al., 2010) but have yet to be ex-
plored as the basis of an agent based driver knowledge rep-
resentation.
Model overview
A single hidden markov model (HMM) considers time as
discrete and at each step can be in one of a number of un-
observable (hidden) states, S. At each time step the model
emits one of a number of externally observable symbols, V ,
with a given probability in each internal state, B = {bj(k)}
j ∈ S, k ∈ V . A transition probability distribution describes
the state which the model will be in at the next step given
the current state, C = {cij} i, j ∈ S. The probability of
the model being in any initial state is given by a distribution,
pi = {pii}, i ∈ S.
This work uses an extension to HMMs proposed by
Zhong and Ghosh (2001) which allows for the considera-
tion a network of coupled hidden markov models. The state
of each HMM in the next time step is influenced not only
by itself but also by the (hidden) states of other connected
HMMs. Here the CHMM is achieved by extending both the
system transition matrix to describe the influencing effect
of model a′ on model a, C = {c(a′,a)ij }, initial probability
distributions, pi = {piai } , and also introducing a coupling
matrixΘ = {θa′,a} which defines how the set of HMMs are
connected.
Implementation details
Each driver agent is equipped with a single CHMM as de-
scribed, with each HMM representing a single road link in
the network. The goal of the model is to determine an ex-
pectation of travel time for a link a, ϕa, both at the start
of each simulated day and en-route once the state of other
links elsewhere in the network has been observed. For this
implementation the CHMM belonging to each driver agent
is considered fully connected (Θ = J|L|) although in their
work Kwon and Murphy (2000) only connect HMMs con-
sidered connected in the road network. The relationships be-
tween nearby link states are not fully understood yet limiting
the interconnectedness of the CHMM saves on computations
and memory use required by the simulation.
Driver agents also store an associated expected travel time
(in simulation steps, i.e. multiples of 5 seconds) for each
state of each link, Γ = {γaj }, j ∈ S, a ∈ A, which is ad-
justed by daily experience using the exponentially weighted
moving average model where ra is the experienced travel
time on link a and α is an externally set learning parameter
(0.01 in this implementation):
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γa = αra + (1− α)γa (1)
Once a driver agent has traversed a link a they observe the
link’s state exactly (i.e. each state is tied to only one obser-
vation, B = I|S|) so only the state in question’s expected
travel time is updated. The initial state distribution, pia, is
then updated directly as the average experienced proportion
of occasions that the link was in state s. At the start of the
simulation the probability of any link being in any state is
equal and each state’s expected travel time, γaj =free flow
travel time on link.
The expectation of travel time on network links at the start
of any simulated day can then be simply found as ϕ = Γpi.
This model would be sufficient to ignore within day ef-
fects and determine an equilibrium set of route flows based
on initial route choices alone. However this work sets out to
incorporate the possibility of agents changing the expecta-
tion of a link’s state en-route based on information relating
to the state of other links obtained on the trip, within day.
The system transition matrix is updated at the end of each
simulated trip, C = {c(a′,a)ij }, as the experienced proportion
of occasions that link relationships occurred. That is, for the
HMM associated with link a, the state probability distribu-
tion describes the probability of link a′ being in state j given
that link a was in state i.
As an agent travels through the network, experience is ac-
cumulated in two sets which are re-initialised as empty at
the start of each day; L = {a}, which stores the identifiers
of experienced links, and O = {oa} which stores the cor-
responding set of observed link states. This information is
used to update the expected probability that link a will be in
state i, P (oai ) as the average expected state of link a given
its relationships with each of the traversed links in the set L:
P (oai ) =
∑
(a′∈L) c
oa
′
,a
a′,a
|L| (2)
Thus the single expected travel time on link a can be re-
evaluated en-route as:
ϕa =
∑
i∈S
P (oai ) · ϕai (3)
To inform the choice model, the final utility of a route is
given as ϕ · −0.1 (negative since travel time is a disutility).
The discrete choice model used to determine the probabil-
ity of an agent choosing a route is a path sized logit model
(with calibrated parameter = 0.1) which takes in to account
the overlap between route options as well as utility (Bekhor
et al., 2006).
In this application of a CHMM the re-evaluation of HMM
states occurs when the agent receives any new information
about current link states, such as when leaving a link. The
result of this is that the CHMM does not operate in fixed
time steps which would create unnecessary computations or
information not being considered in network re-evaluations.
A simulation of driver reaction to network
incidents
As an illustration of the effects of incorporating the general
CHMM agent knowledge representation, the proposed day
to day traffic assignment method is performed on the net-
work shown in figure 1 featuring a fixed vehicular demand
of 7500 vehicles on each simulated day. The network con-
sists of 13 links, 13 nodes and one origin to destination pair
O0-D0. Each link is divided in to 10 cells with a capacity of
10 vehicles with two exceptions: link 6, which is divided in
to 16 cells, and link 5, which is divided in to 3 cells.
Key
% Cell 
Figure 1: The network structure under examination, also
showing the cells associated with links and vehicles travers-
ing the network in a non incident affected day.
The probability of all network cells being affected by in-
cidents on each day is 0% except cell 9 on link 6, whose
capacity drops from 10 to 3 when an incident occurs in the
same manner as is shown in figure 2 which illustrates how
congestion forms in the CTM. On any simulated day there is
a 30% chance that link 9 cell 6 is perturbed in this way. All
other constants are set as in the model definition.
There are two routes through the network here
forward named as the ‘major route’ and ‘diversion
route’ which consist of links [1, 2, 3, 4, 5, 6, 13] and
[1, 2, 3, 4, 5, 7, 8, 9, 10, 11, 12, 13] respectively. The free
flow travel times on the two routes are therefore 345 seconds
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Key
Figure 2: Cell transmission model output showing a stream
of vehicles encountering a cell of lower capacity, resulting
in the formation of an upstream queue.
on the major route (5.2km) and 565 seconds on the diversion
route (8.5km).
Although the CHMM knowledge model presented here
suggests that all agents should re-evaluate their decision en-
route, in reality not all drivers will be able to do so either due
to personal reluctance or lack of knowledge regarding the
area and alternative route options. Accordingly, each agent
holds the CHMM behaviour model as described except for
the following key differences: switchers will re-evaluate
their route choices en-route and may choose to divert (al-
though it is important to remember that not all will, the dis-
crete choice model only provides a likelihood of choosing
a route rather than a decision) and stayers who will not re-
evaluate any system perceptions en-route. As described in
the literature overview, the vast majority of transportation
forecasting models do not consider that agents will process
information en-route, thus consist of a population of 100%
stayers (0% switchers) who might be armed with perfect
congestion information pre-trip.
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Figure 3: Numbers of agents choosing the diversion route as
their initial route choice against simulation day.
Figure 3 shows the day to day initial route choices of 7500
agents traversing the network in figure 1 over a period of 30
days. The population consisting of 100% switchers is capa-
ble of moving to an equilibrium which features fewer agents
initially choosing the diversion route. This can be consid-
ered modelling the ability for switchers to ‘take a chance’
on the preferable major route and stayers being forced to
consider average network performance in their routing deci-
sions so more often initially choosing the diversion route.
As an analysis of within-day system behaviour, figure 4
shows the proportion of the agent population engaged in
switching against time during a single incident affected day
once route flows reached equilibrium (beyond day 50). The
diverting proportion is calculated as the number of agents
which have chosen to switch routes and are present on links
7, 8, 9, 10, 11 and 12 (the diversion section) against the
number of agents present on links 6, 7, 8, 9, 10, 11 and 12
(the combination of the diverting section and incident af-
fected link). As figure 4 shows, the 7500 agents take be-
tween 15000 seconds (≈4 hours) and 30000 seconds (≈8
hours) to pass through the network for the strategy mixtures
examined.
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Figure 4: Proportion of agents engaged in diverting through-
out an incident affected simulated day at equilibrium.
As would be expected, for lower percentages of switch-
ers present in the population the proportion of agents en-
gaged in switching is capped by that percentage. It is logical
that if few switchers exist in the population each will en-
gage in diverting, enjoying a reduced travel time of close
to free flow conditions on the diversion route. Due to the
discrete choice model used, if an agent predicts that link 6
has a higher travel time than at the start of their journey, it
only becomes more likely that it will divert, hence not every
switcher agent chooses to divert.
The trend of ‘maximum numbers of switching agents di-
vert’ would not be expected to continue with increasing the
proportion of switchers in the population. If a population of
100% switchers exists and the maximum number divert then
the major incident affected route would hold a close to free
flow travel time and thus be faster than the diversion route.
Figure 5 summarises and extends figure 4, showing the
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proportion of only the switching agents engaged in diverting
during a 12500 second portion (≈3.5 hours) of the simu-
lated day for varying proportions of switchers. Below 60%
switcher populations, the mean proportion of switchers en-
gaged in diverting reaches 0.77, with the standard deviation
decreasing to 0.09. Beyond 60% a clear system change ap-
pears in both figures 4 and 5 as the average proportion of
agents diverting falls. There are two reasons for this; first the
mechanism as described above suggests that some switch-
ing agents will choose not to divert - although this is few as
figure 4 shows that the maximum proportion of agents di-
verting in a population of 100% switchers is close to 0.77.
Secondly, the periodic ‘wave’ like diversion behaviour visi-
ble in figure 4 appears and at 100% switchers the proportion
of agents switching is rarely steady as diversion behaviour
regularly breaks down.
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Figure 5: Mean and standard deviation of proportion of
switching agents engaged in diverting between t = 2500s
and t = 15000s.
To understand the impact of these trends on agent expe-
rience, figure 6 charts the average travel times between the
route divergence point at the end of link 5 and route merge
point at the beginning of link 13 (the same region examined
by figure 4) experienced by switcher, stayer and all agents
on an incident affected equilibrium day. This shows the (av-
erage) benefit to agents of adopting the two strategies. As
has been discussed, prior to 60% switchers within the popu-
lation, switcher agents enjoy a lower average travel time as
stayer agents traverse the incident affected major route. Be-
yond 60%, the value of this benefit to switchers decreases
even though in every simulation it is on average better for
agents to adopt the switcher behaviour.
To examine the effect of varying population proportions
on system performance, figure 7 charts the time required for
all 7500 agents to pass through the network. As the propor-
tion of switching agents in the population increases, up to
around 70-80% switchers, the amount of time required falls,
suggesting that the system can be considered to be acting in
a more optimal fashion. Beyond 80% switchers in the pop-
ulation, despite the simulation consisting of more agents ca-
pable of making en-route diverting decisions in the hope of
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Figure 6: Mean of travel times between diverging and merg-
ing points experienced by switcher, stayer and all agents dur-
ing a single incident affected equilibrium day for varying
proportions of switchers in the population.
decreasing overall travel time, the time taken for all agents
to traverse the network increases.
The graph in figure 7 also shows the ‘optimal’ time re-
quired to complete an incident affected day from a simula-
tion where the likelihood of link 6 being affected by inci-
dents is certain. This simulation length is lower because un-
certainty is removed from the system and network attributes
do not change in the day to day model. Agents can each
optimise their initial route choices through the evolutionary
route adaptation process and at equilibrium do not need to
alter route choices within day. Consequently the negative
diversion breakdown does not occur.
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Figure 7: Time required to complete the movement of 7500
agents at equilibrium on an incident affected day. Also
shown is the ‘optimal’ time required when the probability
of an incident on link 6 cell 9 is 1.0.
Diversion breakdown and the role of information
The simulation result in figure 4 has shown how, for higher
proportions of switching agents existing within the popula-
tion, when an incident arises the number of agents engaging
in diverting rises and falls in a wave like motion which has
a negative impact on overall network performance.
To demonstrate how this trend arises, figure 4 shows a se-
ries of simulation outputs at six time steps on an incident
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afflicted day (as shown by the capacity decrease on link 6).
In a) (t = 1755s) agents are joining the network and, due
to the existence of congestion on the links leading up to the
route diverging point, perceive link 6 to be in a highly con-
gested state. At this early point in the simulation the up-
stream queue is still forming and few agents are diverting.
In b) (t = 3990s) the congestion stretches up the network
but due to a larger number of agents engaging in diverting
the size of the queue in each cell decreases - as in the peaks
in figure 4. By c) (t = 5040s) the reduced congestion on pre-
ceding links means that agents are no longer capable of con-
sidering link 6 to be in a highly congested state even though
link 6 remains affected by the incident. At d) (t = 5530s)
few agents are engaged in diverting and most agents join link
6 believing it to be clear as in the troughs from figure 4. In
e) (t = 5930s) queues re-form on links preceding link 6 and
by f) (t = 6490s) agents once again perceive that link 6 is in
the heavily congested state and again engage in diverting as
in the peaks in figure 4.
The simulation has shown how, when an incident occurs,
agents anticipate its presence and more agents which are ca-
pable of diverting do so, the queue on preceding links de-
creases and agents joining the simulation receive no infor-
mation about any queues occurring ahead, so are unable to
predict that link 6 is in a highly congested state. Thus all in-
coming agents naively remain on the major route believing
it clear, eventually creating more queues which then back up
the carriageway restarting the cycle.
Diversion breakdown has the result of decreasing network
performance despite being caused by agents trying to de-
crease their own travel times, suggesting that in this simula-
tion some level of queueing on upstream links can be seen as
positive. In order to reduce average travel times in a network
without information provided, some drivers are required to
wait in congestion so that others can benefit from observing
the presence of queues.
Conclusions
This model has demonstrated a plausible road traffic phe-
nomena in the form of diversion breakdown which is cre-
ated in simulation by incorporating within the model both
inter-vehicle interactions and a driver knowledge represen-
tation which focuses on experience gathered within trip and
relationships between anticipated link states.
Although many other models of driver route choice exist,
as well as models which explore other aspects of driver be-
haviour, this work has sought to explore the consequences
of a single type of behaviour - adopting en-route diversions.
Scope exists to incorporate the findings of this work with
existing and future driver route choice models.
The findings from this model are also more relevant to
real world road networks where users can be considered to
be experienced. For example in areas where drivers are not
expected to possess local knowledge, such as on major road,
Link 6 Link 6
Link 6Link 6
Link 6Link 6
a) b)
c) d)
e) f)
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Link 6 mostly expected  
Link 6 mostly expected to be in heavily congested state
to be in free flow state
Figure 8: Simulation outputs at a number of time steps ex-
ploring system behaviour on an incident affected day at equi-
librium with a 100% switchers population. Agents occupy-
ing each cell are coloured according to their belief of the
current state of link 6.
they may be reluctant to divert. Additionally, a driver un-
familiar with an area may hold their own potentially incor-
rect assumptions regarding traffic flows which will influence
their routing and en-route diversion behaviour.
Network structure will also play a key role in whether and
when diversion breakdown occurs and there may be multi-
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ple opportunities for drivers to divert. Additionally, overall
network performance is only improved if the diversion route
can accommodate increased volumes of traffic which is un-
certain, even unlikely, in most real world traffic networks.
To summarise, this paper has presented a plausible and
general agent behaviour model of driver road network per-
ceptions. Through the modelling of road conditions as be-
longing to one of a set number of states, a coupled hidden
markov model can model the relationships between states
and provide expectations of driver behaviour. The simula-
tion has shown the competing pressures on drivers as choos-
ing to remain on their initial route choices or be open to
diverting on to alternatives.
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Abstract
The architecture of machine self-reproduction originally for-
mulated by John von Neumann is studied within the artifi-
cial life system Avida. We describe a hand-designed von
Neumann style self-reproducer, and report initial results from
an exhaustive search of its single-point-mutation space. Un-
surprisingly, the majority of mutants are simply sterile, and
have no long-term evolutionary potential; however, auto-
mated characterisation and classification of the minority, fer-
tile mutants proves to be difficult. We identify specific limi-
tations of the standard Avida analysis tool for this particular
purpose, and outline how it may usefully be enhanced.
Introduction
The nature of machine self-reproduction was investigated by
von Neumann, largely in the early 1950s (von Neumann,
1951, 1966). Inspired partly by Turing’s abstract model of
computing machines, von Neumann formulated a general ar-
chitecture for self-reproduction, with a decomposition into
active, constructive machinery and a separate, passive “de-
scription tape”. This work significantly preceded the dis-
covery of the structure of DNA in 1953, but reflects a simi-
lar abstract structure to that which is now known to support
self-reproduction in biological organisms. Thus, in the von
Neumann architecture, the active machinery may be consid-
ered as representing the phenotype and the passive descrip-
tion tape as the genotype.
This von Neumann architecture for self-reproduction is
shown schematically in Figure 1. A parent machine (to the
left) reproduces an offspring machine (to the right). A self-
reproducer in this style consists of a phenotype P and a
genotypeG (or, in an individual, instantiated machine, these
may be called “phenome” and “genome” respectively). P
consists of a programmable constructor (A), a copier (B), a
control (C), and arbitrary “ancillary” machinery (D). G is a
tape that describes P (i.e. the assemblyA+B+C+D), rel-
ative to the specific description language, or “decoding” im-
plemented by A. In operation, A decodes G (to produce an-
other instance of P=A+B+C+D),B constructs a copy of
G, and C controls and co-ordinates these actions, ultimately
detaching the complete offspring machine instance, P +G,
identical to the parent and thus realising self-reproduction.
As this basic architecture and self-reproducing functionality
will be common for any arbitraryD (within the constructive
capabilities of A, and assuming thatD operations, whatever
they may be, do not interfere withA+B+C) this implies the
existence of an indefinitely large space of self-reproducing
machines, all connected via spontaneous perturbations of the
G component (which therefore correspond to heritable mu-
tations). Excluding such perturbation, and in the absence
of resource constraints, any specific strain of such machine
can exhibit exponential population growth. This potential
for exponential growth, combined with mutation (variation)
and resource constraints will give rise to conventional, neo-
Darwinian, selection and evolution.
A significant additional feature that the von Neumann
style of machine self-reproduction can theoretically exhibit
is the evolvability of the genotype-phenotype mapping itself
(McMullin, 2000) — i.e., of the “decoding” function imple-
mented by the component sub-machine A. This possibil-
ity arises provided A is itself described (in a self-consistent
way) within the genotype, G, and in sufficient detail that
there exist potential mutations (perturbations of G) that
do change the decoding function implemented by the (ex-
pressed, mutated) A in the following generation. In general,
this mutated A may or may not be capable of decoding the
inherited genome (description tape)G in a way that still pre-
serves the self-reproduction functionality; albeit, the prima
facie likelihood is that such mutational events will funda-
mentally disrupt self-reproduction. For a change in the de-
scription tape to be truly inheritable, and for a consequent
machine to be self-reproducing, the reproduction mecha-
nism must somehow survive through mutational events, sus-
taining a genotype-phenotype mapping that is still applica-
ble (i.e. “backward compatible”) to the mutated descrip-
tion, so as to keep self -reproducing. The current paper is
concerned precisely with exploring this possibility empiri-
cally, at least for one “toy” example of a von Neumann self-
reproducer.
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A: Programmable
Constructor
B: Copier
C: Control
D: "Ancillary"
Machinery
P  
M:  P + Φ(P) = (A+B+C+D) + Φ(A+B+C+D)
A: Programmable
Constructor
B: Copier
C: Control
D: "Ancillary"
Machinery
P  
G = Φ(X) 
G = Φ(X) 
Figure 1: The schematic von Neumann style architecture of machine self-reproduction, excerpted from McMullin (2012).
The AvidaWorld
Although von Neumann originally elaborated his abstract ar-
chitecture in the form of cellular automaton works, it can
also be successfully implemented within Core World type
systems. In a typical Core World type of system, user-
designed machine-code programs (“organisms”) execute, re-
produce, and compete for limited resources such as memory
space and CPU time. As a result, those systems are expected
to display evolutionary dynamics over time. Among oth-
ers, the Avida system (Adami, 1997), which originated in
the early 1990s, is an example of such a Core World formal-
ism, but with an additional spatial structure. The latter is
represented as a homogeneous two-dimensional grid of (vir-
tual) microcontrollers (CPU + small local memory), each
of which can instantiate a single running organism.1 Typi-
cally initialised with one seed organism (ancestor), one can
observe the population growth and evolution in each experi-
mental run.
The standard Avida ancestor self-reproduces by means of
self-inspection: the program copies its entire memory im-
age word by word to create an offspring’s memory image.
1Although the Avida world superficially resembles to von Neu-
mann’s early formulation of an abstract cellular automaton (CA)
world, there are also fundamental differences. In the von Neumann
CA, each node was a simple finite state automaton with no gen-
eral purpose memory system; whereas each Avida node comprises
a general purpose CPU and a substantial general purpose memory
system.
This latter is (conceptually) divided off, and replaces the
memory image in one of the neighbouring cells (see Ofria
and Wilke (2004) for more detailed description). Once di-
vided, the parent and the offspring organisms (each with a
re-initialised/reset CPU state) continue execution according
to their individual configuration (memory images). Such or-
ganisms will increase in number, and with mutation, varia-
tion may occur among the individuals of the population and
give rise to evolution. Our investigation is conceptually sim-
ilar to this standard Avida approach, except that the ancestor
organism is designed with a von Neumann architecture in-
stead of as a direct self-copier.
Computationally speaking, a genotype-phenotype map-
ping in this framework can simply be regarded as an ar-
bitary, Turing computable mapping between integers (rep-
resenting the parent and offspring phenotype memory im-
ages). In the light of this, a mutable genotype-phenotype
mapping through a mutable programmable constructor de-
pends on whether two different such mappings, related via a
perturbation on the description tape, can maintain backward
compatibility with each other.
We have previously described the implementation and
characterisation of a specific prototype von Neumann or-
ganism in Avida, implementing such a self-reproduction ar-
chitecture, as a basis for investigating evolvable genotype-
phenotype mapping (Hasegawa and McMullin, 2012). This
design will now be briefly outlined.
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The Prototype von Neumann Organism
The phenome of the prototype program is coded using pos-
sible word contents defined in the Avidan instruction set (see
Table 1). Along with the preset standard 26 Avidan instruc-
tions, the read and write instructions are also enabled
for this investigation, in order to facilitate flexible reading
of the description/genome G, and writing (construction) of
the offspring phenome (memory image). The instruction set
configuration in Avida defines what word contents are exe-
cutable in a particular run, by sequentially associating “op-
codes” (mnemonics) with natural numbers according to the
order in which they are listed. This set defines possible word
contents as numbers from 0 to 27.2
For the purposes of this example prototype, the genotype-
phenotype mapping (decoding) is chosen to be a simple,
sequential, block code. This is inspired by the biological
genetic code, relating the sequential primary structures of
DNA and corresponding proteins. However, unlike the bi-
ological genetic code, where the “alphabets” are different,
disjoint, and of different cardinality (nucleotides and amino
acids respectively), in our case the alpabets are identical (the
distinct values of a single memory location, limited just to
the sufficient set to represent each implemented instruction
with one op-code, i.e., the numerical range 0..27, per Ta-
ble 1). Further, choosing a fixed block size of one, this be-
comes essentially a sequential, monoalphabetic substitution
function. This is conveniently implemented via a lookup ta-
ble, of length 28. Each genome word is sequentially used as
an index into this table to find the corresponding “decoded”
word to be written into the (offspring) phenome. Note that,
with such a coding scheme, a corresponding genome and
phenome will always be of equal length; and that, unlike the
biological genetic code, there is no redundancy (i.e., each
possible phenome word value is represented by one, and
only one, possible genome word value).
The designed prototype thus decomposes into the phe-
nome, the first half, and the genome, the second half of the
complete memory image. The phenome has five function-
ally separate regions, namely Decode Preparation, Decode
Loop, Copy Preparation, Copy Loop, and Translation Table
(see Figure 2 for the prototype’s schematic design and Ta-
ble 2 for its region allocation and correspondence; find the
actual program at our website referenced at the end of the
conclusion section). In terms of the generic von Neumann
architecture introduced earlier, the Decode Loop along with
the Translation Table correspond to the programmable con-
structor A, the Copy Loop corresponds to the copier B, and
Decode Preparation and Copy Preparation correspond to the
control C.
The prototype incorporates von Neumann’s architecture
2The underlying memory word size is normally 32 bits wide.
Numbers beyond the size of the instruction set are associated with
the op-codes sequentially in a cyclic manner, so that every possible
word value is also interpretable/executable as some instruction.
Word
Content Op-code Operation
0 nop-A
No-operations1 nop-B
2 nop-C
3 if-n-equ
Flow Control
Operations
4 if-less
5 if-label
6 mov-head
7 jmp-head
8 get-head
9 set-flow
10 shift-r
Single Argument
Math
11 shift-l
12 inc
13 dec
14 push
15 pop
16 swap-stk
17 swap
18 add Double Argument
Math19 sub20 nand
21 h-copy Biological
Operations22 h-alloc23 h-divide
24 IO Input/Output
and Sensory25 h-search
26 read (Additionally Enabled
Operations)27 write
Table 1: The instruction set configuration.
except for the (arbitrary) ancillary machinery D, which is
not essential for reproduction per se (i.e., D can be null,
without violating the abstract architecture) and it is not rele-
vant to our immediate investigation of mutations affecting
the genotype-phenotype mapping (i.e. the programmable
constructor A).
The designed prototype organism has a total memory im-
age of 644 words (i.e. 322 for each half, Phenome and
Genome). Note that because the phenome corresponds to
the genome on a sequential one-to-one basis, one can locate
a unique genotypic word corresponding to any given pheno-
typic word. In practice, the Phenome segment was designed
first, with the Genome segment of the same length being a
“black box”. Then, the fully designed Phenome segment
was reverse-translated into the corresponding Genome seg-
ment, so that the phenome and genome pair can produce the
identical pair as an offspring.
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Decode 
Preparation
Decode 
Loop
Copy 
Preparation
Copy 
Loop
Translation 
Table
Description 
Tape
Phenome
Genome
Parent
Decode2: 
look up
Decode3: 
write
Decode1: 
read
Copy1: read & write
Offspring
Figure 2: The schematic design of the self-reproduction by
the prototype.
Region Address(in Phenome)
Code Address
(in Genome)
Decode
Preparation 0–27 322–349
Decode
Loop 28–193 350–515
Copy
Preparation 194–245 516–567
Copy
Loop 246–293 568–615
Translation
Table 294–321 616–643
Table 2: The five regions of the prototype’s phenome and
the corresponding regions in the genome.
The Translation Table is a “data” segment in the Phe-
nome: it is not to be directly executed (treated as containing
instructions), but is referred to, as data, in implementing the
decoding. Some concrete substitution code (permutation of
the allowed word values 0..27) has to be arbitrarily chosen:
we simply used the reversed sequence, 27..0 (i.e., 0 decodes
as 27, 1 as 26, etc.).
Once the prototype is seeded in the Avida world, Decode
Preparation and Decode Loop are initially executed and de-
code the genome to create the offspring’s phenome. One
step of decoding is as follows: a source word is read from
the genome (Decode1), and a destination word is looked up
via the Translation Table (Decode2) and is written in a cor-
responding location in the prospective offspring’s phenome
(Decode3). Subsequently, Copy Preparation and Copy Loop
are executed and copy the genome to create the offspring’s
genome. One word is read and written at one step (Copy1).
For a complete self-reproduction, it takes 52218 Avidan in-
struction cycles (steps). This is the prototype’s gestation
time (i.e. reciprocal of reproduction rate).
In previous work, we observed the prototype’s behaviour
and characteristics as an ancestor. The design of the proto-
type proved to work out correctly, demonstrating one imple-
mentable instance of a von Neumann style self-reproducer
within Avida, a Core World type of system. A noticeable
finding from this work was that the self-reproducer can de-
generate into a pure self-copier only through one step of
single-point mutation in the course of evolution. That is,
there is at least one possible mutational pathway for the an-
cestor to become a self-copier.3 Though this could presum-
ably happen through a longer gradual evolutionary process,
the finding in this context suggests that even one step of
3Thus, it is theoretically possible to vice versa also: that the
prototype can degenerate into a self-copier means that it is likewise
possible for a self-copier (or, at least, that particular self-copier) to
evolve to a von Neumann self-reproducer.
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single-point mutation can bring about unpredictable changes
in the behaviour of the prototype.
Still, it is not clear yet how typically the prototype po-
tentially degenerates (or exhibits other similar phenomena);
therefore it is legitimate to focus on the particular von Neu-
mann style self-reproducer and to extend the investigation
of its mutational pathways. This study can reasonably be
a springboard to better understand the von Neumann style
self-reproduction within the system, considering the vast
space of possible strains of organisms in the current Avida
setting. The space appears to roughly consist of reproducers
and non-reproducers; further, the reproducers include self-
reproducers and other kinds of reproducers; furthermore,
self-reproducers may comprise self-copiers, von Neumann
style self-reproducers and some other classes.
Empirical Investigation:
Point-mutation Space Search
For a better picture of the mutational pathways originating
from the prototype, we first systematically counted out pos-
sible single-point mutants as candidates for organisms that
have evolutionary potential, especially ones that maintain
von Neumann style self-reproduction.
Candidates are obtained from the prototype’s initial mem-
ory image by sequentially replacing a word content in each
memory location of the genome with the other possible word
contents listed in the instruction set and by expressing this
change in a corresponding phenome. Each such candidate is
an organism in Avida; or more properly, it is an initial mem-
ory image coupled with an initial virtual CPU configuration.
Now, the genome size is 322 (the half of the whole length of
the prototype), and the size of the current instruction set is
28. Considering the combination of the genotypic memory
locations and the different possible word contents for each
memory location (i.e., excluding the one originally existing
in the location), the number of candidates is therefore 8694
(= 322× (28− 1)).
For the purpose of characterising the prototype, the can-
didates should ideally be classified by the “mode” of repro-
duction. However, reproduction mode classification is not
straightforward, since a reproduction mode is not simply de-
termined by a single attribute of reproduction or lineages,
measurable when an organism is run and traced. Nonethe-
less, there are at least two distinct self-reproduction modes:
the pure self-copying by inspection as in the standard Avida
ancestor and the von Neumann style as in the prototype.
Also, one can speculate that there may be various modes
aside from, or in between, these two. At any rate, to ef-
fectively judge the reproduction mode, it is generally use-
ful to analyse in combination the candidates’ attributes (e.g.
gestation time) and their execution profiles (e.g., instruc-
tion pointer traces and execution counts of particular instruc-
tions, such as the write and h-copy instructions, which
write some content in a memory location). They, however,
do not yet necessarily guarantee what reproduction mode
that a candidate uses. Rather, we need to observe how each
offspring is created; besides, viability cannot be determined
until the candidate’s lineage is wholly traced for a proper
number of generations.
As a preliminary step of the investigation, we attempted to
classify the candidates by viability. Viability was judged ini-
tially by the Avida built-in analysis tool (specifically, using
a TRACE command in a mode called analyze mode), which
can trace a single lineage pathway starting from an incubated
organism.
The Analyze Mode
Technically, according to the TRACE command in the Avida
analyze mode, an organism running for a given generation is
classified into one of four possible classes:
• If no division occurs within a predefined cut-off time, the
mode concludes that the starting organism is non-dividing
(meaning non-reproducing); or else,
• If division occurs and the immediate offspring is identi-
cal, the starting organism is classified as immediate self-
reproducing; or else,
• If division occurs and the offspring is not identical to
the immediate parent, but identical to any of the (already
traced) ancestors, then the starting organism is classified
as indirect self-reproducing; or else,
• If division occurs and the offspring is identical to none
of the direct ancestors, the starting organism is classified
as reproducing (meaning non-self-reproducing); this final
class potentially triggers a recursive analysis one further
generation deep, unless terminated by reaching a maxi-
mum depth.
This automated analysis assumes a cutoff time, a certain
window of maximum runtime, so as to judge as non-dividing
or not. In order to be classified as some reproducing class,
division must have taken place (i.e., the h-divide in-
struction must have been executed) before the cutoff time is
reached; otherwise, the analysis run terminates classifying
the organism as non-dividing. The cutoff time is set twice
as long as the prototype’s gestation time (i.e. 104436 =
2 × 52218). This setting is reasonable considering the fact
that the candidates can have varied gestation times. It is pos-
sible that, with a longer runtime, some candidates which are
classified as non-dividing might be reclassified as reproduc-
ing. They are, however, unlikely to be selectively favoured
over the original prototype ancestor in the Avida system,
where fitness hinges on reproduction rate hence gestation
time.4 On the grounds of this, we can heuristically discard
those classified as non-dividing.
4As opposed to these, the ones with shorter gestation time can
potentially outnumber the others in the world where it boils down
to the fitness, especially when the run is sufficiently long.
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Out of the four classes, the non-dividing class indicates
non-viability whereas the immediate self-reproducing class
and the indirect self-reproducing class indicate viability. On
the other hand, the reproducing class does not necessarily in-
dicate viability or non-viability, as the offspring may or may
not be self-reproducing; therefore only this class requires
more generations to track down the lineage pathway in or-
der to determine the viability. The analyze mode applies
this classification repeatedly over generations as necessary
to judge viability.
It is important to note that, in fact, the analyze mode only
traces the offspring that is divided off from the parent at each
division, assuming that viability means the ability to sustain
self-reproduction on a single lineage pathway. To clarify this
point, consider that each division can be regarded as making
two offspring: one that used to be a parent, the other that
has been divided off. The former replaces the parent and the
latter replaces one cell in the neighbourhood, so spatially it
appears that the parent remains sitting in the original cell and
producing and placing one offspring into an adjacent cell.
What is traced by this tool is the divided-off offspring, not
the sitting one: only a single lineage pathway is revealed for
each incubated organism (as opposed to the whole lineage
with possibly multiple pathways).
First-division Patterns
To support the somewhat limited analysis by the built-in
tool, we applied a more refined classification based on cer-
tain patterns characteristic of the first-division event (for all
cases other than simple non-dividing). This reclassification
helps clarify the lineage pathways one-step further.5 As
pointed out earlier, division makes two organisms: the two
offspring that the initially placed organism produces. One
of the two offspring should be labelled as the organism that
used to be the parent, and the other offspring as the organ-
ism divided off from the parent, which treatment is some-
what arbitrary. There are patterns in these three memories,
depending on which of them are the same and/or different.
Here, assume that an organism has an initial memory (I; the
parent’s initial memory image) which becomes a final mem-
ory (F ; one of the offspring’s initial memory image) when
dividing off a child memory (C; the other offspring’s initial
memory image). There are six division patterns at one at-
tempt of division. Assume they are notated as follows using
I , F , and C for the sake of convenience:
• I: Non-dividing;
• I = F = C: Self-reproducing. Both of the offspring’s
initial memory images are identical to the parent’s initial
memory image;
5Although ideally all the attempts of division should be clas-
sified to investigate each organism’s whole lineage, the automati-
sation of such classification requires considerable enhancement as
discussed later.
• I = F = C: One of the offspring’s initial memory image
is identical to the parent’s, while the other offspring’s is
non-identical;
• I = C = F : Essentially the same as the previous one, but
this pattern is treated as self-reproducing by the analyze
mode;
• I = F = C: The two offspring’s initial memory im-
ages are non-identical to the parent’s, but identical to each
other; and
• I = F = C: Neither of the two offspring’s initial mem-
ory images is identical to the parent’s or to each other.
The first attempts of division in the candidates’ single lin-
eage pathways revealed by the analyze mode were studied
and the candidates were reclassified based on these patterns.
Results
The whole candidates distribute as shown in Table 3 when
classified by “viability” using the built-in analysis tool and
when by “fertility” based on the first-division patterns. As
the analyze mode’s ability to trace lineage pathways is not
full, its “viability” judgment is different from what we orig-
inally meant: by viability we originally meant some con-
tinuous reproducibility with evolutionary potential. Here,
in order to describe what is revealed by the analysis, we
define fertility as follows: an organism is classified as fer-
tile if its lineage is fully traced and in the lineage there is
at least one strain that is classified as immediate or indirect
self-reproducing.
Initially, of the whole candidates, the immediate self-
reproducers (fertile, but only judged by tracing one off-
spring) accounted for nearly 10%, the pure non-reproducers
(fertile, being non-dividing) for nearly 60%, and the rest
30% (fertile, but at least not immediate self-reproducing) re-
mained unclassified.6 The reclassification based on the first-
division patterns revealed some of the unclassified that are
infertile and discovered the others that have an untraced lin-
eage pathway(s).
In other words, out of those initially classified as “viable”,
some lineages turn out not to have been fully traced; even
though it is shown by the analysis tool that they have at least
one viable reproduction pathway, they should be reclassified
as unclassified. Those initially classified as “non-viable” are
wholly reclassified as infertile without further scrutiny as
they have no division executed. Out of those initially un-
classified, some lineages turn out to have been fully traced,
whether it be fertile or infertile, now putting fewer candi-
dates in the unclassified.
6In hindsight, the analyze mode found no case of the indirect
self-reproducing class among the candidates. As for the reproduc-
ing class, it found a few long cases with more than 300 recursions.
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Total 892 2588 5214 8694(10%) (30%) (60%)
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I 0 0 5214 5214(0%) (0%) (100%)
I = F = C 871 0 0 871(100%) (0%) (0%)
I = F = C 0 158 1745 1903(0%) (8%) (92%)
I = C = F 0 21 0 21(0%) (100%) (0%)
I = F = C 1 11 27 39(3%) (28%) (69%)
I = F = C 0 646 0 646(0%) (100%) (0%)
Total 872 836 6986 8694(10%) (10%) (80%)
Table 3: Automated mutant “viability” classification (Top)
and mutant fertility classification with the first-division pat-
terns (Bottom).
Consequently, the fertile account for 10%, the infertile for
80%, and the unclassified (fertile but not immediate self-
reproducing; may be infertile, reproducing, or indirect self-
reproducing) for 10%. The combination of classifications
allowed us to clarify which lineages of the candidates have
been adequately traced and how much we have known about
their viability.
Discussion
The whole candidates were classified using the built-in anal-
ysis tool and based on the first-division patterns. Viabil-
ity classification was not full lineage analysis due to some
technical limitation. Nevertheless, viability was revealed to
the extent that fertility classification revealed infertile, hence
non-viable, candidates. The still unclassified candidates are
all fertile but have untraced lineage pathway(s). With full
lineage analysis, those candidates can be reclassified either
as fertile (i.e., having some self-reproducing strain in lin-
eage) or as infertile (i.e., having no self-reproducing strain
in lineage). From there, we intend to distinguish viability
of the candidates, which indicates not only fertility but also
evolutionary potential. These unclassified candidates are not
negligible since we do not know a priori how frequently the
candidates are fertile or viable. The classification should
ideally be automated and systematised, even applicable to
different sets of candidates.
Search Limitation and Possible Enhancement
To emphasise the problem situation, the limitation of the cur-
rent analysis tool surfaces when it hits either cases where (a)
both of the two offspring that a parent produces are differ-
ent from the parent or from each other, or where (b) one of
the two offspring is the same as the parent but the other is
different.7 This fact implies that the built-in analysis tool
assumes that even though an act of division produces two
same offspring, tracing one of them suffices to analyse the
lineage. Again, when the built-in analysis tool searches for
descendant generations further down, what it recursively in-
cubates for tracking is only one of the two offspring that is
arbitrarily labelled as being divided off from the parent.
For example, suppose an organism produces one non-
dividing offspring and one reproducing offspring in a deter-
ministic environment without mutation. If the reproducing
offspring produces a self-reproducing offspring, the original
organism should be classified as (indirect) self-reproducing
in that it exhibits the lineage. However, if the analysis tool
is set to trace one of the offspring at the first-division, which
happens to be non-dividing, then the other offspring, which
happens to be reproducing a self-reproducing offspring, is
not further traced, and the original organism ends up being
classified as “non-viable”. This is not a proper viability clas-
sification because self-reproducers may be viable, with an
evolutionary potential.
In other words, for some candidates which start out pro-
ducing different two offspring, only a subset of (or rather, a
“branch” of) the whole expected lineage becomes revealed
through the analysis tool. Therefore, we can neither guaran-
tee their fertility nor viability. Fertility implies reproducibil-
ity, whereas viability implies fertility with evolutionary po-
tential, something that, for example, leads to an exponen-
tial growth of population (e.g. as pure self-reproducers), as
opposed to a linear population growth8. Importantly, not
only individually self-reproducing strains but also “collec-
tively” self-reproducing strains (i.e., strains that are self-
reproducing from a lineage point of view) should be clas-
sified as fertile, and even as viable, being evolutionarily po-
7The case (a) applies to the pattern I = F = C and the case (b)
applies to the patterns I = F = C, I = C = F , and I = F = C,
in the notation introduced earlier.
8The pathological constructor proposed by Baugh and Mc-
Mullin (2012) is an example, the strain of which reproduces itself
and an infertile strain. This would exhibit the pattern I = F = C.
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tential.9 All this renders the classification non-trivial.
The automated analysis proceeds with the time limit as
mentioned earlier and implicitly with the recursion limit
(i.e., how many generations to track down deeper). Aside
from these limits, because of the lineage traceability limit
discussed above, not all of the candidates have been anal-
ysed for viability, although the majority of the candidates
have been analysed for fertility.
It is our next, ongoing step to modify the analysis tool
with an enhanced ability to fully cover the whole lineage
pathways expected from an organism (although of course
practically there should be set a division time limit and a
recursion limit in automatically revealing lineages).
Conclusions
In the previous research, we constructed and observed a von
Neumann style ancestral self-reproducer with a genotype-
phenotype mapping subject to evolution within the particu-
lar platform. The discovery of the self-reproducer’s quick
evolutionary degeneration into a self-copier raised a ques-
tion: How likely is it such degeneration takes place? To
answer this question, in the present research, we endeav-
oured to investigate the spectrum of single-point mutants of
the particular self-reproducer in an attempt to classify vi-
able candidates for evolvable genotype-phenotype mapping.
The presented results are rather preliminary and should
serve as a platform to further characterise the prototype self-
reproducing in a von Neumann style. In the course, we con-
sequently encountered a new situation where we ask: Given
spectrum of mutants, can we classify them by viability?
The automated analysis, nevertheless, yielded an insight
as to distinguishable fertile candidates, when combined with
the classification of the first-division patterns. The fer-
tile candidates (10%) need further scrutiny for reproduction
mode and evolutionary potential, while the infertile candi-
dates (80%) need not since they are logically non-viable. At
any rate, while the vast majority (90%) of the whole candi-
dates are classified as either fertile or infertile, the rest (10%)
of the whole candidates yet remain unclassified.
The existence of those still unclassified candidates clari-
fied the fact that there is a subtlety in the concept of viability.
Specifically, the current analysis tool is only capable of re-
vealing a single possible lineage pathway that an organism is
expected to exhibit. To recapitulate, it traces only one (arbi-
trarily pre-determined) of the two offspring at each division,
whereas the sub-lineage extending from the other offspring
is not further traced. In this sense the analysis is not thor-
ough. It is therefore necessary to automatise and systema-
tise the classification of candidates based on viability, and
further, based on the mode of self-reproduction, in the cur-
rent system. The built-in analysis tool is being enhanced to
9This distinction appears to be in resonance with that between
individual autocatalysis and collective catalysis in artificial chem-
istry.
thoroughly investigate lineage pathways. A better charac-
terisation of the particular example of a von Neumann style
self-reproducer requires to understand its mutational path-
ways from a viewpoint of viability.10
The experimental set of the Avida system presented
in the current paper, including the ancestral program
file and the instruction set configuration file, can be
accessed at: http://alife.rince.ie/evosym/
ecal_2013_thbm.zip.
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Abstract
To understand the relationship between brain structure and
behavior in the general movements of fetuses and infants
from a complex systems perspective, we investigated how be-
haviors emerge from interactions between complex networks
of nonlinear oscillators and musculoskeletal bodies. We pre-
pared a snake-like robot and some network structures in a
physical simulator. The various conditions imposed on the
networks were (a) no connection among oscillators, (b) scale-
free network, (c) one-dimensional lattice, (d) small-world
network, and (e) random network. In the experiments, the
robot exhibited multiple crawling and bending behaviors. By
estimating the numbers of behavioral attractors, we revealed
a qualitative difference between the scale-free network and
other complex networks.
Introduction
Animals and humans exhibit various adaptive behaviors.
These behaviors likely emerge from complex interactions
among environment, body dynamics, and brain activities,
rather than from any single factor, posing several questions.
How do the behaviors emerge? What underlying structure
shapes such a complex and adaptive interaction? Do diverse
interactive behaviors among systems emerge under any spe-
cific condition? To answer these questions, we must under-
stand the relationship between structure and functionality in
biological entities from a complex systems perspective.
Kuniyoshi and Suzuki (2004) proposed a model in which
adaptive behaviors emerge through body constraint as a
chaotic coupled field. In this model, on the basis of coupled
map lattices and globally coupled maps (Kaneko and Tsuda
(2003)), transitional adaptive behaviors should emerge as
chaotic itinerancy among behavioral attractors. The model
connects each chaotic element (logistic map) to a single
linear actuator (muscle); that is, the actuator receives the
chaotic elements output as a motor command and sends the
outputs of its length sensors back to the chaotic element.
The body structure behaves as a coupled field of determinis-
tic chaotic activities. However, when the model is executed,
the number of emerged behaviors is less than expected, in-
dicating that chaotic itinerancy was suppressed.
Sensor
Sensor
Motor
Motor
Environment
(a)
Network structure
Sensor
Sensor
Motor
Motor
Environment
(b)
Figure 1: Emergence of behaviors modeled as interactions
among nonlinear oscillators and bodies. (a) The model of
behavioral emergence based on chaotic coupled field (Ku-
niyoshi and Suzuki model). (b) Model proposed in this pa-
per. The emergence model interacts with nonlinear oscilla-
tors possessing a certain complex network structure.
Complex network structures in the human brain are re-
garded as either small-world networks (Watts and Stro-
gatz (1998)) or Scale-free networks (Barabasi and Albert
(1999)). We are interested in the functional role of such
brain structures.
This paper proposes a first step for investigating the emer-
gence of organisms versatile behaviors by a constructive ap-
proach. To this end, we constructed a simulator built from
complex nonlinear oscillator networks and a snake-like mus-
culoskeletal body model. We analyzed and compared the
emergent behaviors from the coupled dynamics of the mus-
culoskeletal body and complex network structures.
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Behaviors and brain structures
General movements of fetuses and infants
General movements, defined as purposeless whole-body
movements, characterize the movements of fetuses and in-
fants. The movements begin at about eight weeks gesta-
tion, and continue to evolve in healthy infants after birth.
Within the first two months of birth, infants developwrithing
movements, characterized by small-to-moderate amplitude
and slow-to-moderate speed Prechtl (2001), although the
arms may move rapidly and largely at this stage. After two
months, fidgety movements appear, which are characterized
by simultaneous variable acceleration of all moving parts of
the bodywith other grossmovements. After about 20 weeks,
infants gradually develop voluntary movements.
Such movements are considered to be generated by the
medulla oblongata in the brain stem. Anencephalic infants,
who lack the neocortex, can move their whole body roughly
and rapidly. Additionally, since the quality of general move-
ments is related to white matter, the neocortex might be re-
sponsible for movement control Spittle et al. (2008).
Brain structure and complex network theory
What kind of structure exists in the brain? This question has
been answered by diffusion tensor imaging (DTI), which vi-
sualizes the nervous fiber connectivity in white matter. The
brain structure is a variant of small-world networks, known
as a rich-club network (van den Hauvel and Sporns (2011)).
A small-world network is one in which any two nodes are
connected through very few interceding nodes, compared
to the network size. Mathematically, in a small-world net-
work, the average minimum distance dji between two nodes
i and j is proportional to the logarithm of the total number
of nodes N in the network. Thus, the small-world network
satisfies (Watts and Strogatz (1998))
d ∝ log(n). (1)
Scale-free networks are frequently encountered in com-
plex network theory. In this type of network, connections
are concentrated among several nodes, and the majority of
nodes have only a few connections. Scale-free networks are
characterized by the power law
P (k) ∝ k−γ , (2)
where k is the number of edges from a node, P (k) is the
probability of k, and γ is a constant. These networks are
considered to be controlled by a small number of hub nodes.
Brain rhythms and nonlinear oscillators
Brain activities manifest as brain waves of certain frequen-
cies, which are synchronized or desynchronized depend-
ing on internal and external situations (Buzsaki and Watson
(2012)). This synchronicity is called functional connectivity,
while the anatomy of the nervous fiber tracts observed by
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Figure 2: Distribution of degree of connection to one node
in each network
DTI is called structural connectivity (Sporns (2012)). One
of our interests is to elucidate how anatomical structures in-
duce functional structures.
Oscillatory activities are observed not only in the neocor-
tex but also in the brain stem. As mentioned above, such os-
cillatory activities are often modeled by nonlinear oscillator
equations. As is well known, coupled nonlinear oscillators
show deterministic chaotic activities such as synchroniza-
tion, desynchronization, and great chaos, which is an ex-
ploratory behavior (Tsuda et al. (2004); Asai et al. (2000)).
Chaotic itinerancy by chaotic activities coupled
through a body structure
Kaneko and Tsuda (2003) proposed two coupled chaos mod-
els – coupled map lattice (CML) and globally coupled map
(GCM) – which are suitable for general investigation of
complex systems. They found that the models generate
both ordered and disordered patterns such as deterministic
chaotic itinerancy. Inspired by these models, Kuniyoshi and
Suzuki (2004) proposed that adaptive and exploratory be-
haviors such as chaotic itinerancy could be induced by cou-
pling chaotic elements through a robotic body as a physical
constraint. As mentioned above, this model shows adaptive
behaviors in varying environments, but exploratory behav-
iors are fewer than expected.
A model based on interactions between the
body and complex networks.
Complex network
Several real-world networks are considered to be scale-free
or small-world. Such a network structure applied to chaotic
elements generates synchronized clusters among chaotic el-
ements (Jalan et al. (2005)).
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Figure 3: Conceptual diagram of the model
Small-world network and random network Watts and
Strogatz (1998) proposed that small-world networks can be
generated by reconnecting a coupled map lattice as follows:
1. Start from a ring lattice of n nodes coupled to neighboring
nodes up to a specified distancem.
2. Rewire each edge randomly with probability p.
z The behaviors of these networks are varied by reconnect-
ing each connection in CML with probability p. The net-
work is purely CML and completely random at p = 0 and p
= 1, respectively. Typically, small-world properties emerge
between p = 0.01 and p = 1.
Scale-free network In this study, we implemented a scale-
free network using the following algorithm, known as the
Barabasi-Albert (BA) model (Barabasi and Albert (1999)).
1. The algorithm begins with a single node.
2. Count ki, where ki represents the degree of node i
3. Calculate P (ki) by dividing ki of each node by the sum
of the degree of all nodes (Equation (3)).
P (ki) =
ki + 1∑
j(kj + 1)
(3)
4. Add a new node with m connections to existing nodes, on
the basis of the probability of coupling P (ki).
Figure 4: Appearance of our snake-like robot with the mus-
cles
5. Repeat steps 2-4 until a specified number of nodes is
reached.
In the BA model, the number of connections to a single node
in the network obeys the power law. Many real-world net-
works, such as the world wide web and human societal re-
lationships, are known to be scale-free, and have been ac-
tively researched in recent years. Scale-free networks are
also a type of small-world networks because of their struc-
tural characteristics. We have confirmed that the BA algo-
rithm yields short average distance between two nodes, rel-
ative to the network size. Therefore, in a broad sense, we
regard scale-free networks as small-world.
Nonlinear oscillators
Our model adopts two types of nodes (nonlinear oscillators):
output nodes, which directly connect to the body, and hidden
nodes, which connect to each other with no direct connec-
tion to the body. Output nodes activate muscle fibers and re-
ceive feedback from length sensors of muscles, while hidden
nodes affect the behavior of the model through the network.
Each oscillator is represented as a boundary value problem
(BVP) (Equation (??)) that behaves like the action potential
of neurons. Multiple coupled BVPs are known to bifurcate
(Equation (6)) and consequently display complex behaviors
(Asai et al. (2000)).
There are two types of nodes (nonlinear oscillators) in our
model. One of the types are output nodes, which have con-
nections to the body directly, and another type are hidden
nodes, which connected each other and have no direct con-
nection to the body. Output nodes activate muscle fibers and
receive feedback from length sensors. Hidden nodes affect
the behavior of the model through the network. Each oscil-
lator is represented by a BVP equation ((Equation (4)) and
(Equation (5))) that behaves like the action potential of neu-
rons. It is known that bifurcation occurs in multiple cou-
pled BVPs (Equation (6)), which induce complex behaviors
(Asai et al. (2000)).
dx1[i]
dt
= c(x1[i] −
x1[i]
3
3
− y1[i] + z) + δ(Sother [i]− x1[i]) (4)
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Figure 5: Example of crawling movement by our snake-like body. Time series runs from right to left, and from top to bottom.
Figure 6: An example of bendingmovement by our snake-like body. Time series runs from right to left, and from top to bottom.
dy1[i]
dt
=
1
c
(x1[i]− by1[i] + a) + Sother [i] (5)
Sother[i] ={ ∑n
j=1
Ci,jx1[j]
k[i]
(HiddenNode)
1
2
(gsin[i] +
∑n
j=1
Ci,jx1[j]
k[i]
) (OutputNode)
(6)
In the above expressions, xi[i] and yi[i] denote the action potential
and inhibitory potential of node i, respectively, and z is the tonic
input. Sin[i] is the sensor feedback from the muscle fibers, while g
is the gain of sensor values. a, b, c, ,δ are constants. k[i] is the de-
gree of node i. Cij is a weight matrix that represents the coupling
state in the network. The tonic input controls the stability of oscil-
lations; the higher the tonic input, the more chaotic the oscillators.
The sensory gain controls the strength of connection between the
musculoskeletal and oscillator systems.
Network structures of nonlinear oscillators
Experiments were conducted on the following nonlinear oscillator
networks.
Experiment (a) No connections among the nonlinear oscillators.
Each oscillator connects to its corresponding muscle.
Experiment (b.1) Scale-free network, modeled by BA with no
hidden nodes.
Experiment (c.1) One-dimensional lattice.
Nonlinear oscillator network, modeled by the algorithm of Watts
et al. with p = 0.
Experiment (d.1) Small-world network.
Nonlinear oscillator network, modeled by the algorithm of Watts
et al. with p = 0.01.
Experiment (e.1) Random network with no hidden nodes.
Nonlinear oscillator network, modeled by the algorithm of Watts
et al. with p = 1.
Experiment (b.2) Scale-free network, modeled by BA with 500
hidden nodes.
Experiment (c.2) One-dimensional lattice with 500 hidden nodes
Experiment (d.2) Small-world network with 500 hidden nodes.
Experiment (e.2) Random network with 500 hidden nodes.
To examine the effect of network size on the emergence of behav-
iors, we conducted experiments without hidden nodes and with 500
hidden nodes on all network models. Each connection weight was
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Figure 7: Left: Conceptual diagram of the joint angle data at the time of behavioral transition. Right: An example of clustering
of a trajectory in two principle components of the phase space, obtained by mean-shift clustering method. Each color represents
a cluster. Finally, trivial clusters involving less than10 % of the data points are eliminated from the estimated behavioral
attractors.
Table 1: Average shortest distance between two nodes in
each network with 500 hidden nodes
scale-free one-dimensional small-world random
lattice p=0 p=0.01 p=1
3.98 66.125 22.85 4.79
Table 2: Specifications of snake-like body
link of link of link of gap of Mass of
height width length two bodies a link
0.1 [m] 0.1 [m] 0.1 [m] 0.02 [m] 0.6 [kg]
Number of Number of Number of
links one joint muscles two joint muscles
15 0 26
randomly drawn from a uniform random distribution. The connec-
tion weights to each node were normalized to a norm of 1. Al-
though the connections between nodes were bidirectional, the con-
nection weights were determined independently for each direction.
The degree distribution in networks with 500 hidden nodes is dis-
played in Figure 2. Table 1 shows the average distance between
nodes in the networks.
Snake-like body
The muscles of the snake-like body in our model are polyarticu-
lar, enabling more synchronous body movements (Niiyama et al.
(2007)). Table 2 and 3 provide an overview of the snake-like body.
Simulations were performed using Open Dynamics Engine
(ODE) Smith (2001). Our model consists of a set of nonlinear
oscillators and the snake-like body. The nonlinear oscillators are
separated into two categories: One comprises output nodes, which
generate motor commands sent to muscles and receive the length
sensor outputs from the muscles. Another comprises hidden nodes,
which are not directly connected to the muscles.
Experiments and Analyses
Experimental settings
Experiments were conducted on the abovementioned networks. To
examine the effects of the system parameters, we varied the tonic
input and sensor gain parameter. For each parameter set, 100 ex-
periments were performed with different randomized weights.
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Figure 8: Number of behavioral attractors without any net-
work structures
Number of periodic motion patterns of the body
We estimated the number of periodic behaviors in the system by
analyzing the time series of the robots joint angles, as described
below.
1. Fourier-transform the series of joint angles over a shifting time
window. In this study, the width of the time window is 5 [sec],
shifting with a time step of 0.1 [sec]. After Fourier transforma-
tion, the frequency of maximum amplitude identifies the main
component of the oscillatory behaviors in each joint. Accord-
ingly, we refer to this wave of maximum amplitude as the repre-
sentative wave.
2. Calculate the phases of the representative waves from the refer-
ence joint angle (Figure 7). Each point in the multidimensional
phase space represents a single periodic movement.
3. For clustering, reduce the number of dimensions by principal
component analysis. We selected five principle components,
thereby retaining 90 % of the variance.
4. Estimate the number of periodic behaviors by applying mean-
shift clustering (Comaniciu and Meer (2002)) to the data ana-
lyzed by principle component analysis.
5. Count the clusters. To reduce trivial behaviors, omit clusters
containing fewer than 10 % of the data points.
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Figure 9: Number of behavioral attractors with a scale-free
network (hidden node:0)
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Figure 10: Numbers of behavioral attractors with a scale-
free network (hidden nodes = 500)
Result
Figure 5 and 6 indicate time series of the robot movements. The
robot mimics the motions of a natural snake. Throughout the ex-
periments, the behaviors can be classified into a maximum of four
movements: forward crawling (forward traveling waves), back-
ward crawling (backward traveling waves), bending (stationary
waves), and phase-shifted bending.
The average estimated behavioral attractors in Experiment (a)
(no connections among the oscillators; one-to-one correspondence
between oscillators and muscles) are shown in Figure 8 for differ-
ent tonic inputs and sensor gains. The number of attractors is one
for almost all parameter values. The results of Experiments (b.1)
and (b.2) are shown in Figure 9 and 10, while those of Experiments
(c.1) and (c.2) are shown in Figure 11 and 12, respectively. Distinct
peaks appear in the landscapes of the estimated number of attrac-
tors in the networks of the parameter space. These results indicate
that there are appropriate and inappropriate connectivity between
networks and the body for versatile behaviors.
The effect of the sensor gain parameter was investigated at fixed
tonic input 0.55. The results for networks without hidden nodes
(Experiments (a), (b.1)-(e.1)) and containing 500 hidden nodes
(Experiments (a), (b.2)-(e.2)) are shown in Figure 13 and Figure
14, respectively. Peak locations in networks generated by our al-
gorithm and the Watts algorithm are identical, but differences ex-
ist between the networks themselves. Significant differences are
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Figure 11: Number of behavioral attractors with a small-
world network (hidden nodes = 0)
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Figure 12: Number of behavioral attractors with a small-
world network (hidden nodes = 500)
found among Experiments a, b.1, c.1, and d.1 (ANOVA, F-value =
4.635, p = 0.00391), and among Experiments (a), (b.2), (c.2), and
(d.2) at gain = 2 (ANOVA, F-value = 11.730, p = 5.68 10-7). We
consider that the scale-free nature of the network, rather than the
average shortest distance between nodes, influences the movement
behavior.
Discussion
We examined several emergent behaviors resulting from interac-
tions between different network structures, using nonlinear oscil-
lators coupled to a musculoskeletal body. The behaviors of the
models were diversified by the presence of complex network struc-
tures with optimal sensor gains. Because the number of periodic
behaviors peaks around a certain sensor gain, we suggest that the
interactions will be important to induce the most diverse behaviors.
Since bodily constraints induce stable periodic behaviors in Ex-
periment (a), we consider the musculoskeletal body actuated by
polyarticular muscles as an attractor of consistent behaviors. Ac-
cording to Jalan et al. (2005), oscillator complex networks dynam-
ically generate diverse clusters. Therefore, for diverse behaviors
to emerge, the combined dynamics of complex network and body
must be well-matched. This consideration might be relevant to
studies of the autistic brain and general movements.
Taga et al. (1999) identified a U shape development in healthy
general movements. Using nonlinear prediction analysis, they re-
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Figure 13: The number of behavioral attractors without a
hidden network. Tonic input: 0.55
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Figure 14: Numbers of behavioral attractors in the existence
of each network with a network with 500 hidden nodes.
Tonic input: 0.55
ported that movement complexity is high immediately following
birth, decreases at around 2 months, and increases thereafter. The
simulation results in this paper suggest that behavior becomes sim-
pler when the dynamics are poorly matched, even if the nervous
system is correctly characterized by a complex network. Devel-
opmental behavioral changes in human infants may manifest from
matching of dynamics among the nervous system, the body and the
ambient environment.
A recent MRI study found that the white matter in the brains
of children with autistic spectrum disorder (ASD) is structurally
different from that of their typically developing peers (Wolff et al.
(2012); Courchesne et al. (2007)). Specifically, the brain tissue
of ASD children displayed fewer long-range connectivities and
stronger local connectivities. Motor development in premature in-
fants who are later diagnosed as ASD is also atypical (Karmel et al.
(2010)). Hadders-Algra (2008) proposed that the structural differ-
ences in the cerebral cortex of individuals with cerebral palsy and
ASD cause reduced variability in motor behavior.
Can such structural differences explain the behavioral character-
istics of ASD, such as repetitive behaviors? From a complex sys-
tems perspective, repetitive behaviors in ASD may be regarded as a
kind of stable state pulled into strong attractors within the dynam-
ics of brain structure, body, and surrounding environment. Namely,
an apparent relationship exists between complex cerebral networks
and behavioral characteristics. Although we did not provide a di-
rect treatment of this problem in this paper, we believe that our ap-
proach will yield theoretical insights into developmental disorders
such as ASD.
Conclusion
We modeled complex networks by nonlinear oscillators connected
to a musculoskeletal body model, and conducted simulations in a
range of scenarios. Diverse behaviors emerged in the combined
network/body system under certain network structures and sen-
sor gains. The results suggest that the network structure of hu-
man brains plays an important role in the emergence of diverse be-
haviors (such as general movements) in early human development.
Future work will reveal fine differences between cerebral network
structures and the whole body musculoskeletal system of fetuses
and infants (Kuniyoshi and Sangawa (2006); Mori and Kuniyoshi
(2010)). Such studies will significantly advance our understanding
of human behavioral development.
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Abstract
We investigate the behaviour of the daisyworld model on
an adaptive network, comparing it to previous studies on a
fixed topology grid, and a fixed small-world (Newman-Watts
(NW)) network. The adaptive networks eventually generate
topologies with small-world effect behaving similarly to the
NW model – and radically different from the grid world. Un-
der the same parameter settings, static but complex patterns
emerge in the grid world. In the NW model, we see the
emergence of completely coherent periodic dominance. In
the adaptive-topology world, the systems may transit through
varied behaviours, but can self-organise to a small-world
network structure with similar cyclic behaviour to the NW
model.
Introduction
In this paper, we examine connectivity changes in a com-
plex adaptive ecosystem based on the daisyworld model,
combining coupled map lattice (CML) and complex adap-
tive network models. Daisyworld, proposed by Watson and
Lovelock (1983), is a simple mathematical system demon-
strating planetary homeostasis – self-regulation of the envi-
ronment by biota and self-sustainability of life through inter-
action with the environment. Daisyworld topologies in the
literature are static, with only local connections (Wood et al.,
2008). In our previous work (Punithan et al., 2011; Punithan
and McKay, 2013), we have investigated ecological home-
ostasis in preconstructed static topologies with local and
non-local long range couplings –small-world networks. But
complex networks in nature and society are adaptive, in that
they exhibit feedback between the local dynamics of nodes
(state) and the evolution of the topological structure (Gross
and Blasius, 2008; Gross and Sayama, 2009). Examples in-
clude genetic, neural, immunity, ecological, economic and
social networks, complex game interactions etc.
The topology of our ecosystem evolves in response to lo-
cal habitat states, and the evolved topology in turn impacts
the habitat states. Our adaptive and self-maintaining ecosys-
tem, based on CML consists of a set of diffusively cou-
pled habitats incorporating logistic growth of life with bi-
directional biota-environment influences. Thus our ecosys-
tem incorporates three kinds of feedback:
1. Life-environment feedback via the daisyworld model
2. State-topology feedback via an adaptive network model
3. Density-growth feedback via a logistic growth model
The topology of the our ecosystem evolves with a simple
local rule – a frozen habitat is reciprocally linked to an ac-
tive habitat – and self-organises to complex topologies with
small-world effect. In this paper, we focus on the emergent
collective phenomena and properties that arise in egalitarian
small-world ecosystems, constructed from a large number of
interacting adaptively linked habitats.
Background
Our model has three feedback loops determining its dynam-
ics. We next detail the relevant background.
Daisyworld (homeostatic self-regulation of the environ-
ment by the biota) Daisyworld (Watson and Lovelock,
1983) is an imaginary planet where only two types of species
live – black and white daisies. These biotic components in-
teract stigmergically via an abiotic component – tempera-
ture. The different colours of the daisies influence the albedo
(reflectivity) of the planet. In the beginning, the atmosphere
of the daisyworld is cooler and only black daisies thrive as
they absorb all the energy. As the black daisy population
expands, it warms the planet. When it is too warm for black
daisies to survive, white daisies start to bloom since they
reflect all the energy back into space. As the white daisy
cover spreads, it cools the planet. When it is too cold for
the survival of white daisies, again black daisies thrive. This
endless cycle, owing to the bi-directional feedback loop be-
tween life and the environment, self-regulates the tempera-
ture and thereby allows life to persist.
Adaptive Networks (dynamics on the network interact-
ing with dynamics of the network) In most real-world
networks, the topology itself is a dynamical system which
changes in time and in response to the dynamics of the states
of the nodes (dynamics of the network). The evolved topol-
ogy in turn influences the dynamics of the states of the nodes
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(dynamics on the network), creating a feedback loop be-
tween the dynamics of the nodes and the evolution of the
topology. Networks exhibiting such a feedback loop (mu-
tual evolution of structure and state values) are called adap-
tive or coevolutionary networks (Gross and Blasius, 2008;
Gross and Sayama, 2009). In road networks, the topology
of the road influences the traffic flow, while traffic conges-
tion influences the construction of new roads. In the vascu-
lar system, the topology of the blood vessels controls blood
flow, while restrictions in blood flow influence the formation
of new arteries (arteriogenesis). Numerous other examples
are discussed in Gross and Blasius (2008).
Logistic Growth Model (density-dependent growth rate)
The discretised logistic growth model (Verhulst model) is
key to population ecology.
P(t+1) = Pt
[
1 + r
(
1− Pt
κ
)]
; r > 0, κ > 0 (1)
where P ∈ [0, κ] is the population size (at times t and t+1),
r is the intrinsic growth rate (bifurcation parameter), κ is
the carrying capacity (maximum sustainable population be-
yond which P cannot increase). The parameter r amplifies
population growth and the component [1− Pt
κ ] dampens the
growth due to over crowding. Thus population density self-
regulates population growth rate. It is also well-known that
chaos emerges from this growth model (May, 1976) in spite
of the built-in regulatory mechanism.
Coupled Map Lattice The coupled map lattice (Kaneko,
1985, 1992; Kaneko and Tsuda, 2001) incorporates discrete
time evolution (map) in a discrete space (lattice or network)
as in cellular automata (CA), but takes continuous state val-
ues as in partial differential equation (PDE) models. CML is
governed by the temporal nonlinear reaction (maps - f ) and
the spatial diffusion (coupling - ǫ).
If f(x) is a reaction function of a dynamical variable (x),
the update of the variable is computed by combining that
reaction with discrete Laplacian diffusion. For a regular net-
work with Moore neighbourhoods (k = 8), the update of x
is computed as:
x(i,j,t+1) = f
(
(1− ǫ)x(i,j,t) + ǫ
8
[
x(i+1,j,t)
+x(i−1,j,t) + x(i,j+1,t) + x(i,j−1,t)
+x(i−1,j−1,t) + x(i+1,j−1,t)
+x(i−1,j+1,t) + x(i+1,j+1,t)
]) (2)
where x(i,j,t) is the spatio-temporal distribution of a dynam-
ical variable, ǫ ∈ [0, 1] is the coupling parameter (diffusion
rate), k is the number of interacting neighbours, f(x′(i,j,t))
is a local non-linear function and x′(i,j,t) is the value after
diffusion.
Denoting the set of neighbours of (i, j) as < l,m >, we
can simplify equation 2 to:
x(i,j,t+1) = f
(
(1− ǫ)x(i,j,t) +
ǫ
k
k∑
<l,m>
x(l,m,t)
)
(3)
Small-world Phenomena The co-occurence of high clus-
tering (as in regular networks) and low characteristic path
length (as in random networks) define a small-world struc-
ture (Watts and Strogatz, 1998). These small-world network
properties, giving rise to the well-known “six degrees of
separation” phenomenon (Milgram, 1967), are quantified by
two statistical measures: the clustering co-efficient (measur-
ing local cliqui-ness) C, and the characteristic path length L
(measuring global connectedness). Their average values C¯
and L¯ for a network with n nodes are defined by:
C¯ = 1
n
n∑
v=1
|E(Γv)|(
kv
2
) (4)
where Γv is the neighbourhood of a node v, |E(Γv)| is the
number of actual links in the neighbourhood of v, kv is the
number of nodes in the subnetwork Γv and
(
kv
2
)
is the num-
ber of possible links in Γv; and
L¯ = 1(
n
2
) n∑
u=1
n∑
v>u
duv (5)
where duv is the shortest path between a pair of nodes u, v.
Degree Distribution The degree of a node is the number
of neighbours it is connected to. The degree distribution
is defined as the normalised frequency distribution of de-
grees over the whole network. The degree distribution of
a network is a simple property which helps to classify net-
works. The regular network with Moore neighbourhoods
have the same degree (k = 8) for all the nodes. The degree
distribution of small-world networks (p in the small-world
regime (Punithan and McKay, 2013) follows a Poisson dis-
tribution with exponential tail. Networks in which most
nodes have approximately the same number of neighbours
are known as “egalitarian” networks (Buchanan, 2003).
Model
Our ecosystem is a complex dynamic system in which
the continuous state habitats diffusively interact with their
neighbours (coupled), evolve in discrete time (map) and are
distributed on a discrete space (lattice). Initially, we con-
struct a 2-lattice with Moore neighbourhoods and periodic
boundary conditions. Each point in the lattice represents a
habitat with a maximum carrying capacity of 10, 000 daisies.
Each habitat in our ecosystem is a system. The elements
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such as life (black and white daisies) and environment (tem-
perature) are interconnected and interdependent via rein-
forcing and balancing feedback loops. At each succession
of a habitat, we compute the population of black and white
daisies, and the temperature, based on equation 3.
Table 1: Daisyworld Parameter Settings
Parameter Value
Number of habitats (N ×N) 100× 100
Heat capacity (C) Wm−2K−1 2500
Diffusion constant (DT ) Wm−2K−1 500
Stefan-Boltzmann constant
(σB) E−8Wm−2K−4 5.67
Luminosity (L) 1
Solar Insolation (S) Wm−2 864.65
Noise Level (K) 0.001
Opt. temp of black daisies Toptb (K) 284.5
Opt. temp of white daisies Toptw (K) 306.5
Carrying capacity (κ) 10000
Dispersion rate of daisies (Dc) 0.2
Natural rate of increase (r) 1
Albedo:
The albedo (A) at a lattice point (i, j) and at time (t) is
A(i,j,t) = Ab(αb)(i,j,t)+Aw(αw)(i,j,t)+Ag(αg)(i,j,t) (6)
i.e. the average of the albedosAb of ground covered by black
daisies, Aw of ground covered by white daisies and Ag of
bare ground, weighted by αb, αw, αg(= 1 − αw − αb) ∈
[0, 1], the relative areas occupied by black, white daisies and
bare ground at time t. We assume thatAw > Ag > Ab, with
corresponding values of 0.75, 0.5, 0.25.
Growth:
The growth curve of daisies (βc) is an inverted parabola:
βc(T(i,j,t)) = max

1−

(Toptc − T(i,j,t))2
17.52

, 0

(7)
T(i,j,t) is the local temperature and Toptc is the optimal tem-
perature of the species. The optimal temperature of the
daisies depends on their petal colour ‘c’ (phenotype). The
optimal temperature for black daisies is lower than for white;
the mean optimal temperature is assumed to be 295.5K .
Temperature:
The temperature (T(i,j,t+1)) is computed as the sum of tem-
perature after Laplacian diffusion (T ′(i,j,t)), the difference
between solar absorption and heat radiation incorporating
T
′
(i,j,t) , and Gaussian white noise:
T(i,j,t+1) = g

(1−D)T(i,j,t) + D
k
k
<l,m>
T(l,m,t)

(8)
where T(i,j,t) is local temperature , < l,m > represents the
set of neighbours of (i, j) and D = DT /C is the thermal
diffusion constant normalised by heat capacity C. g(T ′(i,j,t))
is the temperature update function (Wood et al., 2008), in
which T ′(i,j,t) is the temperature after diffusion:
g

T
′
(i,j,t)

= T
′
(i,j,t) + ξ (9)
+


SL(1− A(i,j,t))− σB(T ′(i,j,t))4

C

where S is the solar constant, L is the luminosity, A(i,j,t)
is the albedo, σB is the Stefan-Boltzmann constant and ξ
is additive Gaussian white noise (with mean 0 and standard
deviation 1.0) multiplied by the noise level (NL).
Population size:
The local population update depends on dispersion, density-
dependant growth rate and the feedback coefficient:
Pc(i,j,t+1) = h

(1−Dc)Pc(i,j,t) + Dc
k
k
<l,m>
Pc(l,m,t)

(10)
where Pc(i,j,t) is the population size at location (i, j) and
time step t, Dc is the fraction of the population being dis-
persed to its neighbours, c stands for colour of daisies and
k is number of neighbours. h(P ′c(i,j,t)) is the population
growth function and P ′c(i,j,t) is population size after disper-
sion:
h

P
′
c(i,j,t)

= P
′
c(i,j,t)

1 + r

βc(T(i,j,t))−
P
′
c(i,j,t)
κ

(11)
where r is population increase rate, βc(T(i,j,t)) is the feed-
back due to temperature and κ is the carrying capacity.
The Small-world Network Model
Small-world networks can be modelled in various ways –
Watts and Strogatz (1998) (WS) model, Newman and Watts
(1999) (NW) model, etc. Although the WS model was a
breakthrough in network science, it may not guarantee con-
nectivity owing to the rewiring process – deleting connec-
tions in the underlying network may result in disjoint nodes.
Hence we use the later NW model, where we only add long-
range connections. For each connection in the underlying
ecosystem, a new reciprocal connection is added to a ran-
domly chosen non-local habitat with probability p ∈ [0, 1].
In this work, we have chosen p = 0.05, since it is in the
small-world regime and has proven to have interesting dy-
namics (Punithan and McKay, 2013).
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Adaptive Network Model
Adaptive networks are a class of dynamical networks whose
topologies and states coevolve. Dynamic Linking (DL) is
the key feature of adaptive networks, and can be modelled
in a number of ways:
1. Active nodes grow and inactive nodes lose links
2. Active nodes lose links and inactive nodes grow them
3. Nodes never lose links; the network evolves by either:
(a) Adding new links to active nodes from inactive nodes
(b) Adding new links to inactive nodes from active nodes
(c) Adding reciprocal links between active and inactive
nodes
By means of DL, we model the topology of our ecosystem
itself as a dynamical system, changing in time according to
a simple local rule (dynamics of networks). Each habitat,
representing a dynamical system (dynamics on networks),
is dynamically coupled according to the evolved topology.
In our ecosystem, we never remove connections between
habitats; we add new reciprocal connections between frozen
habitats and active habitats (i.e. method 3c). This simple
rule gives rise to a complex topology.
In our model, only black and white daisies disperse via
both local and long-range connections, created either stati-
cally or dynamically (by water, air, animal pollinator trans-
port etc.), while temperature diffuses only locally.
Experiments
Experiment Settings
The habitats are randomly initialised with a population size
in [0, 100] for both species and with the temperature in
[280, 310]K . We permit both species of daisies to coexist,
hence we allow an overlap of 10% in the growth response
to temperature. The overlap chosen determines the optimal
temperature values of daisies. The parameter and their val-
ues are described in Table 1.
We have investigated daisyworld phenomenon in three
different topological scenarios:
1. We start with an ecosystem where habitats are only locally
connected (regular CML with Moore neighbourhood).
2. We add random non-local links to the underlying regular
lattice, which introduces small-world effects in ecosystem
(Newman-Watts model in CML)
3. Each frozen node in the underlying regular lattice is dy-
namically and reciprocally linked to a randomly chosen
active node (adaptive CML).
A node is said to be frozen when its local dynamics are static
– black and white daisies maintain the same population size
for six consecutive epochs. The links added either statically
(NW) or dynamically (adaptive) are reciprocal links (mu-
tual links). We ran 25 realisations of each network model,
and present a typical example of a run of each model. Sce-
narios 1 and 2 were previously analysed in Punithan et al.
(2011) and Punithan and McKay (2013), though with differ-
ent overlaps (0% and 5%) respectively.
Visualisations
We capture snapshots from the evolution of daisyworld to
inspect its spatio-temporal dynamics. Each snapshot repre-
sents the population structure of the ecosystem at the par-
ticular epoch. As it is impractical to show all the snapshots
over 5, 000 epochs, we plot the temporal dynamics of daisy
populations and temperature at a particular habitat as well as
the temporal dynamics of the average daisy populations and
temperature of the whole ecosystem. These plots reflect the
behaviour of the daisyworld.
In the visualisations, a habitat is shown as black if black
daisies alone occupy that habitat and correspondingly for
white. If both daisies coexist at a habitat but black dom-
inates, it is shown as dark grey; if white dominates, it is
presented as light grey; and if the populations are equal, it is
represented as medium grey.
Results
I. Daisyworld with Static Local Couplings (Regular
Networks)
(a) epoch 1 (b) epoch 686 (c) epoch 790 (d) epoch 830
(e) epoch 950 (f) epoch 1000 (g) epoch1710 (h) epoch5000
Figure 1: Regular CML: D = 0.2 and NL = 0.001 in 2D
100× 100
With only local couplings, we observe the formation of
complex static patterns. The whole ecosystem freezes after
epoch 1710. This scenario is clearly seen in the snapshots
(Figure 1), in global population dynamics (Figure 4) and in
global temperature dynamics (sub Figure 2 (b)). The local
population dynamics (Figure 3) and local temperature (sub
Figure 2 (a)) at a typical habitat (57, 50) shows that the dy-
namics freezes even quicker (epoch 1055). All trajectories
show initial fluctuations but evolve to complete stationarity.
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(a) Local Temp. at habitat
(57, 50)
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Figure 2: Regular CML: Temperature dynamics D = 0.2
and NL = 0.001
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Figure 3: Regular CML: Local population dynamics at habi-
tat (57, 50); D = 0.2 and NL = 0.001
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Figure 4: Regular CML: Global population dynamics; D =
0.2 and NL = 0.001
II. Daisyworld with Static Local and Non-local
Couplings (Small-World Network)
(a) epoch1650 (b) epoch1651 (c) epoch1652 (d) epoch1653
(e) epoch2012 (f) epoch2013 (g) epoch2014 (h) epoch2015
Figure 5: Newman-Watts (p = 0.05) : D = 0.2 and NL =
0.001 in 2D 100× 100 Small-world CML
Time
Te
m
pe
ra
tu
re
(K
)
0 1000 3000 5000
29
4.
0
29
5.
5
29
7.
0
(a) Local Temp. at habitat
(52, 58)
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Figure 6: Newman-Watts CML (p = 0.05): Temperature
dynamicsD = 0.2 and NL = 0.001
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Figure 7: Newman-Watts CML (p = 0.05): Local popula-
tion dynamics at habitat (52, 58);D = 0.2 andNL = 0.001
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Figure 8: Newman-Watts CML (p = 0.05): Global popula-
tion dynamics; D = 0.2 and NL = 0.001
Each dynamic unit (habitat) is coupled through a small-
world topology initialised through the NW mechanism. The
topology remains static but the states of the habitats change
dynamically. This ecosystem exhibits a periodic behaviour
(Figure 5). The cyclic behaviour is understood by observ-
ing the trajectories in temperature dynamics (Figure 6), lo-
cal population dynamics (Figure 7) and global population
dynamics (Figure 8). This shows that a small change in
the underlying topology drastically influences the dynami-
cal properties of the ecosystem, and the transition is very
abrupt. Within a single time frame, black dominance may
change to white dominance, or vice versa (Figure 5).
III. Daisyworld with Dynamic Local and Non-local
Couplings (Adaptive Network)
The local dynamical linking rule (when a node becomes
frozen, we allow that habitat to reciprocally connect to a ran-
dom active habitat) generates topologies with small-world
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Figure 9: Adapted Reciprocal Links
(a) epoch1737 (b) epoch1738 (c) epoch1739 (d) epoch1740
(e) epoch3089 (f) epoch3090 (g) epoch3091 (h) epoch3092
Figure 10: Adaptive CML : D = 0.2 and NL = 0.001 in
2D 100× 100
effect (low characteristic path length (CP)) – here we show
topologies with high clustering coefficient (CC) (approxi-
mately 50% of runs) to compare to NW-CML (p = 0.05). It
can also generate topologies with low CC. It depends on the
random initialization of the temperature of each habitat and
random dynamic linking. Typically we observe periodic be-
haviour (Figure 10) similar to NW-CML. In the correspond-
ing time series plots, the dynamics of both local and global
temperature (Figure 11), local population (Figure 12) and
global population (Figure 13) exhibit cyclic behaviour. The
dynamically adapted reciprocal links are shown in Figure 9.
Why are NW-CML and adaptive CML similar?
Table 2: Typical Clustering Coefficients and Characteristic
Path Lengths
Model C¯/ ¯Cregular L¯/ ¯Lregular
NW-CML 0.837 0.185
Adaptive CML 0.837 0.189
We saw very similar limit behaviours from NW-CML
(Subsection II) and adaptive CML (Subsection III). We can
gain understanding through analysing the topological quan-
tifiers (degree distribution, clustering coefficient and charac-
teristic path length) for their network topologies.
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(a) Local Temp. at habitat
(56, 57)
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Figure 11: Adaptive CML: Temperature dynamics D = 0.2
and NL = 0.001
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Figure 12: Adaptive CML: Local population dynamics at
habitat (56, 57); D = 0.2 and NL = 0.001
Time
Po
p 
Si
ze
0 1000 3000 5000
0
20
00
50
00
(a) Black Daisy Abundance
Time
Po
p 
Si
ze
0 1000 3000 5000
0
20
00
50
00
(b) White Daisy Abundance
Figure 13: Adaptive CML: Global population dynamics;
D = 0.2 and NL = 0.001
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Figure 14: Degree Distribution
The degree distribution of the small-world CML con-
structed via the NW model in sub section II ranges over
[8, 14] and has an exponential tail reaching zero, as shown in
the Figure 14(a). The degree distribution reached by adap-
tive CML in sub section III, which dynamically linked with
reciprocal links, also ranges over [8, 14] and has an expo-
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nential tail reaching zero as shown in the Figure 14(b).
The CC for NW-CML, and that for the final epoch of
adaptive CML are almost the same, as are CPs. Figure 14
and Table 2 show the results. The finally-converged adaptive
CML is an egalitarian small-world network. This is why we
observe a drastic change in the dynamics of the system com-
pared to the regular lattice. It also shows that the topology,
constructed statically or dynamically, influences the collec-
tive behaviour of the system: relatively small changes in the
linkage structure can generate vastly different dynamics.
Table 3: Average(±Std.Dev.) Clustering Coefficients and
Characteristic Path Lengths
Model C¯/ ¯Cregular L¯/ ¯Lregular
NW-CML 0.8412± 0.0024 0.1868± 0.001
Adaptive CML 0.8928± 0.0639 0.2204± 0.0392
The sections II and III illustrate typical scenarios of NW-
CML and adaptive CML. Table 3 shows averages over 25
realisations of adaptive CML model and 25 of NW-CML
(p = 0.05) model. We ran 100 realizations of adaptive CML
and picked 25 that fell in small-world regime (Punithan and
McKay, 2013) for comparison purposes – CC in [0.98, 0.7]
and CP in [0.3, 0.16]. CC and CP are normalised by the
values for a regular lattice as proposed in Watts and Strogatz
(1998).
Topological Evolution
Table 4: Clustering Coefficients and Characteristic Path
Lengths
Adaptation C¯/ ¯Cregular L¯/ ¯Lregular
Quick 0.977 0.295
Slow 0.837 0.238
The evolution of the topology continues until the station-
ary attractor (frozen local dynamics) of all habitats reach a
dynamical attractor – here a limit cycle. Some samples adapt
quickly, reaching a stable topology around the 500th epoch
(Figure 15 (a) – Quick Adaptation), while a few evolve al-
most until the 5000th epoch (Figure 15 (b) – Slow Adapta-
tion). Their degree distribution (Figure 16), clustering co-
efficient and characteristic path (Table 4) show that both
evolve to small-world networks, although at different rates.
The collective dynamics in both quick and slow adapta-
tions (Figures 18 and 19) show the shift in dominance is
not so abrupt as in Figures 5 and 10 (see epoch nos.). The
emergent property – the temperature cycles – depicted in
Figure 17 (in both adaptations) have different limit ranges.
In sub Figure 17 (b), the shift in dominance takes more
time initially, eventually speeding up owing to the increas-
ing limit height. The abruptness is clear in the correspond-
ing global temperature plots – compare the limits in sub fig-
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Figure 15: Adapted Reciprocal Links
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Figure 16: Degree Distribution
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Figure 17: Global Temperature dynamics D = 0.2 and
NL = 0.001
ures 6 (b), 11 (b), 17 (a) and 17 (b). The degree distribution
shows that relatively few reciprocal links are added (sub fig-
ure 16 (a)). This confirms even a few long-distance links – if
they are the right links – lead to drastic behaviours changes.
Conclusion
We have analysed the connectivity changes in a com-
plex adaptive ecosystem combining life-environment, state-
topology and density-growth feedback loops. The results
illustrate the capacity of the adaptive ecosystem to self-
organise to a complex ecosystem (small-world network)
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(a) epoch4883 (b) epoch4888 (c) epoch4893 (d) epoch4896
(e) epoch4942 (f) epoch4947 (g) epoch4951 (h) epoch4954
Figure 18: Quick Adaptation : D = 0.2 andNL = 0.001 in
2D 100× 100
(a) epoch4907 (b) epoch4925 (c) epoch4929 (d) epoch4935
(e) epoch4961 (f) epoch4978 (g) epoch4981 (h) epoch4987
Figure 19: Slow Adaptation : D = 0.2 and NL = 0.001 in
2D 100× 100
through a simple dynamical rule – frozen habitats (nodes)
gain reciprocal non-local neighbours (links). This ecosys-
tem exhibits similar behaviour to contagion systems such
as memes or virus – cyclic behaviours – without any exter-
nal intervention, requiring only the adding of new reciprocal
connections under certain locally-defined conditions.
Even a small change in the connectivity, with almost no
effect on the mean degree of the ecosystem, leads to a dras-
tic behaviour change from the grid network. It is much more
like the real-world behaviour we see in social systems (sea-
sonal rise and fall of fads), economic systems (booms and
busts) etc.. This “small cause, large effect” behaviour draws
analogies with popular metaphors black swan (low proba-
ble but high-impact events) (Taleb, 2010), butterfly effect
(sensitive dependence on initial conditions) (Hilborn, 2004)
and tipping point (little things make a big difference) (Glad-
well, 2006). Though the collective dynamics change in vary-
ing ways, we still observe the emergent property – self-
regulation of the temperature at around 295.5K .
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Abstract
Biological organisms have the ability to develop novel phe-
notypes in response to environmental changes. When sev-
eral traits are evolved simultaneously or as a result of one
another, we talk of coevolution. Cellular Automata (CAs)
have been successfully used to artificially evolve problem
specific update functions. The resulting CAs are, however,
much slower and more sensitive to perturbations than those
with an evolved underlying topology and fixed uniform up-
date rule. Unfortunately, these are not nearly as accurate, and
suffer from scaling up the total number of cells. We propose
a hybrid paradigm that simultaneously coevolves the support-
ing network and the update functions of CAs. The resulting
systems combine the higher fitness and performance of the
update evolution and the robustness properties and speed of
the topology evolution CAs. Moreover, these systems seem
to perform better as the size of the CA scales up, where
as single-feature evolution systems are negatively impacted.
Coevolution in CAs is an interesting tradeoff between the two
single trait evolutions.
Introduction
In biology, coevolution refers to the concurrent or sequen-
tial mutation in organisms driven by changes in a related
biological object (Yip et al., 2008). Coevolution can occur
at many different levels of biology: from populations and
species, to adaptation of a predator to its (adapted) prey, to
the evolution of a parasite/symbiont and its host, down to
related mutations in amino-acids and proteins within a sin-
gle organism. All members taking part in coevolution exert
mutual selective pressure on each other, influencing the evo-
lutionary process of the other. When taking place within a
single biological entity, coevolution is beneficial to the en-
tire organism. Multiple traits coevolve in order to produce
individuals with a higher degree of “fitness” with respect
to their environment. Cellular automata (CAs) have been
used for years as a proxies for the simulation of rudimentary
organisms and biological processes. In a prominent study,
Mitchell et al. have successfully used genetic algorithms
(GAs) to artificially evolve a single feature, the update func-
tion shared by all cells, of small radius one-dimensional CAs
(Mitchell et al., 1993) to perform a prototypical task. How-
ever, tasks must not be only prototypical. CAs using GA
evolved functions have proven able to undertake complex
tasks, applied, for instance to identifying combinations of
genetic markers associated with clinical endpoints (Moore
and Hahn, 2002b,a). More recently, we have conducted
a study evolving a different property of CAs, the under-
lying network topology of CAs, with comparable success
(Tomassini et al., 2005). The resulting evolved topologies
are general graphs, which exhibit attributes of social net-
work. A pioneering work by Sipper and Ruppin studied the
coevolution of cellular machines (non-uniform CAs), now
commonly know as (random) Boolean networks, which are
non-uniform variants of the CA in which each cell has its
own update function, instead of a single function shared by
all cells (Sipper and Ruppin, 1997).
In this work, we propose a new framework for CA evo-
lution consisting of the simultaneous evolution of the single
update function shared by all cells (uniform CAs) and the
supporting network topology of the CAs. We hypothesize
that evolutionary algorithms (EAs) will generate individu-
als with a high capacity to solve the task at hand, and de-
velop network topologies supporting speed, robustness, and
resilience to transient failures better than that of strictly reg-
ular CAs (Tomassini et al., 2007). We compare the fitness-
based performance of entire populations of the two single-
feature artificial evolutions against a population of CAs si-
multaneously evolving both the update function and the lay-
out of the cellular connections. Additionally, we analyze the
scalability of both the existing frameworks and of the new
one, as the performance of CAs with a relatively small fixed
number of neighbors generally decreases with a larger num-
ber of cells. Finally, we conduct a statistical profiling of the
artificially evolved network topologies in order to study the
emergent properties of CAs with a higher performance.
Background
CAs and the Density Classification Task
CAs are dynamical, usually deterministic, discrete, abstract
models used to simulate and study distributed computation.
A standard CA consists of a finite number N of identical
cells. Each cell can take one of a finite number of states s,
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here, the two Boolean states s ∈ {0, 1}. Each cell has a
local knowledge of the state of a fixed number of n neigh-
boring cells, including itself. The state of each cell is up-
dated synchronously in discrete time steps, according to a
local, identical update function or rule (these terms will be
used interchangeably throughout this work) shared by all
cells. Cells are usually arranged on a d-dimensional grid,
where typically d ∈ {1, 2, 3}. In this study, we focus on
one-dimensional, or linear CA, in which cells are arranged
on a regular ring structure, connecting to a radius of r cells
on each side. Thus the neighborhood size is n = 2r + 1.
At any given discrete time step t, the set of all states sti
of all cells is called the configuration of the CA such that
ct = (st0, s
t
1, . . . , s
t
N−1), thus CAs with N nodes have ex-
actly 2N possible configurations. Starting from an initial
configuration (IC or c0) at time t = 0, the CA will travel
across transient configurations before reaching a previously
visited state of the system. After at most 2N time steps, the
CA will start cycling deterministically through a subset of
configurations.
The Density Classification Task The density classifica-
tion task is a prototypical distributed computational task for
CAs and is defined as follows. Let ρ0 be the fraction of
1s in the IC (i.e. time step 0). The CA’s task is to determine
whether ρ0 is greater than or less than 1/2. If ρ0 > 1/2, then
the goal is to have the CA converge to a fixed-point configu-
ration of all 1s; otherwise to a fixed-point configuration of all
0s, after a number of time steps with the order of N , where
the CA has a odd size N to eliminate the case ρ0 = 0.5.
This computation is trivial for a computer having a central
control and will provide the answer inO(N) time. However,
it is nontrivial for one-dimensional CA, with a small radius,
since such a CA can only transfer information at finite speed
relying on local information exclusively, while density is a
global property of the configuration of states (Mitchell et al.,
1993).
Graph Properties
A CA can be seen as a mathematical object known as a
graph, where each cell resides on a vertex, and edges be-
tween vertices represent two neighboring cells. Therefore,
formal definitions of graph theory do apply to CAs. For
ease of reference, we summarize concepts used in subse-
quent sections particular to this work (see (Newman, 2010)
for complete reference). In this work, a graphG, or network,
consists of a set of v vertices V , and a set of e undirected, un-
weighted edgesE. The degree k of a vertex is the number of
edges connected to it. Thus the average degree k¯ of G is the
average of the degree over V . A path between vertices u and
v is defined as the sequence of unique edges traversed when
going from u to v. Its length is the number of edges in the
sequence. The average path length (APL) of G is the aver-
age length of the shortest path between all pairs of vertices.
The clustering coefficient Cj of a vertex j is defined as the
ratio between the Ej edges that actually exist between the
kj neighbors of j and the number of possible edges between
these nodes: Cj = 2Ej/kj(kj − 1). The clustering coef-
ficient (CC) of a graph is defined as the average Cj across
all vertices. The degree distribution P (k) of a graph G is a
function that gives the probability that a randomly selected
vertex has k edges incident to it.
Artificial Evolution of CAs
It has been shown that the density task cannot be solved per-
fectly by a uniform, two-state CA with finite radius r <
(N − 1)/2 (Land and Belew, 1995). Despite the lack of a
perfect solution, it is desirable to find one or more solutions
that achieve the highest degree of performance possible.
Evolving the Update Function In general, it is extremely
difficult to infer the local CA function that will give rise to
the desired global computation due to possible nonlineari-
ties and large-scale collective effects. On the other hand,
exhaustive evaluation of all 22
n
possible functions is lim-
ited to small radii r ∈ {1, 2} by the computational cost. As
first proposed by Mitchell et al. (Mitchell et al., 1994, 1993)
for uniform CAs and by Sipper for nonuniform ones (Sip-
per, 1997; Sipper and Ruppin, 1997), EAs have proven to
be a very effective heuristic to search in the colossal solu-
tion space of all update functions. Additionally, EAs have
been applied to the discovery of efficient update functions
for complex CA systems, such as CAs with multidimen-
sional structure (Breukelaar and Ba¨ck, 2005), as opposed to
the linear, monodimensional nature of Mitchell’s CAs, and
those of interest in the present work.
Evolving the Topology In order to modify the underly-
ing topology of the network supporting the cells, we will
consider an extension of the concept of CAs. Therefore,
cells can be connected in any way, provided that multiple
edges are disallowed. Sipper and Ruppin have already ex-
amined the influence of different connectivity patterns on
the density task. They studied the coevolution of network
architectures and CA rules, resulting in non-uniform, high-
performance networks (Sipper and Ruppin, 1997). More re-
cently, Watts also moved away from regular structures, and
hand constructed general uniform CAs for the density task
(Watts, 1999). Because of the heterogeneous degree distri-
bution of his networks, he had to reduce the update func-
tion to its simplest, and most flexible form, the majority
rule (MR), to accommodate cells with varying neighborhood
sizes. At each time step, each cell will assume the state
of the majority of its neighbors in the graph. Watts built
many networks with performance values exceeding that of
CAs with evolved rules on regular lattices with similar aver-
age degree. Network structures yielding a good performance
tend to have “long” links, creating shortcuts between distant
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cells that somewhat compensate for the lack of information
transmission of the regular lattice case.
In both these studies, the authors correctly recognized that
reducing the average cell to cell distance, i.e. the APL, has
a positive effect on the performance of the CA. Inspired
by their work, we have explored the effect of artificially
evolving the underlying topology of CAs with uniform MR
starting with a population of regular lattice and one of ran-
dom topology CAs (Tomassini et al., 2004, 2005, 2007).
Evolved networks resulting from either initial populations
tend to converge in the “small-world” region of the spec-
trum between regular structures and random ones (Watts
and Strogatz, 1998). Indeed, these evolved topologies ex-
hibited long reaching shortcuts across the network, thus sig-
nificantly shortening the APL. Their CC is higher than that
expected of equivalent random networks. Finally, their de-
gree distribution was slightly skewed to the right, showing
the emergence of a few higher-than-average connected hub
cells, which is another property of social networks.
Methods
In order to compare and contrast the performance of existing
paradigms to that of our coevolution of topology and rules,
we have implemented the two single-feature evolutions ac-
cording to the original framework specifications. However,
in order to make them comparable to each other and to our
work, some parameters needed to be harmonized. Unless
otherwise specified, parameters are identical across all sim-
ulation sets.
Evolutionary Algorithm for CAs
In this work, we use an EA with the aim of evolving CAs
for the density task. We assume the reader is familiar with
the concept of artificial evolution, evolutionary computation,
evolutionary algorithms, and genetic algorithms (Holland,
1975; Ba¨ck, 1996; Mitchell, 1996). For all 100 experimental
replicates, we generate an initial unstructured population of
size P = 100 individuals (i.e. individuals are not spatially
limited in their interactions). The definition of individuals
varies according to the framework used: update function,
network topology, or both simultaneously (see below). We
explore the scalability of the systems by studying CAs of
size N ∈ {99, 199, 299}. Regardless of the size N and
of the framework used, the initial population at generation
g = 0 is made of P uniform regular (i.e. ring) CAs with
a radius r = 3, thus the neighborhood size of each cell is
n = 7, including itself. The radius changes as the EA pro-
gresses when evolving the topology and with coevolution.
Evolution is ended when the entire population has reached
an optimal fitness, or after a maximum of gm generations.
We find experimentally that gm = 100 is enough for the
populations to reach a fitness plateau where improvement
becomes marginal or null.
The fitness function of the EA used to evaluate the “qual-
ity” of a CA individual in the population consists of exper-
imentally evaluating the ability of the CA to solve the den-
sity task over a sample of 100 ICs with uniformly distributed
densities ρ ∈ [0, 1]. CAs are allowed a maximum number
of 2N time steps to converge. If two consecutive configura-
tions ct and ct+1 are identical, the CA is stopped, as it has
reached a single configuration attractor, and all consecutive
configurations will remain identical. The fitness is defined
as the fraction of instances (i.e. ICs) for which the CA pro-
duces the correct fixed point, given the known density of the
IC. At each generation a different set of ICs is generated for
each individual.
The next generation is obtained by repeating P standard
binary tournament selection over the entire population. We
describe the mutation methods below, as they depend on
the evolution strategy. However, the mutation rates are se-
lected quantitatively to yield the best results. The concept
of recombination of network individuals is ill defined, and
cumbersome to implement. However, we have used stan-
dard single-point recombination in frameworks that evolve
the update function with a probability pc = 0.25. At the end
of each evolutionary process, we select the elite population
(EP) by selecting the CAs that fall in the 95th percentile of
performance (i.e. all individuals with a performance that is
within the absolute best). For performance evaluation, the
entire population is exposed to 1,000 instances of the most
difficult problems possible, that is, on ICs with ρ ≈ 0.5.
Note the difference between fitness (100 uniform ICs) and
performace (1’000 difficult ICs). In order to obtain statisti-
cally sound results, we replicate all experiments 100 times,
and record the average fitness, the best fitness at each gener-
ation, and network statistics, such as the degree distribution,
the APL and the average CC at the end of the evolutionary
process.
Evolution of the Update Function (UFE) When we
evolve the update function of uniform CAs with fixed topol-
ogy, each individual of the initial population is assigned a
different random update function in the form of a Boolean
lookup table. This table is shared by all cells in the CA and
its size is 2n, where n = 7 is the size of the neighborhood.
At each time step, cells synchronously update their binary
state according to the state of their neighborhood. The or-
dering of the neighborhood is predetermined, thus making
the system fully deterministic. At every generation, selected
parent individuals will produce mutated offspring. The mu-
tation will impact the offspring’s lookup table and is suscep-
tible to change the binary value of each position in the table
with a probability pm = 5 × 10−3. The offspring will re-
place its weaker parent, if it has a better fitness than either.
This approach is similar, although not entirely identical to
that of Mitchell et al. (Mitchell et al., 1994, 1993).
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Evolution of the Topology (TE) When evolving the
topology, each regular uniform CA of the initial population
is assigned the same update function, that is, the MR. At
each time step, cells will update their state to reflect the ma-
jority of its neighborhood. As mentioned previously, the MR
has been proven incapable of solving the density task when
applied to a regular CA. In order to increase its fitness, we
allow each CA to modify the structure of its supporting net-
work. At every generation, selected individuals produce a
mutated offspring that has a high probability of replacing its
parent in the next generation if it shows a higher degree of
fitness. Each cell will see its neighborhood mutated with a
probability pm = 5× 10−3. If a cell is mutated, it will lose
one of its neighbor or gain a random one with equal proba-
bility (Tomassini et al., 2005). This operator prevents drastic
changes in the average degree of the CAs, which would giv-
ing an advantage to those with a higher connectivity (i.e.
more edges). We disallow mutations that would produce
self-loops or duplicate edges. In the case of a tie in an even
sized neighborhood, the state will be drawn at random.
Coevolution (CE) This is the new framework we propose,
allowing simultaneous evolution of the update function and
the underlying topology of the network. Similar to the evo-
lution of the update function only, coevolution starts with a
population of uniform regular CAs, each with a randomly
generated lookup table. As in the precedent frameworks, se-
lected parents at each generation will produce mutated off-
spring, which may replace its parents in the subsequent gen-
eration. Mutations will now affect first the topology of the
CA, by mutating edges with a probability pt = 0.001, and
then the lookup table, with probability pr = 0.003. In this
case, the size of the lookup table might need to be adapted
to the growing sizes of the neighborhoods. Indeed, every
time the size nmax of the largest neighborhood increases by
1, where n′max = nmax + 1, the table size doubles, grow-
ing from 2nmax to 2nmax+1 = 2n
′
max . The new half of
the lookup table is completed with randomly selected val-
ues with equal probability. This ensures that, when the new
neighbor is off, the target cell behaves just as it did before
the new neighbor was added. When it is on, the target cell
has a whole new behavior.
Experimental Results
In order to compare results with previously proposed evo-
lutionary CAs frameworks, we conducted parallel simula-
tions for all possible combinations of frameworks (rule-
only, topology-only, and coevolution) and sizes N ∈
{99, 199, 299}. At each generation of the artificial evolu-
tion, we record the average fitness of each population, and
the fitness of the best individual. After the last generation
has been produced, we segregate the EP as described above.
We compute standard graph statistics on the CA networks
of EP to shed some light on the mathematical properties that
set the evolutionary frameworks apart from one another.
Performance and Fitness
The ultimate goal of evolving CA for computation, regard-
less of the framework, is to obtain individuals that excel at
solving both the average case and the “worst case scenario”
of the task at hand. In fact, a single individual is enough
as long as its performance is satisfying the task’s criteria of
quality and speed. Figure 1 shows the results of the perfor-
mance evaluation of the EP on difficult problems. Each col-
umn represents a combination of frameworks and CA sizes.
Performance, just like fitness, is on a scale from [0, 1] rep-
resenting the fraction of correctly classified IC in at most
2N time steps. We show the consistency of the EP results
by showing the absolute best performance (upper mark), the
average performance (horizontal line), and the lowest per-
formance (lower mark). The number in parentheses is the
size of the EP for each case, and gives an ideas of how rich
the solution space is in “good individuals”.
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Figure 1: Performance of Best Evolved CAs. Performance
of all three frameworks: update function/rule evolution
(UFE), topology evolution (TE), and coevolution (CE) of
individuals N ∈ 99, 199, 299 in the elite population (EP).
Performance is measured over 1,000 ICs with ρ ≈ 0.5. Av-
erage number of individuals in each run is in parentheses.
In each column, the horizontal bar represents the average
performance, the bottom mark represents the lowest perfor-
mance, and the top mark shows the best performance. Re-
sults are averaged over 100 independent simulations.
In the case of smaller CAs, results across all frameworks
are virtually undistinguishable, yet consistently above the
0.6 mark. In any case considered, the deviation between the
maximum and the minimum fitness is minute (∼ 0.02). The
clear distinction comes with the scaling of the systems to
larger CAs. The performance of TE CAs drops significantly
as the system grows. Similarly, the UFE suffers a decrease
of performance as the system grows, though not as much
as TE CAs. On the other hand, coevolving CE systems see
their performance remain stable or marginally improve as
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Figure 2: Fitness progression of Evolutionary CAs. Average ﬁtness over the course of 100 generations for populations of
evolutionary CAs (left column) and ﬁtness of the best individual (right column). Systems of size N = 99 (top row), N = 199
(middle row), and N = 299 (bottom row). Each panel shows results of all three frameworks: rule evolution (UFE, dashed
line), topology evolution (TE, dotted line), and coevolution (CE, continuous line). Results are averaged over 100 independent
simulations.
the CAs get larger. Interestingly, UFE and CE seem to con-
sistently evolve a larger number of good individuals (Figure
1, numbers in parenthesis) than TE, therefore the solution
space of TE is likely to be the poorest in EP CAs. This dif-
ference can be explained by the complexity and overall size
of the actual solution space. In the case of UFE, there is at
most 22
n
different update possible that constitutes the entire
space. In the case of TE, however, the solution space is much
larger, made of all possible topological network structures of
N vertices. Surprisingly, the EP size of CE is also large, de-
spite of the much larger solution space, made of all possible
topologies coupled with all possible update function.
To understand the results presented above, we analyze the
time progression of our evolutionary CAs over the 100 gen-
erations. We trace the development of UFE, TE, and CE
populations’ average ﬁtnesses in the left-hand column of
Figure 2, whereas the right-hand side panels show the curves
for the ﬁtness of the best individual in the CA population,
with the highest ﬁtness value. Additionally, we show the
scaling of these systems, which will also help us appreciate
the shape and richness (or lack thereof) of the different so-
lution spaces. When comparing the different combinations
of evolutionary framework and sizes, we notice that the gen-
eral trends are similar across all panels of a column in Fig-
ure 2. CAs under UFE and CE have the steepest learning
curve. CE yield the second steepest curve, reaching a lower,
CA size dependent, ﬁtness plateau almost at the same time
as UFE. The difference of average ﬁtness between CE and
UFE increases notably with the scaling in size N . However,
we notice that this difference is less pronounced in the best
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fitness curves in the right panels. This might explain the re-
sults in performance presented in Figure 1. The trace of TE
has a different shape, with a slow start, turning into a steep
slope, only reaching it’s fitness plateau consistently signif-
icantly higher than that of UFE or CE. Surprisingly, only
the average population of TE seems impacted by the scal-
ing. Additionally, in the average fitness panels, we note that
the UFE and CE curves start at a fitness close to 0, where
as TE starts with a lead of about 0.5, we note that the final
fitness of TE is notably above that of UFE and CE, which
seems to contradict the performance results above. In fact,
we see the importance of the probability ρ of the ICs. In-
deed, topology-only evolutionary CAs perform on average
better than the other two on easier problems.
Best fitness results in the right-hand side panels of Fig-
ure 2 are consistent with those of the average fitness. Again,
TE CAs reach a near optimum fitness, despite a slower start.
The best individuals under UFE and CE preform closely, al-
though UFE become clearly superior to CE with the increas-
ing size of the system. Which again proves that the solution
landscape of these EAs is not necessarily favorable to those
rich in good individuals, as even randomly initialized indi-
viduals are capable of high fitness. Moreover, the fact that
topology-only evolution yield a best fitness near 0.5 at the
first generation also agrees with Mitchell’s finding that uni-
form topologies with the majority rule cannot solve the den-
sity task better than a random system. The scaling of the CA
sizes impacts the fitness of the coevolution framework the
most, both in average and maximum fitness. We even wit-
ness a slight drop in best fitness for N = 199, a drop more
prominent in N = 299, where after a slight, or no increase
at all, the best fitness plateaus at a value lower than that of
the maximum reached earlier in the evolution. We can only
explain the fact that CE is detrimental for larger systems’
fitness by the competing evolution of the two traits simulta-
neously. Nevertheless, the artificial evolution is beneficial in
terms of producing CAs capable of consistently solving the
task with any density ρ, especially those closest to ρ ≈ 0.5
and is clearest in the larger CAs. The results of UFE and
TE are much more sensitive to the difficulty of the problem,
where the fitness drops in both cases below the performance
of CE in larger systems under difficult problems.
In summary, we note that the fitness in CE’s may be less
associated with performance than in the other models. This
may indicate that high fitness does not (linearly) translate
into high performance. It would appear that the TE’s are the
most flexible at solving the majority problem. While they
may not be the best on the really hard problems, they show
great adaptability to the a wide range of initial conditions.
Properties of Evolved Topologies
EA’s only goal is to optimize the performance of the CAs.
However, looking beyond the fitness and performance, we
are interested in studying the properties emerging from
the evolved topologies, and how they differ when obtained
solely by topology evolution, and when the network’s evo-
lution is combined with adaptations of the update function.
Therefore, we analyze the graph and statistical properties of
the supporting network structure of CAs before the evolu-
tionary process starts (i.e. a regular ring structure) and after
the last generation of the EA. Figure 3 offers a visual rep-
resentation of sample CA structures before (A) and after the
evolution (B) and (C). Figure 3(A) shows the regular topol-
(A) (B) (C)
Figure 3: CA Topologies. Instances of a regular CA’s initial
network topology (A), and the CA topologies resulting from
topology-only evolution (B) and coevolution (C). In the bot-
tom row, the size of the vertices is proportional to the size
of the neighborhood of the cell (i.e. degree of the cell). CA
size N = 29 for ease of reading.
ogy of UFE CAs (at all times) and of all CAs before the
specific evolutionary process takes place. All vertices have
a degree k = 4, and are thus all the same size. In the exam-
ple graphs post-evolution (B) and (C), we see the emergence
of cells of higher and lower degrees. The average degree of
the networks is, however, maintained at all times k¯ ≈ 4 by
the edge mutation within the graph (see Methods’ section).
The vertices’ sizes are proportional to their degree, and or-
dered according to that criteria. At first glance, TE gives
rise to a greater diversity in the vertices’ degrees, whereas
CE CAs seem more homogeneous in their degree distribu-
tion. The degree distributions of both frameworks, topology
evolution and coevolution, and sizes of CAs are depicted in
Figure 4. The values for the degree distributions are aver-
aged over the elite population of the 100 replicates. From
the degree distributions in Figure 4, we can see the EA has
shifted the peak of the CE from all nodes having a degree
k = 7 to a majority of k = 8. Although there is some spread
in the degrees, the function is narrowly centered around its
peak, with little deviation, and no extreme values. TE has,
on the other hand, facilitated a larger heterogeneity in the
degree distribution, with a significantly wider bell shaped
curve, and no clear peak at a single value of the degree k.
TE CA networks has therefore more extreme values, where
the minimum degree of a TE network is smaller than that of
a CE network of the same size: kTEmin < k
CE
min. The opposite
is true of maximum degrees: kTEmax > k
CE
max. The number
of cells does not appear to have a marked influence on the
shape of the degree distribution of emerging networks. The
size of the CA only affects the magnitude of the function,
not the shape. In Table 1, we report two essential statisti-
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Figure 4: Degree Distributions of Evolved Topologies. CA topologies of sizes N ∈ 99, 199, 299. The degree distributions
(bar plots) show the number of vertices (Y-axis) having a given degree (X-axis). Each panel contains the results for CAs with
evolution of the topology-only (dark grey) and coevolution (light grey). Results are averaged over 100 independent simulations.
Continuous lines are only meant as a guide for the eye to the trend of the degree distribution probability functions.
cal properties to the study of the CA topologies, the average
path length and the average clustering coefficient after the
evolution. Formal definitions of these two metrics can be
found in the Background section.
The degree distributions in Figure 4 and the values of APL
and CC in Table 1 suggest that the network structures emerg-
ing from artificial evolution share properties with technolog-
ical, social, and other “real-world” networks. These archi-
tectures generally show greater resilience to perturbations
than regular structures (Newman, 2010;Watts, 1999). More-
over, the even degree distributions, with a few hub-like cells,
the short APL and higher CC of graphs after coevolution are
all properties placing them even closer to “real-life” on the
spectrum of all graphs.
Speed of Convergence
If the quality of the results is key to the success of a CA, the
speed at which the CA will converge to a solution is a non-
negligible factor. In our previous studies (Tomassini et al.,
2005, 2007), we show that the diffusion of information is
immensely facilitated by the emergence of shortcuts across
the networks, thus the shortening of the APL. Due to limited
space, we present in Figure 5 only three examples represen-
tative of the ability of evolved-topology CAs to converge to a
solution faster than regular CA, regardless of the excellence
of their evolved rules.
In Figure 5, we show the progression of evolved CAs
through the configuration space converging towards the cor-
rect IC density value. Mitchell et al. have analyzed the
emerging patterns visible in this type of figure (Mitchell
et al., 1993). In our results, TE CAs are consistently or-
ders of magnitude faster than CE (over 500%), which are, in
turn, significantly faster than UFE (10 − 300%) to reach a
steady configuration.
Conclusions & Future Work
Cellular Automata are, despite their apparent simplicity,
powerful models for distributed computations, provided that
update function topology coevolution (CE)
evolution (UFE) evolution (TE)
ATS UFE TE CE
N=99 90.37 12.41 76.15
N=199 141.08 18.16 127.07
N=299 440.20 23.32 132.21
Figure 5: Density Classification Task performed by Evolved
CAs. Examples of single time step (vertical axis) evolutions
of evolved CAs solving the density classification task start-
ing from an arbitrary IC with ρ ≈ 0.5 (top row of the hori-
zontal axis in each panel) for all three CA evolution frame-
works. The table below the panels show the average number
of time steps (ATS) necessary to successfully solve the den-
sity task over 1,000 ICs.
an adequate update function can be found. In the present
work, we demonstrate once again the ability of EA to de-
velop highly performant rules to solve a prototypical CA
task, and remaining unaffected by the scaling of the CA
size. The solution space is, in this case, rich in good so-
lutions, making the EA capable of finding large numbers
of functions that perform well. From a distributed com-
putation perspective, the regular topology of standard CAs
can be a weakness, as these structures are more suscepti-
ble to fail under transient perturbation. One alternative is to
evolve the topology, and leave the majority rule as a con-
stant update function. This TE paradigm evolves topologies
showing properties of resilient systems, and the resulting
CAs are a great deal faster than UFE. Unfortunately, their
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Table 1: Evolved CAs Network Statistics. Average path length (APL) and average clustering coefficient (CC) for evolved CA
networks in the EP for each evolutionary framework, and CA sizes N ∈ 99, 199, 299.
N=99 N=199 N=299
rules topology coevolution rules topology coevolution rules topology coevolution
APL 8.59 2.53 4.410 16.91 2.97 5.11 25.25 3.23 4.68
CC 0.71 0.21 0.67 0.71 0.21 0.67 0.71 0.22 0.59
performance is inversely proportional to the density, and to
the size of the CA. In this work, we propose a framework
that simultaneously evolves the update function and topol-
ogy underlying. We have developed a novel update function
implementation that integrates with the changing topology.
The CAs resulting from CE demonstrate performance levels
comparable to, and scale better than UFE, and are consid-
erably faster. Moreover, the performance of CE systems re-
mains constant (even slightly increases) as we scale up the
size of the CAs. On the contrary, this scaling affects ad-
versely the performance of both UFE and TE. Finally, they
exhibit properties possibly making them even more robust
network systems than TE CAs. We are planning on imple-
menting a complementary study for structured populations,
as they have been shown to increase the EA performance.
In addition, we will conduct a thorough analysis of the re-
silience and fault tolerance of all evolved CAs (Tomassini
et al., 2005).
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Abstract
In biological organisms, a single genotype may map to sev-
eral phenotypes and vice-versa. This many-to-many relation-
ship is believed to be a major drive of the phenotypic robust-
ness and genotypic evolvability found in all life forms. Given
the inherent complexity of the genotype-to-phenotype (G2P)
mappings, we use cellular automata (CAs) as rudimentary
proxies for biological organisms. CA models have the same
many-to-many G2P mappings, and their sensitivity to initial
conditions allows the same genotype to differentiate into dif-
ferent phenotypes. We use a bipartite network to study the
G2P landscape, and its projections in either space. The de-
gree distributions of the network and its projections are all
heavy-tailed, denoting the presence of highly connected hubs,
implying that increased robustness is supported by the net-
work structure. We also show a strong correlation between
the phenotype’s complexity and its robustness. We analyze
the relationships between the robustness and the evolvability
both at the genotypic and phenotypic level. Although we use
different computational models, our results agree with those
of previous similar studies, and with observations in biologi-
cal organisms.
Introduction
For the past two decades, geneticists have been studying
the intricate genotype-to-phenotype (G2P) relationship in
biological organisms. Genome-wide association studies
(GWAS), and the recent advances in modern high through-
put sequencing technologies, have made understanding how
metabolic reactions, cell signaling, and developmental path-
ways translate the genome of a living organism into its phe-
notype an achievable goal (Nuzhdin et al., 2012). However,
GWAS have also unveiled unprecedented degrees of com-
plexity, making clinical progress much slower than antici-
pated. As geneticists learn more about G2P mappings, it
becomes more apparent that there is a many-to-many rela-
tionship. Indeed, several different genotypes, usually result-
ing from small perturbations or neutral mutations, result in
the exact same phenotype. This feature is responsible for
the phenotypic robustness of biological organisms, and their
relative insensitivity to small genetic perturbations. On the
other hand, identical genotypes may develop into dramat-
ically different phenotypes, depending on a set of internal
and external signals and factors. The embryonic stem cell,
which may potentially develop into any cell type, is a prime
example of a single genotype yielding several phenotypes.
The ability to adapt to internal and external factors is be-
lieved to be at major factor of the evolvability of all life
forms. Given the inherent complexity of the G2P mappings,
we recognize the need for smart, adaptive mathematical, sta-
tistical or computational models to study this relationship.
In this work, we use a cellular automata (CAs) model to
exhaustively explore the G2P relationship in basic models
of biological organisms. We are specifically interested in
the nature of CAs, which in their simpler form mimmic the
many-to-many G2P relationship, and their sensitivity to ini-
tial conditions other model systems fail to encapsulate. CAs
have been thoroughly studied in the past. However, in the
context of this project, we will focus on the exhaustive de-
scription of all possible genotypes, phenotypes, and initial
conditions. The results we gain from this are structured in
a bipartite network, which consists of two types of nodes,
in our case: genotype and phenotype. We then look at the
projections of our bipartite network onto the genotype space
and the phenotype space. Additionally, we study the distri-
bution of robustness (also called neutrality) (Banzhaf et al.,
1994) in the genotypic landscape of our model, and its ef-
fect on the phenotypic landscape. Similarly, we look at the
genotypic and phenotypic evolvability, and the correlations
between robustness and evolvability. Indeed, the seemingly
contradictory effect of robustness and evolvability has been
studied and disproved in many systems, where they in fact
facilitate each other (Bloom et al., 2006; Ferrada and Wag-
ner, 2008; Wagner, 2008a, 2005).
Background
Cellular Automata (CAs)
CAs (Codd, 1968) are dynamical, usually deterministic, dis-
crete, abstract models used to simulate and study distributed
computation. A standard CA consists of a finite number N
of identical cells. Each cell can take one of a finite num-
ber of states s, here, the two Boolean states s ∈ {0, 1}.
Each cell has a local knowledge of the state of a fixed num-
ECAL - General Track
ECAL 2013 348
ber of n neighboring cells, including itself. The state of
each cell is updated synchronously in discrete time steps,
according to a local, identical update function or rule (these
terms will be used interchangeably throughout this work).
In all CAs, update functions are generally represented as a
Boolean lookup table of all possible binary permutations of
the cell’s neighborhood. Cells are usually arranged on a d-
dimensional grid, where usually d ∈ {1, 2, 3}. In the present
case of a one-dimensional, or linear CAs, cells are arranged
on a regular ring structure, connecting to a radius of r cells
on each side. Thus, the neighborhood size is n = 2r + 1.
At any given discrete time step t, the ensemble of all states
sti of all cells is called the configuration of the CA such that
ct = (st0, s
t
1, . . . , s
t
N−1), thus CAs with N nodes have ex-
actly 2N possible configurations. Starting from an initial
configuration (IC or c0) at time t = 0, the CA will travel
across transient configurations before reaching a previously
visited state of the system. Because of its deterministic na-
ture, the CA will, after at most 2N time steps, start cycling
deterministically through a subset of configurations, called
an attractor. Figure 1 shows a small example of a 8 cell
regular uniform CA, set to a random IC.
d-dimensional, where d = 1, 2, 3 is used in practice. For one-dimensional
grids, a cell is connected to r local neighbors (cells) on either side where r
is referred to as the radius (thus, each cell has 2r + 1 neighbors, including
itself), see Figure 3.3. The term configuration refers to an assignment of
nes and zeros o all the cells at a given time step. It can be d scribed
by st = (st0, s
t
1, . . . , s
t
N 1), where N is the lattice size. Often CAs have
periodic boundary conditions stN+i = s
t
i. Here we will consider an extension
of the concept of CA in which, while the rule is the same on each node,
nodes can be connected in any way, that is, the topological structures are
gener l graphs, provided the graph i connected and self and multiple links
are disallowed.
Figure 3.3: 2-dimensional CA, with a radius r = 3 and a random (initial) configuration. Black
represents state
3.2 Density Classification Task
The majority (also called density classification) task is a prototypical dis-
tributed computational task for CAs. For a finite CA of size N it is defined
as follows: let ρ0 be the fraction of 1s in the initial configuration (IC) s
0.
The task is to determine whether ρ0 is greater than or less than 1/2. If
ρ0 > 1/2 then the CA must relax to a fixed-point configuration of all 1s;
otherwise it must relax to a fixed-point configuration of all 0s, after a num-
ber of time steps of the order of the grid size N (N is odd to avoid the case
ρ0 = 0.5). The CA evolves following a lookup table (see example in Figure
3.4) at each time step. This computation is trivial for a computer having
a central control (e.g. fully connected CA). Indeed, just scanning the array
and adding up the number of 1 bits will provide the answer in O(N) time.
However, it is nontrivial for a small radius one-dimensional CA since such a
CA can only transfer information at finite speed relying on local information
exclusively, while density is a global property of the configuration of states
[MHC93].
Christian Darabos 21 Masters Thesis
Figure 1: Regular uniform CA. Size N = 8, with a radius
r = 3, and set to a random (initial) configuration. Black
cells represent state 1 and white is 0. Dashed edges “wrap
around” to connect the CA into a ring topology.
CA Genotype & Phenotype CAs have been used for
years as a rudimentary proxy for biological organisms and
phenomena. One prevalent example, using a generalized
form f CAs, is Kauffmann’s Random Boolean N twork
(RBN) model for genetic regulatory networks (Kauffman,
1969). RBNs use non-uniform, unstructured CAs where
each cell has its own Boolean update function (BUF) and
can arbitrarily be connected to any oth r cell. Oth r mod-
els, su h as Ge etic P ogramming, Bayesian systems, or dif-
ferential equations have also been thoroughly studied. CAs
possess, however, a modest advantage. Indeed, CAs have a
genotype, phenotype, and mimic the many-to-many G2P
mappings. The update function of CAs is a direct equivalent
of a genotype, which can be mutated at will, and is a set of
rules followed by the system to achieve a steady state. The
attractor reached by the CAs is the phenotype resulting from
a genotype and an initial configuration. The same attractor
can be reached by different BUFs, and a single BUF can re-
sult in different attractors depending on the IC. In this work,
we explore the evolvability, robustness, and accessibility of
pseudo-biological organisms modeled by a small CA. We
exhaustively explore all G2P mappings of a CA by repre-
senting it in a bipartite network, and also projecting it onto
the phenotype and genotype landscape respectively.
Alternative methods have been used to map the G2P rela-
tionship, such as genetic programming Hu et al. (2011), and
random Boolean networks Kauffman (1969). Moreover, one
can imagine using almost any systems where a genotype and
a phenotype can be described, for example NK-landscapes
Kauffman and Weinberger (1989); Ochoa et al. (2008), and
many more. However, we determined that CAs were the best
suited tools to simulate the many-to-many G2P mappings,
while keeping the analytical simplicity.
Network Properties
A CA can be seen as a mathematical object known as a
graph, where each cell resides on a vertex, and edges be-
tween vertices represent two neighboring cells. Therefore,
formal definitions of graph theory do apply to CAs. For
ease of reference, we summarize concepts used in subse-
quent sections particular to this work (see (Newman, 2010)
for complete reference). In this work, a graphG, or network,
consists of a set of v vertices V , and a set of e undirected,
unweighted edgesE. The degree k of a vertex is the number
of edges connected to it. Thus the average degree k¯ of G is
the average of the degree over V . A path between vertices
u and v is defined as the sequence of unique edges traversed
when going from u to v. Its length is the number of edges
in the sequence. The average path length (APL) of G is the
average length of the shortest path between all pairs of ver-
tices. The clustering coefficient Cj of a vertex j is defined
as the ratio between theEj edges that actually exist between
the kj neighbors of j and the number of possible edges be-
tween these nodes: Cj = 2Ej/kj(kj − 1). The clustering
coefficient (CC) of a graph is the average of Cj over V . C is
thus independent of N for a regular lattice, and approaches
3/4 as k increases. The degree distribution P (k) of a graph
G is a function that gives the probability that a randomly se-
lected vertex has k edges incident to it. For a random graph
P (k) is a binomial peaked at P (k). But most real networks
do not show this kind of behavior. In particular, in scale-
free graphs which are frequent in real-life, P (k) follows a
power-law distribution.
Bipartite Network A bipartite network consists of two
disjoint sets, or types, of nodes U and V . The nodes are
connected in such a way that the nodes of one set will have
no connections between them, but can only be connected to
nodes of the other set. The use of a bipartite network is nat-
ural when dealing with two different types of data sets (see
Figure 2b). Two nodes of the same type cannot be connected
to each other, so one node can only be connected to a node
of the other data type. We are interested in using a bipartite
network to represent the relationship of our data.
From the bipartite network, one can project the data onto
either the space U or V (Figure 2a,c). In either single dataset
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Figure 2: Bipartite Network schematic. A bipartite network
(b) made of two data sets the circles, U , and the rectangles,
V . Projections in U (a) and in V (c).
space, the nodes are connected to one another “through” a
vertex of the the other space. By ignoring the different types
of data, all network properties described above remain valid
on the bipartite network (as a single data set network) and
on either projection. This type of network gives us three
degree distributions, one for each projection, and one for the
bipartite network. Each degree distribution shows howmany
links each node has. Nodes in a projection of a bipartite
network are connected if they share at least one node in the
other group. This gives us the ability to see the interactions
within a group.
Methods
In order to fully explore the G2P relationship in our
CA model, we exhaustively explore all possible geno-
type mappings for all possible ICs. Unfortunately, the
(super)exponential nature of the genotype and phenotype
spaces, we are limited to a small number of cells, N = 5,
and a radius r = 1, where the radius defines the number of
neighbors each cell arranged on a ring can reach on either
side. Therefore, a radius r = 1 results in a neighborhood
size of n = 3. In CAs, there are 22
n
= 22
3
= 256 possi-
ble genotypes. This is the limit, as the next possible regular
neighborhood size being n = 5, which results in≈ 4.3×109
genotypes. This figure is computationally too expensive to
search exhaustively. CAs have 2N = 25 = 32 possible ICs,
and the same number of possible point (i.e. single config-
uration) attractors, and at most 22
n × 2N = 8192 possible
attractors of any length, as every combination of genotype
and IC can potentially result in a different phenotype. We
have successfully simulated CAs of size up to N = 12, the
resulting networks are however not suited for representation.
Because we have two types of data, we can build a bipar-
tite network. In our case, one set of nodes represents geno-
types and the other, phenotypes. Our network is directed and
shows the decent of a phenotype from a genotype. The de-
gree distribution of the set of genotypes gives the number of
phenotypes that are associated with each genotype and vice
versa.
From our bipartite network, we can build the 2 other net-
works, one of each set of nodes. From this, we obtain a phe-
notype network and a genotype network. The nodes in each
of these networks are connected if, in the bipartite network,
they share at least one node of the other type. For example,
in our phenotype network, two nodes are connected if they
share at least on genotype. We carry out the same process
for the genotype network.
Robustness, Evolvability, and Accessibility
Several measures of robustness and evolvability exist in the
literature, at both the genotypic and phenotypic scales. Fol-
lowing (Wagner, 2008b), we define genotypic robustness as
the fraction of the total number of possible point mutations
to a given genotype that are neutral. Genotypic evolvability
is defined as the fraction of the total number of possible phe-
notypes that are accessible through non-neutral point muta-
tions to a single genotype. Phenotypic robustness is defined
as the size of the phenotype’s underlying genotype network.
For phenotypic evolvability, the proportion of the total num-
ber of phenotypes that can be reached via non-neutral point
mutations from a given phenotype.
In addition to measuring the propensity to mutate away
from a phenotype, we also measure phenotypic accessibility
(Cowperthwaite et al., 2008), denoted by A, which is for-
mally defined as:
Ai =
∑
j
fij ,
where
fij =
{
vij∑
k =i vik
, if i = j
0, if i = j
This metric takes on high values if phenotype i is relatively
easy to access from other phenotypes, and low values other-
wise.
Results
This section describes the analyses resulting from the ex-
haustive simulation of the G2P relationship under all possi-
ble initial conditions in a small CA. We begin by describ-
ing the G2P spaces in the form of its bipartite network and
its projections, and studying the networks’ statistical prop-
erties. The second part of this section focuses on the cor-
relations between the genotypic and phenotypic robustness,
evolvability, and accessibility.
Bipartite Network of G2P
We start by representing the G2P relationship in our CA
model as a bipartite network. Figure 3 represents this bipar-
tite network, the degree distributions, and both projections.
Figure 3a shows the bipartite network, where genotypes (on
top) only connect to phenotypes (on the bottom). To the best
of our knowledge, this is a novel perspective on representing
the G2P mappings. In all network Figures 3a-c-d, the size
of the vertex is proportional to the number of members of
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the opposite dataset associated. In other words, the geno-
types vertices are proportional to the number of phenotypes
mapped, and vice-versa. For readability reasons, we have
filtered out vertices of a degree below 5. In the same figure,
we also show the trends of degree distributions for the bi-
partite network, as well as both projections of the genotypes
only and of the phenotypes only.
We identify the two most evolved phenotypes as the two
single-point homogeneous phenotypes (00000 and 11111).
The next most evolved phenotype is a two-state attractor
made from the previous two. As expected, the identity up-
date function (01010101) is the genotype that maps to the
most phenotypes. In Figure 3b, all degree distributions
are right skewed, with a heavy tail, denoting the presence
of highly connected “hub” vertices and a “scale-free” like
topology. In other words, the degree distribution of the net-
work decays like a power-law or exponential function.
Beyond the degree distributions, we are also interested
in showing a few more statistical characteristics of the net-
works, and how they differ between the bipartite network
and the projections. Table 1 summerizes these measure-
ments, described in the Methods Section.
network bipartite genotype phenotype
#vertices 395 256 139
#edges 1398 1024 1268
k¯ 3.539 8.0 18.245
CC 0 0 0.816
APL 1 4.016 2.102
Table 1: Networks statistics for the bipartite network as a
whole, and both the projection on the genotypes space and
on the phenotypes space.
As we can see in Table 1, the bipartite network regroups
all genotypes and phenotypes. Interestingly, we note that
our networks are generally dense, with high k¯ in the pro-
jections. In addition, we show that there is no clustering
structure to speak of in the genotype network, and that the
phenotype network is highly clustered. Finally, the pheno-
type network has a short APL. The high CC and the short
APL of the phenotype network hints at interesting commu-
nity properties in the phenotypes, which clusters phenotypes
that are densely connected in subsets that share common bi-
ological or genetic information. This finding is in line with
a previous, much more applied study on the Human Phe-
notype Network (HPN). In Darabos et al. (2013), we report
that the HPN does have a strong community structure, and
we are now reassured to note that the CA model phenotype
network shares this characteristic.
Robustness, Evolvability, and Accessibility
In this section, we analyze the complex relationships be-
tween robustness and evolvability, both genotypic and phe-
notypic. We also report results of the influence of pheno-
typic accessibility. These links are, we believe, the most
biologically relevant and could confer the most relevance
to our model. In order to conduct this analysis, we study
the statistical characteristics of the genotype and phenotype
spaces, assigning robustness, evolvability, and accessibility
“scores” to each genotype and phenotype, according to the
description found in the Methods Section.
Firstly, we report in Figure 4 the strong, quasi linear pos-
itive correlation between the number of phenotypes map-
ping to a genotype, and the evolvability of those genotypes.
This correlation is to be intuitively expected from biological
organisms in which genotypes responsible for more pheno-
types are also considered the most evolvable.
Figure 4: Strong correlation between the number of pheno-
types mapped from a genotype and the genotypic evolvabil-
ity.
One interesting aspect of robustness and evolvability in all
systems, is their relationship to the perceived complexity of
the phenotype. In our case, the complexity of the phenotype
is measured by the size (or length) of the attractor. These
relationships are depicted in Figure 5.
In Figure 5, we report a strong negative correlation be-
tween the length of the phenotype’s attractor and its robust-
ness. This result agrees with Kauffman’s work on RBNs
(Kauffman, 1969), who early on has reported that longer at-
tractors are less stable in RBN systems. The same negative
correlation appears with phenotypic evolvability. We spec-
ulate that more complex phenotypes have more difficulties
accessing other phenotypes because of the basin of the at-
traction size. This is confirmed by the fact that more robust
phenotypes are also less accessible (see below, Figure 7d).
We are especially interested in genetic robustness and
evolvability and how they are distributed over the entire
genotype space. These results are reported in Figure 6a-b.
Moreover, we study the relationship between genetic robust-
ness and evolvability in Figure 6c.
The “bell shaped” distributions of genotypic and pheno-
typic robustness (not shown here), or neutrality, are also
aligned with results in similar studies (Hu et al., 2011). Most
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Figure 3: Filtered Bipartite G2P Network, Degree Distributions, and Projections. (a) The top row vertices represent the geno-
types, and the bottom row vertices represent the mapped phenotypes. The vertex size is proportional to the degree (i.e. to the
number of mapped phenotypes, or mapping genotypes respectively) Vertices of a degree below ﬁve are omitted for readability
reasons. (b) the “heavy-tailed” degree distribution for the bipartite network and both phenotype and genotype projections. (c)
the projection in the genotype space, the vertex sizes are proportional to the number of associated phenotypes, the darker the
edge, the more phenotypes the genotypes have in common. (d) the projection in the phenotype space, with vertex sizes propor-
tional to the number of mapping genotypes. The vertex is white if the phenotype is a point attractor, and grey if the attractor is
longer (i.e. the phenotype is more complex). The darker the edge, the more genotypes the phenotypes have in common.
genotypes have a high robustness, and a rather low evolv-
ability. However, the genetic evolvability distribution is
right-skewed, with a heavy tail, therefore, a small number of
genotypes have a very high evolvability. Interestingly, geno-
types which have a middle range value robustness (≈ 0.5)
tend to show a higher degree of evolvability. In other words,
high or low genetic robustness yield lower evolvability than
mid-range values.
Relating this research to biological organisms, we are par-
ticularly interested in the phenotypic aspect of the CA mod-
els and how they respond to external (i.e. environmental)
and internal (i.e. genotypic) perturbations, and how these
perturbations impact robustness. Therefore, we consider the
phenotypic robustness of our systems, and study its relation-
ships to genotypic and phenotypic evolvability, genotypic
robustness, and the accessibility of the phenotypes. These
results are reported in Figure 7.
The ﬁrst, and natural correlation we are interested in is
phenotypic robustness to evolvability. Figure 7a shows a
strong correlation between phenotypic robustness and evolv-
ability. This means that phenotypes that are more robust
are also more evolvable, and vice-versa. Although it seems
counterintuitive that more stable phenotypes are also more
evolvable, our ﬁndings are in perfect agreement with Wag-
ner’s conjecture and work, in which stability in biological
organisms actually supports evolvability (Wagner, 2008b).
In Figure 7b, we see that more robust genotypes do not give
rise to more robust phenotypes, and vice-versa. This is not
actually surprising, although it is not in line with Hu’s work
(Hu et al., 2011). In our work, the robustness of the genotype
does not guarantee that of the phenotype. Panel (c) shows
that phenotypic robustness and genotypic evolvability are
moderately negatively correlated, which indicates that more
stable phenotypes are obtained by genotypes that can give
rise to fewer phenotypes after a small perturbation. Finally,
Figure 7d reveals that phenotypes that are the least accessi-
ble from other phenotypes, through small mutation of their
genotypes, are also the most stable. This implies that ran-
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Figure 7: Phenotypic Robustness in relationship to (a) genotypic evolvability (r = −0.46), (b) genotypic robustness (r =
−0.02), (c) phenotypic evolvability (r = 0.79), and (d) phenotypic accessibility (r = −0.37). We show trend lines on all
panels and specify the correlation coefficients (r) in parenthesis.
dom mutations are less likely to lead to robust phenotypes
than to non-robust phenotypes. Combining the observations
in panels (a) and (d), we hypothesize that the most robust
phenotypes are difficult to find (Figure 7d) and highly evolv-
able (Figure 7a).
Conclusions
In order to explore the complex genotypes-to-phenotypes
(G2P) relationship in biological organisms, we propose to
use small, simplistic, proxies in the form of a Cellular Au-
tomata (CAs) model. CAs share the many-to-many G2P
mappings of living organisms. In this implementation, we
keep the systems small enough so that we can exhaustively
explore both the genotype and the phenotype space, and all
initial conditions. To visually assess the G2P associations,
we use a bipartite network and its projections onto either
space. It shows a dense network, with some prominent geno-
types that can access all phenotypes, and some highly popu-
lar phenotypes that can be reached by all genotypes.
Genotypes that are associated with the most phenotypes
are also the most evolvable, which suggests that evolvable
genotypes cluster together and tend to be genetically close.
In agreement with Kauffman’s work on RBNs, the pheno-
type’s complexity (i.e. attractor length) is negatively corre-
lated with both its evolvability and its robustness. In addi-
tion, we conclude that the more evolvable genotypes yield
a robustness in the middle of the range of possible values.
These results suggest that some robustness is necessary to
promote evolvability in genotypes, but too much robustness
will hinder genotypic evolvability.
Finally, we showed that phenotypic robustness and evolv-
ability are closely related, which agrees with Wagner’s re-
sults, and that phenotypic robustness supports phenotypic
evolvability. Despite its counterintuitive nature, this finding
is aligned with biological systems. We also see that stable
phenotypes are not generated by stable or evolvable geno-
types. Moreover, we note that popular (accessible) pheno-
types tend to be less robust, which contradicts some evi-
dence in natural systems.
Robustness, evolvability and accessibility correlations, or
lack thereof, are highly system-dependent. In the case of
CAs, we show that these relationships are, generally, in line
with observations in biological organisms. However, the
robustness-evolvability-accessibility relationship in biolog-
ical organisms is also highly system-dependent. Neverthe-
less, models are unavoidable when studying interactions as
complex as G2P, and CAs remain a viable option, consid-
ering that they also model the many-to-many G2P relation-
ship.
In a future line a research, we plan on exploring the G2P
relationships in much larger CAs in order to inch closer to
simple biological organisms. Unfortunately, this will come
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(a)
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Figure 5: The effect of Attractor size on (a) phenotypic
evolvability (r = −0.74) and (b) phenotypic robustness
(r = −0.39). We show trend lines on all panels and specify
correlation coefficients (r) in parenthesis.
at the cost of the exhaustive search, and force us to select a
limited number of sample genotypes and phenotypes map-
pings. Moreover, we are planning on addressing the pheno-
typic plasticity, or adaptability of the phenotype during its
lifetime, and explore ways to integrate this aspect into our
CA model without loosing its attractive simplicity. Finally,
it would be interesting to compare our results with a real-life
biological case, if the quality of the data permits.
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Abstract
Population structure plays an important role in the evolution
of social behaviours, particularly by generating positive as-
sortment on social interactions. This enables cooperative be-
haviours that have a net cost to the individual to spread by
directing their benefits towards other cooperators. Previous
work on the coevolution of population structures and social
behaviours has suggested that the evolution of population
structuring traits is strongly influenced by the dominant so-
cial strategies. Here we investigate the idea that the coevolu-
tion of population structure and behaviour can be enhanced
in favour of cooperation when there is also assortment on the
population structuring traits themselves. This paper presents
a simulation model that investigates the effects of evolving
this second-order assortment and introduces a mathematical
framework to model it in terms of the replicator equation. We
find that with second order assortment the dominant social be-
haviour trait does not necessarily have to control the evolution
of population structure, increasing the range of social scenar-
ios in which population structures that support increased co-
operation can evolve.
Introduction
Population structures that promote positive assortment on
social behaviours are a key pathway to the evolution of coop-
eration (Nowak and May, 1992). When cooperators interact
disproportionately with other cooperators then the benefits
of the cooperative acts will fall predominantly on coopera-
tors, raising their fitness while reducing the risk of defectors
taking the benefits without assuming the costs. There are
many mechanisms that can support the evolution of cooper-
ation, including genetic relatedness, signalling (greenbeard
effects) and reciprocity through repeated interactions. The
common principle at work is that these mechanisms gener-
ate correlated interactions by co-operators (Godfrey-Smith,
2009). Only when the benefits of cooperation are directed
at other cooperators in this way can cooperative behaviours
that benefit the recipient at a cost to the individual spread
(Hamilton, 1964; Lehmann and Keller, 2006).
This is important both to explain the otherwise surprising
ubiquity of cooperative behaviours and because of the un-
derlying importance of altruism to the major transitions in
evolution, the processes through which new levels of biolog-
ical organisation emerge as previously independently repli-
cating entities become higher-order individuals that must re-
produce as a unit (Maynard Smith and Szathma´ry, 1997).
The altruistic sacrifice of individual reproductive capability
at the lower level is such a characteristic of this process that
the major transitions can be viewed as extreme examples of
social integration (Michod, 2000; Queller and Strassmann,
2009; Bourke, 2011).
Traditionally social evolution models have investigated
the evolution of cooperation against a fixed population struc-
ture. But many organisms possess individual-level genetic
traits that affect population structure, such as a group size
preferences or dispersal radius (Pepper and Smuts, 2002).
Recent work has begun to look at how population structur-
ing traits and social behaviours can coevolve in a process of
social niche construction (Powers et al., 2011). Artificial
Life models of the coevolution of group size preferences
and social behaviours have shown that linkage disequilib-
rium develops connecting a preference for small groups
with cooperative social traits (Powers and Watson, 2011).
In such circumstances between group effects can outweigh
within group competition due to the high variance between
groups, caused by sampling small groups from a large pop-
ulation (Wilson and Colwell, 1981), leading to a positive
feedback loop in favour of increasing levels of cooperation
and decreasing group size even when the social game is un-
favourable to co-operators.
It is generally well accepted then that positive assortment
can enable cooperation to prevail when it would not in a
well-mixed population. In previous work we have been in-
vestigating the factors that lead population-structuring traits
to support the evolution of cooperation using evolutionary
game theory. Many changes in population structure can
be represented as transformations to the social game be-
ing played, including reciprocity, kin selection (Taylor and
Nowak, 2007) and group structure (Van Veelen, 2011). We
have looked at the coevolution of population structures and
social behaviours through abstract models of metagames in
which populations evolve not just their social behaviours but
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also the payoff matrix of the game they are playing. These
metagame models have demonstrated that the strongest in-
fluence on the selective pressure on the population structure
is the dominant social strategy; when co-operators are the
dominant social type population structures more favourable
to cooperation evolve, and likewise when defectors domi-
nate. This is in apparent contradiction with the logical argu-
ments that support social niche construction (Powers et al.,
2011), and would imply a limited causal significance for
population-structuring traits if they only increase the spread
of cooperative behaviours in situations where co-operators
are already favoured.
Here we suggest that one of the keys to the strength of
social niche construction is that not only do population-
structuring traits (PSTs) induce assortment on the social be-
havioural traits but that there is also a degree of assortment
on the PSTs — a second order assortment. In the exam-
ple of a group size preference trait, if the group size pref-
erence leads to a greater chance of living in a group of
the desired size it also implicitly creates groups composed
of individuals with similar group size preferences (Powers
et al., 2011). Not all population-structuring traits do result
in second-order assortment. It is argued that the key dis-
tinction between kin-selection and greenbeard traits is that
relatedness leads to the same average measure of correlation
for all the genes of an organism while greenbeard traits only
lead to correlation on a few genes (Ridley and Grafen, 1981;
Bourke, 2011). As a consequence greenbeard traits may be
susceptible to parasitism (Okasha, 2002) and intragenomic
conflict— suppressor mutations arising at other loci (though
others have argued that this is not inevitable as selection for
greenbeard and greenbeard-imitation traits may be aligned
(Gardner and West, 2010; Biernaskie et al., 2011)). So we
might expect that when assortment is generated by relat-
edness there would be the same degree of assortment on
population-structuring and behavioural traits, while if it was
generated by a greenbeard signal this is not necessarily the
case.
In this paper then we investigate the effects of second-
order assortment on the evolution of population-structuring
traits that support cooperation, in particular the nature of the
second-order assortment. We do this through an artificial life
model in which different levels of assortment are expressed
literally — assorters are physically more likely to interact
with each other. We also develop a novel way to model
these results mathematically by modifying the replicator
equation. We show that when second-order assortment is
random or absent then the spread of population-structuring
traits that support increased cooperation is strongly linked
to the success of co-operators. When population-structuring
traits affect both assortment on social behaviours and on
themselves, then the conditions under which populations can
evolve population structures beneficial to cooperation are
enlarged.
Social Dilemmas in Evolutionary Game
Theory
The standard mathematical tool for analysing the evolu-
tion of social behaviours is evolutionary game theory (May-
nard Smith, 1982). Evolutionary game theoretic models are
appropriate when the fitness of a strategy depends on the
frequency with which it and other strategies are found in the
population as well as the inherent qualities of the strategy—
as is the case for social behaviours. There are a number of
ways to interpret game theoretic models; here we think of
a population divided into a n genetically determined types
corresponding to pure strategies of the game. The fitness
payoffs for the interactions between types determines the
payoff matrix of the game. The changing frequencies of the
different strategies are modelled using the replicator equa-
tion (Taylor and Jonker, 1978).
x˙i = xi(fi(x)− f¯(x)) (1)
Where xi is the frequency of the i-th strategy, fi is the
fitness of that strategy given a population state vector x =
(x1, . . . , xn) and f¯ =
∑n
i=1 xifi(x) is the mean fitness of
the population given that state. The stable equilibria of the
population state under the replicator equation determine evo-
lutionarily stable states (ESS) to which the population will
return if the frequencies are subject to small perturbations.
Here we focus on social interactions with two social strat-
egy types — co-operators and defectors. Although they are
the simplest types of game, these two strategy games in-
clude the canonical social dilemmas such as the Prisoner’s
Dilemma. An arbitrary such game can by defined by the
2 × 2 payoff matrix G = (R ST P ). R is the reward for mu-
tual cooperation, P the punishment for mutual defection, T
the temptation to defect and S the suckers payoff. The two
strategies are labelled C for co-operate and D for defect.
We impose the condition that R > P as the benefits of mu-
tual cooperation are assumed to outweigh those from mutual
defection. The complete four-dimensional space of games is
determinedR, S, T and P ; varying their relative magnitudes
leads to a diverse range of social scenarios. By normalising
R to 1 and P to 0 it is possible to project this space onto to
a two dimensional plane parameterised by S and T (Santos
et al., 2006) that we call the ST -plane. This projection is
done via the transformation:
(
R S
T P
)
→
(R−P
R−P
S−P
R−P
T−P
R−P
P−P
R−P
)
=
(
1 S′
T ′ 0
)
(2)
This transformation has the important property that every
game with R > P is equivalent to a game on the ST -plane
— there is a corresponding game that has the same dynam-
ics (though the speed of selection may change). This is be-
cause the transformation multiplies the replicator equation
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by a constant, leaving the evolutionary stable states deter-
mined by the equation’s fixed points unchanged. The pro-
jection is valid whenever R = P (which is always true for
the games we are interested in as R > P ). This makes the
ST -plane an extremely useful tool to aid conceptual under-
standing as a representative subset of the two-strategy social
dilemmas. The convention is to assume that mutual coopera-
tion is preferable to unilateral cooperation (R = 1 > S) and
to an equal probability of unilateral cooperation or defection
(2R = 2 > T + S)(Macy and Flache, 2002), hence the ST -
plane is plotted for the region −1 ≤ S ≤ 1, 0 ≤ T ≤ 2.
Note that we assign a neutral payoff P = 0 to mutual defec-
tion; recent work has suggested that ecological constraints
leading to negative payoffs for one or both of R and P may
lead to alternate pathways to altruism in the absence of pop-
ulation structure (Doncaster et al., 2013).
Social dilemmas essentially occur when there is a conflict
between the rational outcome and the Pareto-efficient out-
come, the individually rational choices for each player lead-
ing to a deficient outcome for both. This can arise due to
greed, the difference between unilateral defection and mu-
tual cooperation (T − R), or fear, the difference between
unilateral cooperation and mutual defection (S − P ), or
both (Santos et al., 2006). These two factors correspond to
the two axes of the ST -plane. The lines S − P = 0 and
T − R = 0 split the ST -plane into four quadrants corre-
sponding to four fundamental two player games that cover
the most common types of conflict (Figure 1):
The Harmony game (R > T > S > P ), the least seen of
the four as there is no social dilemma — group and individ-
ual interests are aligned with cooperation always the most
successful strategy. A population of all cooperators is the
ESS.
The Prisoner’s Dilemma (T > R > P > S) where
the ESS is a population of no cooperators. The Prisoner’s
Dilemma is a particularly important example of a game and
it models scenarios in which individual selection results in
defection, to the detriment of the population as a whole.
The Snowdrift game (T > R > S > P ), an anti-
coordination game in which interactions with other strate-
gies carry higher payoffs than same-strategy interactions.
The Snowdrift game is thus significant as the only game that
sustains a stable polymorphic population — the evolutionar-
ily stable state has S−PS+T−R−P cooperators.
The Stag-Hunt game (R > T > P > S), a coordination
game in which populations of all cooperators and no coop-
erators are both ESS. There is an unstable equilibrium with
S−P
S+T−R−P of the population cooperators which divides the
two basins of attraction; this is the only game in which the
initial frequency of cooperators is significant in determining
the ESS.
Figure 1: The ST -plane showing the four fundamental
games and how they are determined by the regions in which
the different ESS exist.
Model Details
To investigate the effects of population-structuring trait
assortment on the evolution of population structures
favourable to cooperation we created an evolutionary algo-
rithm based on a fixed size population of asexual agents liv-
ing in non-overlapping generations. A range of potential
assorting behaviours are abstractly represented by having
agents physically cluster to varying extents determined by
their population-structuring traits. This physical assortment
influences fitness by affecting who each agent plays with,
specifically as each agent’s fitness is determined by playing
a specified evolutionary game G against its nearest neigh-
bour.
The model consists of a population of P = 100 agents
living in a continuous space that is topologically toroidal.
Each agent is represented as a circle r = 4 units in ra-
dius. The dimensions of the world is 100r × 100r units.
Each agent’s genotype is haploid with two loci — a social
trait gene that determines its social behaviour (with either
‘co-operator’ C or ‘defector’ D alleles) and a population-
structuring trait with alleles A for assorting behaviours and
M for freely mixing behaviour. This gives four genotypes:
CA, DA, CM and DM . The model is initially populated
with these four genotypes present at equal frequency with
agents placed randomly in the world.
There are two stages to the evolutionary algorithm. First
the agents selectively aggregate for T = 10000 timesteps.
Then each member of the population plays a game with its
nearest neighbour to determine its fitness. ‘Nearest neigh-
bour’ is not a symmetric relationship, so while all agents
play at least one game (against their own nearest neigh-
bour), some may be played against multiple other times by
other agents that have it as their nearest neighbour. As all
the games here are symmetric this is equivalent to the agent
playing multiple times with different opponents. For this
model, an agent’s fitness was defined to be its average pay-
off received per interaction rather than cumulative payoff;
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we chose not to reward or penalise an agent for being in-
volved in multiple games. Recording the payoff of the focal
player would have also achieved this result but would mean
a co-operator closest to another co-operator but surrounded
by defectors recieved the same payoff as a co-operator with
no defectors near it; however, there are arguments in favour
of other mechanisms and the choice of average payoff rep-
resented a trade-off. After the fitnesses were calculated the
population was reproduced using tournament selection up to
the fixed size P again: for P repetitions two agents were
drawn from the population and the agent with the highest
fitness (or a random agent if they had equal fitness) is repro-
duced clonally with a small chance of mutation. To represent
the intuition that population structure evolves more slowly
than social behaviours, the mutation rate for the social be-
haviour allele was set to a probability mSB = 0.01, while
the probability of a mutation of the population-structuring
trait wasmPST = mSB/2.
The agents’ movement is modelled by a variation on grav-
itational attraction. To simplify calculations, each agent is
defined to have a mass of 1. The ‘gravitational’ force be-
tween agents i and j is then calculated as Gi,jd2 . Here d is the
distance between the two agents’ centers taking into account
the fact that the world is toroidal. Gi,j is the attractive con-
stant between the two agents, which is determined by their
genotypes and three parameters - α, β and γ. These parame-
ters influence the levels of first and second-order assortment
in the model:
• α is the attractive force that agents with the assorting al-
lele A feel towards agents with the same social trait as
themselves. So agents with the genotype CA feel an at-
tractive force of strength α towards other CA and CM -
typed agents.
• β is the attractive force between agents with the assorting
PST allele A.
• γ is the attractive force between agents with the mixing
PST alleleM .
Figure 2 shows diagrammatically the different forces that
exist between each genotype. The combined forces can be
tabulated to give the strength of attraction between geno-
types (Table 1). Note that the attractive forces are not sym-
metrical, unlike real models of gravitation — agent imay be
attracted to agent j more than j is to i. Gi,j is then computed
as rg where g is the attractive force from agent i to agent j
as given in the table.
There is also a repulsive force with magnitude -1 that ef-
fects the agents when they are closer than 2r apart that pre-
vents the agents from overlapping. At each timestep the
forces between all agents are calculated and the net force
Fi for each agent calculated. Friction is then accounted for
using the equation Fi = Fi − 0.2vi where vi is the agent’s
α
α
β γ
CA
DA
CM
DM
Figure 2: The attraction between the different genotypes is
determined by the three parameters α, β and γ
.
CA DA CM DM
CA α+ β β α 0
DA β α 0 α
CM 0 0 γ γ
DM 0 0 γ γ
Table 1: The attractive force from an agent of one genotype
(rows) to an agent of another genotype (columns).
previous velocity. Each agent’s acceleration, velocity and
position are then calculated and updated using numerical in-
tegration and the standard equations of motion in a plane
using an integration timestep of 0.1.
Model Scenarios
The model was run using four different sets of parameters,
the relative strengths of α, β and γ defining four different
scenarios with respect to the levels of first and second-order
assortment and the nature of the second-order assortment:
No Assortment (α = 0, β = 0, γ = 0). In this control
scenario there is no attraction between agents. Consequently
each agent’s nearest neighbour is randomly determined by
the initial placement of agents in the world and frequencies
of the social strategies are expected to reach the equilibrium
of the game being played.
First-Order Assortment Only (α = 1, β = 0, γ =
0). In this scenario, the only assortment is between so-
cial behaviours, where agents with the assorting population-
structuring trait are attracted to agents with the same social
strategy traits, regardless of whether or not the other agent
possesses the assorting trait.
Emergent Second-Order Assortment (α = 1, β = 1,
γ = 0). In this model agents with the assorting trait are
attracted to others with the same strategy, but there is also
attraction between agents with the assorting trait and other
agents with the assorting trait. This produces a scenario in
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which second-order assortment is tied to the mechanism that
generates first-order assortment, as may be the case where
strategy-assorters possess greenbeard traits.
Enforced Second-Order Assortment (α = 1, β = 1,
γ = 1). In this model as well as first order assortment there
is also uniform assortment on population-structuring traits.
This is intended to produce a situation in which levels of
assortment are uniform across different traits such as may
be the case with relatedness.
Results
Custering occurs in the model as the agents aggregate. In
the control scenario, no clustering takes place. In the sce-
nario with only first-order assortment, cooperators cluster
with cooperators and defectors with defectors. Predomi-
nantly though it is agents with the CA genotype grouping
with other CAs and DAs grouping with DAs as these are
the agents attracted to others with the same strategy allele.
In the second variation cooperators and defectors cluster to-
gether, with CAs and DAs at the heart of the clusters and
CMs and DMs at the edges attracted to other coopera-
tors and defectors respectively. In the third scenario where
second order assortment is enforced the clusters are more
mixed.
To investigate the effects of second-order assortment over
a wide range of social dilemmas we took a 21×21 lattice of
points on the ST -plane spaced 0.1 units apart and ran each
scenario for every game on the lattice. Each scenario was re-
peated 5 times for every game and the results averaged. One
of the dynamics in the model is that there is no selective
difference between individuals with the same social strat-
egy allele in the absence of individuals with the other social
strategy allele. The difference in fitness between, for in-
stance, the CA and CM genotypes comes from their differ-
ent interactions with the DA and DM genotypes. So when
the model reaches a state in which only one of the social
strategy alleles is present then there is no selective pressure
between them and their frequencies begin to take a random
walk. Experimental testing indicated 20 generations proved
a balance between letting the model reach equilibrium and
mitigating the effects of the random walk, so this was the
length of each run of the model.
Our hypothesis was that increasing second-order assort-
ment would increase the spread of the assorting population-
structuring trait. We found some support for this view but
with complications, some of which were obvious in retro-
spect. Figure 3 plots the mean absolute frequency of the C
allele over the ST -plane in all four models. In all scenarios
in which there is assortment, cooperators perform better than
in the control. However, counter to our initial expectations,
cooperation is more successful when there is just assortment
on social strategies.
Figure 4 plots the mean frequencies of the A allele over
(a) No Assortment (b) First-Order
(c) Second-Order Emergent (d) Second-Order Enforced
Figure 3: The mean absolute frequency of the C allele over
the ST -plane in all four models on a scale where white in-
dicates 100% cooperators, black 100% defectors.
the ST -plane. In the control model there frequency of the
A is essentially random. In the other models, as expected,
increasing levels of assortment increases the spread of the
A allele. These results are summarised in Table 2 which
records the mean frequencies of the C and A alleles over all
games and all runs. As the table shows, there is essentially
no net change in frequencies over the whole of the ST -plane
in the control model. In the three scenarios with assortment,
the frequencies of the C and A alleles increase, but with a
trade-off between increased levels of cooperation and assort-
ment on the population-structuring trait.
Scenario Mn C Var C Mn A Var A
No Assortment 0.505 0.140 0.501 0.005
First-Order 0.814 0.019 0.669 0.017
2nd-order Emergent 0.748 0.088 0.684 0.025
2nd-order Enforced 0.729 0.103 0.731 0.028
Table 2: The mean final frequencies of the C and A alleles
over the ST -plane in each scenario.
Mathematical Model of Altered Interaction
Frequencies using the Replicator Equation
Agent-based simulation models like the one presented here
are subject to noise and it can be difficult to tune the desired
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(a) No Assortment (b) First-Order
(c) Second-Order Emergent (d) Second-Order Enforced
Figure 4: The mean frequencies of theA allele over the ST -
plane on a red-white-blue scale. Red indicates the A allele
decreases in frequency (< 0.5), blue that the A allele in-
creases in frequency (> 0.5)
behaviours precisely, so there are benefits to reproducing the
results in a mathematical model. Here we present a formal-
ism to do so by modifying the replicator equation. The repli-
cator equation models the evolutionary success of a group of
genotypes based on the difference between the fitness of the
genotype and the mean fitness of the population. The fitness
of a genotype is given by its expected payoff based on so-
cial dilemma it is engaged in — the payoff for its interaction
with each other genotype multiplied by the probability of in-
teracting with that genotype. When the population is freely
mixed, these interaction probabilities match the frequencies
at which the genotypes occur in the population, but they can
be changed by population-structuring mechanisms.
A population state vector x ∈ Sn is a vector of the fre-
quencies of different genotypes in a population; alterna-
tively it can be viewed as the probabilities of interacting
with a given genotype. The entries of the vector must sum
to 1 so it is defined on the simplex Sn = {(x1, . . . , xn :∑n
i xi = 1}. We can define a family of n interaction func-
tions ei : Sn → Sn that map the population vector to the ac-
tual frequencies at which the i-th genotype encounters other
genotypes. The fitness of the type is the composition of the
fitness and interaction functions fi ◦ ei(x), and the mean
fitness is
∑n
j xjfj ◦ ej(x). This gives the new replicator
equation:
xi = x˙i
(
fi ◦ ei(x)−
n∑
j
xjfj ◦ ej(x)
)
(3)
The key idea here is that essentially whenever the repli-
cator equation is used there an implicit interaction function,
but in a well-mixed population the interaction functions are
just the identity. This generalises the replicator equation by
explicitly recognising other interaction functions. The set of
fitness functions gi : gi = fi ◦ ei then defines a new game
that when played in a well-mixed population is equivalent
to the original game played with the given population struc-
ture. If the interaction functions can be represented by ma-
trices then they can be used to find the payoff matrix for the
transformed game, but that does not apply in this instance
where the interaction functions are non-linear.
The non-linearity of the interaction functions in practise
is often forced by the requirement that they map valid pop-
ulation states to valid population states (where the entries
sum to 1). In general any map of Sn can be normalised to
one of Sn to itself by dividing the resulting vector by the
sum of its entries, but this results in non-linearity. As long
as the interaction functions are continuous though the repli-
cator equation can still be used.
Modelling the Results with Interaction
Functions
We used the formalism of interaction functions to mathe-
matically model the results of the simulated scenarios. This
was done by constructing interaction functions based on data
from the simulations. First we define the four strategy game
in the absence of interaction functions. If we consider the
strategies to be x1 = CA, x2 = DA, x3 = CM , x4 = DM
then for an arbitrary social game G =
(
R S
T P
)
the matrix of
the full four strategy game is:
(
R S R S
T P T P
R S R S
T P T P
)
(4)
This is then modified using interaction functions. To rep-
resent the changed number of interactions due to the popula-
tion structure we use a simple non-linear interaction function
— multiplying each entry in the population state vector by
a scalar representing an increased chance of encountering
that genotype and then normalising the resulting vector so
the entries sum to 1. The scalars were calculated by running
the model until the first reproduction event (at T = 10000)
100 times starting from evenly distributed population fre-
quencies and recording the total number of games played
between each pair of genotypes. Dividing this by the total
number of interactions gave the mean frequencies at which a
given genotype would encounter each other genotype when
the actual frequency of each genotype was 0.25, so dividing
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again by 0.25 gives the the actual encounter rate between
different genotypes as a multiple of what would have been
expected in a well-mixed population. We used these scalars
to define the interaction functions for the four types in the
model. This was a basic way of determining the interaction
functions — a more complex way would have been to gen-
erate scalars for different actual population frequencies and
interpolate between them to create more complex interac-
tion functions. However, this simple method was sufficient
to capture the behaviour of the three non-control models; the
match between the results is illustrated in Figure 5.
CA DA CM DM
CA 2.32 0.14 1.19 0.36
DA 0.13 2.35 0.33 1.18
CM 1.54 0.44 0.93 1.09
DM 0.46 1.53 1.09 0.92
CA 2.14 0.93 0.72 0.20
DA 0.93 2.15 0.21 0.70
CM 0.96 0.28 1.22 1.54
DM 0.26 0.94 1.55 1.25
CA 2.22 1.07 0.49 0.22
DA 1.06 2.21 0.22 0.50
CM 0.51 0.23 1.50 1.76
DM 0.24 0.54 1.77 1.45
Table 3: The rows define the interaction functions giving the
coefficients that modifying how likely it is for the row geno-
type to encounter the column genotype for the three scenar-
ios with assortment, listed in order.
Table 3 gives the interaction coefficients that were used
to define the interaction functions for the three scenarios in
which there was assortment in the model. For example the
first row defines the interaction function e1, describing the
transformation in the interaction frequencies for the geno-
type CA in the social strategy assortment-only model:
e1
(
xCA
xDA
xCM
xDM
)
= 12.32xCA+0.14xDA+1.19xCM+0.36xDM
( 2.32xCA
0.14xDA
1.19xCM
0.36xDM
)
Discussion
Our expectations for this model were that increasing levels
of assortment on population-structuring traits (PSTs) would
lead to the increased prevalence of the PST that supported
cooperative behaviours — in this model represented by a
PST that directly increased correlated interactions between
individuals with the same social strategy. This was true, but
we did not anticipate that there would be a degree of trade-
off between increased levels of the cooperative (C) and as-
sorting (A) alleles. The comparison of the different scenar-
ios reveals that cooperative strategies are more successful
when there is just first order assortment, though the fre-
quency of cooperators still increases when there is second-
order assortment relative to when there is no assortment at
all.
(a) SM C (b) MM C (c) SM A (d) MM A
(e) SM C (f) MM C (g) SM A (h) MM A
(i) SM C (j) MM C (k) SM A (l) MM A
Figure 5: Visual comparison of simulation model (SM) re-
sults and the mathematical model (MM) using interaction
functions for the three scenarios with assortment. The simu-
lation model results are as in Figures 3 and 4, the mathemat-
ical model graphs reproduce these scenarios.
The reason for this trade off is that assortment on social
strategy and population structuring traits are not orthogonal
processes. When there is just social strategy assortment, co-
operators interact preferentially with cooperators and defec-
tors with defectors, greatly reducing the number of cross-
strategy interactions. The inclusion of assortment on the
population structure alleles reduces this effect by bringing
together cooperators and defectors with the same PST al-
lele. While increasing second order assortment decreases
the frequencies of co-operators (relative to strategy assort-
ment only), it increases the spread of the PSTs that ulti-
mately promote cooperation. Hence essentially second or-
der assortment decreases the dependency between coopera-
tion and cooperation-promoting PSTs; when there is second-
order assortment theA allele is able to spread even when the
local social game is a prisoner’s dilemma dominated by de-
fectors.
An alternate way of looking at this is that it demonstrates
that the dominant social behavioural trait does not necessar-
ily have to control the evolution of population structure. This
is an important result for social niche construction – pop-
ulation structures that support enhanced cooperation must
be able to evolve even in conditions unfavourable to coop-
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erative behaviours or social niche construction would be a
mechanism that just accelerates the evolution of coopera-
tion rather than enabling it where otherwise defection would
be favoured. If we imagine that there is a separation of
timescales where population structures evolve more slowly
than social behaviours then when there is second-order as-
sortment on PSTs, population structures can evolve to be-
come more supportive to cooperation even when the current
social dilemmas are dominated by defectors. This would
then establish a basis in population structure for cooperative
traits to then spread more easily when conditions change to
become more favourable.
The model could be extended in a number of ways, such
by allowing for repeated interactions and hence iterated
strategies, or examining a wider range of model parame-
ters. The successful realisation of the simulation results in a
mathematical model using interaction functions to change
the replicator equation also opens up avenues for future
work. In particular it is possible to more precisely model
different levels of first and second-order assortment using
interaction functions; because the assortment in the simula-
tion model is generated by the gravitational attraction it is
difficult to tune and potentially presents an issue in compar-
ing the results across different scenarios. Interaction func-
tions have many potential applications that can be pursued
beyond this model; they can provide a general mechanism
to determine the effective game played when types interact
within a population at non-random frequencies and hence
allow comparisons between the actual and effective games
that are being played by the population in a principled man-
ner. This work also demonstrates that they can be applied
to empirical or simulation-derived data to model the results
mathematically.
In conclusion, here we have shown that although second-
order assortment on population structuring traits can par-
tially disrupt assortment on social behaviours, it increases
the range of behaviours in which population structures that
support increased cooperation can evolve.
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Abstract
Gene regulatory networks (GRNs) comprise the interacting
genes and gene products that drive genetic regulation within
the cell. Because of the vital role they play in producing
cell function, GRNs are robust to a variety of perturbations,
including genetic mutation. There are multiple underlying
causes for this robustness, including topological properties of
GRNs, such as their degree distribution. Another topologi-
cal property, assortativity, has recently been attributed to the
robustness of GRNs. Assortative GRNs were found to have
smaller in-components (ICs) than their disassortative coun-
terparts, and this led to increased robustness to multiple types
of genetic mutation. However, some assortative GRNs lacked
the distinctive small ICs, yet were still robust. This suggests
that assortativity affects robustness via multiple mechanisms,
and unraveling these is a necessary step for understanding
which specific features of GRNs give rise to their robustness.
Here, we uncover a separate route by which assortativity af-
fects robustness, whereby assortativity influences the charac-
teristic path length of the GRN, which in turn alters robust-
ness.
Introduction
Gene expression produces the complex machinery neces-
sary for cellular life, and its regulation is a crucial means
by which cells can assume specific functions. For example,
the regulation of gene expression enables cells to respond to
different environments (Gasch et al., 2000; Causton et al.,
2001) and navigate diverse paths of differentiation to pro-
duce distinct cell fates (Davidson, 2006; Huang et al., 2005).
One of the cell’s implicit constructs that accomplishes this
regulation is its network of gene-gene interactions, in which
the product of one gene directly influences the expression
of another gene, as happens with transcription factors. This
network is referred to as a gene regulatory network (GRN).
Because GRNs are often involved in critical biological func-
tions, it is important that they are robust to genetic pertur-
bation, such as gene knock-out (Jeong et al., 2001) or the
rewiring of regulatory interactions (Isalan et al., 2008).
Several theoretical studies have attempted to elucidate the
source of this robustness, and one source appears to be GRN
topology. For example, GRNs that possess heavy-tailed de-
gree distributions were shown to be more robust than those
that have other degree distributions (Aldana and Cluzel,
2003). This observation has been supported by empirical
findings that suggest real-world GRNs have heavy-tailed de-
gree distributions (Babu et al., 2004).
Assortativity is another topological property that has been
shown to vary in real-world networks (Newman, 2002; Fos-
ter et al., 2010). The assortativity of a GRN measures the
tendency for genes to interact with other similar genes. One
measure of assortativity considers whether pairs of interact-
ing genes have similar numbers of connections in the GRN,
and this is referred to as degree assortativity. Recently, we
presented theoretical work which showed that the increased
degree assortativity of a GRN produces increased robustness
to a variety of genetic perturbations, including point mu-
tations (Pechenick et al., 2012) and gene birth (Pechenick
et al., 2013). This occurs via a reduction in the average size
of the in-components (ICs) of a GRN. An IC of a gene is
the set of all other genes in the GRN which can directly
or indirectly influence that gene’s expression. We observed
that IC sizes shrink with increasing assortativity, and showed
how this explains the increased robustness (Pechenick et al.,
2012). However, this mechanism did not explain all the ob-
served changes to robustness, as some GRNs displayed in-
creased robustness with increased assortativity but did not
exhibit corresponding changes to their IC sizes. This obser-
vation invites further inquiry: What is the alternative route
by which increased assortativity leads to increased robust-
ness?
In this study, we uncover an additional mechanism
whereby assortativity influences the robustness of GRNs.
We first show that IC sizes do not always shrink with in-
creasing assortativity, and that the GRNs with unaffected
ICs are still more robust than their less assortative coun-
terparts. We then show that while ICs are unchanged in
these GRNs, their characteristic path length increases with
increasing assortativity. Finally, we demonstrate that charac-
teristic path length generally affects the robustness of GRNs.
ECAL - General Track
ECAL 2013 364
A 
B C 
a 
b c 
1 
0 
0 
0 
1 
1 
0 
0 
0 
a 
b 
c 
0 
1 
1 
time 
 n
od
e 
Σ0 Σ1 Σ2 Σ3 
attractor 
(phenotype) 
0 
0 
0 
Σ4 
in
pu
t 
ou
tp
ut
 
b c 
0 
1 
1 
0 
a 
b c 
b c a 
0 
0 
1 
1 
0 
1 
0 
1 
0 
1 
0 
0 
c b 
0 
1 
1 
0 
genotype 
01001010 
b 
a c 
Figure 1: A small Boolean network example. (A) This net-
work is composed of 3 nodes and 4 directed edges. Each
node possesses a look-up table with the cis-regulatory logic
that determines the dynamics of the Boolean network. This
logic defines the expression state of the node at time t+1 as
a function of the states of its inputs at time t. For example,
the logic for node a shows how each possible combination
of expression states σb(t) and σc(t) of the inputs at time t
dictate the expression state σa(t + 1). (A; box) The cis-
regulatory logic for the entire network is its genotype. (B)
Starting with the initial configuration Σ0 at time t = 0, the
states are updated according to the genotype until they re-
peat, forming an attractor that is analogous to a phenotype.
Here, the attractor length is two. (C) The in-component (IC)
of node a is the set {a, b, c} (light grey), which includes a
and all other nodes that directly or indirectly provide input
to a. The ICs for b and c are both {b, c} (dark grey).
Methods
The Model
Random Boolean networks were used to computationally
model genetic regulation (Kauffman, 1969), and will herein
be referred to as gene regulatory networks (GRNs). In these
GRNs, nodes represent genes and edges represent directed
regulatory interactions between genes where the regulator
regulates the target gene (Figure 1A). Binary gene expres-
sion is represented by the Boolean state of each gene, which
is dictated at discrete time points by the Boolean functions
that define the possible outcomes of the regulatory interac-
tions. Boolean functions represent the cis-regulatory logic
for each gene, and are commonly encoded as truth tables
(Figure 1A). The state of a gene σi(t + 1) is determined by
a Boolean function f which considers the states of the kin
regulators of node i at time t:
σi(t+ 1) = fi(σi1(t), . . . , σikin,i (t)), (1)
where σi1 , . . . , σikin,i are the states of the kin,i regulators of
node i. This function is deterministic, and thus the states of
all the genes that exist at the initial time point 0, referred to
as configuration Σ0, will invariably produce the subsequent
configuration Σ1 at the next time point. In combination with
the finite number of possible configurations (2N , whereN is
the number of genes in the GRN), this determinism guaran-
tees that once a configuration is reencountered, a sequence
of configurations will repeat indefinitely:
Σ0 → · · · → Σt → · · · → Σt+l−1 → Σt → · · · , (2)
where l is the number of configurations in the repeated se-
quence, called an attractor of length l (Figure 1B). This rep-
resents a stable gene expression pattern for the GRN (Huang
et al., 2005). Although general and abstract, these mod-
els have successfully recapitulated cellular responses in the
yeast Saccharomyces cerevisiae (Serra et al., 2004), the fly
Drosophila melanogaster (Albert and Othmer, 2003), the
plant Arabidopsis thaliana (Espinosa-Soto et al., 2004), and
the sea urchin Strongylocentrotus purpuratus (Peter et al.,
2012).
Genotype-to-Phenotype Mapping
In order to study how these GRNs maintain their function in
the face of genetic perturbation, it is first necessary to ex-
plicitly define their mapping of genotype-to-phenotype. The
cis-regulatory logic of the entire GRN was considered its
genotype (Pechenick et al., 2012; Payne et al., 2013) (Fig-
ure 1A; box), as it dictates the overall dynamics of the GRN.
The attractor that results from this genotype and some initial
configurationΣ0 represents a phenotype of the GRN (Figure
1B) (Huang et al., 2005).
Robustness
Upon establishing the genotype-to-phenotype mapping of
these GRNs, the robustness of a phenotype to genetic per-
turbation must be defined in terms of a specific perturba-
tion (Wagner, 2005). We considered point mutations to the
genotype of the GRN, which represent mutations to the cis-
regulatory regions of the genes in the GRN (Pechenick et al.,
2012; Payne et al., 2013). The functional impact of such
mutations has been demonstrated in a number of biological
contexts (Wray, 2007), such as the patterning of bristles on
the fly larvaeDrosophila sechellia (Sucena and Stern, 2000),
the skeletal development of the fish Gasterosteus aculeatus
(Shapiro et al., 2004), and the branching structure of maize
Zea mays (Clark et al., 2006).
To estimate robustness, a random walk was conducted
in the genotype space of a GRN to determine the robust-
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ness of the corresponding phenotype to genotypic pertur-
bation. First, an initial configuration Σ0 and cis-regulatory
logic were randomly selected for the GRN. This conserva-
tive approach eliminates any assumptions about the initial
conditions of biological GRNs. Then, the genotype was sub-
jected to a single bit flip. The attractor that resulted from
Σ0 and the mutated cis-regulatory logic was then compared
to the original attractor, and if they matched the mutation
was considered neutral and the new cis-regulatory logic was
preserved as the starting point for the next step in the ran-
dom walk. Otherwise, the new cis-regulatory logic was
discarded, and the next step was attempted using the cis-
regulatory logic from the previous step. Upon completing
the random walk, the proportion of mutations that were neu-
tral was used as an estimate of robustness. This estimate
approximates the average genotypic robustness for all geno-
types that comprise a single phenotype, which is the defini-
tion of phenotypic robustness proposed by Wagner (2008).
Construction of GRNs
GRNs with a heavy-tailed output degree distribution were
constructed as follows: For each gene i in a GRN with N
genes, its number of regulatory targets kout,i was selected
from a power-law distribution (Darabos et al., 2009):
p(kout) =
1
Z(γ)
k−γout, (3)
where Z(γ) =
∑N
j=1 j
−γ is the normalization constant.
This generated an out-degree sequence kout,1 . . . kout,N ,
which was used to randomly select the kout,i regulatory
targets for each gene i. The resulting in-degree sequence
kin,1 . . . kin,N approximated a Poisson input degree distri-
bution. The combination of Poisson input and power-law
output degree distribution closely resembles empirical real-
world GRN data, such as those from the microbes E. Coli,
B. Subtilis, and S. cerevisiae (Aldana et al., 2007).
Assortativity
Degree assortativity (r), referred to here simply as assor-
tativity, is a global network property that captures the ten-
dency for nodes with similar degrees to share an edge be-
tween them. This property was defined by Newman (2002)
and is calculated as
r =
1
M
∑
i jiki − ( 1M
∑
i
1
2 (ji + ki))
2
1
M
∑
i
1
2 (j
2
i + k
2
i )− ( 1M
∑
i
1
2 (ji + ki))
2
, (4)
where M is the number of edges in the network, ji and ki
are the degrees of the nodes at either end of edge i, and r re-
sides in the domain [−1, 1]; −1 indicates maximum dissim-
ilarity and 1 indicates maximum similarity between degrees
of nodes that share an edge. In a directed network, ji and ki
may each be one of two types of degree, in- and out-degree,
which results in four possible types of assortativity (Foster
et al., 2010). For the purposes of this study, only out-degree
was considered, as in Pechenick et al. (2012, 2013).
In-Components (ICs) and Characteristic Path
Length
An in-component (IC) is a local network property. The IC
of a node a corresponds to the set of nodes that are capable
of influencing a (Figure 1C). The mean size of the ICs of
all nodes in a network provides a measure of the extent to
which nodes can affect other nodes in that network, and is
calculated as
S =
∑N
i=1 Si
N
, (5)
where Si is the IC size of node i, and N is the number of
nodes in the network.
The characteristic path length is a global network property
that also captures the relative ease with which information
can flow between nodes in a network (Watts and Strogatz,
1998). This property is calculated by determining the short-
est directed path between all pairs of nodes, and taking the
mean of all existing paths. If a path does not exist between
a pair of nodes, that pair is not considered in the calculation.
GRN Rewiring
Upon construction, a GRN with N genes has an out-
degree sequence kout,1 . . . kout,N and an in-degree sequence
kin,1 . . . kin,N , and together these are referred to simply as
its degree sequence. It is important to point out that differ-
ent degree sequences can be drawn from the same degree
distribution (Equation 3). In order to examine the effects of
various topological properties on GRNs, it was desirable to
vary those properties without altering the degree sequence
of the GRN. An edge-swap algorithm was thus used to mod-
ify topology while keeping both the in- and out-degree of
every gene intact (Milo et al., 2003). In each iteration of this
algorithm, two edges i → j and x → y were selected, and
the regulatory targets were swapped between the regulators
to yield two new edges i → y and x → j. If the new edges
caused the GRN to be closer to a desired value for a par-
ticular topological property, or if no change was observed
with respect to this property, then the new edges were kept.
Otherwise, the new edges were discarded and the old edges
were kept.
Simulation Design
To examine the relationship between assortativity, mean IC
size, and characteristic path length, 2000 weakly connected
GRNs with N = 30 and k¯out = 4 (γ = 1.55) were con-
structed. Self-loops were excluded because they trivially in-
crease assortativity without changing mean IC size or char-
acteristic path length, and such exclusion did not affect past
results (Pechenick et al., 2013). GRNs with k¯out = 4 are in
the chaotic dynamical regime, which was chosen because
these GRNs tend to have large ICs and exhibit dramatic
variation in robustness, whereas ordered and critical GRNs
exhibit limited changes in robustness as assortativity varies
(Pechenick et al., 2012, 2013). The 2000 degree sequences
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Large ICs 
Assortativity 
Long 
Path Length 
Short 
Path Length 
18000 GRNs 
36000 GRNs 
72000 GRNs - + 
- + 
Figure 2: Simulation design flowchart. Beginning with
2000 unique degree sequences, every degree sequence was
rewired (preserving degree sequence) to construct GRNs at
each of 9 evenly spaced assortativity values. Each GRN
was then rewired (preserving degree sequence and assor-
tativity) to produce two new GRNs, one with small and
one with large mean IC size. Next, each of those GRNs
was rewired (preserving degree sequence, assortativity, and
mean IC size), producing one GRN with short and one with
long characteristic path length. This final step is only dis-
played once for clarity.
were then rewired to 9 evenly spaced assortativity values in
the range [−0.64,−0.02]± 0.01 (Figure 2), where the edge-
swap algorithm proceeded until assortativity was within 0.01
of the desired value, as in Pechenick et al. (2013). This re-
sulted in 18000 GRNs, where every degree sequence was
represented at every assortativity value. Note that heavy-
tailed degree distributions are inherently negatively assorta-
tive (Johnson et al., 2010), and the domain of the assortativ-
ity values considered here was entirely negative.
To isolate the effects of mean IC size, GRNs were rewired
to low and high values for mean IC size. The edge-swap al-
gorithm was allowed to minimize or maximize mean IC size
for each GRN until no desired change in mean IC size had
been observed for 10000 iterations, and assortativity was
constrained within ±0.02 of the original 9 evenly spaced
values. Here, every degree sequence was represented twice
at every assortativity value. We refer to these two classes of
GRNs as “small ICs” and “large ICs.”
Then, to isolate the effects of characteristic path length for
each of the two classes of GRNs, GRNs were rewired to low
and high values for characteristic path length. As before,
the edge-swap algorithm was allowed to proceed until the
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Figure 3: Mean in-component (IC) size vs. assortativity.
The mean IC size of the 18000 GRNs decreases as assor-
tativity increases (p = 0.025, Spearman’s rank correlation
on median values). However, 422 (21%) of the 2000 degree
sequences do not exhibit a decrease in mean IC size (grey
circles). (Inset) Robustness vs. assortativity. Robustness for
the 422 degree sequences (3798 GRNs) increases as assorta-
tivity increases (p 0.001, Spearman’s rank correlation on
median values). Outliers are omitted from plots for clarity.
desired decrease or increase was not observed for 10000 it-
erations. Assortativity was constrained within ±0.02, as be-
fore, and mean IC size was not allowed to vary at all from its
starting value. Here, every degree sequence was represented
four times at every assortativity value for every combination
of low and high mean IC size and characteristic path length.
For more on rewiring networks to obtain multiple desired
topological properties, see Holme and Zhao (2007).
The robustness of a GRN was estimated by taking the av-
erage of the outcomes for 100 random walks with differ-
ent initial configurations Σ0 and cis-regulatory logic, where
each random walk consisted of 500 attempted steps. These
parameters were selected as a compromise between accu-
racy and computational efficiency (Pechenick et al., 2012).
Results
Small mean IC size is not solely responsible for
increased robustness.
Consistent with previous observations (Pechenick et al.,
2012, 2013), the mean IC sizes of the 18000 GRNs at 9 as-
sortativity values tended to decrease with increasing assor-
tativity (Figure 3). This decrease in mean IC size was impli-
ECAL - General Track
367 ECAL 2013
10
15
20
25
30
M
ea
n 
IC
 S
iz
e
Small ICs
Large ICs
0.2
0.4
0.6
0.8
1.0
R
ob
u
st
ne
ss
−0.63 −0.48 −0.32 −0.18 −0.03
Assortativity
2
4
8
16
32
64
128
A
ttr
ac
to
r L
en
gt
h
Figure 4: Mean in-component (IC) size, robustness, and at-
tractor length vs. assortativity for GRNs with either small
or large ICs. At every assortativity value, (top) GRNs with
large ICs have significantly larger mean IC size, (middle)
lower robustness, and (bottom) longer attractors than GRNs
with small ICs (all p  0.001, Wilcoxon rank sum test).
Outliers are omitted from plots for clarity.
cated in a corresponding increase in robustness (Pechenick
et al., 2012); however, some degree sequences produced
GRNs with identical mean IC sizes at every assortativity
value (Figure 3; grey circles), and these GRNs also showed
increased robustness with increased assortativity (Figure 3;
inset). Therefore, a topological mechanism distinct from
mean IC size is required to explain the observed increase
in robustness for these GRNs.
Both small and large mean IC sizes are possible for
the same degree sequences.
One possible explanation for the two types of GRNs ob-
served in Figure 3 is that certain degree sequences are simply
incapable of rewiring in such a way that results in smaller
ICs. Likewise, some degree sequences may be forced to
form smaller ICs as assortativity increases. If this were true,
not only would multiple mechanisms be needed to explain
the observed increases in robustness, but these mechanisms
would act exclusively on certain degree sequences and not
others.
In order to test whether this is indeed the case, we rewired
each degree sequence at each assortativity value to try to ob-
tain two newGRNs with a small and large mean IC size (pre-
serving assortativity), respectively (Figure 4; top). At the
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Figure 5: Characteristic path length vs. assortativity. The
characteristic path length of GRNs with large ICs increases
as assortativity increases, whereas it decreases for GRNs
with small ICs (both p  0.001, Spearman’s rank corre-
lation on median values). Outliers are omitted from the plot
for clarity. (Inset) Attractor length vs. characteristic path
length. The attractor length of GRNs with large ICs de-
creases as characteristic path length increases, whereas it
increases for GRNs with small ICs (both p 0.001, Spear-
man’s rank correlation on all values). Contour lines are pro-
vided as a visual guide for the relative density of points.
lowest assortativity value, where GRNs almost exclusively
have large ICs, 47% of degree sequences failed to produce
GRNs with smaller ICs. However, this dropped to 13% at
the second lowest assortativity value, 2% at the third, and
< 1% for all other assortativity values. For the top three
assortativity values, every degree sequence was able to pro-
duce distinct GRNs with either small or large ICs. There-
fore, while multiple mechanisms are still necessary to un-
derstand how assortativity influences robustness, these re-
spective mechanisms are not restricted to only certain de-
gree sequences. We then estimated robustness for these two
classes of GRNs and found that for every assortativity value
GRNs with small ICs were significantly more robust than
their counterparts with large ICs (Figure 4; middle). This
suggests that the previously described mechanism for how
small ICs can lead to increased robustness (Pechenick et al.,
2012) is generally relevant for GRNs across different degree
sequences and at a wide range of assortativity values.
However, since GRNs with large ICs displayed increased
robustness with increased assortativity (Figure 4; middle),
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Figure 6: For GRNs with large ICs: Characteristic path
length, robustness, and attractor length vs. assortativity for
GRNs with either short or long characteristic path length.
At every assortativity value, (top) GRNs with long char-
acteristic path length have significantly longer paths, (mid-
dle) higher robustness, (bottom) and shorter attractors than
GRNs with short characteristic path length (all p  0.001,
Wilcoxon rank sum test). Outliers are omitted from plots for
clarity.
another general mechanism besides mean IC size is required
to explain the effect assortativity has on robustness. In
Pechenick et al. (2012), we proposed that mean IC size af-
fects robustness by altering the attractor lengths of GRNs,
and we observed here that attractor length decreases with as-
sortativity for both classes of GRNs (Figure 4; bottom). This
is consistent with a negative relationship between robustness
and attractor length, and suggests that the alternative mecha-
nism producing highly robust GRNs with large ICs is doing
so by reducing attractor length.
Characteristic path length changes with assortativity.
For the GRNs with large ICs, mean IC size does not change
with assortativity (Figure 4; top), so another topological
property must be influencing the attractor lengths of these
GRNs. We found that the characteristic path length of GRNs
changes with assortativity in a manner that is dependent on
which of the two GRN classes is being considered (Figure
5). For GRNs with small ICs, characteristic path length
shrinks with increasing assortativity, and appears to be asso-
ciated with a shrinking mean IC size (Figure 4; top). How-
ever, for GRNs with large ICs, characteristic path length
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Figure 7: For GRNs with small ICs: Characteristic path
length, robustness, and attractor length vs. assortativity for
GRNs with either short or long characteristic path length.
At every assortativity value, GRNs with long characteristic
path length are significantly different from GRNs with short
characteristic path length, as in Figure 6 (all p  0.001,
Wilcoxon rank sum test). Outliers are omitted from plots for
clarity.
grows with increasing assortativity. These opposing trends
are accompanied by two additional opposing trends: For
GRNs with small ICs, attractor length is positively corre-
lated with characteristic path length, whereas for GRNs with
large ICs, attractor length is negatively correlated with char-
acteristic path length (Figure 5; inset). This is consistent
with the decreases in attractor length as assortativity in-
creases for both GRNs with small and large ICs (Figure 4;
bottom).
Long characteristic path length contributes to
robustness.
To determine whether characteristic path length is directly
responsible for changes in robustness and attractor length,
we varied the characteristic path length of GRNs to their
high and low bounds while preserving both assortativity and
mean IC size for GRNs with large ICs (Figure 6) and small
ICs (Figure 7). For GRNs with large ICs, the maximum
characteristic path length that was achievable increased with
increasing assortativity (Figure 6; top), which echoes the
relationship between these two properties observed in Fig-
ure 5. However, these results go on to show that GRNs
with longer characteristic path length have higher robustness
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(Figure 6; middle) and shorter attractors (Figure 6; bottom)
than their counterparts with shorter characteristic path length
that possess the same assortativity and mean IC size. These
results argue for a direct positive role for characteristic path
length in affecting the robustness of GRNs with large ICs at
a wide range of assortativity values.
For GRNs with small ICs, although changes in character-
istic path length seemed to have the opposite effect on at-
tractor length, and therefore robustness, as GRNs with large
ICs (Figure 5; inset), it was unclear whether this represented
a direct relationship between the two properties. In partic-
ular, for GRNs with small ICs, increasing assortativity pro-
duces decreases in both characteristic path length (Figure 5)
and mean IC size (Figure 4; top). Since a decrease in mean
IC size leads to increased robustness (Figure 4; middle), it
is difficult to disentangle the effects of characteristic path
length from those caused by changes in mean IC size. By
varying characteristic path length independently of both as-
sortativity and mean IC size, we can directly address this.
In contrast to GRNs with large ICs, for GRNs with
small ICs, the maximum characteristic path length that was
achievable decreased with increasing assortativity (Figure 7;
top), likely reflecting a positive association between char-
acteristic path length and mean IC size. However, consis-
tent with the results for GRNs with large ICs, GRNs with
small ICs that possess long characteristic path length exhibit
higher robustness (Figure 7; middle) and shorter attractors
(Figure 7; bottom) than their counterparts with short charac-
teristic path length with the same assortativity and mean IC
size. Taken together, these results indicate that although the
ability to vary the characteristic path length of a GRN de-
pends on both its mean IC size and its assortativity, adopting
a longer characteristic path length leads to higher robustness
in a manner that is independent of these other two proper-
ties. Therefore, as the assortativity of a GRN increases, one
of two things tends to occur that can result in higher robust-
ness. Its mean IC size may shrink, which leads to higher ro-
bustness in a manner that dominates the effects of the associ-
ated shrinking of characteristic path length. Or, its mean IC
size may not shrink, in which case characteristic path length
will tend to grow and lead to higher robustness.
Discussion
We have presented an alternative mechanism by which as-
sortativity influences the robustness of GRNs to mutations
in their cis-regulatory logic. It is often the case that an in-
crease in assortativity results in a decrease in mean IC size,
which increases the robustness of the GRN. However, even
when mean IC size does not change, robustness nonetheless
increases. We have found that in this case, an increase in as-
sortativity leads to an increase in characteristic path length,
which is associated with increased robustness. Furthermore,
this effect was not limited to GRNs with large mean IC sizes.
The assortativity and mean IC size of a GRN does constrain
its characteristic path length. Nevertheless, we have shown
that a GRN with a long characteristic path length is on av-
erage more robust than a GRN with similar assortativity and
mean IC size, but with a shorter characteristic path length.
These results complement previous theoretical work that
showed that the characteristic path length of network models
influences their dynamics. In contrast to the inverse relation-
ship between characteristic path length and attractor length
that we observed, Serra and Villani (2002) showed that de-
creasing the characteristic path length of cellular automata
(CA) led to simpler dynamics. This result is likely due to
their use of the majority update rule, which took advantage
of the shorter paths to more easily achieve uniform behavior
across the network. In line with what we have shown, Lizier
et al. (2011) observed that an increase in the characteristic
path length of random Boolean networks led to greater in-
formation storage and less information transfer, which are
properties that they found associated with the simpler dy-
namics typically found in the ordered dynamical regime.
As we gather more data about the structure of biological
GRNs, the results presented in this work will provide a the-
oretical basis for searching for specific topological features
that are indicative of robustness. Indeed, high assortativity
would imply robustness, yet its absence would not discount
it. A relatively small mean IC size could suggest robustness
at a range of assortativity values, and yet it too is not exclu-
sively necessary. In the absence of a small mean IC size, a
long characteristic path length would signal robustness that
could rival the robustness of a GRN that did possess a small
mean IC size. We have shown that any one or a combination
of these properties contributes to highly robust GRNs. Fur-
thermore, this study exclusively considered out-degree as-
sortativity, and further work will be necessary to determine
how the other types of degree assortativity are involved (Fos-
ter et al., 2010). As we continue to map and examine biolog-
ical GRNs, it will be informative to catalog their topological
properties in an attempt to understand whether they depict
common or varied evolutionary strategies of achieving ro-
bustness.
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Abstract 
Artificial life is largely concerned with systems that exhibit 
different emergent phenomena; yet, the identification of 
emergent structures is frequently a difficult challenge. In this 
paper we introduced a system to identify candidate emergent 
mesolevel dynamical structures in dynamical networks. This 
method is based on an extension of a measure introduced for 
detecting clusters in biological neural networks; its main 
novelty in comparison to previous application of similar 
measures is that we used it to consider truly dynamical 
networks, and not only fluctuations around stable asymptotic 
states. The identified structures are clusters of elements that 
behave in a coherent and coordinated way and that loosely 
interact with the remainder of the system. We have evidence 
that our approach is able to identify these “emerging things” 
in some artificial network models and in more complex data 
coming from catalytic reaction networks and biological gene 
regulatory systems (A.thaliana). We think that this system 
could suggest interesting new ways in dealing with artificial 
and biological systems. 
Introduction 
Artificial life is largely concerned with systems that exhibit 
different emergent phenomena, life itself being one of the 
most intriguing ones. Yet defining emergence is a 
controversial issue, since it is deeply related to the 
relationship between the observer and the observed system. 
We will not enter here this debate, but we rather want to stress 
an aspect of emergence that is often overlooked, i.e. its 
intermediate-level characteristics. 
 Most discussions of emergence, as well as its existing 
theories and models, take into account a two-level system, and 
describe the bottom-up features of the phenomenon. For 
example, take the well-known Benard-Marangoni hexagonal 
convection pattern (Haken H. 2004) that is generated when 
the heat flow exceeds a certain threshold: here the 
microscopic level is that of the water "particles" and the 
macroscopic one is that of the hexagonal convection cells (in 
this case, the hierarchy of levels is related to their 
characteristic dimension). There is indeed a further upper 
level, i.e. that of the apparatus where the phenomenon takes 
place; this uppermost level is necessary, and indeed it 
determines some major features of the phenomenon, as it can 
be seen e.g. by replacing the free surface with a metallic plate, 
thereby changing the pattern from hexagonal cells to 
cylindrical rolls. However the uppermost level is not affected 
by what happens at the lower levels and it therefore just 
provides the fixed boundary conditions that allow the 
establishment of the emergent patterns. 
 However, at a close look one finds that most emergent 
phenomena take place at levels that can be regraded as 
intermediate between pre-existing levels, that are in turn 
affected by the appearance of the intermediate emergent 
pattern. This topic is strictly related to the concept of 
emergence of hierarchies (Salthe, 1985) (Emmeche et al, 
1997). Here we focus on the so-called "sandwiched" emergent 
phenomena, which appear in several fields such as physics, 
biology and social science (Lane et al, 2009). The most 
striking case is likely to be that of the formation of organs and 
tissues in multicellular organisms. Multicellularity predates 
the formation of organs, so the microscopic and macroscopic 
levels, i.e. cells and organism, were already in place when 
organs appeared. However, one they were formed, both 
organisms and cells were modified. Other examples of 
sandwiched emergence include the formation of clouds in 
physics and that of political factions, within parties, in social 
science, but there are actually very many. Indeed, once the 
importance of mesolevel emergence has been appreciated, it 
becomes difficult to find truly two-level systems in the sense 
defined above. 
 While in some cases it may be simple to identify the 
emergent structures or patterns, this is not always the case. 
Take for example a network of nodes that lacks any explicit 
all-encompassing spatial regularity, like e.g. a model of a 
genetic regulatory network with random connections, or a 
random chemical reaction network. While in spatially regular 
systems the appearance of regular patterns (like in the Benard 
case) or of clusters of nodes may be easy to find, in random 
systems that is by far more difficult. 
 In real genetic networks a lot of effort has been devoted to 
identifying frequently occurring motifs, i.e. small connection 
patterns that are much more frequent that what might be 
ECAL - General Track
ECAL 2013 372
expected if the network had been completely random; their 
high relative frequency can be regarded as a hint to the fact 
that they might have been selected by evolution due to the 
usefulness of the functions they perform. Indeed, the search 
for relevant connection patterns in complex networks is an 
important research topic. However, these approaches are 
mainly concerned with features that are directly related to the 
network topology, while here we want to look for structures 
and patterns that can be observed while looking at the 
dynamics of the system. 
 So, in order to escape from a merely topological view, we 
consider different subsets of the system, looking for those 
whose elements appear to be well coordinated among 
themselves and have a weaker interaction with the rest 
(Mesolevel Dynamical Structures, or MDS, in the following). 
For each subset of elements we will measure its so-called 
cluster index, a measure based on information theory that has 
been proposed by Tononi and Edelman (Tononi et al. 1998). 
After a suitable normalization procedure we rank the various 
subsets in order to identify those that are good candidates for 
the role of partially independent "organs" (note that they not 
necessarily exist in any network). 
The approach 
For the sake of definiteness, let us consider a system U, our 
"universe" that is a network of N elements that can change 
their state in discrete time, taking one of a finite number l of 
discrete values. The value of element i at time t+1, xi(t+1), 
will depend in a deterministic way upon the values of a fixed 
set of input elements at time t, possibly including the i-th 
(self-loops are not prohibited).   
 We will consider the systems’ behaviors after an adequate 
relaxation time, in order to observe its asymptotic states. 
Given this quasi-equilibrium hypothesis we can estimate the 
entropy of each element from a long series of states by taking 
its frequencies fv of observed values as proxies for 
probabilities, so: 
 
∑
=
−=
m
v
vvi ffH
1
log          [1] 
 
 where the sum is taken over all the possible values an 
element can take. Of course, the average entropy of the whole 
system is the average of Hi taken over all the elements. 
 In case of a fixed point attractor Hi=0 for every element 
since each node takes its value with frequency one. In order to 
apply entropy-based methods, Edelman and Tononi 
considered a system subject to gaussian noise around an 
equilibrium point. However nonlinear systems can carry 
several different attractors, each attractor revealing a 
particular way of functioning of the system itself: so the 
composition of all these asymptotic behaviors should help us 
in finding the parts of the system able to dynamically support 
them. Our "long data series" therefore will be composed by 
several repetitions of a single attractor, followed by 
repetitions of another one, etc. (ignoring the short transients 
between the attractors)1, the number of repetitions reflecting 
the nature of the system we are analyzing.  There are several 
different strategies to estimate these attractors’ weights: in 
case of noisy systems a possibility is that of using the 
persistence time of the systems in each of them (Villani and 
Serra, 2013), whereas deterministic systems might be 
analyzed by weighting attractors with their basins of 
attraction. Given the nature of the cases of this work in the 
following we opt here for this second choice. 
 Now let us look for interesting sets of nodes (clusters, from 
now on). A good cluster should be composed by nodes (i) that 
possess high integration among themselves and (ii) that are 
more loosely coupled to other nodes of the system. The 
measure we define, called the cluster index, provides a value 
that can be used to rank various candidate clusters (i.e., 
emergent intermediate-level sets of coordinated nodes). 
The cluster index 
Following Edelman and Tononi (Tononi et al. 1998), we will 
define the cluster index C(S) of a set S of k elements, as the 
ratio of a measure of their integration I(S) to a measure of the 
mutual information M(S;U-S) of that cluster with the rest of 
the system. 
 The integration is defined as follows: let H(S) be the 
entropy (computed as before) of the elements of S. This 
means that each state is a vector of k elements, and that the 
entropies are computed by counting the frequencies of the k-
dimensional vectors. Then: 
 
( ) ( ) ( )SHxHSI
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∈
        [2] 
 So I(S) measures the deviation from statistical 
independence of the k elements in S, by subtracting the 
entropy of the whole subset to the sum of the single-node 
entropies. The mutual information of S to the rest of the world 
U-S is also defined by: 
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 where, as usual,  H(A|B) is the conditional entropy and 
H(A,B) the joint entropy.   Finally, the cluster index C(S) is 
defined by: 
 
( ) ( )( )SUSM
SISC
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=
;
            [4] 
 
 The cluster index vanishes if I=0, M#0, and is not defined 
whenever M=0. These cases, in which S is statistically 
independent from the rest of the system, can nevertheless be 
diagnosed in advance: the 0/0 form does not provide any 
information, whereas I(S)/0 form - with I(S)≠0 - points to 
statistical independence of S from the rest of the system, and 
calls for a separate analysis. 
                                                             
1
 Note that – given the nature of the average computation – the particular 
order of the data vectors on the series do not alter the analysis; in addition 
the data series can be composed by states belonging to different attractors 
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 C(S) scales with the size of the subsystem, so a loosely 
connected subsystem may have a larger index than a more 
coherent, smaller one: to compare the indices of the various 
candidate clusters it is therefore necessary to normalize their 
cluster indexes, for example by comparing them with those of 
subsystems having same size, but belonging to a non-
clustered homogeneous system (a “null system”). 
 The definition of the “null system” is critical: it could be 
problem-specific, but we prefer a simple solution which is 
fairly general: given a series of discrete vectors, we compute 
the frequency of each symbol and generate a new random 
series where each symbol has a probability of appearing equal 
to that of the original series.  This random null hypothesis is 
easy to calculate, related to the original data and parameter-
free; moreover it satisfies the requirements set by Tononi of 
homogeneity and cluster-freeness. 
 The “null system” therefore provide us with a null 
hypothesis and allows us to calculate a set of normalization 
constants, one for each subsystem size. For each subsystem 
size, we compute average integration <Ih> and mutual 
information <Mh> (subscript h stands for “homogeneous”); 
we can then normalize the cluster index value of any 
subsystem S using the appropriate normalization constants 
dependent on the size of S: 
 
( ) ( ) ( )
hh M
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 In order to compute a statistical significance index (Tc in 
the following) we apply this normalization to both the cluster 
indexes in the analyzed system and in the null system: 
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 where <C’h> and σ( C’h) are respectively the average and 
the standard deviation of the population of normalized cluster 
indices with the same size of S from the null system 
(Benedettini 2013). Finally we use Tc to rank the obtained 
clusters. 
 
Results 
The cluster index has been introduced by Tononi (Tononi et 
al. 1998) for quasi-static systems; in the previous section we 
have shown how it could be extended to nonlinear dynamical 
systems, and in the following we will show the result of the 
application of this ranking method to some relevant systems, 
including generic models of gene regulatory networks, models 
of sets of catalytic chemical reactions and models of specific 
regulatory networks (A.thaliana). The method draws our 
attention on the subsets of the analyzed system that are highly 
functionally correlated and that could represent possible 
candidates MDSs. In the end we will also comment on the 
fact that our method, although not yet fully developed, 
outperforms usual correlation techniques. 
Boolean networks 
The case study we are going to examine consists of three 
synchronous deterministic Boolean networks (BNs), described 
in Fig.1. BNs are an important framework frequently used to 
model genetic regulatory networks (Kauffman, 1993) 
(Kauffman, 1995), also applied to relevant biological data 
(Serra et al. 2004) (Shmulevich et al. 2005) (Villani et al. 
2007) and processes (Serra et al. 2010) (Villani et al. 2011). 
The aim of this case study is to check whether CI analysis is 
capable of recognizing special topological cases, such as 
causally (in)dependent subnetworks and oscillators, where the 
causal relationships are more than binary.  Note that given this 
“more than binary” nature in all the following cases, 
traditional analyses based on correlation between pairs of 
variables might fail.. For example the computation of Pearson 
correlation coefficients of the networks of this section  does 
not lead to identify related variables, given that only diagonal 
elements take non negligible values. 
 
          
                (a)                     (b)                            (c) 
     
(d)                                  (e) 
 
 
                                              (f) 
Figure 1 (a) independent Boolean networks (BN1); (b) interdependent 
networks (BN2); (c) a system composed by the merging of both the 
previous networks (BN3). Beside each boolean node there is the boolean 
function the node is realizing. The second part of the figure shows the 
matrixes illustrating the elements belonging to the clusters (white on 
figures) and the corresponding Tc values, for (d) BN1, (e) BN2 and (f) 
BN3 systems 
 
 CI analysis is able to correctly identify the two subnetworks 
of BN1 (first and second rows).  The analysis clusters together 
5 of 6 nodes of BN2: those already clustered in BN1, plus 
nodes 1 and 2 (which negates each other - figure 1b) and the 
node that compute the XOR of the signal coming from the 
two just mentioned groups. Indeed, all these nodes are needed 
in order to correctly reconstruct the BN2 series. The analysis 
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is able to identify all MDSs also when all the series are 
merged together (figure 1f, where the top two clusters 
correspond respectively to the 5 nodes already recognized in 
BN2 and to the whole BN2 system, while the third and fourth 
rows correspond to the independent subgraphs of BN1 - see 
(Villani et al., 2013) for details). Experiments performed 
using asynchronous update yielded essentially the same 
results with respect to both CI and correlation analyses. 
 We would like to point out that CI analysis does not require 
any knowledge about system topology or dynamics. This 
information is normally unavailable in real cases; on the other 
hand, our methodology just needs a data series. 
Perturbing a catalytic reactions system 
It is widely believed that the origin of life required the 
formation of sets of molecules able to collectively self-
replicate (Carletti et al., 2008) (Filisetti et al., 2010) (Ganti, 
2003) (Luisi et al., 2006) (Mansy et al., 2008) (Rasmussen et 
al., 2003) (Stano and Luisi, 2010) (Szostak et al., 2001), a 
phenomenon that may play an important role also in future 
bio-technological systems (Solè et al., 2007). There are many 
efforts to identify the dynamical cores of these systems, 
mainly based on static properties of the reaction networks they 
are forming (Farmer et al., 1986) (Hordijk et al., 2010) 
(Kauffman, 1986): in this work we present a first attempt 
toward a dynamical detection of these systems. 
We use a simple system (inspired by a model (Filisetti et al. 
2011a) (Filisetti et al. 2011b) (Filisetti et al. 2011c) (Farmer et 
al., 1986) originally due to Kauffmann (Kauffmann, 1993) 
(Kauffmann, 1995)) where there are two distinct reaction 
pathways, a linear reactions chain (CHAIN) and an 
autocatalytic set of molecular species (ACS) (see figure 2): 
both reactions pathways occur in an open well-stirred 
chemostat (CSTR) with a constant influx of feed molecules 
and a continuous outgoing flux of all the molecular species 
proportional to their concentration. The dynamics of the 
system is described adopting a deterministic approach 
whereby the reaction scheme is translated in a set of Ordinary 
Differential Equations (ODE) integrated by means a fourth-
order Runge-Kutta method (Young and Gregory, 1988). 
 The main entities of the model are molecular species 
(“polymers”) represented by linear strings of letters A and B, 
forming together a catalytic reactions system composed of 6 
distinct condensation reactions in which two species are glued 
to create a longer species. The reactions occur only in 
presence of a specific catalyst, since spontaneous reactions are 
assumed to occur too slowly to affect the system behavior. 
Accordingly, in the following the reaction scheme is 
presented: 
 
• 
 
• 
 
• 
 
• 
 
• 
 
• 
 
 
 According to the three molecular nature of the 
condensation reaction, reactions occur in 2 two steps: in the 
former the catalyst binds the first substrate forming a 
molecular complex, while in latter the molecular complex 
binds the second substrate releasing the product and the 
catalyst. The “food set” of the linear chain 
(BABABBBABBBABABAAB) is formed by the 
species ABB, BBA, BBB, ABA, BAA, B, whereas the food 
set of and the autocatalytic cycle (AABBA 
AAAAAAABAABBA) is formed by the species BA, 
AAB, AAA, A, AB, AA. Besides, an independent molecular 
species BB not involved in any reactions has been introduced 
as control species (figure 2).  
 The asymptotic behavior of this kind of systems is a single 
fixed point (Vasas et al., 2012), due to the system feedback 
structure.  In order to apply our analysis we need to observe 
the feedbacks in action, therefore we perturb the concentration 
of some molecules in order to trigger a response in the 
concentration of (some) other species. So we temporarily set 
to zero the concentration of some species (in the example of 
fig.2 of the species ABBBA, BBBABA, AABBA, AAAA, 
AAAB) after the system reached its stationary state2: in order 
to analyze the system response to perturbations we use a 3-
level coding, where for each species the digit ‘0’-‘1’-‘2’ stand 
respectively for “concentration decreasing”, “no change” and 
“concentration increasing”3. 
 
Figure 2 The chemical system under analysis. Circular nodes depict 
chemical species, the blue ones stand for those injected on the CSTR 
(food species) and the green ones represent the more complex species 
built by specific concatenations of the food species, see reaction scheme 
in the text. Diamond shapes represent reactions where incoming arrows 
go from substrates to reactions and outgoing arrows go from reactions to 
products. Dashed lines indicate the catalytic role of a particular molecular 
species within the specific reaction context. The kinetic constants of all 
present reactions have the same value kdir=0.0025 s-1mol-1); the incoming 
concentration of each food species is 1.0 mol, whereas each second the 
2% of the CSTR volume is renewed 
                                                             
2
 In this example the analyzed data series starts from second 200, in order 
to avoid the initial transient 
3
 In such a way we can abstract from the different  concentration present 
on the system, a species being constant if its concentration change from 
previous time instant is below the threshold of 0.1% 
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 The results clearly indicate the presence of two distinct 
systems of size 3 (the second and third rows in fig.4a) that 
correspond to CHAIN and ACS. Note that the leave of 
CHAIN (BAAB) is not strongly affected by the zeroing of 
ABBBA species (because the perturbation of this species, root 
of the linear chain, affects only in a limited manner the 
following species BBBABA, whose change in turn even 
lesser affects the concentration of species BAAB…): this 
attenuation process induces a dynamical hierarchy on CHAIN 
system, which allows the finer subdivision highlighted by the 
first row of fig.4a. This phenomenon is absent on ACS, a 
more homogeneous system where no roots are present. 
 
 
Figure 3 The chemical system trajectory, including the performed 
perturbations (only products are analyzed) 
 
 
(a) 
 
 (b) 
Figure 4 (a) The masks resulting from the chemical system analysis and 
(b) their corresponding Tc values. Note that the three masks whose Tc 
values outperform the other ones correctly identify the system’s 
components (see text for details) 
Arabidopsis thaliana 
It is possible to expand the analysis to BN derived from 
biological data of specific living beings. In this work we take 
advantage from the available data of the gene regulatory 
network shaping the developmental process of Arabidopsis 
thaliana: although the whole network is largely unknown, a 
certain subsystem has been identified as responsible for the 
floral organ specification. We will not enter here a discussion 
about the merits and limits of this simplified model, but we 
will take it "for granted" and we will apply our method to test 
whether it can discover significant MDSs. 
 The network is modeled by means of a BN described in 
(Chaos et al., 2006), which has 15 nodes and 10 different 
attractors (all fixed points): we therefore build a data series 
containing a number of repetitions of these attractors in 
proportion to their basins of attraction. In doing so it is 
possible to note that genes LUG and CLF are constantly active 
in all the attractors: this particular feature introduces a 
particular “noise” on CI analysis, by adding spurious cluster 
among the first positions. Indeed, it is possible to analytically 
demonstrate that the addition of constant nodes in clusters 
with high Tc leads again to other clusters with high Tc values: 
these additions nevertheless do not have particular biological 
meanings (the added elements do not introduce any variation), 
so the corresponding clusters can be memorized as “not 
significant”. 
The analysis clearly groups genes UFO and AP3, present 
alone on the best significant cluster and in all the following 20 
most significant clusters. Note that the second significant 
cluster includes gene WUS: indeed, for biologists (Lenhard et 
al., 2001) (Lohman and others 2001) UFO and WUS are key 
inputs for determining the specific time and site where the 
combinations of gene activities considered in the 
developmental process are established, whereas AP3 is an 
important transcription factor.  So, our analysis perceives the 
combination of a “sensor” (UFO) and of an influential 
“signaler” (AP3) as a single powerful dynamical engine, 
whose action can be tuned by WUS gene, demonstrating that 
it could highlight biologically interesting functional 
relationships. 
 
 
Figure 5 Floral network of A. thaliana (from (Chaos et al., 2006)) 
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 Figure 6 Matrix illustrating the elements of the clusters (white in figure) 
identified by our analysis and their corresponding Tc values. Genes LUG 
and CLF are always constant along all the attractors and therefore their 
insertion in “active” MDSs can be excluded a priori (it is possible to 
analytically demonstrate that the addition of constant nodes in already 
existing clusters leads to cluster with high Tc values – but these additions 
do not seem have particular biological meanings) 
Conclusions 
In this paper we introduced a system to identify candidate 
emergent mesolevel dynamical structures in dynamical 
networks. The main novelty of the present work, in 
comparison to previous application of the cluster index and of 
similar measures (Tononi et al. 1998) is that we used it to 
consider truly dynamical networks, and not only fluctuations 
around stable asymptotic states. 
 Future works will consider the application of the method to 
other important natural and artificial networks, an improved 
understanding of its working and the use of entropies taken at 
different times. 
 As examples of application we used time series of simple 
artificial systems and more complex data coming from 
catalytic reaction networks and biological gene regulatory 
systems (A.thaliana). The analysis performed by our system 
was able to identify correctly the MDSs, and we think it could 
suggest interesting new ways in dealing with artificial and 
biological systems. 
Future work will consider the application of the method to 
other important natural and artificial networks, with the aim 
of deepen our understanding of its working principles and 
assessing its analysis power. In addition, we also plan to 
extend the definition of cluster index so as to take into 
account time relationships, for example by using of entropies 
taken at different times. 
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Abstract
In spite of its significance for the adaptability of autonomous
robotic swarms, the dynamic allocation and re-distribution of
robots to tasks (i.e., role-allocation and role-switching be-
haviour) is still a design challenge in swarm robotics. This
study investigates a simulated foraging scenario in which
the variability of the environmental conditions requires that
robots switch between two roles (i.e., foraging and nest-
patrolling). To the best of our knowledge, this is the first
simulation study that demonstrates that role-allocation and
role-switching behaviour can be evolved using dynamic neu-
ral network controllers for robots with minimal communica-
tion capabilities. Initial analyses of the best evolved teams
shed light on some of the characteristics and robustness of
the strategies used by these teams to repeatedly face this task.
Introduction
Swarm robotics is a particular approach to the design of
multi-robot systems that finds its theoretical roots in recent
studies in animal societies, such as ants and bees (Dorigo
and S¸ahin, 2004). Despite noise in the environment, er-
rors in processing information and performing tasks, and no
global information, social insects are quite successful at per-
forming group-level tasks (Anderson et al., 2001; Camazine
et al., 2001). Based on the social insect metaphor, swarm
robotics emphasises aspects such as decentralisation of the
control, limited communication abilities among robots, use
of local information, emergence of global behaviour and ro-
bustness. These properties are meant to facilitate the design
of artificial systems scalable to group size, robust to noise,
and adaptive to environmental changes.
Research in swarm robotics has been focusing on mech-
anisms to enhance the efficiency of the group through some
form of cooperation among the individual agents. Com-
plex forms of group cooperative responses can require task-
partitioning (i.e., division of a collective task into individual
sub-tasks) and/or task/role-allocation (i.e., allocation of sub-
tasks/roles to different individuals, see Labella et al., 2006).
The latter can be a dynamic and flexible process, in that the
number of individuals engaged in any given task may need
to continually change, as circumstances require. Hereafter,
we use the term role-switching or task-switching behaviour
to refer to the process in which one or more agents leave
their current activity to join a different one for the benefit of
the team. In spite of its significance for the adaptability of
the swarm, the autonomous and dynamic re-distribution of
robots to tasks is still a design challenge. This study aims to
investigate, in a simulated scenario, the conditions for the
emergence of dynamic role-allocation and role-switching
behaviour in teams of autonomous agents.
We face this challenge using the Evolutionary Robotics
(ER) design method. ER is based on a bottom-up modus
operandi, where variations are introduced at the genetic
level, and selection is performed on the basis of the effects
that genetic variations have on the global behaviour of the
swarm. With respect to other design methods, ER does not
require the designer to make strong assumptions concern-
ing what behavioural and communication mechanisms are
needed by the robots. Individual behavioural strategies and
rules of actions are determined by the evolutionary process
that favours (through selection) those solutions which im-
prove an agent’s and the group’s ability to accomplish the
collective task. The operational mechanisms of the best
evolved teams can be a posteriori analysed to gain insight
into the solutions of the collective problem.
Our long term goal is to apply ER to learning, i) the
evolutionary dynamics underpinning the emergence of the
role-allocation and role-switching behaviour in autonomous
robots; ii) the nature of the individual mechanisms underly-
ing the group response. This study is the first step in this
direction. We investigate a scenario in which teams of ho-
mogeneous robots are required to split in foragers and nest-
patrollers (i.e., robots that remain in the nest). The task de-
mands that both roles are played, but according to different
rules. Under one condition, foragers have to be more nu-
merous than patrollers, while under the other the situation is
the opposite. The results show that, such a relatively com-
plex team behaviour can be obtained using only very limited
means of interaction (i.e., infra-red sensors). Initial analyses
of the best evolved teams shed light on some of the charac-
teristics and robustness of the behavioural strategies used by
ECAL - General Track
379 ECAL 2013
these teams to repeatedly face this task.
Background and motivations
Several studies in swarm robotics are focused on issues re-
lated to the conditions that facilitate the emergence of be-
havioural specialisation among the robots. Many of these
studies provide a comparative cost/benefit analysis of en-
gineering specialisation by using heterogeneous teams (i.e.,
teams of robots with different individual controllers) versus
dynamic and emergent forms of specialisation in homoge-
neous teams (i.e., team of robots that share the same individ-
ual controller, see Eiben et al., 2007; Luke and L.Spector,
1996; Bongard, 2000; Ijspeert et al., 2001; Quinn, 2001;
Tuci and Trianni, 2012). From an evolutionary design
perspective, homogeneous groups tend to imply a smaller
search space than heterogeneous groups, and contrary to the
latter they are not affected by the credit-assignment problem
(i.e., the problem of divvying up among the team members
the reward received through their joint actions, (see Panait
and Luke, 2005)). Nevertheless, in those contexts in which
partitioning the group task into different sub-tasks it is bene-
ficial for the team, single controllers in homogeneous groups
have to underpin behavioural skills required by the robots to
undertake all the sub-tasks, as well as the decision making
related to the allocation of robots to sub-tasks. The stud-
ies described in (Quinn et al., 2003; Ampatzis et al., 2009)
showed that, in relatively small groups (2 to 3 robots), task-
allocation and specialisation of the team members can be
developed by breaking the homogeneity condition through
the evolution of ritualised coupled behaviours subject to the
effect of random noise inherent in sensory and motor hard-
ware components. However, these studies looked at scenar-
ios in which, once specialised, the agents do not need to
reconsider their roles within the group. We know that in
natural swarms task-allocation is quite dynamic and flexi-
ble, in that the number of individuals engaged in any given
task continually changes as circumstances require (Gordon,
1996). Empirical evidence shows that internal factors, such
as genetic and morphological differences among the work-
ers, do not always account for the individual variability in
task preferences. Single workers in various species of ants
perform a variety of tasks, changing from one task to another
by tracking contingent factors such as environmental stim-
uli, the number of agents currently engaged in other tasks,
or the rate of interactions with other agents. For example,
when a new food source suddenly become available to an
harvester ant colony, which competes with other seed-eating
species for food, ants previously engaged in other tasks will
switch to foraging (Davidson, 1977).
Biologists are particularly interested in models focused
on the evolution of emergent principles underpinning task-
allocation. As stated in (Duarte et al., 2011), “... disap-
pointingly few attempts have been made to develop realistic
scenarios for how the mechanism underlying self-organised
division of labour evolve over the course of generation...”.
This is partially due to the limitations of classic method-
ologies at disposal of biologists. The authors in (Duarte
et al., 2011) state that evolutionary models of division of
labour tend to focus on the conditions in which specialisa-
tion is better than generalist strategies, ignoring the mecha-
nism through which specialisation may arise. On the other
hand, self-organisation models do not consider the evolu-
tionary trajectories that may lead to task-allocation. Our
long-term aim is to create models of the evolution of self-
organised role-allocation and role-switching behaviour that
can be used as “intuition-pump” for indicating potential
evolutionary drivers and emergent behavioural rules capa-
ble of accounting for the collective behaviour of natural
swarms (see Vassie and Morlino, 2012, for an epistemo-
logical account of robotic models). For example, biolog-
ical evidence shows that behavioural specialisation in var-
ious insect societies evolve to minimise the costs of task-
switching. Nevertheless, the fact that individuals switch
tasks indicates that the evolution of task-allocation systems
can not be merely the production of genetically and/or mor-
phologically different individuals, each suited to a particu-
lar tasks. Empirically, little is still known about the selec-
tive pressures for task-switching behaviour. Robotics mod-
els can represent effective alternative methodological tools
to investigate these issues. Our aim is to recreate these types
of self-organised dynamics in homogeneous robotic swarms
by evolving the individual mechanisms and rules of interac-
tions/communication underpinning task-allocation and task-
switching behaviour.
The Simulation Environment
In the foraging scenario studied in this paper, the environ-
ment is a boundless arena with a nest and a foraging site.
The nest is a circular area indicated by a green light, in
which the colour of the floor is in shades of grey. The for-
aging site is also a circular area indicated by a red light, in
which the colour of the floor is in a different shades of grey
with respect to the nest. The colour of the arena floor is
white. The radius of both the nest and the foraging site is
randomly defined at the beginning of each trial in the inter-
val [20cm, 30cm]. Both lights, the green one located in the
nest and the red one located in the foraging site, are posi-
tioned 6cm above the floor and, when turned on, they are
visible from everywhere within the arena. In each trial, the
green light is placed at the centre of the nest. The red light
is randomly placed anywhere within a semicircular area of
10cm radius centred in the centre of the foraging site. The
centre of the nest is 1m far from the centre of the foraging
site (see Fig. 1a)
The robots kinematics are simulated using a modified
version of the “minimal simulation” technique described
in (Jakobi, 1997). Our simulation models a e-puck robot,
a 3.55cm radius cylindrical robot. It is provided with eight
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Figure 1: (a) Experimental scenario (snapshot taken in Env. A, during Phase 1) showing the nest (dark grey circle), the foraging
site (light grey circle), the five robots (white cylinders in the nest), and the lights (small circles above the nest and foraging site).
(b) E-puck body-plan. The black circles refer to the position of the infra-red (IR), and floor sensor (F). The dotted lines indicate
the robot’s view with the the three camera’s sectors. (c) Robots starting position. The big circle represents the nest. The small
circles are the robots, and the short black segments indicate the angle within which the robot orientation is chosen.
infra-red sensors (IRi with i = {0, .., 7}), which give the
robot a noisy and non-linear indication of the proximity of
an obstacle (in this task, an obstacle can only be another
robot); a linear camera to see the lights; and a floor sen-
sor (F ) positioned facing downward on the underside of the
robot (see Fig. 1b). The IR sensor values are extrapolated
from look-up tables provided with the Evorobot simula-
tor (see Nolfi and Gigliotta, 2010). The F sensor can be
conceived of as an IR sensor capable of detecting the inten-
sity of grey of the floor. It returns 0 if the robot is on white
floor, 0.5 if it is on light grey floor, and 1 if it is on dark
grey floor. The robots camera has a receptive field of 30◦,
divided in three equal sectors, each of which has three bi-
nary sensors (CBi for blue, C
G
i for green, and C
R
i for red,
with i = {1, 2, 3} indicating the sector). Each sensor returns
a value which is 0 if no light is detected, 1 when a light is
detected. The camera can detect coloured objects up to a
distance of 1.5m. The robots can not see each other through
the camera. The robot has left and right motors which can be
independently driven forward or reverse, allowing it to turn
fully in any direction. The robot maximum speed is 8cm/s.
The Task and the Fitness Function
Teams comprising five simulated e-puck robots are evalu-
ated in the context of a dynamic role allocation and role
switching behaviour. By taking inspiration from the be-
haviour of social insects, the roles are nest patrolling and
foraging (hereafter, we refer to them as role P, and role F, re-
spectively). Roughly speaking, role P requires a robot to re-
main within the nest. Role F requires a robot to leave the nest
for the foraging site, to spend a certain amount of time at the
foraging site, and then to come back to the nest. A team is re-
quired to execute both roles simultaneously. Therefore, the
robots have to go through a role-allocation phase in which
they autonomously decide who is doing what, and then exe-
cute their respective roles.
Moreover, the robots are required to be able to switch
from one role to the other (i.e., role switching behaviour)
due to the fact that they experience two different types of
environment, Env. A and Env. B. In Env. A, role F is more
important than role P. This means that in Env. A, a team
maximises the fitness if the majority of robots (i.e., more
than two robots) visits the foraging site and the minority
(i.e., less than three robots) remains in the nest. In Env.
B, role P is more important than role F. This means that
a team maximises the fitness if the majority of robots (i.e.,
more than two robots) remains in the nest and the minority
(i.e., less than three robots) visits the foraging site. Since a
team, throughout its life-span, experiences twice both types
of environment, not all the robots can specialise on a single
role. The robots have to be able to play both roles and even-
tually to switch from one role to the other based on the cur-
rent environmental condition and the roles allocated to the
other team mates. How can a robot distinguish between Env.
A and Env. B? The two types of environment can be distin-
guished by the intensity of grey colouring the floor in the
nest site. In Env. A, the nest is coloured in dark grey and the
foraging site in bright grey. In Env. B, the nest is coloured
in bright grey and the foraging site in dark grey.
During evolution, each team undergoes a set of E =
2 evaluation sequences (hereafter, e-sequence). An e-
sequence is made of V = 4 trials, in which the teams experi-
ence twice each type of environment in the following order:
trial 1 Env. A, trial 2 Env. B, trial 3 Env. A, trial 4 Env. B. At
the beginning of trial 1 of each e-sequence, the robots con-
trollers are reset, and each robot is randomly placed within
an area corresponding to a sector of the nest. The nest is
divided in 6 sectors, and the robots are placed in sector 1 to
5, as illustrated in Fig. 1c. Each robot is randomly oriented
in a way that the light can be within an angular distance of
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±36◦ from its facing direction (see Fig. 1c).
Each trial differs from the others in the initialisation of
the random number generator, which influences the robots
initial position and orientation, all the randomly defined fea-
tures of the environment, and the noise added to motors and
sensors (see Jakobi, 1997, for further details on sensors and
motor noise). Within a trial, the team life-span is T=900 sim-
ulation cycles (with 1 simulation cycle lasting 0.1s). Robots
are frozen (i.e., don’t move and do not contribute to the team
fitness) if they exceed the arena limits (i.e., a circle of 120cm
radius, centred in the middle point between the nest and the
foraging site). Trials are terminated earlier if all the robots
are frozen, or the team exceeds the maximum number of
collisions (i.e., 10). In trials following the first one of each
e-sequence (trial 2,3, and 4), the robots are repositioned only
if the previous trial has been terminated earlier, or with one
or more robot frozen.
Each trial is divided into three phases. During Phase 1,
which lasts 12s, the green light is on and the red light is off.
The robots are required to stay within the nest. During Phase
2, which can last from a minimum of 47,5s to a maximum
of 52.5s, the red light is on and the green light is off. During
Phase 2, a team is required to behave according to the rules
of the task. That is, in Env. A, the majority of robots (i.e.,
more than two robots) has to visit the foraging site and the
a minority (i.e., less than three robots) has to remain for the
entire length of this phase in the nest. In Env. B, the majority
of robots has to remain for the entire length of Phase 2 in the
nest and the minority has to visit the foraging site. A robot is
considered having visited the foraging site if, during Phase
2, it spends more then 100 consecutive time steps within the
foraging site. During Phase 3, which starts at the end of
Phase 2 and terminates at the end of the trial, the green light
is on again and the red light is off. The robots that were
foraging during Phase 2 are required to return in the nest to
rejoin their team mates.
The fitness of a genotype is its average team evaluation
score after it has been assessed for two e-sequences (i.e., for
a total of 8 trials). In each trial (v) of each e-sequence (e),
the team is rewarded by an evaluation function Fev which
corresponds to: Fev = ((PH1 × PH3) + PH2) × PEN .
PH1 ∈ [0, 1] is computed during Phase 1, and it corre-
sponds to the robot average proportion of time steps “in-
side” the nest. PH2 is computed during Phase 2. PH2 = 5
if the robots follow the rules of the task (see above). If the
team does not behave according to the rules of the task, then
PH2 corresponds to i) the proportion of foraging robots
multiplied by two, in Env. A ii) the proportion of robots
remained in the nest multiplied by two in Env. B. PH3
is computed during Phase 3. PH3 = 2 if all the robots
terminate the phase within the nest. PH3 corresponds to
the proportion of robots that terminated the trail within the
nest, otherwise. PH3 is set to 1 if the trial is terminated
before a team reaches Phase 3. The team collision penalty
Figure 2: The neural network.
PEN is inversely proportional to the number of collisions,
with PEN = 1 with no collisions, and P a = 0.4 with 10
collisions in a trial; The average team evaluation score is
F = 1E
1
V
∑E
e=1
∑V
v=1 Fev .
Controller and the Evolutionary Algorithm
The robot controller is composed of a continuous time re-
current neural network (CTRNN) of 11 sensor neurons, 4
inter-neurons, and 4 motor neurons (see Beer and Gallagher,
1992). The structure of the network is shown in Fig. 2. The
states of the motor neurons are used to control the speed
of the left and right wheels as explained later. The values
of sensory, internal, and motor neurons are updated using
equations 1, 2, and 3.
yi= gIi; for i ∈ {1, ., 11}; (1)
τiy˙i=−yi +
15∑
j=1
ωjiσ(yj + βj); for i = {12, ., 15}; (2)
yi=
15∑
j=12
ωjiσ(yj + βj); for i = {16, ., 19}; (3)
with σ(x) = (1 + e−x)−1. In these equations, using terms
derived from an analogy with real neurons, yi represents the
cell potential, τi the decay constant, g is a gain factor, Ii with
i = {1, .., 11} is the activation of the ith sensor neuron (see
Fig. 2 for the correspondence between robot’s sensors and
sensor neuron), ωji the strength of the synaptic connection
from neuron j to neuron i, βj the bias term, σ(yj + βj) the
firing rate (hereafter, fi). All sensory neurons share the same
bias (βI ), and the same holds for all motor neurons (βO). τi
and βi with i = {12, .., 15}, βI , βO, all the network connec-
tion weights ωij , and g are genetically specified networks’
parameters. At each time step, the output of the left motor is
ML = f16 − f17, and the right motor is MR = f18 − f19,
with ML,MR ∈ [−1, 1]. Cell potentials are set to 0 when
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the network is initialised or reset, and equation 2 is inte-
grated using the forward Euler method with an integration
time step ∆T = 0.1.
A simple evolutionary algorithm using linear ranking is
employed to set the parameters of the networks (Goldberg,
1989). The population contains 100 genotypes. Generations
following the first one are produced by a combination of se-
lection with elitism, recombination, and mutation. For each
new generation, the three highest scoring individuals (“the
elite”) from the previous generation are retained unchanged.
The remainder of the new population is generated by fitness-
proportional selection from the 60 best individuals of the old
population. Each genotype is a vector comprising 87 real
values (76 connections, 4 decay constants, 6 bias terms, and
a gain factor). Initially, a random population of vectors is
generated by initialising each component of each genotype
to values chosen uniformly random from the range [0,1].
New genotypes, except “the elite”, are produced by applying
recombination and mutation. Each new genotype has a 0.3
probability of being created by combining the genetic ma-
terial of two parents. During recombination, one crossover
point is selected. Genes from the beginning of the genotype
to the crossover point is copied from one parent, the other
genes are copied from the second parent. Mutation entails
that a random Gaussian offset is applied to each real-valued
vector component encoded in the genotype, with a probabil-
ity of 0.04. The mean of the Gaussian is 0, and its standard
deviation is 0.1. During evolution, all vector component val-
ues are constrained to remain within the range [0,1].
Results
Our objective is to design neuro-controllers for homo-
geneous teams of robots required to exhibit the follow-
ing skills: dynamic role-allocation, and role-switching be-
haviour. This means that teams have to be capable of dy-
namically allocating roles to robots and simultaneously ex-
ecuting both roles in each trial. Moreover, not all the robots
can specialise in a single role (i.e., playing only a single role
throughout an e-sequence). This is because there are two
different types of environment: Env. A, in which the major-
ity of the robots has to play role F; and Env. B, in which the
majority of the robots has to play role P. The robots (at least
one) have to switch role between consecutive trials for the
majority to be distributed as required by the task.
10 evolutionary runs, each using a different random ini-
tialisation were carried out for 2500 generations. Seven evo-
lutionary runs managed to generate teams with the highest
fitness score (data not shown1). In order to have a better es-
timate of the behavioural capabilities of the evolved teams,
we post-evaluated, for each run, the fittest team of each gen-
eration for the last 500 generations. The post-evaluation test
1See http://users.aber.ac.uk/elt7/suppPagn/
ECAL2013/suppMat.html for further methodological details,
graphs and movies of the best teams.
Figure 3: Graph showing the performances of the best teams
from 8 different evolutionary runs, re-evaluated for 64 se-
quences. For each team, the number below the bars refers to
the average score F . The four bars in shades of grey (from
black to light grey) indicate the % of success in each of the
four temporal sections (or trials) of an e-sequence, respec-
tively. The fifth bar (the white one) indicates the % of suc-
cessful e-sequences out of 64.
consists of 64 e-sequences per team (for a total of 256 tri-
als, 4 trials times 64 e-sequences). The performance of each
team is measured using the metrics F illustrated above, with
E = 64. For each run, the team with the highest average
re-evaluation score F is assumed to be an adequate measure
of the success of the run.
The graph in Fig. 3 shows for each best team, the fitness
(F ), the success rate (%) in each temporal section (i.e., trial)
of the e-sequence (i.e., black bars for the first trials, dark
grey bars for the second trials, medium grey bars for the third
trials, and light grey bars for the fourth trials), and the per-
centage of successful e-sequence out of 64 (see white bars).
An e-sequence (e) is considered successful if a team man-
ages to get the highest score (Fev = 7) in each of the four
trials (v). Note that, the results of the worst two runs have
been omitted from Fig. 3 because the percentage of success-
ful e-sequence of the best teams was 0.
The numbers just below the bars in Fig. 3 refers to the
average fitness score of each team. Four teams (team n. 1,
2, 3, and 6) managed to get an average fitness score quite
close to the optimum F = 7, with the team generated by run
n. 3 (hereafter, team n. 3) being the most successful. The
bars in the graph explain the meaning of these fitness scores
in term of teams’ performance and robustness. For example,
team n. 1, 2, 3, and 6, have a relatively high success rate
in each of the four temporal sections of the e-sequence (see
black to light grey bars in Fig. 3, for team n. 1, 2, 3, 6).
Nevertheless, these scores do not necessarily correspond to
a high percentage of successful e-sequences. Team n. 1,
2, 6 have a percentage of successful e-sequence below 70%
(see white bars in Fig. 3, for team 1, 2, and 6). Team n. 3,
instead, manages to successfully complete about 80% of the
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64 post-evaluation e-sequences, proving to be quite robust
and effective. As shown in Table 1, team 3 is also the only
team for which unsuccessful e-sequences are all caused by
only a single unsuccessful trial.
To summarise, several best evolved teams look quite ef-
fective in repeatedly solving individual temporal sections of
the task (i.e., single trials), even if none of the best teams
proved to be 100% successful. One evolutionary run (n. 3)
managed to generate several successful and robust teams,
with the best of them capable of executing about 80% of
successful e-sequences at the post-evaluation test. The per-
formances of best evolved teams from other evolutionary
runs are significantly reduced if evaluated with respect to
the percentage of successful e-sequences. This data indi-
cates that, for most of the teams, the evolutionary scores
have been an overestimation of the effective behavioural ca-
pabilities of the teams. We will further discuss the reasons
of the post-evaluation performance drop of some of the best
evolved teams in the next section.
Analysis of the best evolved team
In this Section, we show data collected during the post-
evaluation test aimed to illustrate some of the features of the
best evolved team (i.e., team n. 3). In particular, we show
some qualitative data referring to role-switching behaviour.
Recall that, an e-sequence is made of 4 trials, during which
the robots controller is not reset. In an e-sequence, a team
experiences both types of environment in the following or-
der: trial 1 role F; trial 2 role P; trial 3 role F; trial 4 role P.
Role-switching is a robot’s behaviour that happens between
two consecutive trials. Within a single trial, a robot can only
play either role P or role F. A role-switching event refers to
any change of role from role P to role F or vice-versa.
How many robots of team n. 3 switch role during an e-
sequence? Due to the nature of the task, a team can em-
ploy different strategies with respect to role-switching. For
example, a strategy with relatively small amount of role-
switching behaviour is one in which one robot systemati-
Table 1: Table showing, for each team, num. of unsuccessful
e-sequence with failure in: 1 trial (col. 2), 2 trials (col. 3), 3
trials (col. 4), 4 trials (col. 5). Best team in grey.
Team n. Num. trial failed
1 2 3 4
1 14 6 0 0
2 23 11 1 0
3 13 0 0 0
4 8 16 29 9
5 7 20 25 8
6 23 3 2 0
7 22 19 12 2
8 15 29 15 2
Figure 4: Graphs showing, for team n. 3, the different be-
havioural strategies (indicated by the four 2-tuples on the x-
axis) and their frequencies recorded in the 51 successful se-
quences of the re-evaluation test. On the x-axis, the first ele-
ment of each 2-tuple refers to the number of role-switching
event and the second element refers to the number of robots.
cally switches role at the beginning of a trial (for a total of
3 switches), two robots systematically play role F, and two
robots systematically play role P. A strategy with a signifi-
cant amount of role-switching behaviour is one in which all
the robots change roles in response to any type of environ-
mental change. Fig. 4 shows all the behavioural strategies of
team n. 3 observed among all the 51 successful e-sequences
recorded at the post-evaluation test. A behavioural strategy
is described by 4 2-tuples, in which the first element of each
2-tuple refers to the number of role-switching event and the
second element refers to the number of robots. For example,
the first bar in Fig. 4 refers to the strategy in which during
an e-sequence, 3 robots switch role two times, and 2 robots
switch role three times. This is the strategy employed more
frequently by team n. 3 during successful post-evaluation e-
sequences. However, we can see that this team employs up
to 6 different strategies, all of them characterised by the fact
that all the robots switch role at least once during a success-
ful e-sequence. The team relies on a variety of strategies
which are highly dynamics with respect to role-switching
behaviour. Thus, the evolutionary conditions characterised
by our experimental scenario are sufficient to generate con-
trollers that are plastic enough to avoid behavioural special-
isation (i.e., robots that play only a single role throughout an
entire e-sequence).
How much is the role that a robot play determined by
the characteristics of the environment? The graph in Fig. 5
shows, for each robot of the best evolved team (n. 3), the
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Figure 5: Graph showing, for each robot of team n. 3,
the percentage of successful post-evaluation e-sequences, in
which the robot plays a different role in different trials pre-
senting the same type of environment. Black bars refers to
Env. A, white bars to Env. B.
percentage of successful e-sequences, at the post-evaluation
test, in which the robot plays a different role in trials associ-
ated to the same type of environment. This graphs indicates
that the type of environment experienced by a robot is not
the only cue that determines the role a robot plays within
a trial. This is because, for both Env. A and Env. B, the
robots do not necessarily play the same role in different tri-
als associated to the same type of environment. The simple
rule “one role for each type of environment” does not sys-
tematically apply to any robot of the team n. 3. There is a
certain amount of variability among the robots, with robot
1 (i.e., the robot initialised in sector 1, see Fig. 1c) being
the most reluctant to play different roles in different trials of
an e-sequence presenting the same type of environment (see
Fig. 5). Nevertheless, this evidence suggests that the roles
are genuinely determined by a combination of factors. In
particular, the physical interactions among the robots bring
forth contingent phenomena that, biased by the current en-
vironmental condition, guide the role-allocation process.
Without further evidence, it is premature to speculate on
the operational mechanisms that guides the decision process
in this scenario. In similar studies, in which homogeneous
teams have been evolved to solve dynamic role-allocation
tasks using infra-read sensors as means for communication,
the decision making process turned out to heavily rely on
the noise injected into the simulation (e.g., Ampatzis et al.,
2009). It is likely that, even in our scenario, the robots ex-
ploit the noise to break the symmetries due to the homo-
geneity of the system, and to “diverge” on different roles.
However, this scenario differs from those described in the
studies above mentioned for two main features: first, the
robots are required to repeatedly go through the decision
making process, without the robot controllers being reset.
Thus, from a functional point of view, the symmetry condi-
tion of the robots controller applies only to trial 1. Second,
variable environmental structures and the robots interactions
have to equally contribute to the dynamic allocation of roles
to robots. This means that, the noise may not be so impor-
tant in guiding the decision making as it turned out to be in
the above mentioned studies.
The relative positions of the robots at the beginning of
each trial can potentially be another element that influences
the role-allocation process. By visually inspecting the team
behaviour, we noticed that most of the best evolved strate-
gies are particularly sensitive to the variability in the ini-
tial relative positions of the robots. Too much variability is
highly disruptive. Another evidence in favour of the signif-
icance of the “initial relative positions” hypothesis for the
role allocation process can be found in Fig. 3. The graphs
shows that the best three teams (n. 1, 3, 6) did worst in the
first temporal section (trial) than in the following three sec-
tions at the post-evaluation test (compare black with all the
other bars in Fig. 3, for team n. 1, 3, 6). Recall that, in trials
following the first one, the robots can position themselves,
through their movement, in a way to facilitate the execution
of the task. In the first trial of each e-sequence the robots
are pseudo-randomly positioned. The robots’ positioning al-
gorithm has been intentionally designed to introduce some
variability into the system. However, it seems that, even the
best evolved strategy can only cope with a limited portion of
this variability. Future work and analysis on the operational
mechanisms used by the robots to allocate role may shed
light on whether and the extent to which the robots relative
position at the beginning of the trial has an impact on the per-
formance of the team, and on the role that each robot play
within the team. However, it seems plausible to think that
the sensitivity of the best evolved teams to the variability in
the robots’ initial relative position can account for the fitness
drop observed between evolution and post-evaluation.
Conclusion
In this study, we have investigated the evolutionary con-
ditions that facilitate the emergence of role-allocation and
role-switching behaviour in teams of homogeneous robots.
To the best of our knowledge, this is the first simulated study
in which: i) role-allocation and role-switching behaviour are
both required for the benefit of the team. ii) role-allocation
and role-switching behaviour are evolved in team of more
then 3 agents; iii) a relatively complex team’s behaviour,
based on a different distribution of robots-to-roles, is ob-
tained using only infra-red sensors as means for interaction.
We consider this study the first step towards the devel-
opment of swarm robotics models that could shed light
on the evolution of self-organised role-allocation and role-
switching behaviour. Similarly to other swarm robotics stud-
ies, we are motivated by engineering and biological objec-
tives. From an engineering perspective, our objective is
to look at task/role-allocation and task/role-switching be-
haviour in order to generate design principles that preserve
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the adaptability and flexibility of both the system compo-
nents and of the resulting processes. With respect to this,
the results of this study demonstrate that a task requiring
complex group response in simulated agents with limited
sensory and communication capabilities can be solved by
teams of homogeneous robots controlled by dynamic neural
network synthesised by artificial evolution.
From a biological perspective, we aim at generating new
insights into the general properties of large scale distributed
natural systems. In particular, this project aims at provid-
ing a principled understanding of the temporal development
of task/role-allocation and task/role-switching behaviour by
designing models that look at the effect of evolution on op-
erating and design principles. Further work and analysis of
the working principles of the evolved solutions is certainly
required to be able to understand how our simulated teams
solve the task, and how this can help us to understand natu-
ral swarms. However, at first glance, we can already mention
a couple of phenomena that seem to play a significant role
for the evolution and development of self-organised role-
allocation and role-switching behaviour. The first element
is the way in which the robots access and leave the nest. In
our scenario, the robots have been left free to move in and
out the nest from any directions. However, the best evolved
strategies are based on movements which induce all the for-
agers to exit and re-enter the nest from a specific limited
area. This suggests that structural properties of the nest may
interfere and maybe facilitate the adaptive re-distribution of
agents-to-roles. Another element is the amount of environ-
mental variability the system can cope with. Our robots,
which communicated only through infra-red sensors, bring
forth strategies that seem quite fragile with respect to vari-
ous sources of variability, such as the cardinality of the team,
the distance between nest and foraging site, the length of
a trial, the order in which the different environmental con-
ditions are experienced, etc. Future work will concentrate
on the investigation of alternative means of communication
that could strengthen the effectiveness of the self-organised
re-distribution of agents-to-roles.
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Abstract
Simple models of complex phenomena provide powerful in-
sights and suggest low-level mechanistic descriptions. The
Earth system arises from the interaction of subsystems with
multi-scale temporal and spatial variability; from the mi-
crobial to continental scales, operating over the course of
days to geological time. System-level homeostasis has been
demonstrated in a number of conceptual, artificial life, mod-
els which share the advantage of a thorough and transpar-
ent analysis. We reintroduce a general model for a cou-
pled life-environment model, concentrating on a minimal set
of assumptions, and explore the consequences of interaction
between simple life elements and their shared, multidimen-
sional environment. In particular stability, criticality and
transitions are of great relevance to understanding the his-
tory, and future of the Earth system. The model is shown
to share salient features with other abstract systems such as
Ashby’s Homeostat and Watson and Lovelock’s Daisyworld.
Our generic description is free to explore high-dimensional,
complex environments, and in doing so we show that even
a small increase in the environmental complexity gives rise
to very complex attractor landscapes which require a much
richer conception of critical transitions and hysteresis.
Introduction
The principle that environmental factors affect life is evident
throughout the biosphere both regionally and globally, and
throughout Earth’s history (Gaston 2000). Variables such as
temperature and soil or atmospheric composition determine
whether an organism can proliferate, and populations will
develop to some resource limited level. Climatic shifts be-
tween, for example, greenhouse and icehouse states are ac-
companied by mass extinction (Haywood 2004). Indeed this
principle is at the core of environmental niche modelling,
where the distribution of species in the space of significant
environmental factors, their realized-niche, is used to predict
the spatial species distribution (Thomas et al. 2004). The in-
fluence of life on its environment however, and whether it
is expected to have a stabilising, or destabilising effect is
less clear. Lovelock and Margulis’s (1974) original “Gaia
Hypothesis” focused on the extent to which the emergence
of life has promoted a self-regulating, or homeostatic sys-
tem. In this work we consider the ability of a coupled life-
environment system to generate stabilising feedback loops
in increasingly complex environments under a minimal set
of assumptions.
The Gaia-hypothesis proposes that life may self-organise
into complex, self-regulating systems with maintain the hab-
itability of their environment and at the higher level con-
tribute to regulation of variables globally conducive for life
to flourish. Controversy followed as it is unclear how reg-
ulatory mechanisms might emerge without the need for
system-wide cooperation which would contradict the princi-
ple of natural selection at the species level (Doolittle 1981).
Watson and Lovelock’s (1983) “Daisyworld” took the first
step towards addressing this with an abstract coupled life-
environment model whose biota consists of two species of
daisy which exert a unidirectional force on their shared en-
vironment, reduced to a single temperate variable. Black
daisies absorb a large amount of energy, and have a warming
effect compared to white daisies which have a high albedo
and an overall cooling effect. If the species are organised
such that black daisies out-compete white daisies at low
temperatures, the model shows that infinitesimally differen-
tiated species can establish reign-control over their environ-
ment (Harvey 2004); a small reduction in global temperature
allows the black absorptive daisies to proliferate and visa-
versa for increases in temperature. In this way, each species
holds a reign, opposing changes in one direction such that
the planetary temperature is not just stable, but robust to a
range of external perturbations. There have been a num-
ber of extensions and developments of the original Daisy-
world model (see Wood et al. (2008) for a review), some
of which has been undertaken within the field of artificial
life. Dyke et al. (2007) for example allow external pertur-
bation to vary on timescales comparable to changes in the
biota, while Williams and Noble (2005) extend the model to
enable stochastic evolution of daisy species.
We aim to address two short-comings of this model in de-
tail. Firstly, while useful in its transparency, the behaviour
of such a one-dimensional dynamical system is extremely
limited. Iconic phenomena such as hysteresis loops are a
common metaphor for transitions in very complex systems,
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although do not take into account the additional degrees of
freedom of high dimensional systems which may exhibit
cyclical, complex or chaotic behaviour, inaccessible to such
a simple metaphor. It is therefore unclear the extent to which
this picture fits such high-dimensional systems. On the other
hand, while more complicated many-body systems benefit
from a much richer zoo of emergent behaviours, it typically
comes at the expense of transparency, exchanging generality
for a more faithful representation of a specific system. Along
with increasingly complex environments, the relevance of
the reign-control mechanism to very much larger popula-
tions of diverse biotic elements in unclear. Daisyworld does
not address the mechanism by which the pair of antagonis-
tic species might emerge. While later work makes clear that
the mechanism is not unique to a two-species model, a per-
sistent theme of such models is that they are in some sense
designed (Lenton 1998).
Along with these key points, we explore the nature of
critical transitions or “regime shifts” (Williams and Lenton
2010). We utilize a Daisyworld-type model first introduced
in Dyke (2010) then extended in Dyke and Weaver (2013)
in order to assess to what extent iconic phenomena such as
hysteresis loops, which are a common metaphor for transi-
tions in very complex systems, are appropriate when consid-
ering higher dimensional systems. We will show that even
a small increase in the environmental complexity generates
surprisingly detailed, and complex attractor landscapes. Un-
derstanding the way in which we traverse the space of envi-
ronmental variables calls for a richer conception of critical
transitions and hysteresis. In short we find that some critical
transitions have little impact on system behaviour while oth-
ers can produce large changes from states which may not be
recoverable, resulting in asymmetrical transitions. Impor-
tantly, there appears no immediate way in which to differen-
tiate between them and thus our results may be interpreted
as urging caution for the use of early warning signals for
complex systems.
Model formulation
Dyke’s (2010) “Daisystat” model in single environmental
variable mode can be understood as a simplified Daisy-
world model, very similar to the Artificial Life model of
McDonald-Gibson et al. (2008). A population of sim-
ple organisms is affected by their environment such that
they thrive in the vicinity of their ecological niche, and in
turn influence the environment through simple, linear feed-
backs. The key differences between the Daisystat model,
and Daisyworld are that Dyke’s (2010) enables the descrip-
tion of higher dimensional environments and rather than
prescriptive feedbacks, the model employs random life-
environment interactions.
Throughout this work, we describe the distribution of
biota throughK variables,α, denoting the overall activity of
individual elements, or populations, influenced by the state
Environment, ELife, α
E
µ
α
ω
+/−
1
Figure 1: In the simplest case, biotic elements, α, have an
increasing or decreasing, ω, effect on their environment E.
In turn, they are only abundant over a finite range of the
environmental variables, centred on their fundamental niche,
µ.
of their shared environment, represented the N variables
in the vector E, where we have used boldface notation to
denote vectors, and will reference individual elements with
subscripted indices.
X =

X1
X2
...
Xn.

The first principle assumption is that components of the
biota are only significantly abundant, or active, in the vicin-
ity of their ideal environmental conditions, or niche. The
second assumption is that the environment is itself influ-
enced by the biota; environmental variables may be de-
creased or increased by the individual biotic elements,
through consumption, excretion or some other process with
no bias towards positive or negative feedback. In essence,
the model consists of these two principle assumptions, illus-
trated by Fig. 1. This section elaborates on these assump-
tions, along with their consequential behaviour.
i) Environment affects life Each element of the biota only
has a significant presence in a narrow range of environmen-
tal conditions wherein it may proliferate, respire, or is other-
wise active. As environmental conditions depart this niche,
the activity is reduced until the population recedes or be-
comes dormant such that its presence is negligible. While
many species may occupy a wide range of niches, we may
add an additional constraint that there is a limited range of
environmental conditions which are conducive to life at all,
such as the conditions to maintain liquid water. This con-
fines the niche for any population to some volume of the
space of environmental variables within which life may ex-
ist, known as the essential range (Ashby 1952), given by the
range [0 : R] for simplicity.
A simple choice of function to describe the changes in the
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(b) 50-species with random effects.
Figure 2: Activity of individuals with increasing (blue) and decreasing (red) effects on their environment, along with the net
effect F (E) =
∑
i fi(E). Fixed points, shown by open circles, occur where the sum of individual effects is exactly zero. Fig. 2a
is analogous to Daisyworld and illustrates the reign-control mechanism, along with a single fixed point. Fig. 2b shows large
numbers of species with random effects (with no preference for negative, or positive feedback), demonstrating the emergence
of such points by chance.
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Figure 3: The two environmental variable model with no ex-
ternal perturbation, P = 0. Points indicate the position of
stable fixed points, where F (E) = 0 and ∇F < 0. Shaded
regions show the basin of attraction for each point indicating
that a model initiated within the region will arrive at the fixed
point. Increasingly positive or negative perturbations will
influence the shape of the attractor space such that some at-
tractors will disappear, and new attractors may even emerge,
resulting in rapid transitions.
biota would be a linear relaxation towards some steady-state;
τα
dαi(t)
dt
= α∗(E,µi)− αi(t) (1)
where τα defines the timescale of changes in the population
αi(t) towards its steady-state value, α∗(E,µ) is the steady-
state distribution about the individual niche µi. It has been
shown that the specific choice of this distribution is unim-
portant providing it has a well defined variance (Dyke and
Weaver 2013). In this instance we choose a Gaussian dis-
tribution with characteristic width σE , centred on µ chosen
randomly in the interval [0 : R], the essential range.
α∗(E,µ) = exp
(
−|E − µ|
2
2σ2E
)
(2)
ii) Life affects environment On the other hand, the biota
has an effect on their shared environment. Individual popu-
lations may modify environmental variables independently,
having either an increasing or decreasing effect. Black
daisies in Watson and Lovelock’s (1983) Daisyworld for ex-
ample absorb a large amount of radiation compared to white
daisies, having an increasing effect on temperature. In the
simplest case, the biota has an effect, f , in proportion to
their activity
f i(t) = ωiαi(t) (3)
whereωi is the effect of an individual on the environmentE,
chosen randomly from the interval ±1. The net effect of the
biota on the environment, F , is simply found by summing
individual contributions
F (t) =
K∑
i=1
f i(t). (4)
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Figure 4: The states and transitions which exist in a two-dimensional environment model for a range of P1, where P2 = 0.
States are shaded randomly to help differentiate them, and end abruptly where states become unstable and transition outside
the essential range, as opposed to towards another stable state. Transitions to other states are colored red and blue where the
transition is encountered by increasing and decreasing perturbation respectively. Importantly, not all transitions are symmetrical.
Several transitions occur from states which may not be recovered by trivially applying an opposing perturbation as would be
expected in the case of a one-dimensional system. Indeed some states undergo no transitions at all, besides those which would
drive the system outside the essential range. The basins of attraction which lead to the hysteresis loop marked are represented
by Fig. 5.
Additionally, each of the environmental variables may be af-
fected by some external abiotic perturbing force, P . In the
original Daisyworld model, the single environmental vari-
able was temperature, and the perturbing force was insola-
tion, the influence of Daisyworld’s star. Other perturbing
effects may include flux of chemicals or gasses, such as by
volcanic or anthropogenic emission. The net change in the
environment is the sum of these features
τE
dE(t)
dt
= P + F (t) (5)
where τE is the characteristic timescale for changes in envi-
ronmental variable i, chosen to be equal between variables
for convenience, and Fi is the sum of effects from the biota.
It is important to establish the relationship between the
times scales of changes in the biota, τα, and their shared en-
vironment, τE . Progress towards establishing the behaviour
of such models has been demonstrably simpler by assum-
ing a separation of timescales τE  τα. In the Daisyworld
model for example, this leads directly to an analytical solu-
tion (Weaver and Dyke 2012). In this limit, the populations
αi(t) quickly adjust to their steady-state values α∗(E,µi),
removing the time dependence in F (t) → F (E). Further-
more, the summed effect F is normalised to have a variance
σ2F = 1 for convenience.
Similarities with Watson and Lovelock’s (1983) Daisy-
world are clear for simple, one-dimensional environments.
Fig. 2 illustrates the individual effects of the individual pop-
ulations, fi, along with the total effect, F . Fig. 2a shows
the Daisyworld control mechanism, so called reign-control.
The two populations exert opposing forces on their environ-
ment, where the population with a positive effect is abundant
at low ranges, while the negative effect dominates for larger
values. This system naturally finds stability at a point where
these effects are exactly in balance, somewhere between the
niches of the opposing populations. Fig. 2b shows 50 ran-
dom populations (random in both their niche, and influence
of the environment). Importantly, fixed points occur where
the net effect, F , crosses zero, and are furthermore stable
only when the gradient is negative. In the case of Daisy-
world, it may be remarked that the single fixed point is pre-
scribed in the model formulation. However, previous work
has concentrated on the emergence of these points from in-
teractions between many populations and their shared envi-
ronment by chance, finding them to be a generic property of
such models, largely independent of the dimensionality of
E (Dyke and Weaver 2013).
Higher Dimensions
Typically, illustrations of hysteresis involve a single vari-
able. Such examples however bely the much more colour-
ful behaviour which emerges in higher dimensional systems.
Firstly, it has been shown that the expected number of fixed
points increases exponentially with the dimensionality of
the environment (Dyke and Weaver 2013), resulting in very
many more stable states. This may be contrary to intuition
as a fixed point must be stationary in all dimensions simulta-
neously, and appears exponentially unlikely with more com-
plex environments. However, this is opposed by the increase
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Figure 5: Colored regions correspond to the basins of attraction of the two fixed points (shown by open circles) highlighted
in Fig. 4. As the perturbation is varied, one fixed point vanishes, and its basin of attraction is encompassed by that of the
other fixed point, resulting in a transition. In this instance, the transition is roughly symmetrical and the previous state may be
recovered by reversing the perturbation.
in volume of the environment E, which enables many more
configurations of the biota. Here, we demonstrate the com-
plicated network of transitions between these states with in-
creasing or decreasing perturbations. Fig. 3 shows a ran-
domly initialised two-dimensional system of fixed points for
the model subjected to no external perturbation. The re-
sponse of these fixed points to perturbation is demonstrated
by Fig. 4, showing the same two-dimensional system for in-
creasing and decreasing perturbations in one direction. The
complicated behaviour is perhaps best interpreted in terms
of attractors, where transitions occur when a basin of attrac-
tion is fully succeeded by another, illustrated by Fig. 5 for
a roughly symmetrical transition between two states. Some
notable features of Fig. 4 include
Density of states The stable states consistent with a par-
ticular driving force exhibits great diversity. Rather than bi-
stability, Fig. 4 shows over a dozen stable states at a given
perturbation. Furthermore Dyke and Weaver (2013) finds
the density of stable states increases exponentially with en-
vironmental complexity. It is not unreasonable to expect
higher dimensional environments to house hundreds of vi-
able stable states. Another interesting observation of Fig. 4
is that the density of stable states diminishes (exponentially)
with increasing perturbation strength. In a one dimensional
system for example, the mean number of stable states in a
unit interval is given by
n =
1
2
√
2piσ
exp
(
−P
2
2
)
(6)
while is illustrated in Fig. 6. It is intuitive that the summed
contributions of random, uncorrelated effects is Gaussian
distributed, and therefore the density of points with a strong
enough effect to oppose increasing perturbations decreases.
Step size The geological record is punctuated by abrupt
and in some sense catastrophic transitions (Alley et al.
2003). Such events correspond to large, quantitative changes
although in a high dimensional space it is important to note
that such steps may not necessarily be large in all dimen-
sions. Fig. 4 illustrates that many transitions in which one
or the other environmental variable undergoes a very small
change. This observation highlights the importance in iden-
tifying the significant axes of change in understanding high
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Figure 6: Eq. (6) (left) shows the density of fixed points over a range of perturbations to be Gaussian distributed, such that
exponentially fewer stable states are available in the face of large perturbations. Additionally we can derive the probability
of a transition occurring in the increasing or decreasing P -direction as a function of P (right). While extrema are equally
likely at any value of P , they are more likely to be maxima where P is negative, and minima where it is positive. Transitions
encountered by increasing P are therefore more likely when P is positive and visa-versa. The width of the functions is related
to the variance of F , which is normalised to σ2F = 1.
dimensional transitions as opposed to examining a lower di-
mensional projection. It is also interesting to examine the
probability that a transition occurs in the direction of in-
creasing perturbation (local minima of F (E)) or in the de-
creasing direction (local maxima). To achieve this, we ex-
amine the correlations between F and it’s second derivative,
F ′′ by formulating the covariance matrix, the result of which
is shown in Fig. 6. This illustrates that positive forcing is
more likely to encounter a local minimum, and therefore a
transition caused by increasing P while the reverse is true
for negative forcing.
Reversibility The one-dimensional hysteresis metaphor
describes a symmetrical loop, emphasising only that systems
may be bistable over a range of external perturbation, and
that sufficiently strong driving can move the system between
states. However, while Fig. 5 shows such transitions exist,
the two dimensional picture significantly obfuscates this as
along with simple hysteresis loops, we see large numbers
irreversible regime shifts. This occurs where driving in a
particular environmental variable will not revert the system
to its original state. This result would have particularly im-
portant consequences to real-world transitions. Transitions
in lakes to eutrophic states for example reduce biodiversity
and cause difficulty in water treatment (Wang et al. 2012).
Reversing these transitions is a key concern, and this model
emphasises the importance of a thorough understanding of
the system in question. A system collapsed by strong driving
in one dimension may not be recoverable simply by revers-
ing the effect.
Discussion
We have shown that self-regulation is a mechanism which
may arise from a large population of random life elements,
and explored this mechanism in a multi-dimensional envi-
ronment. In particular, we note three important differences
between the one-dimensional picture of hysteresis between
bistable states; the magnitude of a regime-shift following a
transition is highly variable, returning to a previous state af-
ter a transition may be impossible, and the density of viable
states for a given perturbation is exponentially large with the
number of environmental variables. These points prompt
a number of questions when considering transitions in cli-
matic or ecosystems; which aspects of the environment if
any are expected to undergo catastrophic changes? Can the
previous state be recovered, and if so, which are the impor-
tant dimensions of control? How many alternative states are
consistent with external forces, and therefore stable?
Two main questions are left open in our implementation.
While it has been shown that the choice of function for the
steady state populations about their niche is unimportant, a
factor which would convolute this such as interspecies com-
petition are not resolved. In this sense, we do not distinguish
between the fundamental niche, the environmental condi-
tions in which the species can survive and proliferate, and
realized niche which is influenced by external factors such
as interspecies competition and predation. While we medi-
ate all biotic interactions through the environment, previous
studies have concentrated on the individual species interac-
tions, such asMcDonald-Gibson et al. (2008) and Dyke et al.
(2007) where increased interspecies competition appears to
accentuate the homeostatic properties of a reign-control sys-
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Figure 7: Shaded regions indicate the time taken for the
system to recover from small perturbations from the fixed
points of Fig. 5. The decay time is inversely proportional to
the real part of the largest eigenvalue of the Jacobian eval-
uated at the fixed point. The discontinuity is caused by the
transition between an over-damped system, where eigenval-
ues are real and perturbations decay exponentially, and an
under-damped system where complex eigenvalues result in
damped oscillations.
tem, despite other approaches which argue that increasingly
connected systems lose stability (May 1972).
Also, the extent to which the separation of time scales be-
tween changes in the environment and biota are important
to the model dynamics is unclear. While it has no influence
on the model fixed points, illustrations of basins of attrac-
tion, such as Fig. 5 are expected to change significantly, and
there is no clear way to represent them in a N +K dimen-
sional system. However, some progress may be possible by
assuming the simplest case of linear relaxation of popula-
tions towards some steady state value. Starting from Eq. (1),
it can be shown that such a case removes the need to resolve
the individual populations α, reducing to a 2N dimensional
system. Multiplying by ωi and summing over the popula-
tion gives
τα
∑
i
ωi
dαi(t)
dt
=
∑
i
ωiα
∗(E,µi)−
∑
i
ωiαi(t)
τα
dF (t)
dt
= F ∗(E)− F (t) (7)
by the definition for F of Eq. (4). Previous work has shown
that the relationship between the time scales of changes in
the biota and changes in external perturbation set limits on
the ability of a system to self-regulate, and invite a range of
new phenomena to emerge (Weaver and Dyke 2012).
Critical slowing-down (CSD) (Lenton 2011) refers to the
long relaxation time of near-critical systems, those which
are approaching climatic or ecosystem transitions. As nat-
ural and anthropogenic pressures stress aspects of the Earth
system, it has been shown that certain time series find an in-
crease in the auto-correlation coefficient precedes such tran-
sitions (Dakos et al. (2008) analyze eight ancient abrupt
climate shifts). This signal suggests that the relaxation of
the system towards its steady state slows as it approaches a
regime shift. Fig. 7 illustrates the decay time of the system
shown in Fig. 5 and verifies that the type of system described
in this work exhibits this signal. The eigenvalues of the Ja-
cobian in the vicinity of a fixed point yield information not
only pertaining to the stability of the point, but also pro-
vide estimates of the decay time of small fluctuations from
the fixed point. A large decay time indicates the system is
in some sense slow. However it appears to posses no fur-
ther information pertaining to the direction, magnitude or
reversibility of the transition; clearly important and relevant
questions when considering transitions in real systems.
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Abstract
The objective of this work is to better analyse and understand
social self-organization in the context of social media and po-
litical activism. More specifically, we centre our analysis in
the presence of fractal scaling in the form of 1/f noise in dif-
ferent Twitter communication networks related to the Span-
ish 15M movement. We show how quantitative indexes of
brown, white and pink noise correlate with qualitatively dif-
ferent forms of social coordination of protests: rigidly orga-
nized protests (brown noise), reactive-spontaneous protests
(white noise) and complex genuinely self-organized protests
(pink noise). In addition, pink noise processes present corre-
lations that reach much further in time, maintaining a dynam-
ical coherence that last several days, and also show a balance
between mean distance and clustering coefficient within the
interaction network.
Introduction
Artificial Life models have helped identify processes of
self-organization in the living domain, opening up our sci-
entific imagination and improving our theoretical insight
into complex phenomena, ranging from chemical auto-
catalysis (Kauffman, 1993) to emergent collective intelli-
gence (Bonabeau et al., 1999; Holland and Melhuish, 1999).
Human social life has also been approached through Arti-
ficial Life techniques and theoretical lenses (Hemelrijk and
Kunz, 2003) but it is now, with the rise of social media and
digital data-mining, that a new door is opened for a gen-
uine analysis and synthesis of human social life (Lazer et al.,
2009).
One of the central topics of Artificial Life modelling
has been the emergence of spontaneous structures or self-
organized processes in nature: how can a distributed pro-
cess organize into a collective pattern that maintains some
organizational invariance? how does complexity arise spon-
taneously without an organizing centre? under which struc-
tural and environmental or boundary conditions is that pos-
sible? One can pose these very same questions in the realm
of social life. In fact our social life is often subsumed un-
der emergent collective patterns. A particularly interesting
domain to put these type of questions to practical use is the
realm of political organization and grassroots activism in so-
cial media. When is a process genuinely self-organized and
participatory and when is it just an amplification of an or-
ganizing centre of power? Can “genuine” self-organization
and the generation of a social “consciousness” be quanti-
fied?
The last years have witnessed an explosion of political
activism based-on or catalysed-by social media. The Ice-
landic ‘Kitchenware Revolution’, Wikileaks ‘Cablegate’ and
Anonymous’ network defence, the 2011 Arab Spring, the
Spanish 15M movement, the Occupy Movement... are but
a few among the many examples of the increasing role
played by social media in grassroots political organizing.
While these and similar social movements differ in many
important ways, there is one thing they share in common:
they are all interwoven through autonomous communica-
tion networks supported by the Internet and wireless com-
munication (Castells, 2012). Social media has provided
the tools for creating horizontal and interactive communi-
cation networks, boosting enormously the possibilities for
self-organized political processes.
The objective of this work is to better analyse and un-
derstand social self-organizing processes in the context of
social media political activism. More specifically, we centre
our analysis in the presence of fractal scaling in the form of
1/f noise in different activist communication processes re-
lated to the Spanish 15M movement. We will start describ-
ing the context of the Spanish 15Mmovement and providing
a short introduction to the theoretical tools used for our anal-
ysis. Next we describe the data, measures and results of the
study, and we finally discuss the consequences and limita-
tions of our work.
15M Movement and Social Media Channelled
Self-Organization
The presence of Internet and other digital media and the in-
creasing use of multidirectional and interactive mass com-
munication networks is starting to change radically the way
societies organize themselves to constitute counter power
or change power relationships with dominant institutions
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(Castells, 2009). An important example of this phenomena
is the protest movement that was born in Spain in May 15th
2011 (henceforth 15M movement). Initially, what would
latter become the 15M movement was organized via social
media preparing a massive demonstration without much vis-
ibility in traditional media. Unexpectedly, this social media
work triggered a huge social movement involving between
6.5 and 8 million people (El Paı´s, 2011) that has abruptly
changed the political life in Spain. Together with other
parallel experiences (like the Arab Springs, or the Occupy
movement), the 15M has renewed the communication strate-
gies of previous social movements, now seen as obsolete due
to new communicative practices adopted by a large segment
of the population (Toret, 2012). Frequently, activists in-
volved with the movement have described its organizational
practices as dramatically different to their previous political
experiences. These statements suggest that the movement
cannot be described just as a group of well-defined formal
organizations confronting established institutions. Instead,
they often take borrowed dynamicist and complex systems
metaphors and describe the organized movement as a swarm
or an autopoietic network, with distributed and emergent
properties (Sanchez Cedillo, 2012), a system governed by
organismic cycles in which the activity of the system is coor-
dinated through powerful synergies (Malo and Pe´rez, 2012)
or as a ‘self-organizing climate’ which envelopes society
(Ferna´ndez-Savater, 2012).
Unlike previous studies of network analysis of the 15M
movement and the similar uprisings, the focus of this paper
is on characterizing more global aspects of self-organization
processes and exploring indicators of the kind of emergent
communication patterns. More specifically, we will focus
on the constitution of the system as a coherent whole which
can maintain a dynamic identity for a period of time. Since
this type of self-organization into a coherent dynamic unit is
hypothesized to be the core of mental life and neural organi-
zation (Van Orden et al., 2003), we want to explore the pos-
sible analogy with social life and political consciousness.
Fractal Scaling and Self-Organization in
complex networks
One of the greatest challenges for the understanding of cog-
nitive and social system is finding formalisms to understand
how complex activity emerges from processes of multi-scale
organization. During the last decade, different authors have
proposed methods of fractal analysis as a solid candidate for
this task (Dixon et al., 2012).
Fractal scaling is characteristic of critically self-organized
systems (Bak et al., 1987). In these systems we can find
an interesting mix between stability and instability creating
complex structures of the variability of the system’s activ-
ity. Thus, processes with fractal scaling present a constant
relation between the size of their fluctuations and the scale
in which they occur: systematically larger fluctuations for
longer scales and smaller fluctuations for shorter scales. We
often describe fractality in a process through its spectral den-
sity function S(f), which in the case of fractal scaling ex-
hibits the form:
S(f) ∝ f−β
where f stands for the different frequencies in which the ac-
tivity of the process takes place, and β defines a log-linear
relationship between the spectral power content at differ-
ent scales of f . The presence of log-linear relationships in
the spectral density suggests that the activity of the system
is self-organized into a nested temporal structure, in which
the different rates of activity of the components of the sys-
tem are coupled into a coherent macroscopic whole. More
specifically, β shows what is the relative influence of each
scale in the system. Different values of β describe different
relationships between the weight of fast, medium, and slow
timescales in the composition of a self-organized system.
The analysis of the fractal coefficients of a system’s activ-
ity has been widely used in neuropsychology for character-
izing different states of interactivity among the component
of a cognitive system, as well as to predict the emergence of
new cognitive structures (Dixon et al., 2012).
More concretely, different values of the β parameter al-
lows us to characterize different types of processes:
• White noise (β = 0) describes fully random fluctuations
with no correlations in time (processes with no memory).
White noise processes show a strong dependence on short
time scale events (scales with higher frequencies). White
noise processes display fast changes in their activity but
are unable to maintain structured and coherent patterns.
• Brown noise (β = 2) resembles a diffussion process with
no correlation between increments, but with a strong de-
pendencies between the position of one sample and the
next, presenting a “memory” of previous events. It shows
a strong dependence on long time evens, where small fre-
quencies give a much greater contribution to the noise
structure than the rest. Brown noise processes are able
to maintain stable structural patterns, but they are unable
to flexibly modify their activity when fast changes are re-
quired.
• Pink noise (β = 1) describes processes in which an equi-
librium is found between the influence of short, medium,
and long timescales. It finds an equilibrium between
disordered states with high informational content (white
noise) and states with strong memory but low informa-
tional content (brown noise). Pink noise processes display
dynamics which can maintain stable patterns of activity
while being able to flexibly regulate their level of activity.
Fractal behavior has been frequently found in biology,
psychology and neuroscience during the last decade, and
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fractal analysis have been used for characterizing the under-
lying structure of system producing complex behaviour. In
psychology, fractal coefficients have been successfully used
for the better understanding of different types of atypical de-
velopmental conditions and the prediction of cognitive out-
comes (Dixon et al., 2012). Also, deviations from β = 1
fractal scaling, either toward white or brown noise, have
been found in different health conditions as epilepsy (Ra-
mon et al., 2008), heart failure (Goldberger, 2002), develop-
mental dyslexia (Wijnants et al., 2012b), among many other
examples (Wijnants et al., 2012a).
Although there is still controversy about the meaning of
fractal scaling and its origin (Van Orden et al., 2005; Diniz
et al., 2011), one position in the debate is that fractal scaling
is a characteristic manifestation of self-organizing systems,
which reflects the balance between independent and interde-
pendent activity of their components. In this sense, devia-
tions from perfect β = 1 pink noise would imply unbalanc-
ing this equilibrium in favour of either independent or inter-
dependent activity, affecting the ability of a system to behave
in a self-organized manner. Recent years have witnessed in-
creasing empirical support for the idea that pink noise may
result from the interaction of many ongoing processes over
a multiplicity of interdependent scales (Kello et al., 2007;
Dotov et al., 2010; Wijnants et al., 2009).
According to these ideas, the measured β coefficient can
account for the type of underlying structures of complex
phenomena. The absence of long-range correlations when
β = 0 implies that the different processes composing the
system are highly independent, provoking uncorrelated ran-
domness in the systems activity. This describes a situation
where the ongoing activity is not self-organized at all and
there is not a coherent collective pattern emerging from their
activity. On the other hand we have β = 2 processes where
slow timescales dominate over others. These systems will
display highly predictable patterns which will strongly con-
strain the individual dynamics of the system components,
strangling the self-organization in favour of rigid and inflex-
ible collective dynamics. Finally, when β = 1, slow and fast
timescales are compensated, and the influence of indepen-
dent and interdependent activity is perfectly balanced; the
activity of the system is going to depend on the ongoing re-
ciprocal interactions between timescales, finding an equilib-
rium between stability and spontaneity. As a result β = 1
becomes an indicator of distributed self-organization in a co-
herent whole: different parts of the system (with their char-
acteristic frequencies) appear globally coordinated in a re-
ciprocally influencing manner.
Methods
Now that we have proposed an indicator for characterizing
different self-organization processes, we wish to apply it to
answer questions about different instances of grassroots po-
litical mobilization. What is the relationship between indi-
vidual political activity and the collective global process?
Are processes of political organization of the digital age
spontaneous angry mobs or just mindless followers of pop-
ular topics? What is the degree of collective ‘political con-
sciousness’ in social media-based mobilizations?
We now proceed to present different sets of data about a
series of political events that we have classified according to
qualitative experience from observation and a set some mea-
sures aiming to provide quantitative indicators for answering
some of the questions above.
Data and qualitative analysis
We have collected Twitter data from different protests tak-
ing place during May 2012, one year after the start of the
15Mmovement. That month was chosen because of the high
density of mobilizations, allowing us to compare different
organizational processes taking place in the same short pe-
riod (thus neutralizing the influence of contextual factors and
differences due to large scale variations on composition and
methods of the 15M movement through its historical evo-
lution). We downloaded around 385,000 Twitter messages
using 20 different hashtags (labels used in twitter to iden-
tify conversational topics). Following the advise of activists
involved within the protests, hashtags were chosen as repre-
sentative of different types of processes for mobilization and
protest:
• Events related to an education strike taking place on May
22 (#22M, #HuelgaDeClase), which follows a more tradi-
tional pattern of organization, with unions and other cen-
tralized organizations leading protesters, a fixed schedule
of pickets, events, demonstrations, and a more predictable
process of escalation of the mobilization as the strike date
approaches.
• A series of events coinciding with the anniversary of
the start of the 15M movement (with the global la-
bel #12M15M), from May 12 to May 15, consisting
mainly on a series of previously planned demonstra-
tions named through different labels (#ALaPlaza12M,
#Es15M, #YoVoy12M, #Feliz15M). Some of these pre-
planned events evolved into a series of spontaneous and
more creative actions, as a campaign against the Bank ‘La
Caixa’ (#LaCaixaEsMordor) that spontaneously turned
into a camp in front of the Headquarters of La Caixa with
daily casserole protests under the label (#OccupyMordor).
• Some events correspond to planned actions or proposals
launched by some participants of the movement and
amplified by the rest of the network in a distributed
and decentralized way. This has been a characteristic
mode of functioning of the 15M movement, which
avoids formal leadership and centralized organization
in favour of a more diffuse organization exploiting the
possibilities of social media. Some examples of this
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are #PlandeRescateCiudadano, #BankiaEsNuestra,
#15MSectorRadical, #NurembergFinanciero or
#CierraBankia.
• One special case of the category above is the case of
#15MPaRato. A team of activists and lawyers launched a
campaign aiming to file a lawsuit demanding that the for-
mer director of Bankia (an Spanish bank accused of being
a major responsible for the Spanish financial crisis), Ro-
drigo Rato and the rest of the director’s board, be held ac-
countable for mismanagement and possible criminal be-
haviour. The campaign was cooperatively designed to
synchronously seed the message through a group of well
positioned nodes within the movement’s network, aiming
to work as “catalysts” to create a supporting community
for the organization of a citizen’s lawsuit. This strategy
turned out to be very successful, the hashtag #15MPaRato
quickly became trending topic in Spain and it reached the
first position between the global trending topics soon af-
ter, it also managed to collect e 15000 of funding in less
than 24h and contacting with tens of Bankia’s stockhold-
ers and employees willing to take part as witnesses for the
trial.
• A last set of events correspond to fast and spontaneous
reactions to unexpected incidents, such as the moment
where the Spanish risk premium reached the symbolic
value of 500 points (#Prima500), the police eviction of
a social centre that was central to the movement (#LaRi-
maia), the eviction of the protesters camped in Sol square
in Madrid during the #12M15M protests (#DesalojoSol),
or the spontaneous demonstration that followed as reac-
tion to this last eviction targeting Madrid’s Stock Ex-
change Building (#ALaBolsa).
The task is now to test whether fractal scaling analysis can
provide a good quantitative index for these qualitatively dif-
ferent degrees of self organization of social communication
and coordination expressed through Twitter.
Detrended Fluctuation Analysis
The detrended fluctuation analysis (DFA; Peng et al., 2000)
is a method for determining the statistical self-affinity of a
signal. In a nutshell, the DFA algorithm integrates the anal-
ysed time series and then divides it into boxes of equal length
n. For each box and each value of n, a least squares line (the
trend of the signal within that box) is fit to the data. For each
box size n, the characteristic size of the fluctuation F (n) is
computed as the rms deviation between the integrated signal
and its trend in each box. This computation is repeated for
every value of n. Typically, F (n) increases with n. A lin-
ear relationship on a log-log plot with slope α indicates the
presence of fractal scaling in the analysed signal (Figure 1).
Where α is an approximation of the Hurst exponent, and is
related to the scaling in the Power Spectrum of the Fourier
analysis being β = 2 · α− 1.
10 10
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α = 1.29
β = 1.58 CL = 4.47E3
Figure 1: Detrended fluctuation analysis of the time series
of tweets with the hashtag #22M. The squares represent the
values of F (n) for each value of n. CL is the larger value
of n where the linear correlation still holds. The solid line
represents the linear approximation of the 30 first samples
under CL. α represents the slope of the linear fit and β its
corresponding value of fractal scaling in the frequency spec-
trum. Copyright 2013 Miguel Aguilera Creative Commons
Attribution-ShareAlike 3.0 Unported License
their common fractal dimension FD, which for spectral
analysis takes the form FD = 0.1β2 + 0.4β + 1.5, and for
DFA FD = 0.4α2 − 1.2α+ 2.
For each hashtag, we created a time series composed of
the number of messages that where written using that label
at each instant of time (with a sampling period of 1s). The
DFA algorithm was applied to the resulting series, obtaining
the F (n) values for each box size n. After that, we iden-
tified the larger value of n where the shape of F (n) stared
to have a log-linear relationship. This value, which we will
define as the correlation length of the process (CL) (Figure
1), represents what is the larger scale where the fractal scal-
ing holds. Over larger scales, the fractal relationships break
down. We interpret this value as an indicator of how long a
process can exist as a self-organized entity. Even if the pro-
cess exists (i.e. the hashtag is used) for a longer time period,
the emergence of coherent patterns of behaviour will not be
larger that the value of CL. Once identified, this temporal
boundary of the self-organized process, we proceed to com-
pute the fractal relations for smaller values of n. In order to
avoid artefacts for small values of n, potentially due to the
chosen sample rate (see Wijnants et al., 2013), we computed
the value of α by fitting a least squares line of the 30 sam-
ples from CL−29 to CL (Figure 1). The obtained trend was
transformed into its corresponding value of β.
Network Analysis
After analysing the scale invariance of the different pro-
cesses, we have completed our study by analysing the un-
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derlying networks generating those dynamics. We have
taken the set of interactions between Twitter users (men-
tions, replies, retweets) using each of the hashtags to create a
directed graph where each user is a node and interactions are
represented by weighted edges. This graph represents the
structure of interactions behind the communicational pro-
cesses of each hashtag. For each network we have measured
the following parameters and properties:
Degree of a node The degree of a node ki represents the
number of incoming and outgoing connections of that node.
Clustering Coefficient It measures the connection density
among the direct neighbours of a node. If we define Mi
as the number of connections between the neighbours of a
node i we can compute the mean clustering coefficient of a
network with N nodes as:
C =
1
N
N∑
i=1
Mi
ki(ki − 1)
A high Clustering coefficient implies a robust structure of
the network.
Mean distance Distance d(i, j) in a network measures the
shortest path between two nodes i and j. The mean distance
of a network with N nodes is computed as:
L =
1
N(N − 1)
∑
i,j
d(i, j)
Small World Networks Small-world networks are de-
fined as networks with high clustering coefficient and low
mean distance (Watts and Strogatz, 1998). These networks
have interesting properties which allow to easily find the
shortest path between two nodes. Communication processes
over small world structures will be much more robust and ef-
ficient. We can know if a network has small world properties
from its clustering coefficient and its mean distance. Since
the clustering coefficient and mean distance are strongly in-
fluenced by the size of the network, we have normalized
both C and L by dividing them by the clustering coefficient
and mean distance of a Erdo¨s-Re´nyi random network with
the same size and edge density Cr and Lr. A network will
have small world properties when CL  1 and Lr ∼ 1.
Scale-Free Networks Small-world networks in nature of-
ten are found in the form of scale-free networks. Scale-free
networks (Baraba´si and Bonabeau, 2003) can naturally grow
by preferential attachment of its nodes, resulting in networks
in which some nodes called ‘hubs’ have a very high connec-
tivity while the majority of the other nodes are poorly con-
nected. Scale-free networks are characterized by a power
law in its distribution of node degrees.
P (k) ∼ c · k−γ
where k and γ are constants. All the networks analysed in
this work displayed power law distributions of they degree
distribution. Thus, we have computed the values of γ for
both the incoming and outgoing degree of connections using
a linear regression on the logarithmic distribution of P (k),
obtaining two coefficients γin and γout for each network.
The γin coefficient will represent the inequality in how the
nodes act as sources of information. A high value of γin
will imply that a few nodes are generating most of the in-
formation travelling through the network. In turn, γout will
represent the inequality in how the nodes propagate this in-
formation. A high value of γout will mean that only a few
nodes act as amplifiers of information in the network.
Results
Following the methods above, we have analysed the frac-
tal exponent and the network properties for the 20 hashtags
described above.
Fractal Scaling
In figure 2 we present the obtained values of β and CL. As
we can see, the values of β range between pink and brown
noise (between 0 and 2), with some values very close to pink
noise (β = 1). The results of CL also present quite differ-
ent results, displaying more than two orders of magnitude
between the shortest and larger temporal scope of the self-
organized coordination.
In a closer inspection of the results, we can ob-
serve how different types of mobilization processes can
be identified with different values of β. For ex-
ample, the more rigidly organized process of the ed-
ucation strike (#22M, #HuelgaDeClase) displays val-
ues of β closer to the smoother dynamics of brown
noise. On the other hand, most of the “sponta-
neous” processes (#ALaBolsa, #LaRimaia, #DesalojoSol),
together with some of the messages amplified by
the network (#15MSectorRadical, #NurembergFinanciero,
#LaCaixaEsMordor, #BankiaEsNuestra). Finally, some pro-
cesses seem to achieve an equilibrium between indepen-
dent and interdependent dynamics and are quite close to
pink noise (#15MpaRato, #12M15M and some of its related
hashtags, #PlandeRescateCiudadano, #16M, #Prima500,
#OccupyMordor), suggesting that these process reach some
middle point between the spontaneousness of white noise
and the stability of brown noise.
Figure 2 also shows a correlation between the values of
β and CL. We have fitted the obtained values of β and CL
with a rational polynomial function of order two for both the
numerator and denominator. The quality of the fit was mea-
sured by a R2 coefficient of 0.69. We observe how values
of β closer to one display much higher values of CL, sug-
gesting that when the process of self-organization reaches a
dynamic equilibrium between independent and interdepen-
dent dynamics it spans into much larger temporal timescales.
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That is, independently of the real duration of the communi-
cation process, pink noise processes present correlations that
reach much further in time, maintaining a dynamical coher-
ence that lasts up to days in the cases with highest values of
CL.
Network Properties
Once the different types of self-organization processes have
been classified according to their fractal exponents, we pro-
ceed to compare these results with the properties of their
underlying networks.
Small-World Properties We have approximated the least
squares second order curve of the normalized clustering co-
efficients and mean distances in relation to the obtained frac-
tal coefficients β (Figure 3). The results show that different
types dynamics are related to different types of underlying
network structures:
• White noise (low β): these processes have low values
of C/Cr and L/Lr, which means that their underlying
networks have lower clustering coefficients (less robust
structure) and shorter mean distances (faster information
transfer). These results coincide with the idea of white
noise processes as being spontaneous and viral but poorly
organized processes which disintegrate quickly. Low
clustering values and short distances also suggest that in-
dependent activity of the nodes has a higher influence on
the dynamics of the system, since the activity of individ-
ual nodes travels fast and there is not a robust structure of
stable communities.
• Brown noise (high β): these processes in turn present
higher values of C/Cr and L/Lr, meaning that their un-
derlying networks are robust and well structured but have
long communication paths. This is also compatible with
the idea of brown noise processes being more robust but
less flexible. A high clustering coefficient and long mean
distance also suggests a bigger influence of interdepen-
dent activity, since communities are strong and the trans-
mission of information trough the network is slow.
• Pink noise (β ∼ 1): these processes find an equilibrium in
which they have quite high values of C/Cr and not very
long mean distances L/Lr. Again, pink noise processes
manage to have the best from white and brown noise pro-
cesses, being robust at the same time as they are fast in
the propagation of information.
Scale-Free properties We have approximated the least
squares second order curve of the scale-free γin and γout co-
efficients in relation to β (Figure 4). We observe how there
is a dependence between γin and β, finding that white noise
processes present a more egalitarian distribution between
the nodes that generate the contents of the communication,
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Figure 3: Values of the normalized clustering coefficient
C/Cr and mean distance L/Lr with respect to the fractal
coefficient β. The solid line represents a least squares sec-
ond order fitting of the data. Copyright 2013 Ignacio Morer
Creative Commons Attribution-ShareAlike 3.0 Unported Li-
cense
while in brown noise processes there are fewer nodes lead-
ing the communication process. In the case of γout it does
not seem to have any strong correlation with β, suggesting
that the role of the nodes as diffusers of the information is
the same independently of the type of the self-organization
process going on.
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Figure 4: Values of the input and output scale-free coeffi-
cients γin and γout respect to the fractal coefficient β. The
solid line represents a least squares second order fitting of
the data. Copyright 2013 Ignacio Morer Creative Commons
Attribution-ShareAlike 3.0 Unported License
Discussion
In previous sections we have presented fractal analysis as a
candidate for quantifying and identifying different types of
social coordination in communication networks. Concretely,
we have proposed fractal scaling in in the frequency spec-
trum of the activity of a connected crowd as an indicator of
how it constitutes itself as a collective social system trough
ongoing interaction. We have measured fractal scaling as
the relation between the amount of variability of the system
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Figure 2: Values obtained for β and CL (the latter measured in seconds) for the time series of messages with each hashtag. The
solid line represents a rational polynomial fitting of the displayed values. Copyright 2013 Miguel Aguilera Creative Commons
Attribution-ShareAlike 3.0 Unported License
at different temporal scales, obtaining a parameter β that de-
scribes the fractal relations between the amount of activity in
the system at different temporal scales. We have also mea-
sured other parameters like the temporal scope of the fractal
scaling and properties of the network underlying the com-
municative activity.
Results have shown how processes which equilibrate the
influence of the different temporal scales of activity (those
with β = 1) display properties that suggest that the on-
going process of self-organization is stronger than in other
cases, as a larger fractal correlation length CL or more
marked small world properties. In addition, the processes
with β ∼ 1 coincide with those social mobilizations having
a mix of planned or stable development with more sponta-
neous or surprising turnarounds.
In contrast, processes with an unbalanced dynamical scal-
ing, favouring either short-scale activity or long scale activ-
ity, do not display desirable properties for collective self-
organization. The larger presence of fast or slow timescales
implies that the system is giving preference to either inde-
pendent or interdependent activity over the other. For exam-
ple, we have seen how spontaneous reactions of social media
activists to unexpected events tend to show white noise scal-
ing, suggesting that the system is not really self-organized
into a coherent unit of activity, but is rather the sum of the
activities of a uncoordinated crowd reactively triggered by
an external stimulus. On the other hand, we have seen how
processes organized according to more rigid schemes, like as
a strike, tend to brown noise scaling, suggesting that inter-
dependent activity dominates the dynamics of the process,
leaving no room for true self-organization as the individual
dynamics are enslaved by the collective communicational
process.
Despite the consistency of the present results, fractal scal-
ing analysis must be taken carefully. Although fractal scal-
ing is usually taken to emerge as a result of a self-organized
processes, there is evidence suggesting that this is not always
the case, and there are cases where fractal scaling can be
the product of linear combinations processes without fractal
scaling (e.g. with a linear superposition of random com-
ponents acting on multiple time scales, see Hausdorff and
Peng, 1996). To avoid this problem, some authors have sug-
gested multifractal analysis to ensure the nonlinear nature of
the ongoing interactions that build the self-organized pro-
cess (Ihlen and Vereijken, 2010). In an extension of the
present work (to be published) we have analysed the multi-
fractal structure of some of the data presented here, confirm-
ing the relation between pink noise exponents and non-linear
self-organized interactions we have claimed here.
Further progress in this direction might demand a more
synthetic approach to test how artificial network topologies
and communication dynamics yield different forms of noise
and correlation length. Artificial Life techniques, like ge-
netic algorithms, could be helpful to find optimal commu-
nication strategies in order to build genuine self-organized
processes, including parametric analysis of the effect of vari-
ables such as degree of consensus, viral potential, external
mass-media coverage, etc. Fractal scaling indexes could be
used as fitness functions for these models.
Conclusion
The generalization of social media in everyday communica-
tion is a game changer for the analysis and understanding
of self-organization in our social and political life. On the
one hand, the use of digital communication networks has
allowed to overcome some important limitations and diffi-
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culties for organizing large scale groups of people without
a hierarchical structure (the series of political uprisings we
have witnessed in the last 3 years is a good indicator of this
potential). On the other hand, social media allows us to eas-
ily collect data from social interactions in different contexts.
What is still missing is a deeper understanding of how so-
cial media network topology and dynamics correlates with
different forms of collective action and self-organized coor-
dination.
We have performed an analysis and comparison of 20
different communicative processes related to grassroots po-
litical mobilizations within the Spanish 15M movement in
May 2012. A qualitative classification of these processes
was shown to match the quantitative measurement of frac-
tal scaling analysis of the message exchange time series. A
balance between fast and slow temporal scales, described by
a pink noise distribution, seems to boost the robustness and
the life-span of genuine self-organized processes. Pink noise
processes in social networks were also shown to be closely
related with the stronger small-world properties of their un-
derlying networks. Further analysis and modelling of social
and political self-organization is required to support the hy-
pothesis advanced in this paper but we might be witnessing
the emergence of a pink noise revolution where it is the dy-
namics of social interaction (rather than the specific content
being communicated) what matters. To say it paraphrasing
Marshall McLuhan’s celebrated motto, we might have en-
tered an era where the noise is the message. And a science
of Artificial (social) Life is perfectly suited to push this mes-
sage forward.
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Abstract 
When Christopher Langton first coined the term "artificial life" 
and organized the first conference of the nascent field in 1989, 
he envisioned that "We would like to build models that are so 
life‐like that they cease to become models of life and become 
examples of life themselves.” (Langton 1989). When Thomas 
Ray referred to his Tierra creatures four years later, he said: 
"These are not models of life, but independent instances of life" 
(Ray 1993). 
Katherine Hayles, the American postmodern literary critic was 
startled by this vision and wondered how it was possible, in the 
late twentieth century, to "believe, or at least claim to believe, 
that computer codes are alive? And not only alive, but natural?" 
(Hayles 1996). The American philosopher of science Evelyn 
Fox Keller supported Hayles's view and generalized it into the 
linguistic domain (Keller 2002). 
In this paper we briefly describe Hayles and Fox-Keller's 
claims, which will follow by an extended examination of how 
the usage of language, visualization and analysis tools have 
continued to construct and shape the field of ALife in the 
decade since their articles were published. Through this 
inspection, we suggest that the extensive usage of biological 
terminology and tools may give researchers a false impression 
regarding the validity and scientific significance of the 
experiments involving artificial simulated "organisms".  
Introduction 
Hayles's Narratives 
Katherine Hayles concentrated on stories told about, and 
through, the evolving computer programs, where she identifies 
two levels of narratives, multilayered systems of metaphors: 
The textual-visual level and the strategic level. 
The first level refers to the textual and visual representations 
of the environments, in which the artificial creatures develop. 
"In these representations", she said, "authorial intention, 
anthropomorphic interpretation, and the program's operations 
are so interwoven that it is impossible to separate them”. 
Biomorphic naming such as "birth\death", "mother\daughter 
cell", "ancestor", "parasite", and their redefined interpretations 
reveal an intention of enabling a dynamic emergence of 
evolutionary processes within the computerized environment. 
The visual depiction of the code, in the form of sequenced 
images, imposes a feeling of real existence of living creatures 
within the computer. Ignoring the fact that the code is actually 
the organism and vice versa, the "creatures" gain a phenotypic 
expression, a "body"- both visually (through specific shape, 
size and color) and verbally.  
The Strategic level includes arguments and "political" 
strategies, used to position ALife as a research field within 
Theoretical Biology. New possible forms of "life-as-it-could-
be" emerge spontaneously and evolve within the computer. 
Such attempts to synthesize life-like behaviors from simple 
rules and building blocks are claimed to complement the 
traditional analytic biological sciences that deal with "life-as-
we-know-it". The essence of life, narrowed into complex 
logical forms, is claimed to be independent of medium. Thus, 
the ALife programs, considered alive themselves, are worth of 
studying as alternative evolutionary silicon-based pathways, 
which becomes a model for understanding the natural 
processes. 
These narratives, as Hayles claimed, translate the operations 
of computer codes into dramatic biological analogues of a 
Darwinian struggle for survival and reproduction, the rise and 
fall of races, invented strategies for effective evolution, 
cooperation and competition. 
Fox Keller's Lexicon 
The American philosopher of science Evelyn Fox Keller 
supported Hayles's view, emphasizing the linguistic domain. 
Referring to the extensive biological lexicon, which ALife 
researchers developed for interpreting their models, she wrote, 
"it adds substantively to the sense of proximity to the real‐life 
examples for which they aim" (Keller 2002, p. 277). Much 
like Hayles' note that "the organism is the code and the code is 
the organism", Fox Keller emphasized a persistent ambiguity 
and even identity of the words "genome", "program" and 
"body" of digital organisms, as a central agenda. 
 Fox Keller emphasized the increasingly narrowing and 
illusory gap between computers and organisms, as reflected by 
the terms "computational biology" and "biological 
computation", wondering if this convergence (both material 
and conceptual) can lead to an indistinguishable gap between 
the living and non-living. In her analysis, Fox Keller makes 
two major statements, regarding the achievements, in her 
view, of ALife simulations at the time of writing (2002).  
(1) "The failure (at least to date) to generate the kinds of 
complex mechanisms observed in biological evolution 
weakens the claim of such models to enhance our 
understanding of life-as-we-know-it" (p. 281). 
(2) "The models of A-Lifers have thus far failed to engage 
much interest among their biological colleagues" (p. 283). 
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At the end of this paper we shall examine the current validity 
of these two statements. 
Over a decade has passed since the prognosis of Hayles and 
Fox-Keller. The discipline of Artificial Life and digital 
evolving organisms has become a mainstream, almost fully 
accepted and established field of research, at least as a method 
of studying evolution, with its own conferences and 
publications.  
An investigation into some of the leading research reports in 
this field shows that the narrow trail, which Hayles and Fox 
Keller identified a decade ago, was followed by others and 
broadened into an actual highway. To demonstrate this trend 
we selected to focus on three levels, which we identify as 
central to the process: The linguistic level, the methodologies 
and analysis tools level and the human factor. 
The Linguistic Level 
At the linguistic level, we join and reinforce Hayles and Fox 
Keller, through the detection of an extensive and seemingly 
deliberate massive usage of re-defined biological concepts and 
anthropomorphisms of digital organisms, creating a 
vocabulary that becomes the mainstream convention. 
The famous Swiss linguist Ferdinand de Saussure (1857-
1913), the chief forerunner of structural linguistics, defined 
language as a collective product of social interactions. A 
meaning of a word is determined through differences, relative 
to other words or concepts. These differences structure our 
perception, and thus- language constructs our perceived 
reality. Therefore, naming digital objects after salient 
biological ones (like genotype or mutation) automatically 
categorizes them in the biological sphere. 
During the 1930's, it was the American linguistic Benjamin-
Lee Whorf, who advocated the idea that the structure of a 
language affects the way in which its speakers perceive and 
conceptualize their world and even their cognitive processes.  
In the 1970's, philosophers and other scholars recognized the 
importance of language as a structuring agent, in what is 
known as 'the linguistic turn'. This turn began with the post-
structuralism movement that followed De-Saussure and 
included influential theorists, such as Michel Foucault and 
Jacques Derrida. Language turned from being a tool for 
communicating messages into the message itself. Through 
daily usage of language we constitute our reality in an 
ongoing process of construction, modification and 
redefinition. 
Genetic Algorithms became popular within computer science, 
with the early studies of Cellular Automata by John Holland 
(1975). Genetic Algorithms- by their very name and 
biological origin- naturally used terms adopted from Genetics: 
A population of randomly generated strings (called 
chromosomes) constitutes the genotype (or the genome), 
which encode candidate solutions (called individuals or 
phenotypes) to an optimization problem. In each generation, 
the fitness of every individual is evaluated, which serves as a 
basis for stochastic selection and modification (through 
recombination and possible random mutations) to form a new 
evolved population. 
During the last decade, this preliminary basic lexicon was 
warmly adopted and widely extended to describe the digital 
organisms, which live and evolve within machines, such as 
Avida. 
The "Avidians", as the citizens of Avida are affectionately 
called, "can send messages to each other, produce and 
consume resources, and sense and change their environment’s 
properties". They might be required to "communicate with 
neighboring organisms" (McKinley, Cheng et al. 2008). They 
"consume resources and generate by-products that can 
themselves serve as resources for other individuals" (Yedid, 
Ofria et al. 2008). 
These descriptions and others attribute to these creatures traits 
and capabilities usually attributed to living creatures, 
specifically the ability to choose and to make knowledgeable 
independent decisions. This, in addition to the recurring 
statement that "Avida does not simulate evolution- it is an 
instance of evolution" (Pennock 2007), seems like a persistent 
attempt to designate the digital organisms a status of being an 
"instance of life" or even "an instance of an intelligent life". 
The basic vocabulary created for the original Genetic 
Algorithms has since expanded vastly to include every aspect 
of the biological research. It's not just organisms and 
population, genotype and phenotype, crossover and mutations, 
birth and death. It now also involves the Metabolism and 
Metabolic Pathways, Adaptation, Genetic drift and Fixation, 
Implicit and Explicit mutations, Sexual and a-sexual 
reproduction, single and multiple niche worlds, and even 
synergistic and antagonistic Epistasis. 
Looking back over three decades ago, one might recall a 
brilliant critic paper written by an AI researcher, Drew 
McDermott, who attempted to ridicule some of the common 
Artificial Intelligence conceptual and linguistics trends, which 
he calls "mistakes" (McDermott 1976). One such trend was 
the use of wishful mnemonics: identifiers of programs or data 
structures named after grand concepts such as "Understand", 
"Resolve", "Think" or "Associate", describing their desired 
purpose but not their actual functionality. Referring to the "Is 
Figure 1: Schematic demonstration of language usage by digital 
organisms' researchers. 
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a…" relation, which is commonly used by AI programmers, 
McDermott writes: 
"Concepts borrowed from human language must shake 
off a lot of surface-structure dust before they become 
clear."Is" is a complicated word, syntactically obscure. 
We use it with great facility, but we don't understand it 
well enough to appeal to it for clarification of anything. 
If we want to call attention to the "property inheritance" 
use, why not just say INHERITS-INDICATORS? Then, if 
we wish, we can prove from a completed system that this 
captures a large part of what "is a" means.... 
People reason circularly about concepts like "is a". Even 
if originally they were fully aware they were just naming 
INHERITS-INDICATORS with a short, friendly 
mnemonic, they later use the mnemonic to conclude 
things about "is a"." (McDermott 1976). 
 
A similar adoption of concepts and naming occurs within 
ALife, which partly evolved as a separate field in AI, only 
here the concepts are not borrowed from natural language but 
rather from Biology. Having recognized the importance of 
language as a tool for reality construction, we find this usage 
of biological vocabulary a result of a deliberate affiliation and 
self-identification on the part of ALife researchers with the 
discipline of biology, rather than that of computer science. 
The selected language is becoming a message, it constitutes a 
modified reality, in which all organisms are alike, the living 
and the digital, all go through the same evolutionary 
processes, all become alive, reproduce and finally die, all 
struggle for survival, where the fittest has the best chances, all 
compete and sometimes collaborate, they are all actually the 
same. 
Methodologies, Assessment and Analysis tools 
A most fascinating aspect we identified in the process of 
adopting ALife into mainstream biology is the extensive usage 
of methodologies, assessment and analysis tools, widely 
adopted by A-Lifers from molecular biology, evolutionary 
biology and bioinformatics. We hereby demonstrate five of 
these tools: 
(1) Fitness Landscapes or Adaptive Landscapes are 
concepts created in evolutionary biology, first introduced by 
Sewall Wright in 1932, to visualize the relationship between 
genotypes (or phenotypes) and their reproductive success, 
which is referred to as the "fitness" and visualized by the 
height at each point of the landscape. 
The concept has gained importance in evolutionary 
optimization problems, followed by its adoption for describing 
the fitness function of digital organisms.  
In Fig. 2, hypothetical fitness spaces are sketched (on the 
right) to describe the dynamics of evolutionary adaptation of 
bacteria and viruses (Elena and Lenski, 2003), while on the 
left, the fitness function space is shown, describing four 
classes of possible sequence solutions for digital populations 
evolving on Avida (Hazen et al., 2007). 
(2) Phylogenetics is the study of evolutionary relations among 
biological species or populations, which is usually discovered 
through molecular sequencing and morphological data. 
Phylogenetic depth refers to the cumulative number of 
generations or lineages by which organisms differ from their 
common ancestor. A usage of this tool was presented, for 
example, in Evolutionary Biology magazine for the analysis 
of a large protein database, and in "Systematic Biology" 
journal to show the speciation of two groups of beetles 
(Aphanarthrum and Coleobothrus). 
Researchers of digital organisms adopted the concept and tool 
to present phylogenetic depth analysis, based on the number 
of generations in which an organism's genotype differs from 
its parents, where the colors indicate the relative abundance of 
genotypes at a specific depth (Lenski et al, 2003), (Chow et al. 
2004). 
(3) Gene Expression Profiling Analysis – also known as 
Functional Genomics Array, is a strategy developed by 
molecular biologists to describe genes functions and 
interactions. The profiling can present the measurement of the 
activity (expression) of thousands of genes at once, to create a 
global picture of cellular functionality under specific 
conditions. Each column usually represents a specific 
Figure 2: Fitness landscapes of living organisms, right (Elena and
Lenski 2003) and of digital organisms, left (Hazen, Griffin et al. 2007) 
Figure 3: Phylogenetics analysis of digital organisms as presented by 
(Lenski et al, 2003) on the right and (Chow et al. 2004) on the left. 
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experimental condition, whereas each row stands for a 
particular gene. A color-coded scale is used, where red 
generally represents expression greater than a certain 
reference, green is less than that reference, and gray or white 
is missing or excluded data (for example, Fig. 4A from 
(Glaser 2011), Fig. 4B from (Shoemaker et al. 2001).  
The strategy was adopted by ALife researchers (e.g. (Adami 
2006), as shown in Fig. 4C) to show the effect of knocking 
out individual computational instructions on the functions 
(which are actually the Genes) of a digital organism. The 
color codes look familiar: white indicates an unaffected 
function, red signifies a turned off (not expressed) function, 
whereas green signals functions that are turned on (the gene is 
expressed). 
The overall resemblance between the original and adopted 
tool is remarkable and seems to be deliberate.  
(4) Sequence Alignment is widely used in bioinformatics to 
arrange sequences of DNA or RNA (composed of nucleotides) 
or proteins (composed of amino acids), to identify regions of 
similarity, reflecting conserved regions, a consequence of 
functional, structural or evolutionary relationships between 
the sequences (e.g. (Brachner et al., 2012) (Karpinets et al., 
2010), Fig.5A, 5B).  
Researchers of digital organisms adopted this technique 
(Fig.5C, Adami 2000), to visually present the genome 
sequences of an entire Avida population, existing at a specific 
generation. The sequencing results demonstrate- at each 
genome site- the level of entropy, meaning- how variable or 
conserved this site is. Red sites are highly variable, whereas 
blue sites are conserved (having low entropy), as can be 
expected from the common practice in genomic sequencing of 
living organisms. 
(5) Gel Electrophoresis is a well known procedure used in 
molecular biology to separate and sort a mixed population of 
DNA and RNA fragments by length, or proteins by electric 
charge, when they are made to move through a gel, usually 
made of PolyAcrylamide. DNA may be visualized using 
Ethidium Bromide which, when intercalated into DNA, 
fluoresce under ultraviolet light. 
Recently, an attempt to sort and recognize digital viruses 
(referred to as "malware" or "cyber organisms") were made, 
using the same adopted procedure (Jaenisch 2010). The digital 
viruses, considered to be a collection of polypeptides, forming 
information-bearing protein structures, were analyzed using a 
mathematical analog to the 2-Dimensional PolyAcrylamide 
gel electrophoresis process, where again- the colors and 
general appearance seem familiar (Fig. 6). 
These examples of methodologies and analysis tools, which 
originated in mainstream fields (such as molecular or 
Figure 4: Gene expression profiling as used for living organisms: (a) by 
(Glaser 2011), (b) by (Shoemaker et al. 2001) and for digital organisms 
(c) by (Adami 2006). 
Figure 5: Examples of sequence alignments used for living organisms ((a) From (Karpinets et al., 2010), (b) From (Brachner et al., 2012)), and for digital 
organisms, (c) from (Adami 2000). 
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evolutionary biology), demonstrate a remarkable visual and 
conceptual resemblance to the originals. A layman reader of 
an academic paper or, more importantly, a wet biologist or 
theoretical evolutionist, seeing the results of a gene expression 
profile or an electrophoresis slide, might only see the expected 
familiar visual structure and colors, and will not necessarily 
pause to make the distinction between the analyzed objects. 
This obviously results in the intensification of the illusion of 
similarity and even identity between the living and the 
artificial species. 
Human factor, publications and citations 
Finally, we identify the human factor as having a major 
influential effect on the increased acceptance of ALife into 
mainstream biology. The discipline today is composed of a 
mixture of computer scientists, engineers and leading 
biologists. Names like Richard Lenski, a distinguished 
professor of Microbial Ecology, who is well known for his 
long-term E. coli evolution experiments, certainly provide 
academic credibility, when conducting evolution experiments 
on other kinds of organisms, either in an actual petri-dish or in 
a so called "virtual-petri-dish". Christopher Adami, a 
professor of Microbiology and Molecular Genetics, can easily 
share the methodologies and assessment tools, used to analyze 
the genetic traits of Avidians with other Molecular Genetics 
researchers. As a result, the digital organisms' research has 
become a mainstream instrument that carries the knowledge 
and methodologies of related biological fields into the 
computerized artificial domain. The analogy between E. coli 
and digital organism is easily made, based on their visually 
comparable circular genome (Fig. 7). 
Consequently, we identified an increased reliance of digital 
evolution studies on core-biology publications and lab reports, 
and vice versa. Relationships between digital organisms are 
compared to those reported for long-term bacterial 
experiments (e.g. (Yedid, Ofria et at. 2008)). ALife papers 
regularly quote dozens of biological articles, written by 
Zoologists, evolutionary biologists and molecular biologists, 
which- to the reader- gives a definite impression of being part 
of a much larger corpus of scientific biological research.  
Side by side, an increasing number of so-called "pure" 
biologists conduct experiments on digital organisms, quoting 
such digital findings and support their real-life conclusions by 
these results. Digital and Living organisms' based experiments 
are quoted side-by-side, as reliable sources of theories that 
explain, for example, the evolution of complex traits. More 
and more biologists seem to believe that digital organisms' 
evolutionary mechanism can produce new scientific 
knowledge and explanation. Such papers are widely found in 
publications such as: Journal of Evolutionary Biology, 
Genome Research, Journal of Molecular Evolution, Cellular 
and Molecular Life Science, and others. 
One can read, for example, a quote from a group of 
Developmental Biology Researchers saying:  
"Although the digital creatures in these experiments 
embody an abstract view of life… it is highly 
informative to observe, in a laboratory microcosm, the 
ability of ever-more fit organisms to emerge while less 
fit variants disappear from the population...". (McAdams, 
Srinivasan et al. 2004) 
Or a group of biologists conducting Zoological research that 
writes:  
"In so far as the evolution of complex biological 
structure, under the influence of natural selection, can be 
expected to follow the same logical rules as these 
computer simulations [of (Lenski, Ofria et al. 2003). 
O.S], then the correlated progression model is 
corroborated." (Kemp 2006). 
These developments can easily fix the notion of resemblance 
and equal academic credibility between the digital computer 
simulations and in-vivo laboratory experiments of evolving 
organisms. 
Historically, such cross-discipline personal influence can be 
detected. A well-known example is Erwin Schrödinger's 1944 
monograph "What is Life? The Physical Aspect of the Living 
Cell", a book considered one of the most influential scientific 
books in the twentieth century. Schrödinger, as a Nobel 
Laureate Physicist had its greatest influence on physicists, 
who were inspired to emigrate to the field of biology. But, 
according to the biographer Walter Moore, the book 
encouraged biologists to think more rigorously, in terms of 
mathematically formulated and physically testable models, 
bringing physics to the attention of biologists as well as 
biology to the attention of physicists (Ceccarelli 2001, p. 63). 
Figure 6: Gel electrophoresis examples as used for (a) proteins, from 
Wikimedia Commons 
http://commons.wikimedia.org/wiki/File:Gel_electrophoresis_2.jpg 
 and (b) digital viruses (Jaenisch 2010). 
Figure 7: A Scheme of (a) E. coli genome (Barrick, et al. 2009) and (b) of 
and Avidian genome (Adami 2006) 
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Summary and conclusions 
Katherine Hayles said, in her previously mentioned work, that 
"ALife researchers joke, that ALife is a solution in search for 
a problem". This is no more. 
In 2003, Chris Adami was quoted to have said, when he 
referred to Avida: 
 "I wanted this digital life system to be an experimental 
system just like, let’s say, Rich Lenski and E. coli 
bacteria…. "(O'neill, B., 2003).  
It seems today that this vision has been fully realized. Having 
revisited Katherine Hayles and Evelyn Fox-Keller with an 
updated inspection, we feel strongly that their initial feeling 
was correct.  
 In contrast to Fox-Keller's belief, that artificial models will 
not enhance our understanding of life-as-we-know-it, and her 
statement that these models "failed to engage much interest 
among their biological colleagues", we witness biology 
experts today that quote ALife experiments and treat them as 
authorized and reliable sources of information on questions 
that used to be purely in-vivo or in-vitro issues. At the same 
time, ALifers refer to actual biological dilemma and theories, 
which they suggest to contribute to, with their powerful and 
effective computerized tools and through the vivacious, 
energetic, struggling and reproductive citizens of Avida. 
A clear trend of building narratives around digital organisms 
was identified, which is primarily based on a wide and 
thorough linguistic biology-based lexicon. Analysis tools and 
methodologies have been adopted from molecular and 
evolutionary biology and seamlessly converted into the digital 
domain, to produce an illusionary feeling that one actually 
reads and talks about similar entities, with comparable 
credibility and analogous results. Significant support has been 
added to this conceptual construction during recent years by 
leading researchers, who conduct parallel experiments on both 
living and digital organisms, producing publications that 
enhance the validity and scientific significance of experiments 
involving artificial simulated "organisms" and consequently 
render the narrow gap unnoticeable. 
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Abstract
In this paper we study age-varying plasticities across different
components in an artiﬁcial neural network performing a rein-
forcement learning task. An evolutionary algorithm is given
the task of mapping the age of agents to the plasticity levels of
different network components. The results show that patterns
of plasticity resembling biological sensitive periods appear,
and that these periods schedule learning across the compo-
nents of the network, which leads to a reduction in the total
learning effort while retaining the quality of learning. The
sequencing of sensitive periods forms a cascade of partially-
overlapping learning periods, which has been proposed as a
way of organizing sensory development of abilities that de-
pend on several interrelated brain functions.
Introduction
Periods in the life of an individual where environmental
stimuli are of particular importance for the development of
a certain ability are called critical periods or sensitive pe-
riods. They were originally called critical periods to em-
phasize how lack of the correct stimuli would lead to the
sensory system not developing as in normal individuals. In
other words, the sensory input is critical for neural develop-
ment. Hubel and Wiesel’s classic paper (Hubel and Wiesel
(1970)) illustrates this: One eye of a kitten was sutured in
various periods throughout life, and it was found that visual
deprivation of one eye early in life prevented it from follow-
ing the regular path of development, leaving the cat blind in
that eye, even when it was opened later in life. The period
where sutures had this effect was found to have a very spe-
ciﬁc beginning and end (about four weeks and three months
of age, respectively), and this ﬁnding is typical of how a
critical period was interpreted: A time period with a strict
beginning and end, where sensory stimuli have large effects
on neural development, and where sensory deprivation leads
to abnormal development.
Later research (see for instance Lewis andMaurer (2005))
has shown that sensory systems have several critical periods
that affect different parts of the sensory system at different
stages of development. It has also been shown that these pe-
riods can be ﬂexible, and their timing may be controlled by
experience rather than age. For example, dark-reared kittens
can have the ending of their critical period for vision de-
layed due to the lack of visual stimuli (Trotter et al. (1981)).
These ﬁndings have led many researchers to adopt the term
sensitive period, to emphasize that the period shows a great
deal of variation a) across individuals that have different ex-
periences during development, b) across sensory systems in
the same individual and c) across different parts of a single
sensory system.
An example of the last type of variation was studied by
Harwerth et al. (1986). The authors studied the effect of
monocular deprivation on different visual functions in rhe-
sus monkeys to investigate the timing of sensitive periods
of different functions within a single sensory system. They
found there to be several partially-overlapping sensitive pe-
riods within the visual system, and basic functions (such as
spectral sensitivity) were found to have shorter sensitive pe-
riods than more complex functions (such as binocular vi-
sion). Knudsen (2004) suggests that this property is likely to
be found also in other parts of cognitive development, such
as in the development of language and social skills. It is log-
ical that low-level behaviors should ﬁnish their sensitive pe-
riod before high-level behaviors, because the low-level out-
puts will be noisy until these systems have matured, and it
will not be possible for the high-level systems to learn from
these noisy signals.
Werker and Tees (2006) reviewed ﬁndings about sensi-
tive periods in speech processing. The authors argued that
speech processing, like vision, depends on a number of inter-
related, hierarchically ordered brain functions. Based on a
review of studies in language development, the authors sug-
gested a possible way for different levels of language learn-
ing to be organized through development, where low-level
functions once again tend to stabilize before higher-level
functions can initiate their sensitive period. Figure 1 shows
how they envisioned a cascade of sensitive periods in speech
processing.
We will mainly use the term sensitive period for the re-
mainder of the paper. The term is meant to refer to a pe-
riod of heightened plasticity and sensitivity to environmen-
ECAL - General Track
409 ECAL 2013
Figure 1: Sensitive periods in speech processing, as sug-
gested by Werker and Tees (2006).
tal stimuli for a given function. If we want to emphasize that
the period has a strict ending and that there is no plasticity
outside the period, we will use the term critical period.
Background
Factors behind sensitive periods
Much work has been done in studying which factors drive
sensitive periods. Armstrong et al. (2006) reviewed some of
this work, pointing out two categories of changes that gov-
ern their initiation and termination: genetically-mediated
changes and experientially-mediated changes. In the former
category, sensitive periods will begin and end at a predeter-
mined age as a consequence of innate traits. The latter cate-
gory concerns factors affecting sensitive periods differently
depending on the individual’s sensory-input history. Hensch
(2005) reviews ﬁndings regarding sensitive-period plasticity
in the primary visual cortex. He shows evidence from ge-
netically altered mice that the sensitive period in this part of
the visual pathway is related to the maturation of inhibitory
circuits.
Johnson (2005) presents three views on what causes plas-
ticity to decrease as a sensitive period ends: (a) Matura-
tional changes, (b) self-termination of learning, and (c) sta-
bilization of the constraints of plasticity. The ﬁrst explana-
tion describes chemical processes in the brain that terminate
learning independently of experience. The second expla-
nation describes how the learning itself may lead to a de-
cease in plasticity. One example of a factor leading to self-
termination of learning is limited computational resources:
when a lot has been learned, there is simply not the same
capacity for adding new knowledge. The third explanation
regards how sensitive periods may end due to a stabilization
in external factors, such as bodily growth, rather than an ac-
tual decrease in plasticity.
Sensitive periods in food preference formation
The experiments in this paper use food-preference formation
as the domain for studying sensitive periods. The reason is
that this domain gives us a natural way of splitting the learn-
ing task into several subtasks at different levels in a hierar-
chy, each depending on subtasks below. This is essential if
we hope to observe sensitive periods forming in a cascading
manner.
Sensitive periods in food preference learning have been
studied among animals, for instance snapping turtles
(Burghardt and Hess (1966)), lynx spiders (Punzo (2002))
and cuttleﬁsh (Darmaillacq et al. (2006)). Also among hu-
man children, a sensitive period of food preference learning
has been suggested (Cashdan (1994)).
Evolving sensitive periods
Bullinaria (2003) studied sensitive periods of learning, as
part of a simulation of the human oculomotor system. By
the use of an evolutionary algorithm, age-dependent neural
plasticity was generated. The type of age-dependent plas-
ticity arising from these experiments had parallels with bio-
logical sensitive periods. The evolved sensitive periods had
the effect of letting individuals be plastic as their sensory
systems underwent development, and less plastic after their
development was done. Bullinaria describes two simplify-
ing assumptions made in this work that will be important to
address in the future. First, plasticities are fully determined
by the genotype, meaning experience has no effect on the
mapping from age to learning rates. Second, the evolved
age-dependent plasticity is the same for all parts of the net-
work. In this paper, we remove the second simpliﬁcation, to
study the effect of different evolved learning rates on differ-
ent parts of an agent’s behavior. In a later paper (Bullinaria
(2009)) Bullinaria found that a longer period of parental pro-
tection gave a lengthening of learning periods in children.
Kirby and Hurford (1997) studied incremental learning
in language acquisition. By using an evolutionary algorithm
to decide the timing of increments to learning capacity, they
aimed to study when and why sensitive periods would form
as an effect of incremental learning abilities. They enabled
their evolutionary algorithm to shape incremental learning in
two ways. It could determine learning resources on the ba-
sis of the age of an individual or the experience level of the
individual. Kirby and Hurford found that evolving learn-
ing resources based only on the age of an individual gave
extreme sensitive periods, similar to what has traditionally
been called critical periods: A slight delay in the expected
stimuli made individuals miss the evolved window for learn-
ing, unable to learn language at all. Evolving resources
based only on the experience level of an individual gave the
opposite effect: No sensitive periods were formed at all – ex-
perience could be postponed indeﬁnitely and learning would
proceed as normal. It was ﬁnally found that letting evolution
combine the two forms of learning control would give sensi-
tive periods similar to the ones seen in language acquisition
in humans.
Hurford (1991) set up an evolutionary algorithm to model
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Figure 2: A model of neuromodulated plasticity. The activ-
ity of modulatory neurons affects the plasticity of connec-
tions between regular neurons.
language acquisition. This is a task suggested to have a sen-
sitive period, based on ﬁndings from, among other, language
recovery in children and adults suffering from aphasia. The
evolved learning efforts showed plasticity of the language
system peaking in the ﬁrst period of the individual’s life, and
gradually falling off to zero. Hurford hypothesizes that the
ending of the sensitive period is not happening because it is
beneﬁcial to turn off language learning. Rather, as individu-
als master the language fully at a young age, the pressure to
boost language learning is simply gone, so there is no pres-
sure to drive the sensitive period into adulthood. This hy-
pothesis is strengthened by the observations that individuals
subjected to a high chance of “language amnesia” at some
stage in life tend to evolve lifelong sensitive periods.
Neuromodulated learning
In the experiments presented here, we study plasticity regu-
lation across several modules of a neural network. To ex-
change reinforcement signals between these modules, we
use neuromodulated learning.
Neuromodulated neural networks are networks that in-
clude another type of signal in addition to the traditional
activity-propagating signals. Fellous and Linster (1998)
present a review of work on these kinds of networks, reveal-
ing that modulatory signals have been used to affect network
function in diverse ways, most of them biologically plausi-
ble, or at least biologically inspired.
Of particular interest in this context, is the use of neuro-
modulation to allow efﬁcient reinforcement learning, as that
is the role modulation plays in the experiments presented in
this paper. In the model of neuromodulated reinforcement
learning we employ (Figure 2), modulatory neurons affect
the plasticity of connections between regular neurons. A
single modulatory neuron affects all connections in a link,
a concept which will be deﬁned in the experimental setup-
section. The model we used is similar to that used in (Soltog-
gio et al. (2008)), which allowed an agent to learn from
sparse events, by letting the modulatory signals have a mul-
tiplicative effect on neural plasticity.
Research Questions
The experiments discussed herein study the emergence of
sensitive periods in simple agents in an ALife environment.
The environment was set up with a “hierarchical” learning
task, where learning of high-level behaviors is dependent on
the low-level behaviors already being stable. An evolution-
ary algorithm (EA) was used to search for optimal sensitive
periods for different behaviors. The questions we want to
answer are:
• Will the agents show sensitive periods that sequence
learning in order of the complexity of behaviors (from
low-level to high-level)?
• Will the evolved sensitive periods be able to reduce the
agents’ learning efforts, while still allowing them to learn
the correct behavior?
Experimental Setup
SEVANN
To evolve neural networks with age-varying plasticity, the
system SEVANN (Script-Based Evolution of Artiﬁcial Neu-
ral Networks) (Downing (2010)) was used. SEVANN is a
system that lets the user form an underspeciﬁed script deﬁn-
ing an ANN, and then searches for good values for the un-
speciﬁed parts by use of an evolutionary algorithm. For
the experiments reported here, the architecture and initial
weights of the ANN were fully speciﬁed in the scripts, to al-
low SEVANN to focus on evolving plasticity values through
life, and to allow analyses of results to only depend on the
plasticity.
In SEVANN, networks consist of layers and links: Layers
are a number of neurons that share common attributes, as
well as common inputs and outputs. Links are a number of
arcs (single connections between neurons) that are grouped
together, because they have common attributes, and connect
the same layers. When working with age-varying plastic-
ities, we encode learning rates on the link level, allowing
evolution to differentiate learning rates between links, but
not between single arcs within a link. This granularity was
chosen because different links learn different behaviors, and
thereby we may allow the sensitive periods to sequence be-
havior learning.
Food-Gathering Task
To study how sensitive periods may evolve to sequence the
learning of several behaviors, a task with dependencies be-
tween different behaviors is needed. The task must have
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different levels of behavior, where one level affects perfor-
mance of the level above - this way, a cascade of sensi-
tive periods, as suggested by Werker and Tees (2006), may
emerge as a solution to the problem.
Agents are placed on a toroidal grid with food and poison
randomly scattered around. To make the hierarchy of behav-
iors more complex, food is placed in nuts, which need to be
cracked open to access the food inside. So, the agent has
to make three kinds of decisions: where to navigate, which
nuts to open, and which food elements to eat. The deci-
sions depend upon each other in a bottom-up fashion: To
learn which nuts to open, the agent must ﬁrst have under-
stood which foods are healthy, then link these to the nuts
containing them. And to learn which nuts to navigate to, the
agent must ﬁrst have learned which nuts it wants to open.
Eating food, opening food nuts and visiting food locations
increases the agent’s ﬁtness, whereas eating poison, opening
poison nuts and visiting poison locations decreases it by the
same amount. The layout of the food-gathering grid was
randomly initialized in each ﬁtness evaluation, with a given
probability of each cell containing a poison nut, a food nut
or nothing.
An agent resulting from a successful run of the EA typ-
ically opens all food nuts and eats all foods. It eats one or
a few poison items before learning these should be avoided.
Thereafter it still opens poison nuts until it learns they are
associated with poisons. Next, it passes over poison nuts
without opening them, before ﬁnally learning to steer away
from poison nuts. The order of learning here reﬂects the hi-
erarchical ordering of the task, and sensitive periods are ex-
pected to form in the same order. Each individual was tested
ﬁve times during each ﬁtness evaluation, on grids with dif-
ferent positions of food and poison. This was done to make
agents form general sensitive periods, instead of sensitive
periods adapted to one particular environment.
Food-Gathering Network
The network structure was chosen to enable learning to
propagate from “low-level” (food preferences) to “high-
level” (movement preferences) behaviors. The network
structure is depicted in Figure 3. It utilizes neuromodula-
tory neurons to be able to transfer what it learned at lower
levels to higher levels.
The network mirrors the hierarchical arrangement of the
task: Higher levels of behavior are learned by use of re-
inforcing signals from lower levels. For instance, to learn
which nuts to crack (in the link between InputNut and De-
cisionCrack), the output from evaluating food is used as a
reinforcing signal, with a delay of one timestep: if the food
evaluated in the current timestep is good, the decision to
crack the nut in the previous timestep was obviously good,
and should be repeated in the future. Otherwise, the decision
should be avoided, and the arc causing it should weaken.
The bottom layer in each behavior is used to scale the out-
InputCenter
InputReward
InputNut
InputAhead
InputPunishment
DecisionEat
DecisionCrack
DecisionMovement
OutputEat
OutputEat
OutputMovement
Figure 3: The Neural Network that controls food-gathering
agents. Rounded rectangles in the ﬁgure correspond to lay-
ers of neurons. Arrows are links between the layers. Dotted
lines are plastic links. Links targeting other links are mod-
ulatory links, regulating their plasticity. The link ending
in a square signiﬁes a negative modulatory activity, whereas
the other modulators give positive reinforcement. The plas-
tic links are all initialized with positive values, to facilitate
initial exploration.
put activity of that behavior, so that reinforcing modulation
on each level is of the same magnitude. Without this scaling,
it would be more difﬁcult to compare learning rates across
layers, because layers with a very strong modulatory input
could learn with a very low learning rate.
Learning
Arcs in the network are updated by the following learning
rule:
Δwij = η ∗mod ∗ |xixj | (1)
where η is the learning rate,mod is the strength of incom-
ing neuromodulation and xixj is the product of pre-synaptic
and post-synaptic activity, in other words a regular Hebbian
update term.
As the equation shows, it is the absolute value of the heb-
bian update that is used in the calculation of the new weight
value, since we want the modulatory signal to decide the
direction of the weight change: negative modulation means
whatever action was taken was a bad idea, so the weight of
the link causing the action should be decreased. Positive
modulation should have the opposite effect. In the absence
of modulation (in other words, ifmod = 0), weights are not
updated.
The age-dependent learning rate is encoded as a sequence
of real values (η) in the genome. One such sequence is
evolved for each plastic link in the network. Each value in
the sequence describes the change in learning rate for the
current age. The ﬁrst value in the sequence encodes the ini-
tial learning rate for the link. A separate parameter decides
the delta age, δage, of the link. This parameter tells the al-
gorithm how often it should update its current learning rate.
For instance, δage = 5 would mean the rate is updated every
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Parameter Value
Generations 100
Adults 30
Children 50
Crossover probability 0.1
Mutation probability 0.005
Genes per individual 75
Bits per gene 8
Elite fraction 0.2
Culling fraction 0.25
Table 1: Parameters of the Evolutionary Algorithm
ﬁfth timestep, giving a total of 20 updates for a 100-timestep
run. A reasonable setting of this parameter allows us to re-
duce the complexity in ﬁnding a good mapping from age to
plasticity. For the experiments reported here, δage = 4.
For the environment and network presented here, it was
found that a range of numbers from -0.25 to 0.25 was a good
selection for the available values for η. This gave the evo-
lutionary algorithm the opportunity to tune the learning rate
quite ﬁnely, as well as having the possibility to move fairly
rapidly towards high or low rates when needed.
Negative learning rates are not allowed. If the learning
rate goes into negative values, it is treated as a learning rate
of zero. Still, the negative value of the learning rate is re-
membered when calculating the learning rate for the next
age. This makes it possible for evolution to drive the learn-
ing rate far into the negative domain, meaning it can effec-
tively “shut off” learning by adjusting the learning rate. This
way, the encoding allows evolution to generate sensitive pe-
riods that are quite resistant to disruptive mutations.
Evolutionary Parameters
Table 1 gives the parameters of the evolutionary algorithm
for the experiments reported here. Crossover probability
gives the probability of crossover per individual, and mu-
tation probability gives the probability of mutation per bit in
the individuals’ genotype.
The same parameters were used for all runs, except for
the case where static learning rates were evolved. For these
runs, we needed only three genes to specify the learning
strategy followed by an individual (one gene per learning
link). Those three genes were each encoded by 20 bits, to
allow evolution to ﬁne-tune the static learning rate. The re-
maining parameters were not altered.
Results
Learning costs and sensitive periods
Figure 4 shows average evolved age-dependent plasticities
for the three different behaviors in the task when there is
no cost of learning. As expected, no sensitive periods are
Figure 4: Evolved plasticities with no cost of learning. The
ﬁgure displays the plasticity in the three links of the network
as a function of the agent’s age. – Averages over 50 runs.
Error bars show one standard deviation.
formed, as there is no pressure to form them imposed by the
evolutionary algorithm.
A cost of learning on the ﬁtness of individuals is doc-
umented in biology (see for instance Mery and Kawecki
(2003) for an example from the common fruit ﬂy). We sim-
ulate the costs associated with plasticity to see how this af-
fects the evolution of age-dependent plasticity. The cost of
learning is implemented as a term subtracted from an indi-
vidual’s total ﬁtness. It is proportional to the sum of areas
under the agent’s three plasticity graphs.
Figure 5 shows the evolved plasticities when adding this
cost to ﬁtness evaluations. As the ﬁgure shows, we see cas-
cading sensitive periods moving from lower to higher levels
of behavior. Averaging over 50 individuals smooths the sen-
sitive periods, meaning the cascades showmore overlap than
what is normally present in individuals. We will see later in
this section that the evolved plasticities within individuals
do show the expected ordering of learning.
Another reason for the large degree of overlap is that the
individual behaviors are very simple to learn: they can be
learned by a single observation of the relevant association.
Had each behavior been more complex, taking more time to
learn, it is expected that sensitive periods would be further
separated in time.
Sensory deprivation A common way of studying sensi-
tive and critical periods, is to subject individuals to sensory
deprivation up until a certain age, and study their develop-
ment after this age. If they are unable to follow a regular
path of development, we have an indication that the plas-
ticity of the considered system underwent a critical period
before that age. In our deprivation study, we subjected the
winner individual of each evolutionary run to sensory depri-
vation on all three levels of behavior, and measured its per-
formance on the considered behavior. For instance, to test
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Figure 5: Evolved plasticities with a cost of learning – Av-
erages over 50 runs. Error bars show one standard deviation
Figure 6: The result of sensory deprivation. – Averages over
50 runs. Dots show measured values, lines interpolate be-
tween them.
whether there was a sensitive period for learning about nuts,
we waited for a given time before presenting the individual
to nut stimuli, and measured how well it was able to learn
the nut association task from this age.
Task performance was measured as the amount of cor-
rect associations made during the rest of the individuals’
life (after ﬁnishing sensory deprivation), reduced by the
amount of incorrect associations made. An inverse rela-
tionship between deprivation length and task performance
was observed for individuals with a constant learning rate
throughout life, because for longer deprivation lengths, in-
dividuals had less time to accumulate performance points.
For individuals allowed to evolve age-dependent plastic-
ity, the sensory deprivation resulted in the task performance
shown in Figure 6. All behaviors approach zero for sensory
deprivation above a certain age, indicating that learning the
associated behavior was not possible after this age. Further,
we see the cascading of learning observed in Figure 5 af-
fect the timing of the age when sensory deprivation disrupts
further learning.
The fact that performance seems to fall off gradually with
increasing durations of sensory deprivation is due to differ-
ences in the evolved timing of sensitive periods between in-
dividuals. Studying single individuals, we observed that the
cut off is much more dramatic. In other words, the term
critical period describes this learning better than sensitive
period. The reason is of course that age is the factor control-
ling plasticity, so delaying stimuli beyond a certain age will
prevent all learning.
Learning Order
This section presents statistics about the ordering of sensi-
tive periods. We evaluated 50 individuals, noting how many
of these formed the expected order of sensitive periods. The
order of sensitive periods was measured by calculating the
center of mass for plasticity in each behavior, and ordering
them in order of ascending center of mass. An early cen-
ter of mass for a behavior means a lot of learning is going
on early in the life of the agent, corresponding to an early
sensitive period.
The order of the centers of mass was then compared to
the ordering that would be generated by random processes.
For three different behaviors, 6 different orderings are possi-
ble, and the expected number of times each would be seen is
1/6 ∗ 50 = 8.33. For a statistically signiﬁcant indication that
the expected ordering is preferred, we need to see the ex-
pected order of sensitive periods at least 14 times, which is
associated with a p-value lower than 0.04. For comparisons
between pairs of behaviors, we need to see the expected or-
der of sensitive periods at least 32 times, again indicating a
p-value lower than 0.04.
Table 2 shows statistics from runs of the experiment with
and without a learning cost. The table shows that there is no
signiﬁcant evidence that plasticity schedules learning in the
expected order, when there is no cost of plasticity. However,
when individuals are evolved with a plasticity cost, they are
forced to being more cost-effective, thus scheduling their
learning.
Shufﬂing After observing that sensitive periods tended to
form in an order from “lower” to “higher” levels of behavior,
we wanted to test just how important this ordering was. To
do this, we shufﬂed sensitive periods in each of the winner
individuals from our 50 runs of evolution. This was done by
extracting evolved learning strategies from one layer, and in-
serting it into another within the same individual. The result-
ing individuals were each tested on 50 new mazes, and their
average ﬁtness was stored as an indication of how well they
were able to learn preferences in these mazes. Notice that
shufﬂing does not affect the learning costs of an individual,
so a difference in ﬁtness indicates a difference in learning
performance.
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Learning Cost p(F-N-M) p(F-N) p(N-M) p(F-M)
Yes < 0.001 0.008 < 0.001 < 0.001
No 0.317 0.839 0.556 0.336
Table 2: The ordering of sensitive periods. Letters F, N and M are used to indicate the different learned associations: Food,
Nuts and Movement associations. The following columns show the probability of observing the evolved ordering of sensitive
periods by chance, ﬁrst for all three behaviors, then their pairwise orderings. Results in bold signify statistically signiﬁcant
evidence that evolution prefers to arrange sensitive periods in the expected order. All results were obtained by doing 50 runs of
the EA.
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Figure 7: How learning is affected by shufﬂing sensitive pe-
riods. – Averages over 50 runs. Error bars show a 95%
conﬁdence interval of the mean.
Figure 7 shows the result of the shufﬂing of sensitive pe-
riods. The labels below axes indicate what new ordering of
learning the shufﬂing corresponds to. (Food - Nut - Move-
ment) was the original ordering, so this label indicates no
shufﬂing. We see that increased shufﬂing gives a decrease in
learning ability (seen as a decrease in ﬁtness). Shufﬂing only
two of the evolved sensitive periods, gives less of a ﬁtness
decrease than shufﬂing all three. The lowest ﬁtness is ob-
served when the sensitive periods are completely reversed,
indicating that a proper sequencing is essential for learning
in the winner individuals.
The utility of age-dependent plasticity
So far, we have seen how age-dependent plasticity allows
the formation of sensitive periods. In this section, we will
analyze exactly what is the utility of these periods. We will
do that by comparing the ﬁtness of evolved agents with static
plasticity levels and with plasticity levels that vary through-
out life.
Figure 8 shows the ﬁtness of individuals with and without
a plasticity cost. During evolution, the plasticity cost was ac-
tive in both cases, meaning all individuals evolved to form
as cost-effective learning strategies as possible. As the right
ﬁgure shows, the agents allowed to utilize age-dependent
plasticity become more cost effective – their ﬁtness is higher
because they pay a lower cost. However, as can be seen in
the left ﬁgure, this more efﬁcient learning strategy does not
degrade their learning ability. When not applying a cost of
plasticity, the ﬁtness is only based on what the agents can
learn, and this value is not signiﬁcantly different for the two
types of learners.
Conclusion
In this paper we have shown how sensitive periods in learn-
ing can emerge for a reinforcement learning task by allow-
ing an evolutionary algorithm to tune the mapping from ages
of individuals to plasticity values. The task to be solved
required several levels of interdependent behavior to be
learned, and a different age-plasticity mapping was evolved
for each level. The evolved sensitive periods showed the
ability to sequence learning in a bottom-up fashion, allow-
ing the network to learn the simpler behaviors ﬁrst, before
learning the higher-level behaviors that depend upon them.
A condition for observing the sensitive periods was that
plasticity had an associated cost. This cost made evolution
form solutions that learn in a cost-effective way. It is the bal-
ance between having the ability to learn while paying as low
a cost as possible, that drove evolution to ﬁnding cascading
sensitive periods.
In summary, we have seen how evolved sensitive periods
can sequence the learning of sub-behaviors, and that the fac-
tor that drives this sequencing is achieving a good balance
between the costs and beneﬁts of learning. Currently, we are
working on extending this model to account for experience
as a regulator of plasticity, and to include the possibility of
evolved hard-coded preferences.
Another interesting direction for future work is to inves-
tigate critical periods in more complicated tasks, perhaps
tasks that cannot be solved with a constant learning rate. In
other words, tasks that would normally be approached with
a different technique such as incremental learning. We be-
lieve sensitive periods could be useful in such tasks, because
they offer a way of scheduling learning activities between
different behaviors.
Finally, the complexity of individual behaviors in the cur-
rent study is quite low. It would be interesting to see how
sensitive periods are affected by scaling up the complexity
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Figure 8: Box plots of ﬁtness values calculated with and without plasticity cost. Nonoverlapping box notches indicate signiﬁ-
cantly different means with a 0.05 signiﬁcance level. – Averages over 50 runs.
of behaviors, and also how they are affected by tasks where
the progress of learning each individual behavior is less pre-
dictable.
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Abstract 
The first in silico models of self-reproduction only focused 
on the logic of the mechanisms that execute and copy the 
genome or renew the membrane, but neglected associated 
physical constraints. This may have resulted from modeling 
through cellular automata, which are unable to represent the 
cohesion of objects in movement and interaction. In previous 
work I presented a new, well structured and powerful tool 
based on a graph rewriting system embedded in a spatial 
automaton. This tool employs combinations of a unique 
symbol and can represent an unlimited variety of moving 
and interacting objects. As transitions are local and occur at 
random, each trajectory of the system differs. However, 
dependent events can always be represented in their natural 
order.  
With this tool, I built a representation of an autopoietic 
individual. More recently, I hypothesized that this model 
could also be used to demonstrate self-reproduction because 
most of the mechanisms required for growth are already 
available in the autopoietic individual and few additional 
functions are needed. Here, I report the advancement of the 
model to demonstrate the ability of the autopoietic individual 
to self-reproduce. During self-reproduction, autopoiesis 
remains active and the lifespans of the various components 
are unchanged.  
Pathological morphologies can be observed when some 
metabolic pathways are disturbed. Using appropriate 
approximations, some thermodynamic parameters can be 
evaluated. Additionally, a second autopoietic and self-
reproductive individual can be represented within the same 
environment. Further, the model could be used to describe 
the space phase domain and invariants characteristics of each 
of these individuals, whose systematic enumeration and 
classification can be envisioned. Based on this model, I 
propose that autopoiesis facilitates self-reproduction.  
Introduction 
An entity capable of self-renewal is said to be autopoietic 
(Maturana and Varela, 1973). Commonly, biological 
entities (e.g., cells, tissues, societies) are observed to be able 
to generate almost all the components with which they 
maintain their structure and functions. I hypothesize that 
this can result from the association of two independent 
properties: persistence and cohesion. 
Persistence is the property of the entities that are able to 
maintain their composition while constantly renewing 
themselves. Under this property, each part of the entity is 
produced by at least one transformation and destroyed by 
another; these transformations regulate one another1. Such 
                                                             
1
 It identifies each part of itself at least twice: once to synthesise it and 
once to destroy it. We might assume two relationships exist, such that, 
1) the more complex a component, the more efficient it is, and 2) the 
more complex a component, the more complex the operations required 
to build or destroy it. Then, because they are constrained to operate 
constantly on one another, all  components of one persistent object will 
tend to share similar levels of efficiency and complexity. 
entities depend on a permanent input and output of energy 
and materials. The ingoing components are rich in potential 
energy, while the outgoing components are poor. External 
components can be classified as resources, neutrals, or 
toxins. When exposed to a toxin, the whole may be able to 
compensate for its effects. If it is not and this results in the 
defect of a major regulatory pathway, it may not remain 
persistent. It controls its composition, which fluctuates 
around a mean, but not its shape and size, which depend on 
the limits provided by its environment. Its lack of cohesion 
hampers its transfer in another environment. It can split in 
two persistent entities if each resulting part keeps the initial 
composition and is provided with input and output 
pathways, but it cannot control this process and self-
reproduce. Conversely two persistent entities of compatible 
composition in direct contact with each other can merge. 
Persistence could have been a property of some instances of 
the “prebiotic soups” imagined by Oparin and Haldane (see 
Popa, 2004). 
A persistent entity is autopoietic if some of its 
components, other than the entering and outgoing ones, 
ensure its cohesion. Compared to a simply persistent entity, 
an autopoietic individual is endowed with several new 
properties. First, it controls not only its composition but 
also, at least partly, its limits, inputs, outputs, shape, and 
size. It can keep its shape longer than the parts composing it 
can. Second, in so much as its state remains stable, its 
entropy remains roughly constant while that of its 
environment increases (Schrödinger, 1944). Third, the more 
energy is available in its environment the more it controls 
its use of this energy (Virgo, 2011). Fourth, it can attain a 
maximal performance in extraction and use of energy from 
its environment. Conversely, pathological states exist where 
its global performance is reduced. Fifth, it can be moved 
and then maintain itself in any non-toxic environment 
providing only its inputs. Sixth, it can be associated to self-
reproduction. Seventh, it loses these properties if split 
(giving rise to the etymology of the word “individual”). 
Correlatively, two similar autopoietic individuals in direct 
contact with each other will not merge (McMullin, 2004). 
Cohesion can be obtained by including all the components 
in a compartment. Another possibility would be to link 
them all together. The existence of such a kind of individual 
would demonstrate that the presence of an interior milieu is 
not a necessary condition for autopoiesis.  
Prior work has proposed that self-reproduction is a 
particular case of self-production (Sharov, 1999). In self-
reproduction, an individual is able to extract some energy 
and matter from its environment and use it to produce a new 
individual that is similar to itself and that remains distinct. 
Once the reproductive process has been completed the new 
individual cannot be distinguished from the other by 
anything but their history. The model I describe here 
supports the hypothesis that autopoiesis can facilitate self-
reproduction and show the details of this process in the case 
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 of self-reproduction by budding. As most of the 
mechanisms required for growth are already available in an 
autopoietic individual, few additional functions are needed 
for this individual to reproduce itself.  
Autopoiesis and self-reproduction were first described in 
bottom-up models (see Discussion). Recently, a first top-
down model based on ordinary differential equations was 
described (Karr et al., 2012). This model is a proof of 
concept. It shows that some properties of a real living object 
can be computed. However, not all these properties can be 
simultaneously represented in detail. This is due to the 
impossibility of completely isolating an object as well as to 
a lack of knowledge and of computing power (Zwirn, 
2000). Karr’s model represents both some biochemical 
mechanisms (non-biological stricto sensu) and some 
biological properties. These are mainly the reproduction 
cycle, autopoiesis, and the energetic balance of Mycoplasma 
genitalium. As it uses successive approximations of several 
sub-models, this model is redundant. The redundancy 
contrasts with the minimal expression of the same 
properties in the bottom-up models. However, one can 
expect that top-down and bottom-up approaches (analytical 
and synthetical) will converge towards one another (Hucka 
et al., 2003). Bottom-up models could help to define 
properties and to extract only the meaningful information 
relevant for each of them from top-down models. 
 Anatomical characteristics of life have been beautifully 
described by Goodsell (see images following References) 
(2009). His work seeks an integrated view of all the 
components of a cell. He erases the mechanistic details that 
would be required for a comprehensive description of all the 
functions of those components and extracts only those that 
enable the approximation of the main anatomical and 
physiological properties of the living. Thus, his drawings 
inspire this work.  
Methods 
The previously described platform associates a graph 
rewriting system to a spatial automaton and provides a new, 
well structured and powerful language to represent almost 
any biological phenomena (Sirmai, 2011)2. It can be seen as 
a new artificial chemistry (Dittrich, 2009) that can apply to 
any phenomenon characterized by a great variety of forms 
and interactions. This diversity suggests the use of a 
combinatorial method. To enable such a possibility, I 
introduced indexes (previously called “links”) in the cells of 
a spatial automaton. An index belongs to a cell and points to 
a neighboring one. A set of cells pointing to one another by 
their indexes is an object. The cells of the state containing 
indexes then become nodes of a graph and the indexes are 
the edges. These edges are oriented and weighted, as many 
indexes can point towards the same neighbor.  
Each object is an isolated part of the graph. It is 
completely described by the location and orientation of the 
indexes that compose it. This formalism does not limit the 
size, shape or number of objects. In the present model, no 
index may designate an empty cell and only adjacent cells 
can be designated. These parameters could be modified.  
Each transition associates a set of conditions to a set of 
operations. All the conditions are the same type: they test 
                                                             
2 The open-source program is available at www.interactor.fr. 
 
the number of indexes in a given location and orientation. 
All operations are of the same type: they move an index 
from a place to another. This formalism does not limit the 
variety of movements or transformations that can apply to 
each object or couple of objects. In the present model, no 
operation changes the total number of indexes arranged in 
space or the number of indexes of a cell.  
The automaton deals only with indexes in the cells. It 
uses no conditions on the objects such as a name or a color. 
Users can recognise the objects drawn using these indexes 
(Figure 1, left panel) but this recognition is made easier by 
the use of colors (Figure 1, right panel), as can be seen by 
comparing the two panels (Fig. 1), which display the same 
workspace. A second-level language may be superimposed 
to the first to recognize the objects and enable the user to 
interact directly with them rather than with the indexes. In 
the  present model, the workspace is a two-dimensional 
hexagonal matrix without boundaries, wrapped over a torus.  
The space is not explored using its coordinates but 
according to its content. Each transition converts only a part 
of the space. This part is centered by a randomly chosen 
index. It is then assessed through different sets of 
conditions. If a set of conditions is satisfied, then the set of 
associated operations is performed.  
All information regarding the description of objects is in 
the space. All information concerning their movements and 
interactions is in the transitions. No other information is 
encoded.  
Transitions can move, deform, transport, or transform 
objects. Displacements, deformations, and transports 
maintain the objects in the same class. Transformations shift 
them from one class to another. Each class is associated 
with some characteristic pattern of indexes that can be 
identified by some adequate conditions’ sets. 
Here, interactions are not associated with one object, but 
with at least two and possibly more. They are thus described 
only once. The downside is that each transition must 
identify each object involved (pattern recognition). Each 
transition can apply to the few neighboring cells 
representing one object to move or to parts of two objects in 
interaction and not necessarily to the entire space at one 
time. 
 The objects to which transitions apply are chosen at 
random. Transitions occurring in a random order adequately 
represent independent events. Yet, it happens that an event 
depends on another one which determines it, and the 
determining event always occurs always before the 
dependent one. In the same way, the transition representing 
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 the determined event must always occur before the 
transition representing the dependent event. This can be 
achieved by using an intermediate state, which is the result 
of the first transition and the beginning of the second. There 
must be no transition going directly from the initial state of 
the first transition to the final state of the second. If this rule 
is followed, the second transition will always occur after the 
first, although the order in which transitions occur is chosen 
at random. 
Hereafter, the environment will be hidden to concentrate 
on the description of the individuals. Importantly, some 
space remains always free in the compartment and outside 
enabling a permanent random movement of all objects. 
Results 
Two individuals will be described: one called “Tiuccia” and 
the other “Lagny”3. When the model is running, Tiuccia is 
easily recognizable as it is circled in green and Lagny looks 
like a yellow little worm. 
Tiuccia is made of seven varieties of aggregates: five are 
implied in autopoiesis, two in reproduction. Tiuccia 
comprises a membrane enclosing an internal compartment. 
The membrane ensures the cohesion of the whole. It is 
made of one-index particles pointing each to the next one. 
Because of its asymmetry (all its indexes are oriented 
clockwise) its inside and outside faces can always be locally 
recognized. The internal compartment contains freely-
moving tetramers, trimers, and dimers (Figure 2). Trimers 
and dimers are also present in the environment (not shown 
in this view). An arbitrarily high potential energy is 
assigned to the trimers (food) and a low one to the dimers 
(wastes). The membrane is selectively permeable: trimers 
can only enter (te; See Table 1) and dimers can only exit 
(de). In the environment a mechanism converts permanently 
dimers in trimers to maintain a favorable condition. 
Small chains of one, two, three, or more units long are 
attached to the internal face of the membrane. When the 
membrane wrinkles near an attached chain, one of its units 
can be removed and transformed into a chain unit. This 
transformation (mc) lengthens the chain while the 
membrane shortens. The membrane’s continuity remains 
                                                             
3 From the names of the cities where they were first observed. 
ensured. When a chain is at least four units long, its 
terminal end can fold in on itself and transform into a 
tetramer (ct). Therefore, the presence of tetramers indicates 
that some membrane catabolism (destruction) occurred. 
When the tetramer concentration increases, tetramers 
catalyse their own catabolism. If three tetramers are 
adjacent, the central one will be transformed into two 
dimers (td).  
When two trimers are close to the membrane, one of 
them catalyses the transformation (tc) of the other into a 
one-unit chain and a dimer. The one-unit chain  
is attached to the internal face of the membrane and will 
lengthen as previously described. The presence of many 
trimers in the cell is an indicator of a high level of 
accessible food. This signal initiates membrane catabolism.  
When a tetramer and a trimer are close to the membrane, 
the tetramer catalyses the transformation (tm) of the trimer 
in a unit of membrane and a dimer. The unit is inserted in 
the membrane. Tetramers are a signal of a previous 
membrane catabolism and a condition of its anabolism 
(synthesis). 
Because of this coupling of regulation, the size and shape 
of Tiuccia remain almost constant while all its components 
are permanently renewed. Inputs and outputs are in 
competition with the synthesis and destruction of the 
membrane that regulate its length. Figure 3 and Table 1 
depict this metabolism. 
Budding 
The “budding” process occurs through ten 
transformations and transports. Only four of these are 
specific to reproduction. The other six occur in both 
autopoiesis and reproduction, and their denominations 
remain unchanged in the following description.  
The first step of budding consists of the capture by the 
bud of a double-index dimer moving near it in the 
environment (Figure 4a; budding transformation 1). The 
bud itself is made of particles containing two indexes. The 
captured dimer is integrated close to the bud into the 
membrane and the whole gives rise to a 4-double-index 
particle sequence: the cord.  
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 The cord catalyses the second step (Figure 4b): it 
captures a tetramer and transforms it in a short membrane 
fragment (budding transformation 2). This fragment is 
located outside of the main compartment and attached to it 
by its two extremities. Tetramers can be found in the cell 
only and they are a sign of its maturity and good nutritional 
status. The position of the cord between the two 
compartments that it both links and separates is asymmetric 
at its insertions. The main compartment will be called the 
parent and the smallest the offspring.  
The asymmetry enables the cord to specifically catalyse 
the elongation of the new fragment of membrane starting 
from trimers provided by the parent (budding 
transformation 3). A particle of a parent trimer close to the 
cord insertion is added to the offspring’s membrane. The 
remaining dimer stays in the parent and will be eliminated 
later (de).  
These three transformations are enough to initiate a 
complete new autopoietic process that enables the growth of 
the offspring. The next steps are part of the autopoietic 
process. They occur when the offspring’s membrane 
becomes long enough to absorb trimers (Figure 4c; te) and 
to release dimers (de). As soon as two trimers have been 
absorbed, they can give rise to a one-unit chain (tc). As the 
offspring’s membrane keeps growing, due to the parent’s 
assistance, the chain can lengthen (Figure 4d; mc).  
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When it attains a four-unit length, its transformation in a 
tetramer becomes possible (Figure 4e; ct). The production 
of a tetramer by the offspring is a signal of maturity. It 
guarantees that the membrane has grown enough to ensure 
first its own degradation and second its own production. 
This signal is recognized by the cord and initiates the 
separation (Figure 4e; budding transformation 4). The cord 
divides in two buds of two particles each, one belonging to 
the parent and the other to the offspring (Figure 4f). These 
individuals become completely independent.  
As an offspring’s tetramer is transformed into membrane 
during the separation, the offspring may be found to have 
only one tetramer or none at this stage. This feature is 
characteristic of a young individual and will not persist. 
Other tetramers will be produced continuously, and, once 
there are two tetramers, the number will not decrease 
anymore because the presence of two tetramers is required 
to catalyse the destruction of a third one (td). The two 
individuals produced will then remain completely similar 
and only distinguishable from one another by their history.  
As long as the environment remains atoxic and provides 
the required resources the autopoietic and self-reproduction 
processes never stop. 
Pathology 
For some given values of the metabolic fluxes, the 
individual seems to remain in a basin of attraction. The 
measured lifespans of each of its components appear always 
in the same characteristic distribution. The histograms 
describing the distributions of their quantities are the same, 
and the correlations between are also unchanged. Of course, 
these observations are not a demonstration that this will 
always be the case.  
Modifications of the flux of the metabolic pathways 
result in various morphological changes. Indeed, for each 
different metabolism a different shape results. Three 
examples of such morphologies are presented here (Figure 
5) to demonstrate the diversity of the patterns that can be 
obtained. Reciprocally, modifications of the individual's 
shape can result in modifications of its metabolic fluxes. 
The present set of regulations of Tiuccia enables always 
its total recovery. In some extreme cases, its metabolism 
can almost be stopped but no lysis or apoptosis phenomena 
can be observed. These phenomena constitute new 
properties and require the addition of new metabolic 
pathways to be attained. 
Description of “Lagny”    
Lagny is a short chain of one-index particles each pointing 
towards the next. Only the last one points back towards the 
previous.  
The whole looks like this: [>>>><].  
Let’s call [><] the “head” and [>>>] the “tail”.  
The length of Lagny varies cyclically. Only three 
transitions are possible. During transitions (a) and (b), the 
head [><] “eats” a trimer [Y]. Trimers are rich in potential 
energy. “Eating” a trimer means releasing a dimer and 
keeping one unit of the trimer, which becomes a part of the 
head. Another part of the head is also transformed and 
lengthens the tail. The dimers [X] are poor in potential 
energy. Transition (c) releases a dimer from the end of the 
tail when it is long enough. The whole reaction set could be 
written as follows:    
(a)     [>><]  + [Y] ─►     [>>><] + [X]     
(b)     [>>><] + [Y] ─►     [>>>><] + [X]     
(c)     [>>>><]  ─►     [>><] + [X]  
As each of its parts is continuously renewed by itself and 
it always keeps its cohesion, Lagny is an autopoietic 
individual.    
Lagny can reproduce itself when it eats a dimer made of 
two two-link particles, [2-2]. This can happen only when its 
length is maximal. Once ingested, the [2-2] dimer 
transforms the beginning of the tail into a new head and 
settles between it, the one-unit tail, and the other head. The 
two heads continue eating as usual, and [2-2] serves as their 
link with each other and the tail. But, as the two new bodies 
keep growing, [2-2] is progressively pushed back towards 
the tail. Finally, when the two new bodies are long enough, 
the ancient tail completely disappears and a [2-2] dimer is 
expelled. This separates the two new similar Lagnys, which 
then continue independently. 
As two identical shapes would have the same potential 
energy, nutrients, wastes and all their metabolic 
intermediates must have different shapes. These shapes are 
pure conventions and can be changed. Other components or 
transformations can be added. The following rules, 
however, must always be applied:  
 If two components have different potential energy 
they must have different shapes.  
 Each component of the individual must always be 
destroyed and renewed.  
 Cohesion of the individual must always be ensured.  
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 Discussion 
This model demonstrates that autopoiesis and self-
reproduction are not only compatible, but that in the case of 
budding, the first can facilitate the second. It also confirms 
that bottom-up models, that were first used to analyse 
complex biological objects by representing and defining 
some of their functions, can now be used to synthesise new 
objects associating several of these properties. Additionally, 
in this model, pathological morphologies can be observed 
when some metabolic pathways are disturbed. Finally, 
several individuals of different natures can be 
simultaneously represented interacting within the same 
environment. The abstract characteristics of this model 
allow not only biochemical but also robotic,  nano-physical, 
or other interpretations.  
Comparison to Other Models of Self-reproduction 
In other models of self-reproduction, the individuals 
produced are not exactly similar and they are not 
autopoietic (Hutton, 2007). In some, they are not clearly 
separated (Ono and Ikegami, 2000). Some require the 
association of two different formalisms to represent 
movements and transformations (Smith et al., 2002) or 
small and large objects (Wishart et al., 2005). Others, partly 
because they use CA4, are neither autopoietic nor mobile 
(von Neumann, 1966; Langton, 1986; Sipper, 1998; Ishida, 
2010). They invade space only during reproduction and then 
stay immobile. Some, like in molecular dynamic studies, are 
oriented towards the detailed description of a mechanism 
more than towards the integration of all of them to produce 
a biological property (Bersini, 2010). Swarm chemistries 
(Sayama, 2009) or diffusion–reaction models (Virgo et al., 
2013) conform to some thermodynamic constraints but the 
“individuals” or their components do not have defined 
boundaries and anatomy. By contrast with agent based 
models, this formalism doesn't associate several functions to 
one object but several objects or parts of objects to one 
function. Functions are therefore described only once. 
Autopoiesis and Self-reproduction: Which Came 
First? 
This model supports the hypothesis that, in the case of a 
budding mechanism (as opposed to division), a single 
structure could be sufficient to perform all of the 
mechanisms required for adding self-reproduction to 
autopoiesis. This structure would be synthesised when the 
individual's state indicates that it is healthy enough to 
reproduce itself. It would be able to separate and maintain 
linked a part of the membrane from the initial individual. 
When the inflow in the parent individual is sufficient, it 
would favour the use of a part of it to increase the size of 
this new membrane. As soon as this membrane has grown 
enough to perform its own entries itself, the autopoietic 
                                                             
4 Cellular automata, because their rules modify only one cell’s state, 
are unable to represent the coherence of objects in movement and 
interaction. Furthermore, starting from a given initial state, they 
calculate a determined unique trajectory and cannot show other 
possible evolutions and make probabilistic predictions. They are 
therefore more suitable for the description of an history than for 
prediction of possible future events. They  can hardly be used to know 
what range of initial states and what kind of laws would have produced 
a given final state.  
regulations take over. Since the membrane is the energy 
entry point, the processes (metabolism and its regulation) 
that depend on the energy source will be activated. All the 
autopoietic regulations successively add up until the 
offspring has acquired most characteristics of the parent. 
The acquisition of the last of these characteristics would 
signal the separation. The structure that initiated budding 
disappears. Parent and offspring are identical. New budding 
processes can begin.  
Can this relationship between autopoiesis and self-
reproduction help us to understand how they appeared? 
According to the Oparin-Haldane hypothesis (see Popa, 
2004), let's consider the case of a simply persistent 
individual capable of giving rise to an autopoietic 
individual. The transition to autopoiesis may, for example, 
be the creation of an isolate of the same composition as the 
parent but whose components are organized differently. The 
parts of this isolate are now linked together while it is still 
able to renew itself. We do not know if such a transition is a 
rare or common event since it does not produce a self-
reproducing individual and, therefore, does not leave any 
trace.  
Knowing that a single component may be sufficient to 
initiate and complete the process of self-reproduction, we 
can imagine that such a component was included in an 
isolate during a transition towards autopoiesis. If such an 
event occurred, it immediately created a new individual 
endowed with three major biological properties: 
autopoiesis, self-reproduction, and the ability to evolve. 
If these properties did not arise simultaneously, one of 
them was acquired during the evolution of the other. 
However, only autopoietic individuals can acquire and 
control their self-reproduction. Persistent entities can only 
split and merge. Therefore, this model supports the 
hypothesis that self-reproduction was acquired either 
simultaneously with or after autopoiesis. 
Autopoiesis and Tolerance 
The ability of autopoietic individuals to evolve depends on 
the control they exert on themselves. On one hand, this 
control enables them to better resist environmental 
variations than objects that are only persistent. On the other 
hand, if total, it may be an obstacle to any subsequent 
change. To acquire the ability to differentiate themselves 
from their parents, autopoietic individuals must be able to 
interact with new components. This implies an ability to 
tolerate some unexpected entries that are not constitutive 
parts of the individual.  
Such a tolerance can seldom be passive, but most, if not 
all, known biological individuals are endowed with several 
active tolerance mechanisms, for example, redundancy of 
metabolic pathways, use of degenerate coding, 
compartmentalization, and ability to actively eliminate non-
self components. This is associated with permanent 
identification of their self through an unceasing destruction 
and reconstruction. 
 The diversification of the entries has several 
consequences: it enables them to extract food from a greater 
variety of sources, and it allows new interactions with 
unknown foreign components which—even if insufficient—
is a condition to the acquisition of new metabolic pathways 
including those required for self-reproduction.  
Tolerance should be a target for future models. 
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 Compatibility with Physical Laws 
The model presented here allows an association of an 
entropy to each state space or part of the space. This 
entropy can be calculated by systematically enumerating all 
the possible distributions of the objects this space contains 
(complexions). Because each individual remains in a quasi-
stable state in a basin of attraction, it is postulated that its 
entropy remains constant. Because the content of the 
environment is modified (for example, two trimers are 
removed while three dimers are added) it is postulated that 
the entropy of this environment increases. 
To represent the conservation of energy, we must be able 
to calculate a quantity that remains constant from one 
transition to another. This quantity is equal to the sum of 
kinetic and potential energies of all the objects. A potential 
energy, a speed and a mass can be arbitrarily assigned to 
each object. From these data it is possible to calculate how 
the objects’ speeds changed during conversions between 
potential energy and kinetic energy. However, in an 
asynchronous model, the speeds of all objects cannot be 
changed simultaneously and approximations are required5. 
It must be noticed that, due to the use of intermediate states 
(see methods), these approximations do not modify  the 
order in which the dependent reactions occur. 
Until a better approximation of kinetic energy is 
achieved, the only available reliable rule is that two 
identical shapes have the same potential energy. Therefore, 
nutrients, wastes, and, more generally, all their metabolic 
intermediates must have different shapes.  
 
Domain of the Individual in its Configurations 
Space  
Here, the analogy between the biological reality and the 
model is consistent enough to justify the word “pathology”. 
In both cases, we can distinguish a normal situation from 
several pathological ones. In “healthy” situations, the 
individual can attain its maximal performance in extraction 
and use of energy from its environment. In pathological 
situations, something is missing or in excess and the global 
performance is reduced. Each situation associates some 
anatomic (morphological) and physiological (functioning) 
characteristics. 
In the case of Tiuccia, it has been observed that its mean 
renewal was faster with particular adjustments in the 
efficiency of some metabolic pathways. As this study is not 
extensive, it remains possible that  better performance can 
be achieved with other adjustments.  
Each possible morphology is a spot in the configurations 
space of the individual. This configurations space is an 
abstract space whose number of dimensions is equal to the 
number of classes of components of the individual. The 
individual is always in one place of this space. It can be in 
some places but not others. The set of places where it can 
exist constitutes its domain.  
This model enables a systematic study of an individual’s 
domain. This domain can be described spot by spot. 
However, by analogy with what is known of other physical 
(but not yet biological) systems, there may be 
approximations that allow more simple descriptions than 
                                                             
5 A possible approximation that remains to be evaluated is to rank the 
objects according to each one’s speed. Fast objects will then be treated 
more frequently, and the frequency of their interactions will be higher. 
such an extensive enumeration. Such descriptions could rely 
on some characteristic parameters of the metabolism or 
associations of them. Some invariants might also be 
characteristic of the domain of each individual.  
Another representation equivalent to the configurations 
space could be a transformations space whose number of 
dimensions would be equal to the number of 
transformations, each transformations varying in intensity. 
Towards a Systematic Enumeration of All the Life-
as-It-Could-Be Forms? 
It can be hypothesised that the domain description provides 
the most complete and simple representation of an 
individual as it comprises all its various metabolic states 
and the associated morphologies.  
Domains descriptions could provide a method to 
distinguish an individual from one another. Given a set of 
constituents in a defined state and a set of relations between 
them, it should also be possible to know if they can 
constitute an individual or not.  
These descriptions could also show how each individual 
is linked to its “relatives” and, therefore, open the way to a 
method allowing a systematic enumeration and 
classification of all the life-as-it-could-be forms (see 
Langton, 1986).   
Finally, these questions are linked with epistemology 
since it can be hypothesized that, altogether, the description 
of all those life-as-it-could-be forms could constitute a 
Logical Tree of Life, independent of the Historical Tree of 
Life. All the statistical knowledge concerning reproducible 
biological phenomena should go in the first one; all the 
deterministic non-reproducible in the second.  
Conclusion  
This model shows that, at least in the case of budding, 
autopoiesis facilitates self-reproduction. It analyses 
autopoiesis as an association of persistence  plus cohesion 
and offers a rational definition of individuality. It supports 
the hypothesis that autopoiesis is simultaneous or precedes 
self-reproduction. It may be a guide towards a method 
allowing a systematic enumeration of all the life-as-it-
could-be forms. It investigates the difficulties in 
representation of physical constraints and proposes some 
empirical rules. 
The new platform used for these representations is a 
graph rewriting system embedded into a spatial automaton. 
It provides a simple and powerful language using 
combinations of a unique symbol to represent phenomena 
characterized by an unlimited variety of forms and 
interactions.  
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Abstract 
This paper describes an Artificial Life approach to Theory of 
Mind (ToM), the ability to employ mental representations of 
other minds in order to understand or anticipate the behaviour 
of others. We designed a model in which a population of neural 
network (NN) agents evolve the ability to predict, on basis of 
observation of past behaviour, others' future behaviour in novel 
circumstances. As agent behaviour is guided by private mental 
states, invisible to the predicting agent, this task forces agents 
to go beyond imitation and repetition of fit responses, requiring 
them to gain some degree of insight into the partner agent's in-
ternal configuration by observation of their externally visible 
behaviour. As such, this learning ability cannot be captured 
with conventional learning algorithms based on rewards or ex-
amples. We find that NNs equipped with neuromodulation 
mechanisms can be evolved to perform favourably on this task. 
The resulting networks are seen to behave as though they have 
a primitive form of first order ToM. 
Introduction 
Theory of Mind (ToM) is the ability to employ mental 
models (representations) of other minds, in order to under-
stand or anticipate the behaviour of others (Premack and 
Woodruff, 1978). The adaptive advantages of ToM are likely 
to be a driving factor in the evolution of cognition that recog-
nizes others as well as itself as intentional agents. While ToM 
has become a hot topic in cognitive psychology and related 
fields, the phenomenon of “mirror neurons” (neurons that 
activate both when a given action is performed and when the 
same action is observed) has become a hot topic in cognitive 
neuroscience. Many researchers are intuitively inclined to link 
these two phenomena, thinking of mirror neurons as a neural 
basis for ToM, but the relation between the two remains 
murky. As such it seems potentially informative to try and 
evolve ToM-like abilities in neural systems.  
Representation is a tough issue in connectionist AI, but 
mental representation of other minds presents a special chal-
lenge in at least two aspects: (1) Other minds are themselves 
capable of representing, leading to recursive and reflexive 
scenarios such as mind X representing a mind Y that itself 
represents mind X (see also Dennett, 1987). This point in par-
ticular complicates the connection with mirror neurons, which 
so far have not been observed to engage in recursive mirroring 
(although some have theorized about recursive functionality, 
see Gallese, 2007). (2) Other minds are invisible: we cannot 
see the minds of others, we can only guess at the existence of 
other minds via observation of behaviour. This point has di-
rect implications for learning about other minds: One might 
learn about another's behaviour via direct observation of that 
behaviour, but for learning about another's mind one needs 
forms of learning ability that incorporate inference from ex-
ternally visible behaviour to (invisible) mental states. This sort 
of learning is difficult to capture with traditional AI conceptu-
alizations of learning. Indeed, while computational work on 
ToM exists, the mechanisms for representing other minds are 
usually explicitly given and fixed (see e.g. Takano and Arita, 
2006;  Noble et al., 2010) (placing the focus on recursion 
depth instead). In this research we instead aim to let such 
mechanisms evolve from scratch, using a minimalistic evolu-
tionary neural network model. 
Model 
Agents are implemented as neural networks (NNs). Net-
work architecture is evolved using a basic Genetic Algorithm. 
Agents interact in pairs. During its lifetime, each agent is part 
of multiple pairings. In each pair, there is a fixed role division: 
one agent acts at zero-order ToM (L0), meaning it ignores the 
other agent and simply reacts on basis of the state of the envi-
ronment and its own mental state, and the other agent acts at 
first-order ToM (L1), meaning it tries to anticipate the behav-
iour of the L0 agent (at present, the L1 agent is simply tasked 
with predicting the L0 agent’s behaviour). Each pair interacts 
for a set number of time-steps. 
 Our model is not intended to capture any specific social in-
teraction scenario in particular. Instead we take a more ab-
stract approach, in which the logic that determines the fitness 
payoff for performing a given action in a given state is gener-
ated randomly for each experiment (i.e. the fitness function is 
randomly generated for each run of the model). The idea is 
that if arbitrary fitness functions can be handled successfully, 
then the model has generality. Thus there is no concrete "task" 
to solve, there are merely environmental states, mental states, 
actions, and a randomly generated base logic that relates these 
elements. 
 
Environmental state: bit-string of length Ne (set to 3 in the 
experiments discussed in this paper). The environmental state 
is shared between interacting agents (i.e. both agents see the 
same state). The environmental state changes every time-step. 
Each pair of agents sees each environmental state exactly once, 
in random order. 
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Mental state: bit-string of length Nm (set to 3 in the experi-
ments discussed in this paper). Each agent has a private men-
tal state, invisible to its interaction partner. Mental states re-
main constant over the course of the interaction of an agent 
pair. 
 
Action: bit-string of length Na (set to 3 in the experiments 
discussed in this paper). At each time-step, each agent outputs 
an action. 
 
Base logic: generates the optimal L0 action choice for each 
(environmental state, mental state) pair. The base logic ab-
stractly represents social scenarios. The base logic is imple-
mented as a neural network, identical in kind to the NNs used 
for the agents, although with a few restrictions (we detail the 
way the base logic is generated after we explain the agent NN 
architecture below). 
 
 
 
 
Figure 1. Schematic of agent interaction. The L0 agent com-
putes its action (R0) from the (shared) environmental state and 
its (private) mental state. The L1 agent computes a prediction 
(R1) of this action. After the prediction is made, R0 is revealed 
to the L1 agent as data to drive its learning process. 
 
Fitness scores for the action choices of the agent perform-
ing the L0 role are calculated as proximity to the optimal ac-
tion as generated by the base logic, normalized to the [-1, +1] 
interval. Meanwhile, fitness scores for the action choices of 
the agent performing the L1 role are calculated as proximity to 
the action choice of the L0 agent. As such, the L1 agent must 
try to predict the action of the L0 agent, but the action choice 
of the L0 agent depends on the L0 agent's mental state, which 
is invisible to the L1 agent. Herein lies the challenge: in order 
for the L1 agent to be able to predict the L0 agent's future 
moves under future environmental states, the L1 agent must 
infer the L0 agent's mental state from the L0 agent's action 
choices under the current and preceding environmental states. 
By observing both the L0 agent's action choice and the envi-
ronmental state that led the L0 agent to choose that action, the 
L1 agent has the necessary information to infer the L0 agent's 
mental state, and on the basis thereof it can predict the L0 
agent's behaviour under other environmental states. 
Network species 
We use a slightly unusual type of NN, which gives a central 
position to propagation order. A network consists of a list of 
neurons and a set of connections. Propagation simply follows 
the list order. The genome encodes for each connection the 
list-indices of the pre-synaptic neuron and the post-synaptic 
neuron. If the index of the post-synaptic neuron is smaller (or 
equal) to the index of the pre-synaptic neuron, then the con-
nection runs against the propagation direction and is thus 
treated as a recurrent connection (meaning activation sent 
over it arrives at the next time-step). Otherwise, it runs along 
the propagation direction and is treated as a regular connec-
tion (meaning activation sent over it arrives at the same time-
step). This approach avoids the trouble of deriving propaga-
tion order in free-form evolvable NN architectures, and facili-
tates later implementation of endogenously controlled propa-
gation loops for recursive ToM. 
The neuron list is composed of seven sections: 2・Nm neu-
rons for mental state input, 2・Ne neurons for environmental 
state input, 2・Na neurons for partner action input, H hidden 
neurons, Na neurons for L0 action output, again H hidden neu-
rons, and finally Na neurons for L1 action output. Connections 
between two neurons inside one and the same input or output 
section are not allowed. We provide two neurons for each 
input bit. Activation of one neuron signals a 1 value and acti-
vation of the other neuron signals a 0 value for the bit. These 
values can have very different implications, so we input them 
separately. When a NN acts as L0, its responses are read from 
the first set of output neurons, and when it acts as L1, the sec-
ond set is read. When reading out responses at the output neu-
rons, we translate neural activation values into binary values 
by converting negative values into zeroes and positive values 
into ones. Figure 2 shows the basic architecture (for Nm = Ne 
= Na = 1 and H = 2). In the experiments discussed in this pa-
per we used the following settings: Nm = Ne = Na = 3 and H = 
16, making for a total of 56 neurons. Given that connectivity 
is evolved, it is very well possible for neurons to not be in-
cluded in the circuitry, meaning that the "effective" net size 
will generally be smaller than 56. The maximum number of 
connections is limited to 100. 
A neuron's activation is computed from the activation of the 
neurons that project to it, using a slight modification of the 
standard hyperbolic tangent activation function. 
 
Activation function: 
 
                       
             
 
Where Ai is activation at neuron i,      is the weight of an 
activatory connection from i to j, bj is the (genetically en-
coded) activation bias for neuron j, and Nj is the neurotrans-
mitter value at neuron j. Nj defaults to 1, but can be lowered if 
the neuron has any incoming neurotransmitter connections. 
Activation received over such connections is added to the Nj 
value. Nj is clipped to the [0, 1] range before the activation 
function is applied, and reset to 1 after propagation. This neu-
rotransmitter logic is included to provide a simple mechanism 
for blocking signal transmission, which can simplify some 
neural computations (e.g. xor without hidden neurons). While 
theoretically speaking this does not expand the functionality 
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of the network species, we do find inclusion of such a neuro-
transmitter system to improve evolvability. 
 
 
 
 
Figure 2. Neural network architecture concept. Networks con-
sist of seven sections, with the size of each section determined 
by model parameters (see text). Propagation order is fixed. 
Connections running against the propagation order are treated 
as recurrent connections. 
 
Evolution of learning ability is made possible using neuro-
modulation (Soltoggio et al., 2008). Similar techniques have 
previously been employed to evolve spatial representation 
ability in NNs (Arnold et al., 2012, 2013), so it stands to rea-
son that it might allow for evolution of social representation 
ability as well. The basic idea is to introduce a special connec-
tion type that lets neurons send modulatory signals to one 
another, and to let these signals control connection weight 
change. This allows for evolution to shape the weight update 
dynamics of the networks by shaping the modulatory connec-
tivity, which provides a basis for endogenously controlled 
behaviour change, i.e. a basis for learning ability. So in addi-
tion to their activation value, neurons have a modulation value, 
and in addition to standard activatory connections, there are 
modulatory connections. If neuron i has a modulatory connec-
tion to neuron j, then activation at i leads to modulation at j. 
Neurons' modulation values are computed in similar fashion 
to their activation values, but without involvement of neuro-
transmitter values. 
 
Neuromodulation function: 
 
                  
         
 
Where Mi is modulation at neuron i, and      is the weight of 
a modulatory connection from i to j.  
 Weight updates are computed from the activation and 
modulation values at the pre- and post-synaptic neurons as 
follows: 
 
       
    
     
    
     
    
     
     
 
Where      is the change in the weight of the connection 
from neuron i to neuron j, and gij0…3 are binary genes that 
encode inclusion/exclusion of each term in the update func-
tion for this specific connection. Connection weights are 
clipped to [-1, +1]. 
Weight updates are only performed when the network plays 
the role of an L1 agent (the behaviour target for L0 agents is 
static, so no learning is required there). When an agent plays 
the L1 role, propagation is performed twice. The first time, 
only the environmental state is given on the input neurons, 
propagation is performed, and the action prediction is read out 
on the L1 output neurons. Then the environmental state and 
the actual action choice of the L0 agent are given as input, 
propagation is performed, and connection weights are updated. 
In the second propagation round, output is ignored. 
Genetic Algorithm 
Networks are evolved using a Genetic Algorithm, with mu-
tation but no crossover. After each generation, agents are 
sorted by fitness, after which the worst performing two thirds 
of the population is replaced with copies of the best perform-
ing one third, to which then mutation is applied. Mutations 
can alter the following properties: 
 
Connections 
-  Pre- and post-synaptic neuron indices  
-  Type (activatory, neurotransmitter, modulatory) 
-  Update rule genes (gij0…3) 
-  Existence 
 
Neurons 
-  Activation bias value 
 
The "existence" property is used for addition and removal 
of connections (technically speaking there are always 100 
connections in the network, but those with the existence prop-
erty set to false are skipped over when the propagation logic is 
performed). 
We additionally include some special mutation operators 
for modifying neural pathways, such as “inserting” a neuron 
into a pathway (given a connection from neuron x to neuron z, 
this operator picks a random neuron y and then replaces the 
original xz connection with a xy and a yz connection), and 
“removing” a neuron from a pathway (given a neuron y, it 
finds a connection projecting from some x to y and a connec-
tion from y to some z, and replaces the xy and yz connections 
with a single xz connection). Necessity of such operators has 
not been investigated here. 
When mutating a network, we first pick a mutation rate us-
ing the following rule: 
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Where R(0,1) generates random numbers in the interval 
[0,1], neurons is the number of neurons in the agent networks 
(56 in our experiments), and connections is the maximum 
number of connections in the agent networks (100 in our ex-
periments). The resulting rateneuron and rateconnection values are 
then used as the mutation probabilities per neuron and per 
connection, respectively. This slightly convoluted system for 
computing mutation rates is intended to help evolution by 
producing a good mixture of heavily and mildly mutated indi-
viduals, and was found to work better than fixed mutation 
rates. 
Generating the base logic 
As noted above, we use random base logics instead of spe-
cific social scenarios. Base logics are implemented as special 
instances of the neural network architecture described above, 
and generated using the same genetic algorithm, just using a 
different fitness function than used when evolving agent NNs. 
The base logic serves as the target phenotype for L0 agents (i.e. 
fitness of L0 behaviour is judged as proximity to the base 
logic). As the base logic is just a special exemplar of the same 
neural network species, it takes environmental and mental 
states as input and returns actions as output. The fitness func-
tion used for generating base logics assesses the suitability of 
this input-output mapping as a social task, using the product 
of two values: 
Environmental state relevance: for each possible mental 
state, we count the number of different action outputs that can 
be obtained by varying the environmental state. This gives an 
indication of the relevance of the environmental state for op-
timal action choice. If different environmental states do not 
lead to different optimal actions, then little can be learned by 
observing another agent in different environmental states. 
Thus the base logic should have a high value for environ-
mental state relevance, to make learning possible. 
Mental state relevance: for each possible environmental 
state, we count the number of different action outputs that can 
be obtained by varying the mental state. This gives an indica-
tion of the relevance of the mental state for optimal action 
choice. If different mental states do not lead to different opti-
mal actions, then there is no need for L1 agents to learn about 
the mental state of the L0 agent. Thus the base logic should 
have a high value for mental state relevance as well, to make 
learning necessary. 
Expressed in formulaic form: 
 
                        
 
   
             
 
   
 
 
Where mst is the set of possible mental states, env is the set 
of environmental states, actions(m) is the number of distinct 
actions that can be obtained for mental state m by varying the 
environmental state, and actions(e) is the number of distinct 
actions that can be obtained for environmental state e by vary-
ing the mental state. 
While we use the same network architecture, some limita-
tions are imposed when a network is used as base logic. First 
off, the base logic should remain constant over time-steps, so 
modulatory and recurrent connections are disabled. Secondly, 
the base logic only provides the optimal actions for L0 (for L1, 
optimal action is imitation of L0), so neurons beyond the first 
output section are omitted. Thirdly, to ensure that agents can 
viably replicate the base logic phenotype, we limit the number 
of neurons in the hidden neuron section to half of that used in 
the agent networks (i.e. 8 instead of 16). 
We evolve a base logic population of 225 networks for 
2000 generations, and retain the best individual of the final 
generation as the base logic for the experiment. Then a popu-
lation of 225 agent networks is evolved for 2,000,000 genera-
tions. 
Evolving the agent population 
In each generation, we split the population into 25 groups 
of 9 agents each. Within each group, every possible agent 
pairing interacts twice (once for each role assignment). At the 
start of each interaction, the L0 agent generates a mental state, 
which remains constant throughout the interaction. Then the 
L0 agent is exposed to every possible environmental state, in 
random order, while the L1 agent tries to predict the L0 agent’s 
actions, seeing the shared environmental state but not the L0 
agent’s mental state. After each action of the L0 agent, the 
actual action choice is revealed to the L1 agent (i.e. fed into its 
“partner action” input neurons), and weight update logic is 
performed. Each environmental state is seen only once per 
interaction, so simply remembering the partner’s action choice 
is no viable strategy. For the L0 agent, fitness payoff for an 
action is simply proportional to the action’s proximity to the 
optimal action as given by the base logic. Below we use the 
performance of the L1 agent on the last time-step of the inter-
action as a measure of the success of the learning process. 
However, L1 fitness as used by the genetic algorithm is meas-
ured over all steps, so that a faster learner will have better 
fitness than a slow learner even if they perform equally well 
on the last time-step of the interaction. 
At the end of each generation, agents are ranked per group, 
on basis of their L0 performance and L1 performance, with L0 
performance taking precedence over L1 performance. That is, 
if agent X has a higher L0 performance than agent Y, then X 
will be ranked above Y, independent of the L1 performance 
scores. When X and Y have identical L0 scores (a very com-
mon occurrence, especially once optimality on the L0 task has 
been achieved), rank is decided by the L1 score. This way of 
ranking avoids a trap in social evolution. If evolution co-opts 
the neural circuitry that determines L0 behaviour for predic-
tion of other agents' L0 behaviour (i.e. L1 behaviour), then 
when a mutant with better circuitry for L0 behaviour appears, 
this mutant will have worse prediction ability with respect to 
the behaviour of its non-mutant peers (and those peers will 
have worse prediction ability with respect to the mutant). To 
prevent such effects from obstructing evolution of L0 behav-
iour, L0 performance should take precedence of L1 behaviour. 
The best one third of each group (3 agents with the settings 
used here) overwrites the remaining two thirds with copies of 
themselves (so 2 copies per agent), to which mutation is ap-
plied. So effectively the parent agents each have 3 offspring, 2 
mutated and 1 unmutated. 
Results  
Eight trials of the experiment described above were per-
formed. Table 1 shows performance results for the final 1000 
generations of each trial, and Figure 3 shows the evolution 
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process of a representative run. The scores displayed for L0 
are computed over individuals that have been retained without 
mutation from the previous generation (i.e. the unmutated 
offspring of the previous generation). Note that this implies 
that inclusion of an individual in the performance score is 
decided before its performance is measured. Such scores pro-
vide a good performance measure, as they are neither dis-
torted much by mutation (as whole population averages are) 
nor by luck (as population best scores are). Scores displayed 
for L1 are computed over all pairings between such individu-
als. 
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1 .21 .9195 .9841 
2 0 .9984 .9062 
3 .20 .9861 .9641 
4 .05 .9506 .8972 
5 .34 .9199 .9745 
6 0 .9961 .9690 
7 .21 .9995 .9941 
8 .29 .8839 .8974 
average .1625 .9568 .9483 
Table 1. Performance scores. Scores are averages over the last 
1000 generations of each run. Score averages for L0 are taken 
over all individuals that have been copied from the previous 
generation without mutation. Score averages for L1 are taken 
over all pairings between such individuals. 
 
 
Variation in partner L0 behaviour will harm L1 performance 
of even optimal agents. As such, perfect performance cannot 
be expected. To allow for assessment of the evolved learning 
ability, we calculated the maximal expected fitness score 
agents without learning could obtain for each run's base logic, 
and show these alongside the performance scores in Table 1.  
These are the expected L1 scores achieved by a hypothetical 
non-learning agent that for each environmental state simply 
picks the action that (over all possible mental states for an 
optimal L0 partner agent) yields the best expected score. Note 
that the expected score for random behaviour is 0. We can see 
that L1 performance in all runs widely exceeds the computed 
maxima for non-learning agents, showing that learning ability 
was indeed evolved. Average performance over all runs is 
well over 90% of the theoretical maximum, and some runs get 
very close to maximum performance (runs 3, 6 & 7). 
These results indicate that the model, while far from perfect, 
is capable of producing agents that can learn how their inter-
action partner maps environmental states to actions. In that 
mapping, the partner's mental state plays a central role. As 
such, it seems that by observing their partner's behaviour, the 
agents in some form or another get a grasp on their partner's 
mental state. This suggests that these agents have evolved a 
primitive form of first-order Theory of Mind. 
 
 
 
 
Figure 3. Evolution process of example run (run 4 in Table 1). 
As in Table 1, L0 scores are averages over unmutated indi-
viduals and L1 scores are averages over interactions between 
such individuals. Data points are smoothed over 100 genera-
tions. X-axis in log-scale. Initially the population adopted a 
simple L0 behaviour, easy to imitate (hence high L1 scores 
early on) but low in fitness. As the L0 behaviour improves we 
see the L1 performance fall, and then climb back up again as 
the learning ability necessary for prediction of the more com-
plex L0 behaviour evolves. Eventually the system settles in a 
state with high performance for both L0 and L1. 
 
Future Work 
The networks evolved here act as though they have first or-
der ToM, but we have yet to establish how the mental state of 
partner agents is represented in the networks’ activation pat-
terns and/or weight modifications. Our primary future goal is 
to investigate this. It is well known that more often than not, 
networks evolved or trained to solve a given task represent 
their knowledge in highly diffuse and distributed fashion. 
However, as we have shown elsewhere (Arnold et al., 2012, 
2013), when evolution and learning are combined, interactions 
between them tend to give rise to more organized forms of 
representation. In the present work too, we have a combina-
tion of learning and evolution at work. 
Secondly, specific to ToM, we will investigate whether, in 
predicting an L0 partner’s behaviour, these nets use the cir-
cuitry they use when they themselves are performing at L0. 
This would constitute a mirror-neuron-like, “placing oneself 
in another’s shoes” approach to the problem. 
Beyond the above, we aim to extend this research in the fol-
lowing directions: 1) More complex scenarios for the L1 re-
sponse (i.e. not mere prediction, but acting in anticipation of 
the L0 agent's action). 2) Extension to higher (recursive) or-
ders of ToM (by introducing endogenously controlled propa-
gation looping in the NN architecture). 3) Once the model 
works for mental and environmental states of sufficient size, 
replacement of the randomly generated base logic with simple 
games or cognitive psychology experiments that involve ToM. 
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Abstract
In this paper, a hardware platform for coevolutionary carte-
sian genetic programming is proposed. The proposed two-
population coevolutionary algorithm involves the implemen-
tation of search algoritms in two MicroBlaze soft processors
(one for each population) interconnected by the AXI bus in
Xilinx Virtex 6 FPGA. Candidate programs are evaluated in
a domain-specific virtual reconfigurable circuit incorporated
into custom MicroBlaze peripheral. Experimental results in
the task of evolutionary image filter design show that we can
achieve significant speed-up (up to 58) in comparison with
highly optimized software implementation.
Introduction
Cartesian genetic programming (CGP) – a special variant
of genetic programming (GP) – has been successfully app-
lied to a number of challenging real-world problem domains
(Miller, 2011). However, the computational power that evo-
lutionary design based on CGP (as well as on standard GP)
needs for obtaining innovative results is enormous for most
applications. Often, the fitness in GP is calculated over a set
of fitness cases (Vanneschi and Poli, 2012). A fitness case
corresponds to a representative situation in which the ability
of a program to solve a problem can be evaluated. Fitness
case consists of potential program inputs and target values
expected from a perfect solution as a response for these pro-
gram inputs.
A set of fitness cases is typically a small sample of the
entire domain space. The choice of how many fitness cases
(and which ones) to use is often crucial since whether or not
an evolved solution will generalize over the entire domain
depends on this choice. However, in the case of digital cir-
cuit evolution, it is necessary to verify whether a candidate
n-input circuit generates correct responses for all possible
fitness cases (input combinations, i.e. 2n assignments). It
was shown that testing just a subset of 2n fitness cases does
not lead to correctly working circuits (Imamura et al., 2000).
Recent work has indicated that this problem can partialy
be eliminated in real-world applications by applying formal
verification techniques (Vasicek and Sekanina, 2011).
Hillis (1990) introduced an approach that can automati-
cally evolve subsets of fitness cases concurrently with prob-
lem solution. Hillis used a two-population coevolutionary
algorithm (CoEA) applied to a test-based problem in the task
of minimal sorting network design. Subsets of test cases
used to evaluate sorting networks evolved simultaneously
with the sorting networks. Evolved sorting networks were
used to evaluate the test cases subsets. The fitness of each
sorting network was measured by its ability to correctly
solve fitness cases while the fitness of the fitness cases sub-
sets was better for those that could not be solved well by
currently evolved sorting networks.
Coevolutionary algorithms are traditionally used to evolve
interactive behavior which is difficult to evolve with an ab-
solute fitness function. The state of the art of coevolutionary
algorithms has recently been summarized in (Popovici et al.,
2012). A test-based problem is defined as a co-search or co-
optimization problem with two populations – population of
candidate solutions and population of tests (subsets of the
fitness cases set).
In our previous work, inspired by coevolution of fitness
predictors (Schmidt and Lipson, 2008) and the principles
of the competitive coevolution introduced by Hillis (1990),
we proposed a two-population coevolutionary CGP algo-
rithm running on an ordinary processor in order to accele-
rate the task of symbolic regression (Sikulova and Sekanina,
2012b) and the evolutionary image filter design (Sikulova
and Sekanina, 2012a). For our benchmark problems (5 sym-
bolic regression problems and salt-and-pepper noise filter
design) we have shown that the (median) execution time can
be reduced 2-5 times in comparison with the standard CGP.
Despite the acceleration based on fitness cases coevolu-
tion, the CGP design is still computationally very intensive
design method. Therefore an FPGA based acceleration plat-
form has been designed. Modern FPGAs provide cheap,
flexible and powerfull platform, often outperforming com-
mon workstations or even clusters of workstations in parti-
cular applications. Vasicek and Sekanina (2010) introduced
a new FPGA accelerator of CGP with the aim to provide
both high performance and low power. The architecture
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contains multiple instances of virtual reconfigurble circuit
(VRC, Sekanina (2003)) to evaluate several candidate solu-
tions in parallel.
Inspired by the FPGA accelerator of CGP, we propose
a hardware platform for parallel two-population CoEA and
show that by using this platform, the execution time of evo-
lutionary design using CGP can be significantly reduced.
The proposed hardware accelerated coevolutionary CGP
is compared with hardware-accelerated standard CGP and
with a highly optimized software implementation of coevo-
lutionary CGP in the task of evolutionary image filter design.
The paper is organized as follows. The next section in-
troduces the idea of coevolution in cartesian genetic pro-
gramming. In the following section the architecture of the
proposed accelerator is presented. The remaining section is
devoted to experimental evaluation of the accelerator in the
benchmark problem – the image filter evolution. Conclu-
sions are given in the last section.
Coevolution in Cartesian Genetic
Programming
In standard CGP (Miller, 2011), a candidate program is
represented in the form of directed acyclic graph, which is
modelled as an array of nc × nr (columns × rows) pro-
grammable elements (nodes). The number of primary in-
puts, ni, and outputs, no, of the program is defined for a
particular task. Each node input can be connected either to
the output of a node placed in previous l columns or to one
of the program inputs. The l-back parameter, in fact, defines
the level of connectivity and thus reduces/extends the search
space. Feedback is not allowed. Each node is programmed
to perform one of na-input functions defined in the set Γ.
Each node is encoded using na + 1 integers where values
1 . . . na are the indexes of the input connections and the last
value is the function code. Every individual is encoded using
nc · nr · (na + 1) + no integers.
A simple (1+λ) evolutionary algorithm is used as a search
mechanism. It means that CGP operates with the popula-
tion of 1 + λ individuals (typically, λ is between 1 and 20).
The initial population is constructed either randomly or by
a heuristic procedure. Every new population consists of the
best individual of the previous population (so-called parent)
and its λ offspring. In each generation, an offspring with
equal or better fitness than the parent’s is chosen as the new
parent. The offspring individuals are created using a point
mutation operator which modifies up to h randomly selected
genes of the chromosome, where h is a user-defined value.
The algorithm is terminated when the maximum number of
generations is exhausted or a sufficiently working solution is
obtained.
There are two concurrently evolving populations in the
proposed coevolutionary algorithm: (1) candidate programs
evolving using CGP and (2) tests (fitness cases subsets, abb.
FCSs) evolving using a simple genetic algorithm. Both pop-
ulations evolve simultaneously and interact through the fit-
ness function.
Figure 1: Populations in coevolutionary CGP – candidate programs and tests.
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Test is a subset of the fitness cases set, therefore every test
is encoded as a fixed-sized array of pointers to elements in
the fitness cases set. In addition to one-point crossover and
mutation, a randomly generated tests replacing the worst-
scored tests in each generation has been used.
The aim of coevolving tests and candidate programs is
to allow both candidate programs and tests to enhance each
other automatically until a satisfactory problem solution has
been found. Figure 1 shows the overall scheme of the pro-
posed method. If the top-ranked candidate program fitness
value (in the actual generation of candidate programs evolu-
tion) has changed against the previous generation, the top-
ranked candidate program is copied to the archive of candi-
date programs. The archive of candidate programs is a cir-
cular list that is used for tests evaluation. Tests (in the tests
evolution) are evaluated using candidate programs from the
archive as follows. Each candidate program from the archive
is executed for all fitness cases in the test. The test with the
worst mean fitness value for candidate programs from the
archive is selected as the top-ranked test in the actual gener-
ation. This test is then used to evaluate candidate programs
in the candidate programs evolution. This fitness interaction
approach allows to improve candidate programs using the
fitness cases, which cannot be correctly solved by currently
evolved candidate programs yet.
Hardware platform design
The evolutionary design includes two basic steps alternating
in each generation – generation of new population and evalu-
ation. Since the evaluation step consists in multiple running
or simulating of candidate program and computing chosen
fitness, a significant acceleration can be achieved by means
of task or data parallelism, while the best throughput can be
achieved using custom hardware.
On the contrary, the evolutionary process control is, by its
nature, suitable rather for running on a universal processor,
moreover in the case of CoEAs two evolutionary processes
need to be executed in parallel with the ability to communi-
cate with each other.
These requirements have been taken into account when
choosing the target platform. Currently, two suitable alterna-
tives are available – conventional FPGAs and a combination
of a processor and programmable logic (e.g. Xilinx Zynq
All Programmable SoC, Dobai and Sekanina (2013)). Table
1 compares several devices available in our institution as part
of a development kit with respect to the configurable logic
Table 1: Target platforms comparison.
device logic cells block RAM
Virtex 6 XC6VLX240T 241,152 14,976Kb
Virtex 7 XC7K325T 326,080 16,020Kb
Zynq 7020 XC7Z020 85,000 4,480Kb
memory driverUART MicroBlaze #1
CGP Unit #0 CGP Unit #1CGP Memoryfitness cases memory
MicroBlaze #0
serial line
FPGA
PC
external DDR3 SDRAM memory
LCM
AXI bus
Figure 2: Hardware platform architecture.
cells count and the amount of block RAM. It is obvious, that
the Zynq platform offers much less flexibility in terms of
custom logic comparing to Virtex FPGA family. Therefore,
a standard FPGA has been chosen as a more flexible option.
Despite the fact that standard FPGAs do not have hard
processors, wide choice of soft processors under various li-
cences are available. The most suitable choice for Xilinx
devices is the MicroBlaze soft processor, offering sufficient
performance while occupying a reasonable area. Figure 2
shows the proposed hardware platform architecture. The
system consists of two MicroBlaze soft processors supple-
mented by two independent acceleration units (CGP Units)
and fitness cases memory (CGP Memory). All components
are interconnected by the AXI bus and additional memory
channels are introduced for fitness cases transfers. Com-
VRC
Fitness
Control unit
Chromosome Fitness cases subset memory
AXI bus
fitnesscaseaddress
fitnesscase
Figure 3: Detailed architecture of CGP Unit.
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Figure 4: Virtual Reconfigurable Circuit (VRC).
munication with a service application running on a PC is
performed through serial port (UART) and LCM commu-
nication library1. The dual MicroBlaze system utilizes AXI
Mailbox component, which enables to pass simple messages
between the processors (control and status messages, chro-
mosomes, fitness values etc.).
CGP Unit (Figure 3) includes a set of subcomponents,
each composed of one virtual reconfigurable circuit (VRC),
fitness unit and chromosome register. Moreover, the CGP
Unit includes a common control unit and FCS memory, each
subcomponent is fed with the same data. The control unit is
responsible for the communication between the MicroBlaze
processor and the peripheral and for controlling the fitness
computation. There are several configuration and status re-
gisters that are memory mapped on the AXI bus together
with the test memory. By setting a specific bit in the control
register, the fitness computation starts. Fitness cases are ad-
dressed indirectly using the test memory, which is addressed
sequentially by the control unit. In the case of image filter
design, each fitness case consists of chosen, e.g. 3 × 3 or
5 × 5, pixel neighbourhood from the noisy image and one
pixel from the original image. The noisy pixels are pro-
cessed in the VRCs and together with the clean pixel, pro-
perly delayed, come to the fitness unit. After a specified
number of fitness cases is processed, the control unit saves
the current fitness values and notifies the MicroBlaze pro-
cessor by changing the status register value.
The VRC architecture is shown in Figure 4. According
to the program representation in CGP, the VRC comprises
a grid of nodes, called configurable function blocks (CFBs),
interconnected in such a way that each block can access all
other blocks in previous columns and the VRC inputs. Both
VRC’s inputs and CFB’s outputs are registered and delayed,
so that the VRC is fully pipelined while keeping the l-back
parameter of arbitrary choice. Thanks to the pipelining, the
1Lightweight Communications and Marshalling (LCM) is a set
of libraries and tools for message passing and data marshalling
originally designed by the MIT DARPA Urban Challenge Team.
Table 2: Functions implemented in CFBs according to
Sekanina et al. (2011).
# function # function
0 255 8 i1  1
1 i1 9 i1  2
2 i2 10 (i1  4) ∨ (i2  4)
3 i1 ∨ i2 11 i1 + i2
4 i1 ∨ i2 12 i1 +s i2
5 i1 ∧ i2 13 (i1 + i2) 1
6 i1 ∧ i2 14 max(i1, i2)
7 i1 ⊕ i2 15 min(i1, i2)
VRC is able to process one fitness case per clock cycle.
Each CFB has the same structure. The input data are se-
lected using two multiplexers and forwarded to several func-
tions (functions used for image filter design are listed in Ta-
ble 2), the output value is selected by an output multiplexer.
The configuration of the multiplexers is determined by spe-
cific genes of the chromosome.
The output of each VRC is connected to separate fitness
unit (Figure 7). Two different fitness functions are computed
simultaneously – squared and absolute error:
fsq =
N∑
i=1
(xi − yi)2 ,
fabs =
N∑
i=1
|xi − yi| ,
(1)
where xi is the clean pixel, yi the VRC output correspond-
ing to the i-th fitness case andN the number of fitness cases.
These fitness functions are very similar to the MSE and
MDPP functions (commonly used for image filter design),
except for normalization with the number of pixelsN . Since
division is a very demanding operation, its removal saves
a lot of resources without any impact on the application in
EAs. While performing experiments, one can choose which
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(·)2 + FF
|·| + FF
−
squared error
absolute error
VRC output
reference pixel
Figure 7: Fitness unit.
fitness function is used for the evaluation.
The CGP Memory component (Figure 8) is designed to
achieve very high throughput. One write port (connected
to the AXI bus) and two read ports enable to supply both
CGP Units with data. These ports have different data widths
because the AXI bus is 32 bit wide, but the width of the
fitness case depends on the chosen pixel neighbourhood (80
bits for 3× 3, 208 bits for 5× 5). Therefore the memory has
to be divided into 8 bit wide blocks and the read and write
ports have to be treated in a different way. The fitness case
(data output of the read port) is a concatenation of values
from all these blocks from the same address. When writing
from the AXI bus side, at most 4 blocks are updated at the
same time. The total memory size depends on the chosen
pixel neighbourhood and the maximum training image size
we want to use. In our design, the number of fitness cases
is limited to 65,536 due to fixed address width (16 bit), then
the maximum memory capacity is 80 · 65, 536 ≈ 5, 243Kb
for 3× 3, respectively 208 · 65, 536 ≈ 13, 632Kb for 5× 5
neighbourhood. Note that these sizes still fit into the Virtex
devices, but not into the Zynq SoC (see Table 1).
Thanks to these hardware components, the fitness calcula-
tion is very efficient. The remaining steps of the evolutiona-
ry process (individuals manipulation, communication) take
place on the MicroBlaze processors.
The evolutionary design is running as follows. At the
beginning, original and noisy images are transfered to the
external DDR3 memory, fitness cases are put together and
copied to the CGP Memory. After that, the design pro-
cess is initiated. Timing diagram in Figure 5 shows the
steps of a single generation. The population is divided into
Nch chunks of Pch individuals depending on the number of
8
8
8
808
8
8
32 Block #0
65536×8 b
Block #1
65536×8 b
Block #9
65536×8 b
AXIaddress
AXIdata
fitnesscaseaddress
fitnesscase
1632
16 fitnesscaseaddress
fitnesscase
port #0
80
8
8
8 port #1
AX
I p
ort
Figure 8: Architecture of CGP Memory.
VRCs NVRC and the population size P :
Nch =
⌈
P
NVRC
⌉
, Pch =
⌈
P
Nch
⌉
. (2)
In each generation, individuals belonging to the first chunk
need to be mutated and transfered to the CGP Unit before
the fitness computation is executed. For every succeeding
chunk (except for the last one including the last individuals
of the population), the mutations and chromosome transfers
can be overlapped with the fitness computation (all chromo-
some registers are shadowed). To achieve the best hardware
utilization, the fitness computation time tf has to be longer
than the time tm spent on the mutations and transfers. Ignor-
ing some overhead, the total time per generation tg is than:
tg = tm + (Nch − 1) ·max(tm, tf) + tf . (3)
Finally, when the evolution is completed, the best indivi-
dual’s chromosome is sent to the PC.
The coevolutionary design process is slightly more diffi-
cult, as it can be seen in Figure 6. The image filter evolution
is running almost the same way except for the fitness cases
subset, which is beeing evolved in parallel. For the purpose
of FCSs evaluation, the best evolved filters are saved to an
archive of candidate filters. The FCSs evolutionary process
mutations
fitness computation
mutations
fitness computation
mutations
fitness computation
F F F bestMicroBlaze #0
CGP Unit #0
Figure 5: Timing diagram of the evolutionary process.
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generation generation generation generation
C C C C C C C C C C C C
copy FCS trainer 1
C C C
trainer 2
C C
new population
generation
C C C
generation
C C C
copy FCS
generation
C C C
generation
C C CCGP Unit #0
MicroBlaze #1
MicroBlaze #0
C
trainer A
C C CCGP Unit #1
MicroBlaze #1
FCS eval.FCS eval.FCS eval.copy archive FCS eval.copy archive
crossovers mutations elitism random FCSs
Figure 6: Timing diagram of the coevolutionary process.
is based on a simple genetic algorithm, the FCS chromo-
some is represented by a fixed-sized array of integers. In
each generation, all FCS individuals are evaluated using all
filters from the archive (trainers), the fitness value of the i-th
individual is the mean value of the particular fitnesses:
f iFCS =
1
A
A∑
j=1
f(i, j), (4)
where A is the archive size and f(i, j) is the fitness (either
squared error fsq or absolute error fabs) of the j-th trainer on
the i-th FCS. After all FCSs are evaluated, new population is
created using standard genetic operators. Specified number
of individuals is obtained by one-point crossovers and the
new individuals are mutated with some probability. In order
to exert the selective pressure, elitism is introduced by keep-
ing the best individual unchanged and making a few mutated
clones. Finally, the rest of the population is generated ran-
domly to preserve genetic variability. At the end of each
generation, the filter evolutionary process is notified and at
the right moment (after finishing the entire generation), the
FCS is copied to the CGP Unit #0. No FCSs sharing be-
tween MicroBlaze processors is required.
Experimental results
This section presents benchmark problems, experimental
setup and experimental evaluation of the proposed hardware
accelerated approach and its comparison with the software
approach.
In order to evaluate the proposed approach, salt-and-
pepper noise filters were designed using standard CGP and
coevolutionary CGP. This type of noise is characterized by
noisy pixels with the value of either 0 or 255 (for 8-bit gray-
scaled images). The Lena training image with size 256×256
pixels was corrupted by 5%, 10%, 15% and 20% salt-and-
pepper noise. The evolved filters were tested on 14 different
images (Gonzalez et al., 2009) containing the same type of
noise.
CGP was used according to Sekanina et al. (2011), i.e.
nc = 8, nr = 4, l = 7, ni = 9, no = 1, λ = 19, every node
had two inputs, the number of mutations per new individual
was h = 5 and Γ contained the functions from Table 2. The
archive of candidate programs had capacity of 20 elements.
FCSs were evolved using a simple GA, where 3-
tournament selection, single point crossover and mutation
up to 2% of chromosome were used. Elitism and random
individuals were used to exert selective pressure and pre-
serve genetic variability. For the GA, various chromosome
lengths were tested, particularly, 1.5625%, 3.125%, 6.25%,
12.5%, 25% and 50% of total number of fitness cases in the
training set. For each FCS size, 100 independent runs were
performed and the evolution/coevolution was terminated af-
ter 100,000 generations of CGP.
The proposed coevolutionary algorithm accelerated using
FPGA was compared with the standard CGP algorithm in
terms of filtering quality of evolved filters and with the higly
optimized coevolution implementation running on an ordi-
nary processor in terms of the execution time.
The quality of filtering was expressed using a measure
typically used in the image processing community – as a
peak signal-to-noise ratio (PSNR):
PSNR(x, y) = 10 log10
2552
1
MN
∑
i,j(x(i, j)− y(i, j))2
,
(5)
whereM×N is the size of the image, x denotes the original
image, y the filtered image and i, j are indexes of a pixel in
the image. Figure 9 shows that using coevolutionary CGP
running on an FPGA we are able to evolve image filters
of comparable (or better) quality than standard CGP for all
noise intensities. Furthermore, the higher the noise intensity,
the smaller fitness cases subset can be used to get acceptable
results.
Software and hardware performance comparison for stan-
dard CGP can be found in Table 3. The software imlementa-
tion is a command line tool written in C++ utilizing OpenMP
library for running in multiple threads and SSE 4.1 instruc-
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(b) Salt and pepper 10%.
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(c) Salt and pepper 15%.
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(d) Salt and pepper 20%.
Figure 9: PSNR statistics calculated from 100 evolved filters (100 independent runs using the Lena training image for each
noise intensity and each FCS size) for the 14 test images.
tions enabling to process 16 fitness cases in a single step.
Before evaluation, each chromosome is analyzed to exclude
the inactive nodes. The performance tests were performed
on the Intel Core i7-860 processor (2.8 GHz), allowing 8
threads to be running simultaneously. The hardware plat-
form configuration was as follows: 7 VRCs in the CGP
Unit #0, 6 VRCs in the CGP Unit #1, in total NVRC = 13,
the entire system was running on 100 MHz frequency. De-
spite a very efficient software implementation and powerful
processor, the hardware implementation overcomes the SW
version significantly. The bigger the population, the higher
the acceleration, while the most advantageous choice of the
population size is a multiple of the VRC count.
The coevolutionary design performance of the hardware
platform was compared to a software implementation, again
Table 3: Hardware platform evolutionary process perfor-
mance (10,000 generations, image size 256×256 pixels, 1-5
mutations per chromosome) obtained by running 100 inde-
pendent tests for each population size.
population size 5 10 15 20 25
SW time (s) 30.83 74.65 122.39 183.40 233.71
HW time (s) 7.21 7.86 14.17 14.44 14.83
acceleration 4.28 9.50 8.63 12.70 15.77
optimized using OpenMP and SSE 4.1 instructions. Be-
cause of two evolutionary processes running in parallel and
very poor data locality, the performance of the software im-
plementation was vastly degraded. Therefore the speed-up
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Table 4: Coevolutionary design performance.
FCS size 50% 25% 12.5%
SW time (s) 713.23 405.47 223.18
HW time (s) 12.51 6.91 4.23
acceleration 56.99 58.64 52.82
FCS size 6.25% 3.125% 1.5625%
SW time (s) 133.91 88.26 71.92
HW time (s) 3.57 4.20 3.97
acceleration 37.49 21.04 18.11
is much more significant in the case of coevolutionary de-
sign. Table 4 shows performance tests results for software
and hardware approaches. The experimental setup was as
follows: 10,000 generations, population of 20 individuals,
image size 256 × 256 pixels, 1-5 mutations per CGP chro-
mosome, up to 2% mutations per FCS. Note that for FCS
sizes lower than 12.5%, the evolution time is similar. Due
to very low fitness cases count, the fitness computation time
tf is shorter than the mutations time tm and hardware uti-
lization goes down. Moreover, the FCS evolution runs faster
due to lower overhead and the FCS is updated more often.
That is why the computation time can surprisingly growwith
FCS size decrease.
Conclusions
In this paper, a hardware platform for coevolutionary CGP
speed-up based on FPGA technology has been proposed.
Two-population coevolutionary algorithm running on dual
MicroBlaze soft processor system has been accelerated us-
ing custom peripheral based on virtual reconfigurable cir-
cuit approach. The full pipelined VRC along with a special
fitness cases memory enables very efficient fitness calcula-
tion. The performance of the hardware was experimentaly
evaluated in the task of evolutionary image filter design. It
was shown that using custom hardware, universal processor
thoughput can be greatly overcome in the task of the evo-
lutionary design and even more in the coveolutionary case.
Various sizes of fitness cases subset have been applied to de-
mostrate the coevolutionary approach benefits. Especially
for higher noise intensities, reduction of the FCS size leads
to better results.
With small modifications, the hardware platform can be
used to effectively evolve other digital circuits using coevo-
lutionary CGP. In our future work, we will focus on design-
ing image filters for other noise types as well as other image
transformations, combinational logic design and other tasks
suitable for coevolutionary design.
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Abstract
Predator-prey interactions are the key element of ecologi-
cal systems. We present the results of morphology-behavior
predator-prey coevolution in a 3D physically simulated en-
vironment. The morphologies and behaviors of virtual crea-
ture predators and prey are evolved using a genetic algorithm
and random one-on-one encounters in a shared environment.
There are two levels of asymmetries in the model: One is
between two species, predators and prey, and the other is be-
tween two traits in each species, morphology and behavior.
We analyze and discuss the complex coevolutionary dynam-
ics caused by the asymmetries on the basis of quantitative
characterization of morphology and behavior.
Introduction
Predator-prey interactions are the key element of ecologi-
cal systems (Legreneur et al., 2012). Predation pressures
in food chains shape diversity and functions of organisms
(Agrawal, 2001). Many predators employ various strate-
gies capturing their prey, and at the same time, many prey
employ various protective mechanisms against their preda-
tors (Edmunds, 1974). These strategies arose through the
coevolution between predators and prey. Furthermore, in
the coevolution, morphology and behavior have been tightly
coupled in each species. Therefore, the process can be re-
garded as double coevolution of morphology-behavior and
predator-prey couplings (Fig. 1).
Figure 1: Double coevolution of morphology-behavior and
predator-prey.
Predator-prey systems are conventionally studied in math-
ematical biology (population dynamics) using mathematical
methods (e.g., Lotka-Volterra equations) by analyzing evo-
lutionary changes at the population level (Murray, 2003).
However, these studies have not focused or have not been
able to focus attention on coevolution of morphology and
behavior of individual virtual creatures. On the other hand,
virtual creature models in Artificial Life, following the pio-
neering study (Sims, 1994b), allow us to analyze the mor-
phology and behavior coevolution in 2D and 3D environ-
ments (Ventrella, 1998; Taylor and Massey, 2000; Chau-
mont et al., 2007; Miconi and Channon, 2006; Pilat and Ja-
cob, 2008; Turk, 2010; Azarbadegan et al., 2011). Addition-
ally, due to the physical nature of the simulation, we are able
to compare the resulting virtual creatures with biological or-
ganisms sharing similar morphological and behavioral traits
(Chaumont et al., 2007). Some studies explored compet-
itive coevolution in this framework (Sims, 1994a; Miconi,
2008). However, they have not focused on the morphology-
behavior coevolution under the predator-prey coevolution
and have not analyzed the strategies based on their morpho-
logical and behavioral characteristics.
The purpose of our study is to understand the evolution-
ary dynamics of the predator and prey strategies emerg-
ing in the context of this double coevolution. We perform
double coevolution of morphology-behavior and predator-
prey couplings by using a simple predator-prey scenario
in a 3D physically simulated environment. As a first step
of our investigation, we observed the emergence of vari-
ous morphological and behavioral prey defensive strategies
and found a weak tendency for the order of strategy emer-
gence between morphologies and behaviors by using cross-
correlation methods in the simulated environment (Ito et al.,
2012, 2013). In this paper we give a simple quantitative
characterization of morphology and behavior of each vir-
tual creature. We track the evolutionary changes in spe-
cial indices for both predators and prey species, specifically
through the evolutionary process in which prey evolve one of
the defense strategies, “Guard Strategies”. We then discuss
the coevolutionary dynamics in terms of the asymmetries in
the predator-prey and morphology-behavior relationships.
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Model
We use the Morphid Academy open-source simulation sys-
tem (Pilat and Jacob, 2008) to evolve virtual creatures in
a 3D physically simulated environment (Fig. 2). Morphid
Academy has previously been used to successfully evolve
virtual creatures for locomotion (Pilat and Jacob, 2008),
light-following (Pilat and Jacob, 2010), and sustained re-
source foraging (Pilat et al., 2012). The presented coevolu-
tion of predators and prey provides an example of simulating
several agents in a shared environment of Morphid Academy
in a coevolutionary context.
Figure 2: Virtual creatures evolved in Morphid Academy.
Agents
The agents are virtual creatures comprised of several 3D
rectangular solid body parts connected with simple hinge
joints. Their physical phenotype is developed from a di-
rected graph (Fig. 3). The nodes represent body parts and
the links represent joints.
The genotype graph undergoes evolution through a ge-
netic algorithm. We termed the root body part as the torso,
and all the other parts as limbs.
Figure 3: The development from genotype to phenotype.
The controller of a virtual creature is a recurrent neural
network embedded in body nodes. There are three types
of neurons: input, calculation and output. The input neu-
rons represent sensory information from the environment,
the computational neurons process the input and the results
are fed into the output neurons as joint effectors that power
the joints, making the creature move. The creature sen-
sor detects other living agents nearest to the virtual creature
within a sensing range r . This virtual creature model is a
simplification of Sims’ Blockies model (Sims, 1994b) and
is fully described in (Pilat and Jacob, 2008). The simplifica-
tion in body and neural structure decreases the evolutionary
search space and has been demonstrated to perform well for
various evolutionary tasks.
Experimental Environment
To represent a predator-prey encounter, we simulate a sin-
gle prey creature with a single predator creature in a shared
environment. A random prey creature is positioned near the
origin of the simulation space. A random predator is then
randomly positioned at r0 distance from the prey as shown
in Fig. 4. Both agents are positioned above the simulation
plane and allowed to free-fall due to gravity during a sta-
bilization phase. Once they are stable from movement and
resting on the ground surface, the evaluation encounter be-
gins and lasts for S simulation time steps. Capturing is de-
fined as the predator touching the torso of the prey with any
of the predator’s body parts. A captured creature is disabled
and cannot be sensed.
Figure 4: Initial positions of a predator and a prey at the start
of the encounter.
Evolution
Two populations are concurrently evolved, representing the
predators and the prey. A steady-state genetic algorithm
is used with tournament selection of 3 predator-prey pairs..
Fitness of each agent is calculated from the result of an en-
counter between the randomly selected predator-prey pair.
For each tournament, one or two individuals, per popula-
tion, with the best fitness can produce a child through one
of the genetic operators of copy, crossover or grafting. The
child replaces the worst performing of the 3 individuals of
the corresponding population (prey or predator). Mutation is
applied to the resulting child individual and includes: muta-
tion of the morphological nodes or link parameters, addition
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of morphological nodes, and the addition or removal of mor-
phological links.
Fitness Functions
The fitness of each agent is calculated after the predator-prey
encounter by a fitness function. The fitness of a predator is
defined by Eq. 1. Fitness of 5000 is allocated if the predator
has captured the prey with an additional maximum of 5000
points proportional to the capture time. If the prey is not
caught, the fitness is proportional to the distance gained to-
wards the prey, based on the initial distance r0 and the final
distance rn.
Fpred =

5000 + 5000× t−tnt (caught)
5000× r0−rnr0 (missed, r0 ≥ rn)
0 (missed, r0 < rn)
(1)
The fitness of the prey is defined by Eq. 2. If the prey es-
caped from the predator (not caught within the specified sim-
ulation time), it receives a fitness value of 5000 with an addi-
tional value of up to 5000 points proportional to the distance
it moved ln. Otherwise, the fitness is calculated according
to the ratio of the time the prey escaped during tn over the
time limit t.
Fprey =

5000 + 5000× lln (escaped, ln ≤ l)
10000 (escaped, 0 ≤ l < ln)
5000× t−tnt (caught)
(2)
Morphological and Behavioral Indices
Two simple indices are used to characterize morphologies
and behaviors of virtual creatures quantitatively and to track
their evolution. We use the ratio of the volume of the torso
to the total volume as a morphology index (hereafter re-
ferred to as MOR). The reason for this is that Guard Strate-
gies are characterized to have big or many limbs protecting
a small torso from being captured (Ito et al., 2012). It is
more difficult to quantitatively characterize the behavior of
virtual creatures to represent the progress of evolution since,
in general, the behavior heavily depends on the morphology,
which itself is difficult to quantitatively characterize. After
conducting preliminary experiments using many candidate
indices, we decided on a simple index: the average output
of effector neurons (hereafter referred to as BEH), which is
intended to approximately represent the mobility of virtual
creatures approximately, and does not depend directly on the
agent morphology.
Result
Parameters
We evolved predator and prey populations, each of size
i = 30 and initially random individuals, for g = 10000 tour-
naments. Each evaluation of an encounter was performed
for S = 100000 simulation time steps with an initial dis-
tance r0 = 700 between the agents. For each tournament,
a child was created by asexual copy (probability of 40%),
crossover (30%), or grafting (30%). Mutation of the child
was performed with prob. of 80% with each mutation able
to apply small changes to the whole genome (prob. of 5%
per gene). The vision radius of predators was 5000 while the
prey were only able to see within 500 distance units. There-
fore, the predator is able to sense the prey much earlier than
the prey.
In previous studies, we classified the evolved prey’s de-
fensive strategies into two types, each with an assortment
of evolved morphologies and behaviors: Runaway Strategy
which involves fleeing from the predator and Guard Strate-
gies (Turtle, Clam and Tower types) which rely on their mor-
phologies and typically stationary behaviors to provide pro-
tection from predation (Ito et al., 2012). It is easy to detect
the emergence of the Guard Strategies as they tend to evolve
with a sharp increase in the fitness. Therefore, we investi-
gate the relationship between morphology and behavior evo-
lution by focusing on the course of the evolution of Guard
Strategies. To control the movement of prey and to promote
the emergence of Guard Strategies, we used the modified
fitness function of the prey (Eq. 2) and the environmental
parameter l = 100.
Coevolutionary Dynamics
We performed 30 trials, among which we observed that prey
evolved some Guard Strategy (Fig. 5) to prevent predator
capture in 17 trials. The prey did not seem to have evolved
any defensive strategies in the other trials. We further ob-
served 12 trials with a clear increase in fitness out of the 17
trials. Each of the 12 trials evolved a specific prey strategy:
Tower (6), Clam (4), and Turtle (2).
Figure 5: Sample morphologies of the Guard Strategies.
Fig. 6 shows a typical evolution trial in which Clam type
Guard Strategy emerged. The blue and red lines in the mid-
dle graph represent the average fitness of the prey and preda-
tors, respectively. Each of the top and bottom graphs (top:
prey, bottom: predators) represents a distribution of virtual
creatures in the space defined by the two indices (X-axis:
MOR, Y-axis: BEH, both in a logarithmic scale after nor-
malization). In these graphs, a circle represents an individ-
ual, with its radius proportional to its fitness. We can es-
timate that the individuals close to each other have similar
phenotypes. Specifically, two individuals sharing the same
X-coordinate have the similar morphological characteristics,
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Figure 6: The evolution of the average fitness and the distributions of individuals on the trait space.
and sharing the same Y-coordinate corresponds to the simi-
larity of their behaviors.
In early generations, the average fitness of the predator
(prey) population was very low (high), which is also shown
by the small (large) radius of the circles on the correspond-
ing trait space. It corresponds to the situation in which the
predators could not catch the prey at all. A wide distribution
of the circles on the trait space of predators or prey reflects
a wide variety of morphologies and behaviors of randomly
generated individuals.
After that, until around the 4500th generation, predator
fitness gradually increased while prey fitness slightly de-
creased. Large circles on the predator trait space, which rep-
resent the evolved predators, can be seen to create an elon-
gated cluster, with data points having similar X-coordinates
and a large variety of Y-coordinates. This indicates that the
effective strategies that emerged in this predator population
have similar morphological characteristics but diverse be-
havioral characteristics. In the trait space of the prey, the
number of individuals with high fitness decreased while in-
dividuals with low fitness increased, as a consequence of the
predator population’s evolution. The tendency for some in-
dividuals of the prey population to maintain high fitness in
this generation may be simply due to them encountering in-
competent predators.
At some point near the 7000th generation, a switch in
fitness performance occurred. This was due to the emer-
gence of individuals with a strong defensive Guard Strategy,
as shown in Fig. 8, which suddenly took over the popula-
tion, represented as the reduction of the circle distribution
on the trait space. Notice that when comparing the distribu-
tion of predators of the 7250th generation with that of the
4000th generation, there are many circles whose size de-
creased while their positions were the same. This means
that although the major strategy of the predators (depend-
ing on a specific morphology) did not change between these
two generations, they failed to catch the prey adopting the
emerging Guard Strategy.
Finally, the cluster of the predators on the trait space
shifted downward in 9350th generation. It means that the
predators changed their strategy by adjusting their behaviors
to adapt to the prey strategy. However, the prey population
kept high fitness with their Guard Strategy unchanged.
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What Happened when a New Strategy Emerged?
Here we present a method to investigate the dynamics of
morphology-behavior coevolution. We track the evolving
populations especially when Guard Strategy emerged, by se-
quentially plotting the average position of the population of
predators or prey on the trait space. The fitness-weighted
center is used when calculating an average position. Note
that we ascribed the fitness to the weight when we calculated
the center of the mass. What we see from the coevolutionary
trajectory and the fitness transitions includes the evolution-
ary order of the emergences of new or improved morphology
and behavior.
Figure 7: A typical evolutionary trajectory on the trait space
when Guard Strategies (Clam and Turtle types) evolved in
the prey population.
Figure 8: The virtual creatures with the best fitness in each
generation appearing in the evolution trial shown in Fig. 7.
The right three individuals have obtained the guard strategy
and are the offspring of the left one.
Fig. 7 and 9 show the two typical evolutionary trajectories
when Guard Strategies emerged. The horizontal and verti-
cal movements correspond to the morphological and behav-
ioral changes of the prey population, respectively. There-
fore, we can estimate that Fig. 7 show that the morpho-
logical changes preceded the behavioral changes when the
defense strategy was acquired, in other words, the morpho-
logical characteristics of the strategy spread in the popula-
tion before behavioral characteristics spread. Fig. 8 shows
an ancestor and its three offspring prey with Guard Strategy
in this evolution trial, all of which obtained the best fitness
in each generation.
On the contrary, Fig. 9 shows roughly that the behav-
ioral changes preceded the morphological changes. Fig. 10
shows an ancestor and its three offspring prey with Guard
Strategy in this evolution trial, all of which obtained the best
fitness in each generation. They are characterized as its im-
movability as compared with the creatures shown in Fig. 7.
Figure 9: A typical evolutionary trajectory on the trait space
when Guard Strategies (Tower type) evolved in the prey pop-
ulation.
It should be noticed that, as a general tendency of the step-
wise evolutionary process, the fitness did not increase nec-
essarily in accordance with the evolution of morphology or
behavior. Instead, it clearly increased when either morphol-
ogy or behavior was improved, which followed the evolu-
tion of the other. This observation tells us about close cou-
pling between morphological and behavioral evolutions in
the emergence of new strategies.
The difference in the evolutionary order of new trait
emergence at least partly depends on the characteristics of
evolved strategies. Guard strategies can be classified into
the mobile and immobile ones. The former and the latter
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Figure 10: The virtual creatures with the best fitness in each
generation appearing in the evolution trial shown in Fig. 9.
The right three individuals have obtained the guard strategy
and are the offspring of the left one.
correspond to the creatures in Fig. 8 (Clam and Turtle types)
and Fig. 10 (Tower type), respectively. In general, immobil-
ity tends to need a specific sort of behavior while keeping
some degree of freedom of their morphology. This might be
the cause of the particularity of the emergence of the Tower
type strategy in the context of the evolutionary order of the
trait evolution. We will discuss the relationships between
asymmetric properties and evolutionary dynamics in more
general sense in the next section.
Discussion
This paper demonstrates that we can observe the complex
coevolutionary dynamics that takes place concurrently at
predator-prey and morphology-behavior levels in a 3D phys-
ically simulated world. We discuss here that its complexity
arises at least partly from the asymmetric properties in these
relationships.
Dynamics Caused by Population-Level Asymmetry
The predators were required to perform the following se-
quence of behaviors in the experiments: detecting a prey,
approaching it, and then touching its torso part. Especially,
successful methods for approaching need better morphology
and behavior realizing faster movement and quick direction
change, despite the fact that the bodies of both predators and
prey are constructed and controlled by the same rules de-
scribed in the Model section. In contrast, a prey adopting a
simple strategy, such as moving forward in some direction,
could be rather strong. Therefore, in general the selection
pressure is considered stronger in the predator population
than in the prey population. This asymmetry is not specific
to our model but universal in natural ecosystems.
In the experiments, we frequently observed a typical co-
evolutionary dynamics “arms race” in which two evolving
populations reciprocally drive one another to increasing lev-
els of complexity. It was clearly shown that the asymme-
try in the difficulty of required strategies caused the pre-
ceding evolution of the predators. The coevolutionary dy-
namics always started with the acquisition of the capturing
strategies by predators as described in the previous section.
This is due to the fact that the selection pressure acted more
strongly on the predators in the initial stage in which both
populations were occupied with randomly generated strate-
gies. The prey started devising strategies in response to the
increase in the selection pressure caused by the emergence
of the effective strategies of the predators. A typical evolu-
tionary scenario following the initial stage was regarded as
a step-by-step evolution composed of several repetitions of
alternate strategy improvement corresponding to the previ-
ous improvement of the other population. We also found in
the experiments that the required time for predators to find
or improve their strategies tended to be longer than in the
case of prey. This is also due to the asymmetry between the
predator-prey relationships.
Dynamics Caused by Individual-Level Asymmetry
When comparing the changes in morphology and those in
behavior, our impression, based on the experience with the
coevolutionary experiments, is that a morphological change
(e.g. the loss/growth of the limbs) tends to bring about a
drastic change in the strategy. If this hypothesis is correct,
a change in morphology and that in behavior in evolution
correspond to an operator for global search and that for lo-
cal search in the context of optimization problems. In other
words, the morphology evolution has a potential to be a driv-
ing force to break away from the stalemate and in contrast,
the behavioral evolution has a role to adjust the performance
of the current strategy.
This hypothesis agrees well with the experimental results
as follows. As for prey strategy evolution, we usually ob-
served an emergence of an effective defense strategy charac-
terized by a unique morphology, accompanied with a sharp
increase in fitness. As for predator strategy evolution, we
observed an emergence of a novel morphology that was fol-
lowed by a gradual behavior evolution with the diversity in
behavior, producing a gentle increase in fitness. However,
only in the case of responding to the emergence of a novel
prey strategy, behavior evolution played a great role com-
pared with morphology evolution. These results can be fur-
ther generalized as a hypothesis for morphology-behavior
coevolution. Morphology evolution tends to precede be-
havior evolution in the case the evolution is rather indepen-
dent of the other species evolution, while behavior evolution
tends to precede or work dominantly in the case the evo-
lution is responsive to a novel strategy evolved in another
species. This hypothesis is also supported by previous re-
sults (Ito et al., 2013).
Conclusion
We presented the results of evolutionary experiments inves-
tigating morphological and behavioral dynamics of a coevo-
lutionary predator-prey scenario in a 3D physically simu-
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lated environment. We defined a number of indices to quan-
tify aspects of the morphologies and behaviors of our crea-
tures, and used these to analyze the coevolutionary dynam-
ics. The evolutionary dynamics of the strategies showed an
“arms race” between the predators and prey, a typical fea-
ture of natural coevolutionary scenarios. We also tempo-
rally analyzed the coevolutionary dynamics of the morphol-
ogy and behavior, focusing on the order in which new traits
emerge. Our results illustrate how double coevolution, be-
tween predator and prey on the one hand and morphology
and behavior on the other, can lead to asymmetrical develop-
ment of morphology and behavior at both the intra-species
level and the inter-species level. These two asymmetries
led to complex coevolutionary dynamics in our 3D physical
simulated framework, and likely do so in predator-prey in-
teraction scenarios in general, both in artificial frameworks
and in nature.
Our model could be extended in various directions. One
obvious direction would be to use a scenario with many-to-
many encounters. Such evolutionary experiments may shed
light on the origin of group hunting and prey herding be-
haviors that are prevalent in the biological world (Sumpter,
2011). Furthermore, this direction might add a new direc-
tion to understanding the effect of the phenotypic change on
the population dynamics (Pimentel, 1961; Rosenzweig and
MacArthur, 1963). Another direction would be to investi-
gate how the dynamics of double coevolution concentrated
on in this paper can be applied in the field of engineering,
including evolutionary robotics.
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Abstract
Two variants of biologically inspired cell model, namely eu-
karyotic (containing a nucleus) and prokaryotic(without a nu-
cleus) are compared in this research. Experiments are de-
signed to provide an understanding of how the evolved reg-
ulation of protein transport to and from the nucleus of the
eukaryotic type cell gives rise to complex temporal dynamics
that are not achievable in a prokaryoticcell.
A novel system of protein movement based on the process
of nucleocytoplasmic transport observed in the biological eu-
karyotic cell is proposed. Nucleocytoplasmic transport is
considered by biologists to be one of the most important fac-
tors when determining the developmental trajectory of a cell,
as it allows for additional control of transcription factors en-
tering the nucleus, thereby regulating gene activity.
Experiments contrast the ability of both cell models to gener-
ate protein patterns within the cytoplasm. Results demon-
strate that the additional cell complexity of the eukary-
otic does not impede the Gene Regulatory Networks con-
trol. For increasingly difficult tasks requiring precise tem-
poral control the performance of the eukaryotic cell model
outperforms the prokaryoticcell model. In addition, results
demonstrate that the second level of regulation introduced by
the transport process within the eukaryotic cell allows very
precise control of gene activity and provides the EA with a
source of heterochronic control not possible in prokaryotic-
type cells.
Introduction
Cells are the fundamental building blocks of all biologi-
cal life. Two distinct groups of cell exist, eukaryotic and
prokaryotic. Eukaryotic cells are distinguished by the sep-
aration of the cell into compartments, the most pronounced
compartment, the nucleus contains the genome (Figure 1).
The genome is decomposed into genes, which encode the
blueprint for creating the organism. During the process of
development gene expression results in the creation of pro-
teins levels within the cells. Proteins within the cell direct
and dictate the cell fate and define its final role within the
organism.
In order to enable gene expression, specialised proteins
termed Transcription Factors (TF) must bind the gene cis-
regulation sites. In response to TF binding, the gene expres-
Cytoplasm
Nucleoplasm
Genome
OuterCell Wall
Nuclear Pore Complex
Figure 1: Architecture of the eukaryotic cell model. The
nucleus is composed of the Nucleoplasm, Genome, and Nu-
clear Pore Complex (NPC)
sion rate is regulated, influencing protein levels within the
cell. The presence of a nucleus within eukaryotic cells (Fig-
ure 1) restricts direct entry of transcription factors to the nu-
cleus. Transport across into the nucleus through the Nuclear
Pore Complex (NPC) is enabled by specialised chaperons
proteins binding to TF proteins. The chaperon proteins are
subdivided into two categories importins which enable im-
port to the nucleus, and exportins which enable export from
nucleus to cytoplasm across the NPC. Importins bind spe-
cific sites on the TF, named Nuclear Localisation Sequence
(NLS). Export from the nucleus is enabled by the binding
of exportin to Nuclear Export Sequence (NES) associated
with the TF. This network of interacting genes and proteins
is known as the Gene Regulatory Network (GRN).
Modifications to the relative timing of developmental
events are termed heterochronic. Lee and Hannink (2003)
report that the control of protein entry to the nucleus pro-
vides a powerful mechanism for the temporal regulation of
gene expression. West-Eberhard (2003) highlights the im-
portance of heterochronic control as a source of phenotypic
novelty
“if I could control the time of gene action I could cause
the fertilised snail egg to develop in an elephant”
Heterochronic change is not a developmental process but
rather an evolutionary process (West-Eberhard, 2003). Mod-
ifications to the timing of events are heritable and must be
somehow linked to the genetic encoding.
Artificial developmental systems have been introduced as
a technique aimed at increasing the scalability of Evolu-
tionary Algorithms (EA) (Haddow and Hoye, 2007). These
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systems seek to solve the problem of scale by replacing
the linear genotype-phenotype mapping, with a non-linear
mapping. However, developmental mappings have a low
degree of evolvability caused by high degrees of epistatic
interactions at the genotypic level (Van Remortel et al.,
2003). Enhancing the ability of the genome to allow for
heterochronic mutations increases the number of successful
genotypes (Stanley and Miikkulainen, 2003) by offering a
variety of paths to each successful phenotype.
This paper presents an Artificial EvoDevo (AED) plat-
form capable modelling evolutionary and developmen-
tal processes within biologically plausible eukaryotic and
prokaryoticcells. The prokaryoticcell model is based on
the work of (Kumar and Bentley, 2003). Experiments com-
pare the ability of the evolved GRNs within the cell models
to control gene expression for a number of static, periodic
and aperiodic objectives. Results demonstrate an increased
evolvability of eukaryotic cells compared to the prokaryotic-
cell model. Analysis of gene activity within the GRN shows
that the transport process is instrumental in increasing evolv-
ability by providing efficient hetrochronic control of gene
activity.
The structure of the paper is as follows: Section 2 pro-
vides a review of the use of developmental processes by
the ALIFE community. Section 3 describes the Artificial
EvoDevo (AED) platform developed, the eukaryotic cell
model and its associated transport process. Section 4 de-
scribes a series of experiments and analyses the GRN dy-
namics of both eukaryotic and prokaryoticcell models. Sec-
tion 5 concludes the paper.
Background and Existing Research
This section provides a review of the use of developmen-
tal processes by the ALIFE community. Much of the re-
search on developmental mappings has been motivated by
the fact that the process of development is seen as a pos-
sible solution to the problem of scale in Evolutionary Al-
gorithms (EA) (Bentley and Kumar, 1999), (Haddow and
Hoye, 2007). By combining EAs with a developmental map-
ping between genotype and phenotype, the linear relation-
ship between both is removed. Introducing developmental
mappings also reduces the causality between genotype and
phenotype spaces, which can reduce evolvability since re-
gions of the search space become unreachable (Roggen and
Federici, 2004).
The process of development is primarily a temporal one,
where development starts from a single point and over time
expands into a series of parallel pathways (Raff, 1996).
Temporally shifting these processes relative to each other
can give rise to phenotypic novelty. These shifts in the tim-
ing of events are termed heterochronic mutations, and must
be heritable between generations. Efforts by the ALIFE
community to identify sources of heterochrony within devel-
opmental encoding are limited. Matos et al. (2009) adapts
the framework proposed by Albrech et al. to quantify the
degree of heterochrony achievable by both grammar based
and cellular ontogenies. At the biologically plausible GRN
level, Banzhaf and Miller (2004) illustrate a possible genetic
mechanism by which heterchrony can be enacted. This is
due to an encoding of time and strength of gene expression
into the strength of interaction between transcription factors
and the genes cis sites. Kumar and Bentley (2003) suggest
that the modification to the diffusion rate of signalling pro-
teins can also provide a degree of heterochrony.
The developmental model proposed by Kumar and Bent-
ley (2003) is the primary source of inspiration for the AED
platform described in this paper. Using a prokaryoticcell
model (Kumar and Bentley, 2003) demonstrate how intri-
cate gene regulatory networks can be evolved to establish
and control protein concentrations within a single cell. Fur-
thermore they demonstrate the ability of the system to evolve
3D multicellular spherical morphologies.
This paper recreates the work of Kumar and extends it by
introducing a eukaryotic type cell within the AED platform.
Experiments contrast the evolved developmental processes
within both cells by comparing the ability of the GRN to
regulate protein concentrations for a variety of increasingly
difficult static, dynamic and aperiodic objectives.
The Artificial EvoDevo (AED) Platform
This section describes the developed Artificial EvoDevo
(AED) platform, the eukaryotic cell model and its associ-
ated transport process. The section is decomposed into the
following subsections - AED architecture and configuration,
development and the cell cycle, protein model and classifi-
cation, protein transport, mechanics of gene expression and
the evolved genome structure.
The developmental algorithm within the AED platform
captures the concepts of genes, proteins and cells. Similar
to its biological counterpart, development proceeds along a
time-line, where as a result of the GRN activity protein lev-
els are established within the cell.
AED Architecture and Configuration
The AED comprises two main components (Figure 2)
the Genetic Algorithm (GA) and developmental algorithm.
Evolved genomes are supplied by the Genetic Algorithm
(GA) to the developmental algorithm. The genome is then
developed by placing it inside a user selected cell type (eu-
karyotic or prokaryotic) and returns a fitness to the GA.
The user configures the AED via a configuration file (Ta-
ble 1). In order to start the developmental process, mater-
nal proteins are placed inside the cell. The biological coun-
terpart of this process is fertilisation of the embryo. Seed-
ing involves placing a single TF inside the cytoplasm. In
the reported experiments this has been arbitrarily chosen as
protein 0 with a concentration of 0.5. Eukaryotic type cells
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Genetic Algorithm
AEDUser Configuration
Genome
Fitness
Developmental
Algorithm
AED Platform
Figure 2: Architecture of the AED platform
are also seeded with importins (IM) and exportins (EX) type
proteins at a concentration of 0.5.
Development and The Cell Cycle
Having seeded the cell with maternal proteins evolved
genomes are developed by executing a cell cycle Figure 3.
The developmental process is executed for a user defined
number of steps (Table 1a), by iterating the cell cycle shown
in Figure 3. At the end of development, protein levels within
the cell cytoplasm are used to determine the genotype fit-
ness. The calculated fitness value is subsequently fed back
to the GA (Figure 2), where the corresponding genome is
then subject to evolutionary control.
Create Cell,
Add Evolved Genome to Cell
Add Maternal Proteins
Bind TF proteins to genes
to determine Gene Activity
Generate new proteins
proportional to Gene Activity,
Add new proteins to cell cytoplasm
Import TF Protein from Cytoplasm
Export TF Protein from Nucleoplasm
Update Protein Levels
within Cell Compartments
Eukaryotic Cell
T
F
Development
Complete
False
Figure 3: AED Cell Development Cycle
Protein Model and Classification
The AED eukaryotic cell model contains three proteins
classes (Table 2) while the prokaryoticmodel contains only
steps 200 Defines the # Development Steps
ntf 3 Number of TF’s
nim 3 Number of Importins
nex 3 Number of Exportins
(a) Developmental Algorithm Configuration
runs 50 Number of GA runs
gens 4000 Number of generations per run
psize 100 Population size
pmut 0.1 Mutation Rate
tsize 20 Tournament Size
pxo 0.6 Probability of crossover
obj Sin Objective
tps 2 Number of test proteins
(b) Genetic Algorithm Configuration
Table 1: Typical Configuration Parameters used by the AED
platform. The settings listed are typical for the experiments
reported in this paper.
a single TF type protein. Details of the three protein classes
are listed in Table 2. Proteins are distinguished by a protein
code derived from the gene code (Figure 4). There is a di-
rect mapping between gene code and protein code, ie. gene
code 1 maps to protein code 1 etc. The relationship between
protein IDs and protein class (TF, IM, EX) is determined by
the user setting of nim, nex and ntf in the configuration
file listed in Table 1a.
Protein Class Description ID Range
Transcription Factor (TF) regulates gene activity 0→ ntf − 1
Importin (IM) enables TF import ntf → ntf + nim− 1
Exportin (EX) enables TF export ntf + nim→ ntf + nim+ nex− 1
Table 2: Protein Class Names and their corresponding func-
tion. The ID range of the protein types are calculated based
on the user configuration of Table 1
Protein Transport
In eukaryotic cells TF type proteins must be first transported
into the nucleus in order to regulate the rate of gene ex-
pression. TF proteins within the AED model include ad-
ditional evolved NLS and NES regions, (Figure 4). Binding
of IM/EX type proteins to these sites enables transport of
the TF between compartments. During the transport phase
of the cell cycle (Figure 3), each TF is selected and the pro-
portion of protein exported Cex(tf) and imported Cim(tf) is
described by (1 and 2) respectively.
Cex(tf) = TFnuc ∗ f(TFnuc ∗WTF +
n∑
i
(Exi ∗NESi)) (1)
Cim(tf) = TFcyt ∗ f(TFcyt ∗WTF +
n∑
i
(Imi ∗NLSi)) (2)
ECAL - General Track
ECAL 2013 448
where f is defined as the sigmoid function, with TFnuc
and TFcyt being the concentrations of the selected TF in the
nucleus and cytoplasm compartments respectively. WTF is
an evolved bias for the selected TF.
0.1 -0.8 0.1
0.2 -0.9 0.3
ImportControl (NLS)
Export Control (NES)
Protein Code
4
Figure 4: The evolved NLS and NES sequences associated
with each TF
Mechanics of Gene Expression
Upon entering the nucleus the rate of gene expression (GE)
is regulated by the binding of TF protein to the cis-regulatory
sites of individual genes. For each gene encoded on the
genome the expression rate GEn is described as (3).
GEn = SRn ∗ f(
n∑
i=0
In ∗ TFn − THn) (3)
where SRn is the evolved max synthesis rate for the gene,
THn and In are the evolved gene threshold and interaction
levels respectively. All protein produced during the gene
expression phase is placed within the cytoplasm and any ex-
isting protein concentration (Cn−1) is updated (4).
Cn = Cn−1 − (Cn−1 ∗DR) +GEn (4)
where DR is the evolved decay rate for this protein.
The Evolved Genome Structure
The role of the GA is to provide candidate configurations
(genomes) to the developmental algorithm. Following the
development process these configurations are assigned a fit-
ness. The GA is a derivative of the standard generational
GA with elitism, gaussian mutation, uniform crossover and
tournament selection. All parameters for the GA and devel-
opment algorithms are user selectable via the configuration
file (Table 1). The genome is subdivided into two chromo-
somes, with each chromosome subsequently decomposed
into genes. The genes contained on the first chromosome
exclusively encode the protein information for all 3 protein
classes (TF, IM, EX). Genes on the second chromosome en-
code the transport specific information (NLS/NES) for each
of the TF proteins (Figure 4). Figure 5 illustrates the struc-
ture of the genes contained on each chromosome.
Experiments and Results
This section describes a series of experiments and analyses
of the GRN dynamics of both the eukaryotic and prokary-
oticcell models. The experiments compares the abilities of
the GRNs within eukaryotic and prokaryoticcell models to
double[] importWeights
double[] exportWeights
double importBias
double exportBias
double imThreahold
double exThreahold
TransportDataGeneData
double[] cisSites
double threshold
double decayRate
double synthRate
Figure 5: UML diagram of genes encoded on the 2 chromo-
some within eukaryotic cells.
evolve and follow defined protein patterns during their de-
velopment. The objectives selected for the comparison are
divided into three categories in order of increasing difficulty,
namely static, periodic and aperiodic (Table 3). By contrast-
ing the fitness achieved for the three classes of objective,
allows a preliminary assessment of the contribution of trans-
port within eukaryotic cell types.
Objective Name Class
Lin Static
Sin, Rect, Perodic
Gauss, SinOff, GaussOff, AmpGauss Aperodic
Table 3: Objective Names and their corresponding classifi-
cation
The simplest static objectives determine the fitness at the
end of the developmental cycle, ignoring the concentration
profile of the protein during the developmental cycle. For
the static objective the fitness function is similar to that used
by Kumar (5).
Fitness =
M−1∑
j=0
(Cj − (1 + j)/M)2 (5)
whereM is the total number of transcription factor proteins
under test and Cj is the concentration of protein j at the end
of development.
In contrast both periodic and aperiodic objectives assess
the fitness over the entire developmental time. Periodic ob-
jectives are designed to mimic their biological equivalent,
termed circadian rhythms, where two proteins oscillate in
lockstep. The aperiodic objectives, represent another bio-
logically plausible objective as they place a precise temporal
dependence on gene expression. In all test cases the number
of proteins tested against the fitness function can be spec-
ified, up to the maximum number of transcription factors.
Thus the fitness function for dynamic and aperiodic objec-
tives is defined as (6).
Fitness =
M−1∑
j=0
n∑
i=0
(Oji − Cji)2 (6)
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where Cji is the concentration of protein j at time i, and
Oji is the objective concentration.
For each of the seven objectives tested the AED platform,
was typically configured as per Table 1.
Comparison of Eukaryotic and prokaryoticCell
Dynamics
Results for each of the seven objectives (Table 3) are listed
in Table 4. These results illustrate that both cell configura-
tions can solve static and dynamic tasks with a high degree
of accuracy. For the aperiodic objectives the eukaryotic type
cells configurations show a considerable improvement over
the prokaryoticcells. This improvement has its origins in the
ability of the eukaryotic cell to limit the target protein activ-
ity to the specific times during the development. In contrast,
the prokaryoticcells tends to have a continuous level of pro-
tein present at all times. Figure 7 illustrates the phenotype
(protein levels within the cytoplasm) associated with each of
the aperiodic objectives.
Fitness Results
Objective Nucleus Best Mean
Lin T 0.0 0.092F 0.0 0.041
Sin T 0.046 199.7F 0.058 250.95
SinOff T 1.05 1288.71F 20.67 1415.8
RectSin T 0.802 142.2F 1.31 131.13
Gauss T 0.60 601.6F 4.765 785.39
GaussOff T 0.855 590.25F 9.529 722.57
GaussAmp T 0.581 391.78F 3.83 432.05
Table 4: Results for Objectives, the presence of a nucleus
indicating a eukaryotic type cell is shown by the Boolean
[T]rue.
Results Analysis: Gene Activity
The section illustrates how the process of transport within
the eukaryotic cell is instrumental in generating the protein
profiles associated with the aperiodic genome solutions. The
level of gene activity for each of the individuals developed
in Figure 7 is plotted in Figure 8. Because the gene ID cor-
responds to the proteins ID any variation in gene activity
results in a corresponding change in its protein level.
Gene activity for the prokaryoticcell configuration (Fig-
ure 8 b, d, f) shows continuous activity over the entire de-
velopment time, which is penalised by the aperiodic objec-
tives. The close coupling between the genes and proteins in
the prokaryoticcell makes it difficult to generate the isolated
the gene activity required for the aperiodic objectives. This
coupling arises as a consequence of the genome and proteins
being contained in the same cell compartment.
In contrast the eukaryotic cell achieves very specific re-
gions of gene activity for genes 0 and 1 with relative ease
(Figure 8 a, c, e). The regions of activity for genes 0 and 1
are very localised to the required times for peak protein ac-
tivity within the cytoplasm. Inspecting the gene activity for
the IM genes, (IDs {3, 4, 5}) and EX genes (IDs {6, 7, 8})
shows very broad and intense levels of activity, indicating
that the process of transport is very heavily involved in the
generation of the target protein profile.
The dynamics of the Gauss profile in Figure 8 e deserve
special mention, as there is little or no activity on Gene 0
around the peak presence of protein 0 in the cytoplasm. Fig-
ure 6 illustrates that the protein profile is generated as a re-
sult of exporting the stored protein 0 from the nucleus at the
appropriate time, Figure 6.
 0.2
 0.4
 0.6
 0.8
 1
 0  20  40  60  80  100  120
Co
nc
Time
Protein 0 profile for GaussOff Objective
exported
nucleus
cytoplasm
nucleoplasm
Figure 6: Protein 0 Dynamics for GaussOff Objective, il-
lustrates the accumulation of Protein 0 in the nucleus prior
to time step 20, while there is no gene activity around peak
evaluation time, the cytoplasm protein profile for protein 0
is generated by exporting proteins from nucleus during this
time.
Results Analysis : Transport as a source of
Heterochrony
This section investigates how mutations to the transport
chromosome affect the quality of the aperiodic solutions.
Selecting the best eukaryotic individuals from the gaussOff
and ampGauss objectives illustrated in Figures 7 c, e the
activity of the transport specific genes (ID 3-8) is reduced
(’knocked out’), according (7) -
GeneActivity = KO ∗ SR ∗ sigmoid(activity)
whereKO  A = {0.9, 0.8, 0.5, 0.1} (7)
Figure 9 illustrates the full spectrum of heterochronic mu-
tations are possible. For the ampGauss objective the level
ECAL - General Track
ECAL 2013 450
of protein 0 (Figure 9c), increases its level and duration in
the cytoplasm in response knock out. The level of protein
1 remains relatively unaffected but its onset is delayed in
response to knock out (Figure 9d) .
For theGaussOff objective (Figure 9a) the level of protein
0 is reduced in response to increasing knock out while the
onset of protein 1 occurs earlier in the development (Figure
9b).
In addition to reducing the activity level the transport
specific genes, the NLS/NES interaction levels could also
have targeted to give similar results. From an evolutionary
perspective, mutations to the transport chromosome have a
causal relationship to the generated phenotype allowing the
conclusion that the addition of the transport process, which
is in effect a second level of regulation tends to provide a
smoothing of the phenotype landscape.
(a) Protein 0 GaussOff Objec-
tive, eukaryotic Cell Configu-
ration
(b) Protein 1 GaussOff Objec-
tive, eukaryotic Cell Configu-
ration
(c) Protein 0 AmpGauss Ob-
jective, eukaryotic Cell Con-
figuration
(d) Protein 1 AmpGauss Ob-
jective, eukaryotic Cell Con-
figuration
Figure 9: Heterochronic Mutations to the best eukary-
otic cell individuals from the GaussOff and AmpGauss ob-
jectives, realised by reducing the activity of Importin and
Exportin genes.
Discussion and Conclusions
The regulated entry of transcription factors to the nucleus of
eukaryotic type cells has been shown to have a major influ-
ence on the direction of biological development. This paper
has reported a biologically inspired eukaryotic cell model
that captures the concept of regulated protein transport to
and from the cell nucleus. Tests on the evolvability of the
GRN indicate that the addition of this level of complexity
does not prevent the cell successfully generating GRN dy-
namics. Indeed, it serves to improve the GRNs ability to
evolve aperiodic objectives. Analysis of the gene activity
within the eukaryotic cell shows that it relies heavily on the
transport of TF to and from the nucleus to control gene ac-
tivity. In particular it is observed that for aperiodic tasks TF
protein is only present in the cytoplasm at the required de-
velopment time intervals. In contrast, while the prokaryotic-
cell model fared well for static and periodic tasks, its per-
formance suffered significantly for aperiodic objectives. An
examination of the gene activity within the prokaryoticcell
model has shown continuous levels of gene activity during
development time. In contrast, the eukaryotic cell isolates
its gene activity to very specific regions of the development
time. The high levels of activity for the IM/EX genes in-
dicates their importance in generating the protein dynam-
ics. The eukaryotic cell model demonstrates the potential
for heterchronic mutations to arise by scaling the activity of
transport specific genes. Moreover a high degree of corre-
lation between the level of disruption to these genes and the
resulting change in protein profile has been observed.
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(a) Gauss Objective - eukaryotic cell
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(b) Gauss Objective- prokaryotic cell
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(c) GaussOff Objective - eukaryotic cell
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(d) GaussOff Objective - prokaryotic cell
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(e) AmpGauss Objective - eukaryotic cell
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(f) AmpGauss Objective - prokaryoticcell
Figure 7: Protein profiles generated by the best Individuals as reported in 4 - Aperiodic objectives only, contrasted against the
Objective. The AED configuration of Table 1 configures proteins IDs (0,1) to be used in the fitness calculation.
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(a) Gauss objective, eukaryotic Cell Configuration
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(b) Gauss objective, prokaryoticCell Configuration
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(c) ampGauss objective, eukaryotic Cell Configuration
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(d) ampGauss objective, prokaryoticCell Configuration
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(e) GaussOff objective, eukaryotic Cell Configuration
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(f) GaussOff objective, prokaryoticCell Configuration
Figure 8: Gene Activity for best evolved individuals for aperiodic objectives. The top section of each plot maps the gene activity
to a colour intensity, while the bottom section shows the corresponding protein profile in the cytoplasm. For subplots (a,c,e) the
configuration listed in Table 1 configures the import proteins IDs range from 3-5, and export proteins IDs range from 6-8
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Abstract
The ability to actively forage for resources is one of the defin-
ing properties of animals, and can be seen as a form of min-
imal cognition. In this paper we model soft-bodied robots,
or “animats”, which are able to swim in a simulated two-
dimensional fluid environment toward food particles emit-
ting a diffusive chemical signal. Both the multicellular de-
velopment and behaviour of the animats are controlled by a
gene regulatory network (GRN), which is encoded in a lin-
ear genome. Coupled with the simulated physics, the activity
of the GRN affects cell divisions and cell movements during
development, as well as the expansion and contraction of fil-
aments connecting the cells in the swimming adult body. The
global motion that emerges from the dynamics of the animat
relies on the spring-like filaments and drag forces created by
the fluid. Our study shows that it is possible to evolve the
animat’s genome (through mutations, duplications and dele-
tions) to achieve directional motion in this environment. It
also suggests that a “minimally cognitive” behaviour of this
kind can emerge without a central control or nervous system.
Introduction
In biological multicellular organisms, the dynamics of gene
regulatory networks (GRNs) controls not only the growth
of the organism, including the maintenance of the cells and
overall structure, but also its behaviour. A striking exam-
ple can be observed in social amoeba such as Dictyostelium
(slime mold), where gene regulation controls both the aggre-
gation of single cells into a slug and the adaptive behaviour
of this collective entity (Bonner, 2008).
In theoretical biology and artificial life, artificial gene net-
works are used to understand how computational properties
of biological networks evolve. One area of research is the
evolution of control of multicellular development (Dellaert
and Beer, 1996; Eggenberger Hotz, 1997; Doursat, 2009;
Schramm and Sendhoff, 2011), another is computation in
a more general sense (Banzhaf, 2003; Nicolau et al., 2010;
Lopes and Costa, 2012). We addressed these two areas in
our previous research using the artificial life system that we
created, GReaNs (for Genetic Regulatory evolving artificial
Networks; reviewed in Joachimczak and Wro´bel, 2011). We
investigated in particular the evolution of signal processing
using continuous or spiking computational units (Joachim-
czak and Wro´bel, 2010; Wro´bel et al., 2012), and the evolu-
tion of soft-bodied artificial organisms, or “animats”, whose
development and locomotion were controlled by a GRN
(Joachimczak and Wro´bel, 2012; Joachimczak et al., 2012).
The use of a developmentally inspired stage to generate
the morphology of a virtual robot is an active area of re-
search, involving a range of abstractions for cellular and
genetic control (Hornby and Pollack, 2002; Bongard and
Pfeifer, 2003; Kowaliw et al., 2004; Doursat, 2008; Meng
et al., 2011). The main contribution of our system lies in
the combination of a biologically realistic encoding of the
GRN (and genetic operators that allow for their complexi-
fication) with a realistic physics simulation. Physics rules
govern the movement of cells during development, and the
drag forces during locomotion in the fluid. Although in our
current implementation the environment and the animats are
two-dimensional, the system could be extended to 3D to
make our results even more relevant. Physically plausible
robots could take advantage of their softness—and thus re-
sistance to damage and external forces—when interacting
with other objects (for example, changing shape to squeeze
through small openings). Although the properties of non-
rigid, modular bodies have been explored before (Shimizu
et al., 2005; Umedachi et al., 2010; Schramm and Sendhoff,
2011; Doursat et al., 2012; Hiller and Lipson, 2012; Rieffel
et al., 2013), including our previous work on the diversity of
locomotion strategies in soft-bodied animats (Joachimczak
et al., 2012), the present study is the first attempt, to our
knowledge, at evolving a fully decentralized controller and
morphology of elastic animats that can sense and navigate
their environment.
In the present paper we consider the evolution of gene
regulatory networks able to control both the development of
a soft-bodied animat and its emergent multicellular chemo-
taxis, a basic behaviour that consists of moving toward the
source of an external signal. Despite its apparent simplicity,
this task requires generating motion and coordinating nu-
merous local cell actions to turn the body in the direction of
a gradient. We identify and analyze here several morpholo-
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gies and behavioural strategies toward this goal. The main
contribution of this paper is to demonstrate that such mini-
mal cognition (van Duijn et al., 2006) can collectively evolve
in a multiagent system. We also suggest that it could be the
first step toward more advanced cognitive abilities (Wro´bel,
2012). Another novelty is a simplification of the artificial
physics: instead of keeping a different set of environmental
conditions for the developmental phase and the behavioural
phase, we adopt the same physical rules for both.
Controlling the development and behaviour of
multicellular soft-bodied animats
The model used in this paper builds upon our previous work
on soft-bodied multicellular animats (Joachimczak et al.,
2012; Joachimczak and Wro´bel, 2012). As before, the gene
regulatory networks that control the bodies are encoded in
linear genomes. We provide here only a brief summary of
how the encoding works and how the dynamics of the net-
work is simulated, then we describe in more detail two mod-
ifications that we brought to the system: unifying the phys-
ical conditions of the developmental and behavorial phases,
and designing new cell-to-cell communication. In this new
design, chemical signals diffuse between cells under a con-
straint of conservation of their total amount (in the previous
implementation, mass was not conserved).
Genome and gene regulatory network
The genome is represented by a list of genetic “elements”
without fixed length. Genetic elements belong to three
classes: (i) genes, which code for products (transcription
factors or chemicals diffusing between cells), (ii) regula-
tory elements, and (iii) special elements, which encode in-
puts and outputs of the regulatory network. One or more
regulatory elements form a regulatory region, which can be
followed in the genome by one or more genes to make a reg-
ulatory unit. The activation levels of the regulatory elements
of a unit influences the concentrations of products coded by
this unit’s genes (Fig. 1). Conversely, regulatory elements
are activated by the products currently present in the cell,
which virtually “bind” to the genome with various probabil-
ities (related to their concentration) and various affinities to
the regulatory sites.
To simulate the behaviour of a cell, we first decode the
genome to obtain the corresponding GRN, in which nodes
represent regulatory units, and weighted directed edges rep-
resent relations of regulation. The signs of the weights indi-
cate whether the regulation is excitatory or inhibitory, while
the weights tune the chemical affinity between products and
regulatory elements. The affinity also depends on the “dis-
tance” between two elements, calculated by construing each
element as a point in an abstract 2D space of chemical in-
teractions (not to be confused with the physical 2D space of
the animat). The affinity is set to 0 if the distance is above a
a special element: 
maternal factor (0) or 
cellular function (1) 
a promoter (2) a gene: 
transcription factor (3) 
or morphogene (4) 
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Figure 1: Genome (left) and structure of a genetic element
(right). Each element consists of a type field, which specifies
its class (G: gene, P: regulatory, S: special), a sign field, and
N abstract coordinates (here, N = 2), which determine its
affinity to other elements based on distance in RN .
certain threshold, and to a maximum value if the two points
overlap.
While each cell in the animat body contains the same
GRN, the product concentrations that encode the dynamic
state of this network can be different from cell to cell. Con-
centrations are real values updated in discrete time steps.
The increase in concentration, or “synthesis rate”, of a prod-
uct P is influenced by the concentrations of products that
have a non-zero affinity to the regulatory elements of the unit
encoding P. The combined effect of all the products binding
to the same regulatory element is additive; the combined ef-
fect of all the regulatory elements in a regulatory unit is also
additive. If the net effect of the products that have an affinity
to the regulatory elements of a regulatory unit is negative,
the products encoded by this unit’s genes will decrease in
concentration, or “degrade”. In addition, the products en-
coded by regulatory units degrade spontaneously.
The minimal concentration of a product is always 0, but
the maximum concentration is different for transcriptional
factors (1.0) and diffusive products (10.0). There are two
reasons for this 10-fold difference. First, if the maximum
concentration of diffusive products was low, it could not be
detected in the cells far away from the source cell. Sec-
ond, when the initial population is formed during simulated
evolution (i.e. when the genomes are constructed randomly
for the individuals in this population), elements that code for
diffusive products are introduced in these genomes less often
than elements that code for transcription factors. In contrast
to our previous model, the products diffuse here in the body
along the filaments that connect the cells (both during de-
velopment and locomotion). At each time step, the fraction
of concentration of a diffusive product transferred between
cells is proportional to the difference of concentrations be-
tween these cells.
Diffusive products can be considered to be one form of an
output produced by a cell (and input received by other cells).
Our genome model also includes elements that encode GRN
inputs coming from the environment and outputs represent-
ing cell actions. These special elements are not tied to reg-
ulatory units, the graph nodes to which they correspond do
not have recurrent connections, and direct connections be-
tween input and output nodes are not allowed.
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Input elements behave like other regulatory products
(transcription factors and morphogens), but their concentra-
tion represents an environmental signal. In this paper we use
five types of input elements, four of which can be seen as en-
coding “maternal morphogens”. Three of these morphogens
diffuse during development from three point sources, so
their perceived concentration in a given cell depends on the
current position of this cell. One environmental signal is
always present in the same concentration (1.0), throughout
development and beyond, when the animat moves (this sig-
nal plays the same role as a bias node in artificial neural
networks). The fifth chemical starts diffusing in the envi-
ronment when the animat has finished developing, at which
point the animat is supposed to move toward the source of
this chemical. Its concentration in each cell depends on the
cell’s distance from the source, and goes to 0 for a distance
larger than 400 units (noting that the expected value from
multiple trials of the initial distance from the center of mass
of the animat to the food source is 300).
Whereas input elements encode products whose concen-
tration is determined by the environment, output elements
encode products whose concentration impacts the behaviour
of the cells and the entire animat after development. In this
study we use five output elements representing five possible
cell actions: (i) division (when the concentration of the cor-
responding product crosses a threshold), (ii) rotation to the
left and (iii) rotation to the right after division (cell orienta-
tion is represented by a vector; the rotation angle depends
on the concentration of two products), (iv) contraction and
(v) expansion of the filaments linked to the cell (the two
products corresponding to these last actions are used only
after development, when the mature body is able to move).
Physics of cell interactions
As in our previous work, the animats are spring-mass sys-
tems in which cells correspond to point masses, and neigh-
bouring cells are connected by filaments that act as weight-
less springs. This neighbourhood relation is determined by
calculating the Gabriel graph (Gabriel and Sokal, 1969) of
cell positions (Fig. 2).
In our model of two-dimensional swimming, taking after
the simulation of undulatory robotic locomotion by Sfakio-
takis and Tsakiris (2006), the fluid is stationary and only
the spring-edges on the outline of the animat are subject to
fluid drag. The force exerted on an edge of length L is the
sum of a tangential component FT = −dTLv2T sign(vT )
and a normal component FN = −dNLv2N sign(vN ), both
proportional to the squares of the respective velocity com-
ponents vT and vN via fluid drag coefficients dN and dT
(where dN = 200 dT ).
Soft bodies during development and locomotion In con-
trast to our previous work, the rules of physics governing
the development and locomotion are identical. These two
(a)
t=0
(b)
t=85
(c) t=140 (d) t=180 (e) t=230
(f) t=263 (g) t=270 (h) t=400, final shape
Figure 2: Example of the developmental mechanics (for in-
dividual #1, shown in Fig. 3). Cells are represented as circles
of radius r and connected by springs with resting length 2r.
phases remain separate, however, and are different in three
respects. First, to prevent excessive forces and movements
in the developing embryo due to cell division, cells are
slowed down by an extra drag component proportional to
the square of their velocity. This correction can be inter-
preted as the presence of an intracellular fluid more viscous
than the external fluid (an alternative, not used here, would
be to consider that immature filaments are less stiff). The
second difference is that mature filaments in the adult body
define polygons that act as pressurized chambers, whose ex-
pansion and contraction drive them out of equilibrium and
generate a pressure force along the normal of each edge.
Thus these chambers constitute a “hydrostatic skeleton” for
the animat, which also prevents cells from passing through
filaments. Finally, during development cells can break con-
nections or form new ones (as if sprouting filaments or de-
stroying them), whereas the connectivity in the locomoting
adult remains fixed.
Formally, this means that the Gabriel graph is recalculated
at every step of the development, and each pair of neigh-
bouring cells is connected by a spring whose resting length
is the sum of the cells’ radii (in the experiments described
here, all cells have the same radius). When a cell produces a
daughter cell through division, the new cell is placed closer
than the sum of the radii, so the spring that connects these
two cells pushes them away from each other, creating a cas-
cading effect in the body. As the organism is growing, cells
always attempt to maintain constant distances between them
(Fig. 2), and new neighbourhood relations lead to the cre-
ation or removal of springs. To keep computational costs
reasonable, we used a hard limit of 32 cells.
Once the development is finished, the filaments “mature”
i.e. although they retain their elasticity and the body may
change shape during movement, the pattern of connections
between cells is no longer modified. The initial resting
length L0 of each spring is set to the length it had at the
last time step of development. From this point, each cell
controls the springs connected to it using the products en-
coded by two output elements: one product for expansion
and one for contraction. The concentrations of expansion
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products e1 and e2 in the two cells connected by a spring,
and the concentrations of contraction products c1 and c2
combine additively to modify the resting length according
to L = (1 + Amax(e1 + e2 − c1 − c2))L0, where Amax is
a global parameter of the system representing the maximum
actuation amplitude (Amax = 0.2 in this paper).
Evaluation of behaviour and chemotaxis
In our evolutionary model, genetic operators can add el-
ements (duplications), remove elements (deletions), or
change the elements’ type, sign, and coordinates (point mu-
tations). The first two operations affect the size of the
genome and the number of nodes and edges in the GRN,
while the change of coordinates affects the affinities between
products and regulatory elements. The genetic algorithm is
generational, with population size 100, and tournament se-
lection on five randomly drawn individuals. Five of the indi-
viduals in each generation are propagated without change to
the next generation (elitism), and 20% undergo sexual repro-
duction (multipoint crossover). An evolutionary run stops
when the fitness value is stable over a 500-generation span,
which happened between generations #2000 and #3000 in
the experiments described here. To accelerate evolution and
evaluation, nonviable individuals are removed from the pop-
ulation, where an individual is deemed “viable” if three con-
ditions are met: (i) there is a path between at least one input
and the outputs associated with division, contractions or ex-
pansions in the GRN, (ii) no cell division happens during the
last 100 time steps before the end of development (to allow
the physics to equilibrate the adult structure; there is a fixed
number of time steps for development), and (iii) the con-
centrations of expansion or contraction products vary during
locomotion. These criteria of viability guide the search for
the random genome that will be used to create the genomes
of all the individuals in the initial population. These individ-
uals are generated from the seed genome via the duplication,
deletion and point mutation operators. The random search of
a seed genome requires a few thousand trials.
Fitness evaluation
After the soft body has fully developed, through cell divi-
sions starting from a single cell, the animat begins to move.
In our preliminary experiments we placed a food particle re-
peatedly at eight random locations forming a circle around
the animat’s center of mass, and gave higher fitness to ani-
mats closer on average to the particle (after a fixed number
of time steps). Yet, the evolutionary search in this scenario
was not very efficient: only about one third of the evolution-
ary runs resulted in “champions” that showed some chemo-
taxis abilities, but at a considerable computational cost due
to the required eight test cases for each individual in each
generation.
To improve the efficiency of the evolutionary search, we
redesigned the fitness function to be composed of five terms
obtained by evaluating an individual in five test situations.
(1) The first test situation assessed the ability to move as
such: we measured the distance travelled in 10,000 sim-
ulation steps. This evaluation stage also allowed to deter-
mine the main axis of the animat and its preferred direction
of movement. (2) Then, we placed a food particle on the
animat’s left, between -30◦ and -90◦ from the main axis,
at a distance chosen uniformly and randomly in the range
[200,400] from its center of mass (animats cover about 100
units along the main axis), and measured the remaining dis-
tance to the particle after 15,000 simulation steps or, if the
animat’s body overlapped with the particle earlier, the time it
took. (3) The third test repeated the second: the state of the
animat including its shape and the concentrations of prod-
ucts was reset to the state it had at the end of the first test,
and the particle was placed again on the left. (4, 5) The last
two tests were similar to tests (2, 3) with the particle placed
on the right. The resulting fitness function (maximized by
the genetic algorithm) was a linear combination of the dis-
tance d travelled in the first test (via a increasing reward),
the remaining distances dn from the animat’s center of mass
to the food particle, and the total durations tn of the last four
tests (via decreasing rewards):
ffit =
d
cm
+
4∑
n=1
(
1− dn
cf
+ sr
(
1− tn
tmax
))
, (1)
where cf is the maximum distance at which a particle could
be placed, tmax = 15, 000 is the maximum number of steps
in each test, sr is the weight of the time reward with respect
to the remaining distance reward (here, sr = 4), and 1/cm
is the weight of the distance travelled with respect to the last
four tests. This coefficient was set to a value such that, for
an individual with efficient locomotion and chemotaxis, the
first reward component was of the same order as each of the
other four reward components. Our fitness function design
promotes the evolution of a simpler behaviour first (here, lo-
comotion), so that a more complex one (chemotaxis) can be
built upon it. Considering the relations between learning and
evolution, this design brings the fitness function close to a
trainer or tutor that promotes gradual development of com-
petences (by “scaffolding” or “shaping” the agent; (Wood
et al., 1976; Dorigo and Colombetti, 1994)).
Results: swimming patterns of four champions
from independent evolutionary runs
An analysis of the champions obtained from multiple inde-
pendent evolutionary runs (n = 40) shows that about half
of them were able to change direction and to head toward
the food particle, while the other half could only swim for-
ward. Our previous work (Joachimczak et al., 2012) had
identified four classes of morphologies and styles of motor
behavior that emerged more distinctly among the continuum
of possible scenarios: symmetrical protrusions on the left
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Figure 3: Patterns of cell activation (i.e. concentration of
expansion minus contraction products) in individual #1 dur-
ing one motion cycle while it performs a left (a) or right (b)
turn. Red indicates expansion (positive activation); green:
resting length; blue: contraction (negative activation). Num-
bers indicate time steps. The animat swims upward. Videos
available at: http://youtu.be/zi3p164aefY and
http://youtu.be/Cqt8Fy3CWlA
and right (or “fins”), a protrusion at the end (or “tail”), un-
dulation of the whole body, and alternation of whole-body
pulsations, consisting of either fast expansion and slow con-
traction of bodies that had a pointy front and a blunt end, or
the other way around (fast contraction with a blunt front).
Strategies based on pulsations worked by exploiting the fact
that fluid drag is proportional to velocity squared. It was
also characterized by rapid swings of the concentration of
expansion and contraction products in all cells at the same
time, whereas in the first three strategies these concentra-
tions varied in a sinusoidal fashion and exhibited phase gra-
dients along the axes of the body. In the present work, it is
the pulsation strategy that happened to be the most common
among the champions who showed efficient chemotaxis—
despite the fact that, in our previous work, individuals with
protrusions were the fastest in forward motion. It is interest-
ing to note that the other three strategies also tend to appear
in the experiments reported here, but less clearly or only par-
tially as components of a mix (see examples below). This is
probably due to the different physics model and the new re-
quirements for chemotactic abilities which could be encour-
aging pulsations over protrusions or undulation.
We chose four animats among the fittest to be analyzed
in greater detail. The pulsation strategy is used by the first
three, among which two have elongated bodies in the direc-
tion of motion. Individual #1 exhibits a sharp front and a
blunt end, contracts slowly and expands quickly (Fig. 3). In-
dividual #2 shows the opposite, with a blunt front and sharp
end, contracting quickly and expanding slowly. It also gen-
erates thrust by wiggling a “tail” (Fig.4). Individual #3 also
uses a mixed strategy, generating thrust in part from a pul-
0 3 5 9 13
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Figure 4: Patterns of cell activation (i.e. concentration of
expansion minus contraction products) in individual #2 dur-
ing one motion cycle while it performs a left (a) or right (b)
turn. Red indicates expansion (positive activation); green:
resting length; blue: contraction (negative activation). Num-
bers indicate time steps. The animat swims upward. Videos
available at: http://youtu.be/TS8Q0JfI7o0 and
http://youtu.be/Dw8-YCWodn8
sating clump in the middle (by fast expansion and slow con-
traction) and in part by the movement of a small tail, too.
A wave of contraction travelling from the front to the back
moves this tail in a position perpendicular to the main axis
of the animat (equal to the direction of motion) when the
animat’s back expands, so that the tail pushes the animat
forward (Fig. 5). Individual #4 is sharply different from the
other three, as its body is elongated in the direction perpen-
dicular to the main axis, and it moves by using two joined
“fins”, which push backward in synchrony to generate a for-
ward movement (Fig. 6). These fins expand when moving
backward, and contract on their return. Their motion is in-
duced by a wave of contractions travelling from the back
toward the front.
In all four animats the control of chemotaxis performed
correctly in the more general situation in which, after the
animat reached one food particle, we placed another particle
away from the animat without resetting its state to a pre-food
situation (although the state was reset during the evaluation
phase of the genetic algorithm). When turning toward the
food, these four animats did not change their motion pat-
tern, thus it is not immediately obvious how they performed
the turn. Defining the level of “activation” of a cell to be
the concentration difference between the expansion product
and the contraction product, changes in collective activation
patterns between the left and right turn can be observed in in-
dividuals #1 and #4, while this symmetry is much less clear
in individuals #2 and #3 (Figs. 3-6).
To understand how the control of turning worked, we
compared the average activation of each cell when food was
placed in front of the animat to the activation of each cell
when food was placed on the left or on the right. The ex-
periments were performed as follows: (i) the animat was
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Figure 5: Patterns of cell activation (i.e. concentration of
expansion minus contraction products) in individual #3 dur-
ing one motion cycle while it performs a left (a) or right (b)
turn. Red indicates expansion (positive activation); green:
resting length; blue: contraction (negative activation). Num-
bers indicate time steps. The animat swims upward. Videos
available at: http://youtu.be/-HoN7ZGU6W4 and
http://youtu.be/UZeCkWgeA5Q
allowed to move forward without a particle for 10,000 steps
and the direction of movement in the last 50 simulation steps
was used to determine its main axis, then the average cell
activity was calculated (over 5,000 steps in each case) with
(ii) a food particle placed in the front, (iii) 60◦ to the left,
and (iv) 60◦ to the right. The initial state of the animat (the
product concentrations and body shape) in each case was
identical to the state at the end of step (i).
Analysis of the changes in the average cell activation in-
dicates that pulsating animats use different strategies based
on changing the size of their body parts. Individual #1, the
animat that contracts slowly and expands quickly, turns by
contracting the part of its body closest to the food (Fig. 7a),
as does individual #3, which uses a mixed strategy of pulsa-
tion and tail propelled by a wave of contractions (Fig. 7c).
On the other hand, individual #2, which contracts quickly
and expands slowly, turns by expanding the side opposite to
food (Fig. 7b).
In terms of how forces generate motion, when individ-
ual #1 with a blunt end expands quickly, it pushes the blunt
end against the fluid, and the relative increase in length of
the external edges on the right side causes a push toward
the left. On the contrary, when individual #2 with a pointy
end contracts quickly, a relative increase in edge length on
its right side leads to an additional pull toward the left. Al-
though individuals #1-3 showed similar strategies for con-
trolling turns, only in the case of the individual #1, which
used a pure pulsation strategy, did we observe an immedi-
ate reaction of the cells (i.e. contraction of the springs, but
maintaining their pulsation) to a food particle close to them.
We also observed similar contractions for cells close to the
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Figure 6: Patterns of cell activation (i.e. concentration of
expansion minus contraction products) in individual #4 dur-
ing one motion cycle while it performs a left (a) or right (b)
turn. Red indicates expansion (positive activation); green:
resting length; blue: contraction (negative activation). Num-
bers indicate time steps. The animat swims upward. Video
available at: http://youtu.be/rvM2T8gpDnU
particle when it was placed inside the body, although this
was not experienced during evolution.
In comparison to the first three examples of animats, all
propelled by pulsations, individual #4 using two joined fins
can turn and move significantly faster, sometimes even over-
shooting the target but correcting its trajectory afterwards. It
is able to switch the direction of the wave of contractions:
without food, the wave moves from the back to the front;
with a food particle on the right, it moves from the right tip
to the left tip, and vice-versa (Fig. 7d). During the switch,
the animat maintains the overall motion pattern: the con-
traction waves are synchronized so that when the right half
of the body moves backward, this part contracts. This results
in a lower thrust from the right fin, hence a right turn, which
is captured by the analysis of average cell activation.
Because the chemical diffusing from the food particle is
sensed by all the cells, it is conceivable that the gene net-
work is reacting proportionally to the strength of the incom-
ing signal, and using this direct response to stimulate the
turn. To detect this possibility, we computed the Spearman’s
rank correlation coefficient between the activity (expansion
and contraction) of the cells and the distance to the food, i.e.
strength of the diffusive signal (Fig. 8). The largest corre-
lations can be observed in individual #1, the pulsating ani-
mat that expands quickly. During this animat’s behaviour,
the high correlations vary in regular patterns. This indicates
that cells close to the food expand their springs and cells far
from food contract their springs proportionally to the food
signal. A similar pattern can often be seen, although not as
clearly, in the other two pulsating animats, #2 and #3. This
is not, however, the case for the two-finned individual #4. In
its case, correlations between activity and distance are rel-
atively low and unstructured, which suggests a more com-
plex strategy during behaviour, including a substantial role
played by intercellular communication.
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(a) (b) (c) (d)
Figure 7: Change in average cell activation (i.e. concentration of expansion minus contraction products) when moving a food
particle from the left or right side to the front of an individual. White cell: no change; blue: average activation is lower; red:
higher. The four pairs from (a) to (d) correspond respectively to individuals #1 to #4. All animats shown moving upward.
Individual #1 (animat pulsating and expanding quickly) Individual #4 (animat with two fins)
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Figure 8: Variations of the Spearman correlation between cell activity and distance to food. Three curves are shown for
individuals #1 and #4. They represent the correlation between cell activity X and the cells’ absolute distance to food, where X
stands for the cells’ expansion (in red), their contraction (in blue), and their activity (expansion minus contraction, in black).
The total period (60 to 70 time steps) corresponds to an animat turning left and moving toward the food. Values near 0 mean
no correlation; values near +1 and −1 mean high correlations, which indicate here a direct relationship between the cells’
behaviour and their distance to the food.
Summary, perspective, and future work
In this work, we showed that it was possible for an evolu-
tionary process to successfully produce soft-bodied multi-
cellular animats that can forage for resources in their envi-
ronment, and whose embryonic development and adult be-
haviour are both controlled by the same gene regulatory net-
work. Neither a particular morphology nor a particular type
of control were enforced, but different strategies were dis-
covered by evolution starting from random genomes. The
chemotactic behaviour that emerged from the interplay be-
tween the shape of the body and the local responses of dif-
ferentiated cells, in the absence of any central control, can
also be regarded as “minimally cognitive”.
The simulated evolution of a coordinated collective be-
haviour, where multiple agents are driven by the same dis-
tributed controller, provides a way to explore the space of
possible morphologies and efficient modes of control in the
nascent field of soft-bodied robotics. Our results show that
soft robots are able to navigate efficiently and robustly by
pulsing the body (symmetrically along the main axis) and
expanding their left or right side slightly more in order to
turn. We hope that these results can contribute to providing
a source of inspiration for the development of new materials
and actuators for soft robots.
Before such materials and actuators are available, how-
ever, much work can still be accomplished in virtual envi-
ronments. As future work, we plan to investigate more thor-
oughly the types of motion and the nature of communication
and synchronization among the cells of evolved individuals.
In particular, we want to analyze how intercellular commu-
nication works to achieve efficient behaviour by exploring a
scenario where only a subset of cells (for example, the cells
on the surface) can sense the environment, while the rest of
the body must rely on indirect information passed through
diffusive substances. We would also like to better assess
the benefits of distributed control, especially in terms of ro-
bustness to damage (e.g. malfunction of springs or cells)
and resistance to external disturbances (e.g. distractors and
noise).
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Abstract
This paper introduces StaCo: Stackelberg-based Coverage
approach for nonconvex environments. This approach struc-
turally differs from existing methods to cover a nonconvex
environment, as it is based on a game-theoretic concept of
Stackelberg games. Our key assumption is that one robot can
predict (short-term) behavior of other robots. No direct com-
munication takes place among the robots, the approach is de-
centralized. However, the leading robot can direct the system
into the optimal setting much more efficiently just by chang-
ing its own position. This paper extends our previous work in
which we have introduced the StaCo approach for coverage of
a convex environment, with a simpler type of robots. We pro-
vide theoretical foundations of the approach. We demonstrate
its benefits by means of case studies (using the Sim.I.am soft-
ware). We show situations in which the StaCo approach out-
performs the standard approach, which is based on combina-
tion of the Lloyd algorithm and path planning.
Keywords: Multi-robot coverage of nonconvex environ-
ments, Stackelberg games
Introduction & Literature Overview
Multi-robot control in an unknown environment is an emerg-
ing topic of various research fields (e.g., flocking control
(Olfati-Saber, 2006), aggregation (Martinoli et al., 1999),
multi-robot coverage (Cortes et al., 2004), formation (Ren
and Sorensen, 2008)). This paper focuses on multi-robot
coverage.
Most of the proposed solution methods for multi-robot
coverage are not applicable in practice, as they encounter
difficulties such as failing to find the globally optimal so-
lutions and the inability to account for nonconvex environ-
ments (Cortes et al., 2004; Martinoli et al., 1999). As a con-
sequence, despite the wide range of existing works in the
domain of multi-robot coverage (Breitenmoser et al., 2010;
Butler and Rus, 2004; Cortes et al., 2004; Pimenta et al.,
2009; Ranjbar-Sahraei et al., 2012; Schwager et al., 2009),
there are still only very few in-field deployments.
Some works dealing with control of the system of multi-
ple robots (not necessarily with multi-robot coverage) have
tried to tackle the critical issues of nonconvexity and fail-
ing to find the global optimum. Ganguli et al. (2007) solve
the distributed Art Gallery Problem in a nonconvex environ-
ment. In (Ganguli et al., 2009) the problem of the coordi-
nation of a group of robots to achieve randezvous in a non-
convex environment is treated. An optimal control method
to drive a team of multiple robots to target sets under col-
lision avoidance and with proximity constraints in a known
environment with obstacles is introduced in (Ayanian and
Cumar, 2008). An elegant way of tackling the problem
of nonconvex environments is introduced in (Caicedo and
Zˇefran, 2008a,b). The nonconvex region is first transformed
by a diffeomorphism to a convex region. Subsequently, the
standard Voronoi coverage approach is applied on this re-
gion. As the authors themselves state, there is one major
drawback of this method: The first phase of this method
(transforming the region into a convex region) is computa-
tionally very expensive. Moreover, in some cases the solu-
tion of the transformed problems does not correspond to the
solution of the original problem. Pimenta et al. (2008) apply
the geodesic distance measure to Voronoi coverage. While
this method is very efficient for some types of environments,
it is not guaranteed that the optimal solution will be found
for all types of nonconvex regions even if this solution is
reachable.
One of the most practically applicable approaches for
coverage of a nonconvex environment is introduced in (Bre-
itenmoser et al., 2010). This algorithm combines the stan-
dard Lloyd algorithm with a local path planning. However,
while this algorithm converges to the locally optimal config-
uration, it might be extremely slow and does not resolve the
issues regarding failure to find the globally optimal configu-
ration.
While the performance of the above mentioned algo-
rithms might be improved via more effective algorithmic
implementation, fundamental improvements of the settling
time and convergence could be made if the structure of the
robotic swarm played a role. Motivated by this idea, this
paper introduces a game-theoretic approach which can deal
with nonconvexity and local optimality issues more effi-
ciently than the existing algorithms. The Stackelberg Cov-
erage (StaCo) approach is based on the game-theoretic con-
cept of Stackelberg games (Stanˇkova´, 2009; Stanˇkova´ et al.,
2013). It assumes that one robot is more advanced than the
others. This more advanced robot, called a leader, perceives
the environment globally. By its own movement, the leader
changes the boundaries of the Voronoi regions of the other
robots. Subsequently, and without any direct communica-
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tion with the other robots, the leader steers the other robots
into a more optimal configuration. The main advantage of
the StaCo approach is keeping the benefits of decentralized
methods while performing almost as well as the centralized
methods with respect to the system optimality; it preserves
the simplicity of the major population of the robotic swarm,
while one robot can predict behavior of the others and act so
that the desired behavior is achieved faster and with a higher
precision.
This paper extends the results of (Stanˇkova´ et al., 2013),
where we introduced the StaCo approach for multi-robot
coverage of convex environments, toward multi-robot cov-
erage in nonconvex environments. Moreover, more realistic
robots are considered in the case studies.
Game theory has been successfully applied in various
fields; its known applications in the robotic field relate to
pursuit-evasion and search problems (Meng, 2008; Raboin
et al., 2010). However, application of the Stackelberg games
in the multi-robot coverage of nonconvex environments is
new.
In the next sections, we will briefly summarize our previ-
ous work and introduce the problem of the Voronoi cover-
age of a nonconvex environment and its properties. Subse-
quently, we will explain the StaCo approach in nonconvex
coverage and analyze its properties. We will also present
case studies in which we demonstrate the advantages of
the StaCo approach. We will conclude by discussing the
achieved results, limitations of the proposed approach, and
the future research directions.
StaCo in Convex Environments
In (Stanˇkova´ et al., 2013) we have introduced the StaCo
approach for convex environments, as a specific case of a
Stackelberg game with one leader (more advanced robot)
and multiple followers (very simple robots). We have shown
theoretically and by means of case studies that the proposed
approach can never perform worse than the standard cover-
age algorithms, such as the Lloyd algorithm (Cortes et al.,
2004), while most of the time the StaCo approach signifi-
cantly outperforms the standard approaches (by the means of
settling time or by finding the globally optimal configuration
when standard approaches fail). Figure 1 from (Stanˇkova´
et al., 2013), illustrates the performance of the StaCo ap-
proach in comparison to the classical coverage proposed by
Cortes et al. (2004). All experiments are carried out in con-
vex environments and with robotic swarms of different sizes.
Voronoi Coverage of a Nonconvex
Environment
In this section we will informally discuss the problem of
nonconvex environment coverage, including a discussion on
the existence and the uniqueness of the optimal Voronoi con-
figuration, and uniqueness of this optimal solution.
Problem Formulation
The goal is to deploy a group of networked robots in
a nonconvex environment, i.e., an environment including
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Figure 1: Comparison of the coverage settling time between
the proposed StaCo approach and the classical coverage ap-
proach for robotic swarms of different sizes in convex envi-
ronments (Stanˇkova´ et al., 2013).
free standing obstacles, holes, and/or areas with nonconvex
boundaries.
Problem Properties
Existence of the optimal Voronoi configuration: Unlike
in a convex environment, the optimal solution does not nec-
essarily exist in a nonconvex environment. This is caused by
the fact that the centroids of Voronoi regions are computed
in the convex environment, not taking any obstacles into ac-
count. However, the centroid of the region might lie on an
obstacle or be part of an unreachable region, as shown in
Figure 2a. Considering only the situations in which the cen-
troids of the optimally chosen Voronoi regions are reachable,
the globally optimal solution exists (but may be impossible
to find with standard algorithms).
Uniqueness of the optimal Voronoi configuration: The
solution configuration does not need to be unique, as there
might be multiple solution configurations that are permuta-
tions of each other. See Figure 2b for an example of a circu-
lar region with a circular obstacle in the middle. Independent
of how many multiple robots would be placed in this region,
there exist infinitely many optimal Voronoi tessellations in
this region.
StaCo Voronoi Coverage of a Nonconvex
Environment
Theoretical Foundation & Properties
In this section we formulate multi-robot coverage problem
in a nonconvex environment as a dynamic Stackelberg game
with one leader and multiple followers, with additional as-
sumptions on the robot’s obstacle avoidance behavior. The
approach proposed in this section will be referred to as
StaCo: Stackelberg-based Coverage Approach. For more
details on Stackelberg-based Coverage of convex environ-
ments, see (Stanˇkova´ et al., 2013).
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Figure 2: Properties of the Voronoi coverage of a nonconvex
environment: (a) Example of the region an obstacle in which
the optimal configuration is unreachable. The crosses denote
the optimal positions of the robots. (b) Example of a region
with (infinitely) many optimal Voronoi tessellations.
Let Ω ⊂ R2 be a convex region. Let n convex obsta-
cles o1, . . . , on be placed in Ω. Let us consider M robots
(players) placed in the region at time t = 0 in Ω \ { n∪
j=1
oj}.
One of the players, denoted for the sake of simplicity as
player 1, is the leader, all other players, denoted by 2,
. . . , M, are the followers. The roles of the players are as-
sumed to be fixed during the entire duration of the game.
Let x(t) def= {x1(t), x2(t), . . . , xM (t)} be the configura-
tion of the robots at time t, with t ∈ [0, T ], x(0) =
{x1(0), x2(0), . . . , xM (0)} being the initial configuration of
the robots and x(T ) = {x1(T ), x2(T ), . . . , xM (T )} being
their final configuration at final time T, with xi(t) = xj(t)
if i = j. Note that xi(t) ∈ R2 for each i ∈ {1, . . . ,M}.
Let Vi(t) indicate the Voronoi region (cell) in which i-th
robot is located at time t. For each x(t) the Voronoi re-
gions are defined by the Voronoi partition of Ω at time t,
V(t) = {V1(t), . . . , VM (t)}, generated by the points x(t) =(
x1(t), . . . , xM (t)
)
: Vi(t) = {ω ∈ Ω : ‖ω − xi(t)‖ ≤
‖ω − xj(t)‖, ∀j = i}. System dynamics are given by the
following system of ordinary differential equations:
x˙i(t) = ui(t), i = 1, . . . ,M (1)
where ui(t) ∈ R2 is the control (decision) of the i-th robot
at time t. The cost functions for the leader (robot 1) at time
t is given by
C1(t) =
∑
i∈{1,...,M}
∫
Vi(t)
‖ω − xi(t)‖2dω. (2)
Let us assume from now on that T is defined as the so-
called stopping time, i.e., the minimal time such that for
each τ > T the cost C1(τ) does not change: T = min{ν :
C1(τ) = C1(ν) ∀ τ > ν}. Then the leader minimizes
C1(T ).Alternatively, the leader might minimize T. The cost
function for the follower j ∈ {2, . . . ,M} at time t is
Cj(t) =
∫
Vj(t)
‖ω − xj(t)‖2dω. (3)
The problem of the leader (robot 1) can be then defined as
(PStaCo)

Find u(S)1 (·) = argmin
u1(·)
C1(T ), w.r.t.
uj(·) = argmin
uj(·)
∫
Vj(t)
‖ω − xj(t)‖2dω.
x˙i(t) = ui(t),
with j = 2, . . . , N, i = 1, . . . , N. Note that in a noncon-
vex case, u(S)1 involves both obstacle avoidance and reach-
ing the goal behavior. Therefore, the underlying assumption
here is that obstacle avoidance is one of the possible controls
in (1). Moreover, we want to see how quickly the optimal
Voronoi tessellation is found, i.e., the secondary goal is to
minimize T.
Proposition 1. Let at time t each player i know only state
xi(t) and corresponding Vi(t) and let Hessian of (2) be pos-
itive definite at each t. Then the so-called continuous-time
Lloyd descent (Cortes et al., 2004)
u∗i (t) = κ
(∫
Vi(t)
x dxi∫
Vi(t)
dxi
− xi(t)
)
, (4)
κ > 0, extended by the standard path planning algorithm
for obstacle avoidance (Breitenmoser et al., 2010), asymp-
totically converges to minimal C1(T ) and to minimal Cj(T )
for j = 2, . . . ,M, provided that the final configuration in
which the minimal C1(T ) is reachable (i.e., no optimal xi
lies on an obstacle or in an unreachable region).
Proof. As shown in (Cortes et al., 2004), u∗i (t) defined by
(4) with respect to z˙i(t) = ui(t) converges asymptotically
to the set of critical points of (2). The critical points of (2)
coincide with critical points of (3). If corresponding Vi is
finite, this solution is global due to positive definiteness of
(2), as follows from (Du et al., 1999). Assuming that the
obstacle avoidance is one of the possible moves in (1) for
each robot and that the optimal configuration is reachable
from the initial configuration, this concludes the proof.
Validation of the positive definiteness of (2) is an open
problem (Cortes et al., 2004) and even if the convergence to
the global optimum is guaranteed, in general no guarantees
on the speed of this convergence exist. This leads us to the
question whether there exist algorithms that perform better
than the standard Lloyd algorithm (combined with the ob-
stacle avoidance (Breitenmoser et al., 2010) as the covered
environment is nonconvex) if we allow the leader (robot 1)
to have more information about the state and decisions of
the followers.
Note that while a certain position might be unreachable
using the classical Lloyd algorithm (a robot might, for ex-
ample, get stuck on an obstacle, while the Lloyd algorithm
would lead the robot to continue through the obstacle), it
might be reachable using combination of the Lloyd algo-
rithm and path planning (Breitenmoser et al., 2010). In the
reminder of the article, we will refer to the combination
of the the Lloyd algorithm and a path planner for obstacle
avoidance as the standard approach, assuming tacitly that
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the StaCo approach uses the same obstacle avoidance mech-
anisms as the standard approach.
The solution of (PStaCo) strongly depends on the so-
called information pattern, i.e., the amount of information
that each player knows and recalls over her own state, the
state of the others, and action made by herself and the oth-
ers during the game (Bas¸ar and Olsder, 1999; Stanˇkova´ and
De Schutter, 2011; Stanˇkova´ et al., 2013). If at each time
t ∈ [0, T ] robot P1 knows only x(t), the standard approach
and the Stackelberg approach might coincide (unless more
locally optimal solutions exist). However, if P1 has more in-
formation available, the StaCo approach will perform better
than the standard approach (Stanˇkova´ et al., 2013). The fol-
lowing proposition extends Proposition IV.1. in (Stanˇkova´
et al., 2013).
Proposition 2. Let player 1 know xj(τ) and uj(τ) (for all
j = 1) for τ ∈ [t, t + ∆], with ∆ > 0, where uj(t) is
defined by (4). Let u(S)1 (t) denote the optimal control of
player 1, possibly dependent on uj(τ), τ ∈ [t, t + ∆]. Let
T (S), and C(S)1 (T
(S)) denote the corresponding stopping
time and the final payoff for player 1 in such a situation,
respectively. Then C(S)1 (T
(S)) ≤ C(L)1 (T (L)), where C(L)1
and T (L) denote the cost of the player 1 if the classical ap-
proach, combining the Lloyd algorithm and a path plan-
ning, is adopted and the corresponding stopping time, re-
spectively. This inequality holds if the optimal final configu-
ration x(T ) is reachable from the initial configuration x(0).
Moreover, if C(S)1 (T
(S)) = C1(T
(L)), then T (S) ≤ T (L).
Proof. The leader’s decision is not bound by any restric-
tions. If all past configurations of the StaCo approach and
the Lloyd approach coincide, setting the leader’s decision
to (4) leads to T (S) = T (L), C(S)1 (T
(S)) = C1(T
(L)). Note
that the Hessian of (2) might not be positive definite with the
leader’s decision defined by (4). Thus, u(S)1 (t) either coin-
cides with (4) when the standard approach is adopted, or, if
this choice would lead to only sub-optimal solution, u(S)1 (t)
differs from (4) and leads to a better outcome. This outcome
readily follows from Proposition IV.3. in (Stanˇkova´ et al.,
2013).
Giving more information to the leader almost always
leads to a better outcome for the leader also in a very general
setting (Bas¸ar and Olsder, 1999; Stanˇkova´, 2009), while the
StaCo approach never leads to an outcome worse than that
reached by standard methods (Cortes et al., 2004; Stanˇkova´
et al., 2013). This follows from the fact that the classical
Lloyd algorithm in which there is no hierarchy among the
robots is a special case of the StaCo approach in which the
leader does not predict possible position of the other robots
and optimizes only locally. Should this behavior be optimal,
it would also be adapted by the leader in the StaCo approach.
Implementation
Following the theoretical description provided in the previ-
ous section, in this section we will explain implementation
of the StaCo approach for coverage of nonconvex environ-
ments.
In StaCo, the leading robot (we assume that this robot is
only one, while keeping in mind that the StaCo approach
allows for multiple leaders) has a higher computational ca-
pability and more information than the following robots.
Subsequently, the overall performance of the system is im-
proved, and the StaCo approach can reach the optimal con-
figuration faster than classical coverage approaches. More-
over, the StaCo approach can also reach the global configu-
ration even if the standard approach fails.
The proposed StaCo approach for nonconvex environ-
ments combines three different components. The first one
is the Lloyd algorithm, which is already used in the classi-
cal Voronoi-based coverage approach (e.g., by Cortes et al.
(2004)), and has been mentioned also in the previous sec-
tion. The second component is the Stackelberg game (de-
scribed in the previous work of the authors (Stanˇkova´ et al.,
2013)). The third component is a local path planner, in-
cluding object avoidance and wall following behaviors. This
component helps the robot to pass nonconvexities (e.g., ob-
stacles) and move efficiently toward its goal.
Decision making of leading and following robots: The
leader’s prediction of the possible future behavior of other
robots and enforcing their optimal behavior via the leader’s
own movements (without a direct communication) are the
main ideas behind StaCo.
The followers follow the simple rules of Lloyd algo-
rithms, as shown in Figure 3a. Each follower continuously
computes its Voronoi region center, sets this center as its
goal, and tries to reach it, where the goal is a particular
point in the 2D-space. Computing the Voronoi center can be
done both via having access to global coordination of other
robots, or via local communication as proposed by Cortes
et al. (2004).
The decision making for the leader is more complex. The
leader computes its own movement trajectory efficiently di-
recting the entire group to the best possible configuration.
Theoretically, this can be achieved by finding the explicit so-
lution of PStaCo, introduced in previous section. However,
computation of such a solution analytically is very compli-
cated and therefore, we compute the approximate solution of
PStaCo in a numerical way. In this numerical computation,
the leader predicts possible behavior of the other robots as
a response to its own behavior only for a fixed time interval
and fixed number of directions for the leader’s next move.
The direction which implies the minimal cost function value
is chosen as the immediate leader’s goal. The immediate
goal will be updated by the same procedure after the a pri-
ori fixed time. The sequence of such short-term goals de-
fines the leader’s movement trajectory. See Figure 3b for the
scheme of the leader’s behavior.
Remark 3. Note that the leader’s prediction quality is di-
rectly influenced by the type and amount of information that
is available to the leader. In our experiments, it is assumed
that the leader knows the position of other robots and knows
their dynamics. Additionally, the leader knows the map of
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(a)
(b)
Figure 3: Scheme of robot behaviors/decisions: (a) simple
behavior of a follower robot, in which the goal is a specific
location in 2D space that the robot tries to reach using a
local path planner. (b) the decision making of a leader robot
in which the leader figures out which movement direction
concludes to the best overall performance of the group.
the environment (more precisely, the position of obstacles).
As long as only one robot or a very few number of robots
has these abilities among a large number of simple robots,
we can consider these assumptions as being practical and
feasible, especially due to high capabilities of most modern
robots.
Remark 4. Solving the PStaCo problem in a numerical way
can be improved in different aspects. First of all, the more
movement directions the leader considers, the more accurate
the movement, and the higher efficiency. Any metaheuristic
which helps the robot in finding the best movement direc-
tion can be incorporated into the proposed approach. For
example, with use of the A* search algorithm one can pe-
nalize choosing a trajectory passing very close to the obsta-
cles, as opposed to an obstacle-free trajectory. Many other
search heuristics (e.g., GA and Simulated Annealing) can
be used to find the best movement directions in the fast and
accurate manner (Resende and de Sousa, 2004). However,
study of these techniques is beyond the main scope of this
paper, which focuses on overall applicability and efficiency
of StaCo.
Local path planner design: Local path planner has an
important role in adapting the StaCo approach for con-
vex environment, proposed in previous work of the authors
(Stanˇkova´ et al., 2013), to coverage of nonconvex environ-
ments. Different local path planners are available for au-
tonomous robots (Buniyamin et al., 2011). In (Breitenmoser
et al., 2010) the TangentBug planner was used to tackle en-
vironment nonconvexities. In this paper, we use the hybrid
controller proposed by Egerstedt (2000), in which robots
follow three basic behaviors of go-to-goal, avoid-obstacle,
Figure 4: Hybrid automata used as local path planner de-
signed for local path planning in nonconvex environments.
and sliding along walls. The hybrid automaton for this
behavior-based path planner is shown in Figure 4, where the
transitions and resetting values are explained qualitatively.
We have adopted this path planner, as it is widely used by
other robotic researchers, due to its simplicity of implemen-
tation, its robustness to environment changes, and its effi-
ciency in finding the best available trajectory avoiding the
obstacles of different shapes. Interested readers are referred
to (Egerstedt, 2000) for more details on the design of this
local path planner.
While the robot is moving toward its goal (i.e., Voronoi
region center), if an obstacle appears in its way, the robot
slides on the surface of the obstacle, until it gets to a posi-
tion from which the goal is closer than it was before detect-
ing the obstacle (i.e., the obstacle is already passed), then
it switches back to the standard goal following. If at some
point the robot gets very close to the obstacle, a pure repul-
sive behavior emerges which avoids collision with the ob-
stacle.
Remark 5. The hybrid controller used for local path plan-
ning is always able to pass obstacles and move toward the
reachable goals (Egerstedt, 2000). However, when the goal
is unreachable (i.e., inside of an obstacle or bounded by ob-
stacles), the path planner keeps moving the robot along the
borders of the obstacle. In this paper we let the robot move
around the obstacle as far as it is required, which will make
an average position closer to the goal. However, a useful al-
ternative is to stop the robot after one full cycle around the
obstacle, as proposed by Breitenmoser et al. (2010).
Simulations
In this section, we will study the performance of the
proposed StaCo approach in comparison to the classical
Voronoi-based coverage approach in nonconvex environ-
ments introduced by Breitenmoser et al. (2010). Firstly,
the simulation environment and the mobile robot platform
will be introduced. Secondly, the efficiency of the StaCo ap-
proach compared to the classical approach will be illustrated
in two case studies.
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Simulation Setting
For examining the performance of the proposed coverage
approach, Sim.I.am, a MATLAB-based educational soft-
ware developed by de la Croix and Egerstedt (2013), is used
in different coverage scenarios. The mobile robot platform,
which is implemented in Sim.I.am, is the Khepera III (K3).
The K3 is equipped with 11 infrared (IR) range sensors, nine
of which are located in a ring around the robot and two are
located on the underside of the robot. The IR sensors are
complemented by a set of five ultrasonic sensors.
In the previous work of the authors (Stanˇkova´ et al.,
2013) the simulations of the proposed approach were car-
ried out with a group of mass-less robots (i.e., neither the dy-
namic nor the kinematic model of the real-world robots were
considered). In contrast, in the new simulator the robots
(the nonholonomic Khapera robots) are much more realis-
tic. Therefore, compared to (Stanˇkova´ et al., 2013) and vast
majority of papers on the Voronoi coverage, simulations in
this paper are much closer to the real-world scenarios.
In the simulation environment, we have access to the array
of nine IR sensors that encompass the K3. IR range sensors
are effective in the range 0.02 m to 0.2 m only. Since the
K3 has a differential wheel drive, it has to be controlled by
specifying the angular velocities of the right and left wheels
(vl, vr). Therefore, the conversion between a unicycle in-
put, the forward and angular speeds, to differentially driven
inputs are implemented based on following equation for the
ith robot:
x˙1i = R(vl + vr) cos(θ)
x˙2i = R(vl + vr) sin(θ) (5)
θ˙i = R(vr − vl)L
where x1i and x
2
i denote coordination of the robot in hori-
zontal and vertical directions, R is the radius of the wheels,
and L is the distance between the wheels, which are known
a priori. Wheel encoders are used to provide required infor-
mation to the odometry of robot. The relevant information
needed for odometry is the radius of the wheel, the distance
between the wheels, and the number of ticks per full turn
of the wheel, which are all implemented internally in the
simulator. Note that the equations (5) extend equation (4)
in which the robot is considered to have no mass and to be
holonomic.
The embedded controller described previously in the form
of a hybrid automaton (Figure 4) is used to deal with the
local path planning tasks. The transition for moving from
“go to goal” behavior to the “sliding mode” happens when a
robot is in a distance less than 15 cm, and it will move to the
pure repulsive behavior (i.e., obstacle avoidance) when the
robot is closer than 6 cm to the obstacle.
The prediction time in which the leading robot finds the
approximate best movement direction (Figure 3) is a period
of 3 seconds and the robot calculates the final value for mov-
ing to 8 different directions (i.e., right, up-right, up, up-left,
..., down right) for this period of time. Note that the way in
which the leading robot computes its next step agrees with
the concept of the model predictive control known from the
optimal control theory literature (Mayne et al., 2000).
Results
Efficient coverage behavior of StaCo in convex environ-
ments is reported in our previous work (Stanˇkova´ et al.,
2013): As shown in Figure 1, the StaCo approach outper-
forms the classical coverage approaches in most of the envi-
ronmental settings, and in the worst case StaCo and classical
techniques have equal performance.
We use two case studies to show the high performance of
StaCo in coverage of nonconvex environments and simulta-
neously we compare the results with the approach proposed
by Breitenmoser et al. (2010).
The two non-trivial case studies for examining the StaCo
approach in nonconvex environments are illustrated in Fig-
ure 5. In both scenarios five robots are initiated at random
positions. The obstacles make the environment nonconvex
which consequently makes an efficient coverage difficult.
(a) (b)
Figure 5: Initial settings for two experiments with five
robots: (a) Scenario I. (b) Scenario II.
In both scenarios (Figures 5a and 5b), first the classical
coverage approach for nonconvex environments is applied.
In this approach, robots move toward their goals while a
local path planner is used for obstacle avoidance and ob-
stacle following purposes. Afterwards, we apply the StaCo
approach to the same initial configurations, where one (ran-
domly selected) robot acts as the leader. In Figure 5a, the
robot in the center and in Figure 5b, the leftmost robot are
the leaders. As explained earlier, the leader enforces its de-
cisions on the other robots via its movements in the environ-
ment.
The coverage results of initial configurations shown in
Figs. 5a and 5b are shown in Figures 6a-6c and Figures 6d-
6e, respectively. Firstly, the robot trajectories for both clas-
sical coverage and StaCo approaches are shown (Figures 6a
and 6d). Subsequently, the final configuration and the fi-
nal Voronoi tessellation for each approach is illustrated (Fig-
ures 6b and 6e). Finally, the cost functions (2) for both ap-
proaches are plotted in Figures 6c-6f with respect to time.
As shown in Figures 6c and 6f, the StaCo approach finds
the optimal configuration in a short time, while the clas-
sical approach is unable to find this optimal configuration
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(a) (b) (c)
(d) (e) (f)
Figure 6: Experimental comparison between classical coverage approach (dash-dotted line) and StaCo approach (continuous
line): (a) robot trajectories for Scenario I. (b) final robot configurations and final Voronoi tessellations for Scenario I. (c)
cost function comparison for Scenario I. (d) robot trajectories for Scenario II. (e) final robot configurations and final Voronoi
tessellations for for Scenario II. (f) cost function comparison for Scenario II.
even in the long term. From the trajectories of the individ-
ual robots (Figures 6a and 6d) it can be seen that while the
classical approach moves the robots toward the optimal po-
sitions blindly (they can not predict whether obstacles will
cause problems or not), in the StaCo approach, the leader
which has access to more information and higher computa-
tion abilities, can enforce the entire group to move to the
optimal configuration more efficiently.
Discussion, Conclusions & Future Research
In this paper we have shown the high potential of the StaCo
approach in the coverage of a nonconvex environment. In
the situations in which the leader can predict the long-term
behavior of the other robots, the StaCo approach outper-
forms the standard approaches for coverage of nonconvex
environments. Moreover, we have shown that the StaCo
approach outperforms the standard approaches even if the
prediction capabilities of the leading robot are very limited.
Extending the leader’s prediction horizon will then lead to
even better results. The main advantage of StaCo compared
to any possible centralised coverage approach, is that StaCo
does not rely on any direct communication between robots.
Leader’s predictions might become computationally ex-
pensive especially in an environment with many obstacles
and/or if the robotic swarm is very large. More advanced
optimization methods might then have to be applied to over-
come this possible drawback. Our next research step is to
address this issue.
Moreover, we plan to implement StaCo in a real-robot set-
ting using a combination of TurtleBots as the leaders and
e-pucks as the followers. Although we do not expect imple-
mentation problems due to the available advanced robots,
we need to explore in detail the level of StaCo precision that
can be achieved in in-field scenarios that have different en-
vironmental and technical conditions.
Last but not least, our future research will include express-
ing the optimal leader’s behavior in explicit form and ex-
tending the number of leaders (in such a case the hierarchy
between the individual leaders might play a role).
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Abstract
In many cases, analyses on infectious diseases focus on how
the epidemic arises, spreads, and whether diminishes or gets
fixated among host populations under particular conditions,
without taking the evolutinary perspective into account. With
some infectious diseases, however, the pathogens themselves
evolve comparatively rapidly during the time course, so that
the co-evolutionary dynamics among hosts and pathogens
should be considered at the same time. In this paper, we fo-
cus on influenza and propose a bilayered, multi-agent-based
simulation that combines an epidemic model and a viral evo-
lution model. The latter model includes genomic segments of
the viruses whose evolutionary paths are guided by two se-
lective pressures; one originates from the viral-host immune
interaction and the other originates from intra-genomic con-
straints within the virus. By including such a micro-level rep-
resentation in the model, we show mechanisms that generate
the limited diversity of viruses, which is a fundamental yet
unexplained temporal characteristic observed in the evolution
of influenza. The full version of this work has already been
published in (Sasaki, 2013).
Introduction: Limited Diversity
While influenza is a quite common infectious disease, the
pattern of its global circulation and evolutionary dynam-
ics still pose many questions to be answered (Nelson and
Holmes, 2007). Limited diversity observed in the viral evo-
lution of influenza is the one that has not been fully inves-
tigated. Influenza viruses have single-stranded RNA, which
lacks an error correction mechanism and thus results in the
high mutation rate of the genome. Thus, while continual
changes accumulate in the viruses as time passes, there is
always a chance for a new genetic lineage to diverge, which
could theoretically result in ever-increasing explosive diver-
sity. However, in reality, the diversity of the existing viruses
is relatively limited to a certain extent at the population level
and at any particular point in time. On one hand, this evo-
lutionary behavior is in practice an important matter to be
considered when we make effective plans and take medi-
cal action for minimizing the negative impact of infectious
diseases, while on the other hand, it purely engages our in-
quisitive minds and makes us think about what causes the
emergence of limited diversity in influenza viruses.
For example, Ferguson et al. (2003) discussed the role of
short-lived non-specific cross-immunity as a possible mech-
anism that limits viral diversity. However, the biological
mechanisms or evidence that actually support it have not
necessarily been fully shown. By adding a more precise
micro-level representation of viral evolution to the model,
we propose another mechanism that also generates the lim-
ited diversity with more natural explanation than the previ-
ous work.
Methods: Model
We propose a bilayered multi-agent-based model that con-
sists of an epidemic circulation layer and a viral evolution
layer. As in typical epidemic simulations, each member of
the host population is individually represented as a virtual
agent (Eubank et al., 2004; Parker, 2007; Epstein, 2009).
The viruses, also represented as agents, are replicated and
circulated among the hosts with their genomes evolving.
Reflecting the fact that the genome of the real influenza
virus is composed of eight distinct but possibly interrelated
segments, we represent our pseudo virus as a composite of
multiple strings instead of treating it as just a monolithic
component like most of the previous studies have done. In
our model, for simplification we just consider two strings.
The first, string g, determines the epitope recognized by the
immune systems of the hosts, and the other, string r, does
not directly interact with the immune systems but mutually
regulates the evolution of g and of itself.
The key and unique point of our model is that the evolu-
tion of viruses is driven and/or regulated by two distinct se-
lective pressures (Fig. 1). On one side, string g is subjected
to repulsive pressure because immune systems prevent hosts
from being infected repeatedly by viruses with the same ge-
nomic configuration. Thus, p1, a component of viral fit-
ness derived from the repulsive pressure, can be represented
as a monotonic increasing (possibly sigmoidal) function of
di, the distance between the binary pattern of g and the bi-
nary pattern of those held in immune memory. On the other
side, however, g is subjected to attractive pressure because
of intra-genomic constraints. Even though the viral genome
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Figure 1: Micro-model of viral evolution
is separated into several segments, none of these segments
can evolve totally independently from the others but a cer-
tain degree of consistency among them must be held to keep
viral functions effective (Rambaut et al., 2008). Thus, p2,
another component of viral fitness derived from the attrac-
tive pressure, can be represented as a monotonic decreasing
function of dr, the distance between the epitope segment g
and regulatory segment r.
As a result of these two selective pressures working in
opposite directions, the shape of the composite pressure
C = p1 × p2 becomes bell-shaped. The curve indicates
the existence of a window of diversity that determines a cer-
tain advantageous range for viruses to thrive, i.e., “Move a
certain distance from here but not too far.”
The details of our model have already been described in
(Sasaki, 2013).
Experimental Results
We conducted experiments with the model described in the
previous section to investigate its dynamical behavior. Fig-
ure 2 shows the changes in diversity, which were simply
measured as the number of distinct types of viruses co-
circulating in the world in each time step. The dashed line
shows that when the viruses evolved under only the selec-
tive pressure of immune interaction, the diversity of the vi-
ral population grew rapidly and explosively as the steps of
the simulation proceeded. In contrast, the solid line shows
that when the viral evolution was under combined selective
pressure from both immunity and intra-genomic constraints,
the diversity did not grow explosively but saturated at a cer-
tain limit, which in this case was around 50, even in the later
steps. The result indicates that our hypothetical mixture of
two counter-directed selective pressures could be a possible
factor to drive the evolutionary changes but at the same time
limit its diversity.
Reproducing limited diversity with the simulation model
is not our ultimate objective, but it is an inevitable challenge
that needs to be tackled to explore the entire spectrum of
temporal evolutionary behavior of the systems.
Figure 2: Experimental results
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Abstract 
The benefits of money as a medium of exchange are obvious, 
but the historical origin of money is less clear. An existing 
economic model of monetary search is reproduced as an agent-
based simulation and an evolutionary algorithm is used to 
model social learning. This approach captures the way in which 
different equilibria can arise, including solutions in which one 
or two goods come to be used as money. In the case where 
monetary goods have identical properties, multiple equilibria 
can be reached with a dependence on the starting beliefs of 
agents. In our analysis we also consider the evolutionary 
dynamics that allow for a small chance of mutations in 
strategies. In some cases our findings show evolutionary paths 
by which use of particular monetary goods can collapse. 
Introduction 
The economy is a complex adaptive system (Beinhocker, 
2007). Money and its general acceptance as a medium of 
exchange lie at the heart of most economic activity. Its use 
offers a convenient alternative to barter, allowing agents who 
share a belief in its acceptability to trade indirectly using a 
monetary good that offers them no direct utility. It also offers 
a decentralised alternative to personal credit arrangements if 
the acceptance of the money is widespread. 
 But the value of money as a medium of exchange only 
arises if that money is widely accepted. The initial growth in 
the acceptance of money involves the reinforcement of agent 
beliefs from repeated successful transactions with an emergent 
form of money, and does not require any centralised 
coordination. Building an agent-based model of such a system 
will allow us to assess the plausibility of different historical 
pathways to the emergence of money, and also to study the 
conditions that lead to a collapse in the acceptance of a 
particular monetary system, a topic that economic models 
have so far neglected. 
 This paper begins by introducing an economic search 
model of money and its use in experiments with real and 
artificial agents. This model is then implemented as an agent-
based simulation and extended to allow agents to learn 
successful trading strategies. Evolutionary paths towards the 
Nash equilibria are shown.  
A Search Model of Money 
Kiyotaki & Wright (1989) proposed a probabilistic search and 
matching model that can support monetary equilibria where 
useful commodities are valued as media of exchange. The 
economy consists of three types of agent (I, II and III) who 
can each hold a single unit of one of three goods (1, 2 and 3). 
 
 
 
Fig. 1. Production and consumption in the Kiyotaki-Wright 
model. Type I agents consume good 1 and produce good 2, 
type II agents consume good 2 and produce good 3, and type 
III agents consume good 3 and produce good 1 
 
Agents can produce one type of good, but only derive utility 
by consuming a different type of good. An agent will consume 
its consumption good immediately, and will produce its 
production good after consuming. (Thus an agent is never 
empty-handed.) Since no agent produces its own consumption 
good, inter-agent trade is necessary for agents to derive utility. 
Agents have the opportunity to trade through a random 
matching process. In every time period, agents are randomly 
paired and given the opportunity to trade. The model is 
designed to ensure that there exists no ‘double coincidence of 
wants’ (Jevons, 1875) between any two agents. In other 
words, for trade to take place at least one agent must be 
willing to accept a good other than its consumption good. 
(This sets the stage for a good to potentially emerge as a 
medium of exchange.) Trade only takes place when both 
agents in a pair value their partner’s holding more highly than 
their own. Thus agents will always accept their own 
consumption good and they will never trade with an agent 
holding the same good that they are already holding. 
 Trade in other goods depends on the trading strategies of 
agents. To differentiate between the good types, the model 
imposes different storage costs for each. Letting    denote the 
cost of holding good type   between trading turns, then 
        , meaning that good 3 is the most costly to store 
and good 1 is the least costly. 
 Agents attempt to maximise their expected discounted 
lifetime utility. If they do not believe that any particular good 
will increase their chance of trading in a subsequent turn then 
they consider only the physical properties of the goods, and 
ECAL - General Track
ECAL 2013 472
will only accept their consumption good or a commodity that 
is cheaper to store than their current holding. In this 
fundamental equilibrium type I and type III agents will 
never trade directly, as type I agents aim to minimise costs by 
never accepting good 3 from type II agents. In a sense, type II 
agents are willing to use good 1 as money, but only because it 
is cheaper to store than their production good (3). 
 As Duffy (2001) points out: ‘An agent speculates when he 
accepts a good in trade that is more costly to store than the 
good he is currently storing with the expectation that this 
more costly-to-store good will enable him to more quickly 
trade for the good he desires to consume.’ For a sufficiently 
high utility of consumption (or, equivalently, sufficiently low 
storage costs) type I agents are willing to accept good 3 from 
type II agents, allowing them to subsequently trade directly 
with type III agents for their consumption good. In this case a 
speculative equilibrium is supported; type I agents are now 
willing to use good 3 as money, even though it costs more to 
store than their production good (2). 
 In general the trading strategies for any type of agent can be 
summarised in the form      , meaning that   is that 
agent’s favourite good and   is that agent’s least favourite 
good. The agent will trade any holding in exchange for good   
(the agent’s consumption good), will trade holding   only in 
exchange for good  , and will trade holding   in exchange for 
any other good. The specific trading strategies of the three 
types of agents used in this model are show in Fig. 2.    
  
Equilibrium Type I Type II Type III 
Fundamental 1  2   3 2  1   3 3  1   2 
Speculative 1  3   2 2  1   3 3  1   2 
 
 
 
Fig. 2. Trading strategies and resulting trading patterns for the 
fundamental (left) and speculative (right) equilibria 
Extensions to the Search Model 
The original model presented only steady-state equilibria in 
pure strategies. Subsequent work has considered dynamic and 
mixed-strategy equilibria (Kehoe, 1993), presenting a more 
generalised model where agents can alternate their play across 
their two available trading strategies.  
The routes by which a monetary equilibrium could become 
established have been explored using both analytical and 
agent-based approaches (Alvarez, 2004). Replicator dynamics 
have been used to demonstrate analytically the dependence of 
an ultimate monetary equilibrium on initial conditions such as 
starting strategies, the storage costs of goods, and the 
proportions of different agent types in the economy (e.g., Luo, 
1999; Sethi, 1999).  
The relevance of agent-based approaches to economic 
modelling is well established (Vriend, 1994; Epstein & Axtell, 
1996; Gintis, 1997; Duffy, 2001; Tesfatsion, 2002).  Marimon 
et al. (1990) used classifier systems to allow agents to learn 
through experience those actions that resulted in positive 
utility, while Duffy (2001) used experiments with human 
subjects to appropriately calibrate an agent-based model. 
Başçi (1999) allowed agents to learn socially through 
imitation. In general both agent-based and human subject 
experiments found that social interaction encouraged the use 
of speculative strategies. 
Two hypotheses are tested in the following work: an agent-
based replication of the Kiyotaki-Wright model is used to test 
that Kiyotaki & Wright’s results still hold for small 
populations; and a numerical simulation of trading strategy 
evolution is used to test the stability of monetary equilibria in 
the presence of strategy mutations. 
Finite Population Model 
Real economies consist of finite numbers of participants, with 
interesting economic behaviour exhibited even in very small 
economies. Agent-based simulation allows the number of 
interacting agents to be easily selected. The infinite-
population model can be approximated with a large 
population of several thousand agents, or population sizes less 
than a hundred can be used to see if the same results hold in 
small communities. Another advantage of running simulations 
with small populations is that results can be compared to 
laboratory data from behavioural experiments. Such 
experiments have typically used less than 30 agents playing a 
repeated game for less than 100 periods. 
Initialisation 
A population size is chosen and an initial population of agents 
is created, with an equal number of agents of each of the three 
types. For simplicity the population sizes were chosen to be a 
multiple of six to ensure an equal distribution across 
consumption types and to allow all agents to form trading 
pairs. In the basic model the consumption type also uniquely 
defines the agent’s trading strategy, with all agents playing 
fundamental strategies.  Agents are initially holding their 
production goods, representing an economy with no initial 
endowments or natural resources. 
Trade 
Each turn agents are randomly paired into potential trading 
partnerships and attempt to trade according to their pre-
defined trading strategies. This random pairing treats all 
agents as equally likely to meet, with no memory of past 
interactions or any attempt to anticipate the outcome of a 
particular pair. If a successful trade results in an agent holding 
its consumption good then that agent immediately consumes 
its holding and gains positive utility by doing so. That agent 
then immediately produces a new unit of its production good, 
which becomes its new holding. 
 At the end of every turn each agent pays the storage cost 
for its current holding. The utility of an agent consuming its 
own specific consumption good ( ) and the storage costs for 
each good (  ,    and   ) are defined globally and are the 
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same for each type of agent. Agents record their lifetime 
utility. When the model is expanded to allow agent trading 
strategies to evolve, this lifetime utility record will be used as 
a measure of the fitness of each agent. 
Results of the Agent-Based Model 
A single run of the simulation consists of the creation of a 
population of new agents, the interaction of those agents over 
a number of turns, and data collection to allow the behaviour 
of those agents to be summarised. 
 Data was collected for ease of comparison with results in 
Kiyotaki & Wright (1989). This consisted of the stocks ( ) of 
each good at the end of the turn; the number of transactions 
( ) involving that good during the turn; the ‘velocity’ ( ) of 
each good; and the ‘acceptability’ ( ) of each good. These last 
two values were chosen as two measures of the ‘moneyness’ 
of each good, with velocity (     ) a more traditional 
measure (Fisher, 1909) showing the number of transactions 
weighted by the supply of the good in the economy, while 
acceptability (     ) is the probability that a good will be 
accepted in trade (Kiyotaki & Wright, 1992), weighting 
transactions by the number of times a good is offered ( ). 
 Results of a single run are shown for a small population of 
90 agents (Fig. 3). Solid lines show the levels at the end of 
each trading turn. Because fundamental equilibrium trading 
strategies were imposed the system very quickly settles on the 
equilibrium levels for stocks, transaction, velocities and 
acceptabilities, taking less than 10 trading turns to do so. 
 To record these equilibrium levels, averages are calculated 
for each good from period 10 onwards, and shown as dotted 
lines. Even for small populations the results are consistent 
with large- and infinite-population models.  
 
Fig. 3. Results showing stocks, transactions, velocities, 
 and acceptabilities of three goods over time for a single run 
of the agent-based model with 90 agents 
Evolving Trading Strategies in the Agent-
Based Model 
The consistency with the infinite population results indicates 
that an agent-based model is appropriate for studying the 
emergence of monetary equilibria. The agent-based model can 
be modified to allow agents to adapt their behaviour. Instead 
of imposing unchanging equilibrium trading strategies on the 
agents, agents are now allowed to adjust their trading 
strategies based on their relative success. A basic evolutionary 
algorithm was used to allow successful preferences to be 
retained, unsuccessful preferences to be replaced, and new or 
forgotten preferences to emerge. 
 Instead of imposing equilibrium trading strategies, agents 
were given trading strategies that were initially completely 
random. Regardless of consumption type, agents had a 1/6 
probability of being assigned one of the initial trading 
strategies:  
1  2   3 1  3   2 2  1   3 
2  3   1 3  1   2 3  2   1 
 These initial trading strategies are unlikely to be beneficial 
to the agent, as in many instances they will lead to an agent 
rejecting its consumption good. However, the evolutionary 
model will allow agents to adapt their trading strategies to 
match those that have been successful in the previous 
generation, allowing us to test whether this model is sufficient 
for a monetary equilibrium to emerge. 
Trading Strategy Fitness 
The simulation is broken down into a number of generations 
( ), each consisting of a number of trading periods ( ). At the 
start of the first generation agents are given random trading 
strategies as described above. Play within a single generation 
is the same as described above, with agents being randomly 
paired and trading when both agents in a pair prefer their 
partner’s holding to their own, given their current trading 
strategy. Agents keep track of their lifetime utility, which 
increases whenever they receive and consume their 
consumption good, and decreases by the storage cost of their 
holding at the end of each trading turn. 
 At the end of each generation agents are ranked by their 
total utility across all the trading turns in that generation. 
Agents who consume a relatively large amount, or spend 
fewer turns carrying the goods with the highest storage costs, 
will have the highest utilities within that generation. This total 
utility level is used as a measure of the fitness of that agent’s 
trading strategy, with higher fitness trading strategies more 
likely to survive into subsequent generations.  
Imitation and Mutation of Trading Strategies 
The agent population is first divided by consumption type. 
Within each consumption type, the 80% least successful 
agents are discarded. Each of the most successful 20% of 
agents then produces four offspring, so that the population 
size remains unchanged between generations. 
 Offspring are initially a perfect copy of their parent, with 
the same consumption type and the same trading strategy. 
There is then a 10% chance that each child will slightly 
mutate its trading strategy by swapping the order of two goods 
in its priority list. The two goods that are swapped in this way 
are chosen randomly with equal probability of any two goods 
being selected, i.e. the first and second item may be swapped 
with       , or the second and third item may be swapped 
with       . 
 This mutation mechanism means that at most two items are 
swapped in the trading strategy, with zero chance of a larger 
mutation or multiple mutations within a generation. 
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Results of the Evolutionary Model 
In all cases a population size of 300 agents (100 of each 
consumption type) is chosen. Generations consist of   
     trading turns, and trading strategies are reproduced and 
mutated across      generations. 
 Results of the evolutionary model are plotted as charts that 
show the dominant trading strategies of each type of agent 
against generational time. Coloured squares are used to show 
the proportion of each type of agent using a given trading 
strategy in a given generation. Colours represent agent 
consumption type (type I in red, type II in green and type III 
in blue), with the intensity of that colour showing the 
proportion of the population who are choosing that trading 
strategy. Saturated colours represent a trading strategy chosen 
by all or most agents of a particular type, while very weak 
colours signify a trading strategy chosen by few or no agents 
of that type. 
 
 
Fig. 4. Agent-based evolution of speculative strategy  
(     ,     ,     ,     , average over 20 runs) 
 
 When utility of consumption is suitably high, type I agents 
benefit by adopting the speculative trading strategy, as shown 
in Fig. 4. Although it takes several generations for agents to 
adapt, they ultimately settle on the speculative equilibrium. 
 With lower utilities for consumption (    ), holding 
costs become increasingly significant and small populations of 
agents may not discover the fundamental equilibrium.  
 
 
Fig. 5. Failure to discover fundamental strategy  
(    ,     ,     ,     , average over 20 runs) 
Fig. 5 shows that type II agents prefer a trading strategy 
that permanently minimises their storage costs by accepting 
the lowest cost good (1) and never releasing it. Surprisingly, 
they do not learn to accept their own consumption good. This 
shows that agents in small-population runs of our model can 
adopt and persist with trading strategies that were not 
predicted by analytic approaches. The finding is intriguing but 
we expect that it would not occur given a larger population 
and indeed our focus here is not on the discovery of 
consumption goods (surely a no-brainer in evolutionary terms) 
but on the origins of monetary exchange.  
Evolving Trading Strategies in a Large 
Population Model  
An alternative to simulating the evolution of individual agent 
behaviours is to simulate the evolution of the population as a 
whole. In their original paper, Kiyotaki & Wright computed 
elements     of a population array p, with the elements 
corresponding to the proportion of type   agents holding good 
  in the steady state reached after a number of trading steps. In 
Kiyotaki & Wright these 6 elements of p were sufficient to 
completely describe the population because each consumption 
type held a fixed (fundamental or speculative) trading 
strategy. 
 To study the evolution of trading strategies using a 
population array, new elements need to be added to allow 
agents of the same consumption type to use different trading 
strategies. Following a methodology similar to Luo (1999) 
and Sethi (1999) who studied this problem analytically, the 
population array p is reconstructed using 12 elements, with 
each element of the array representing a triplet of 
consumption type, holding and trading strategy. 
 Each consumption type is now permitted two trading 
strategies, both of which still prioritise that type’s 
consumption good. The interesting question in monetary 
search is not whether an agent discovers his consumption 
good (which he must in order to gain any utility), but how that 
agent treats non-consumption goods in a monetary capacity. 
In this three-good system the agent can prioritise the 
remaining two non-consumption goods in two ways: either it 
can prefer to hold its cheaper non-consumption good (a 
fundamental trading strategy) or it can prefer to hold its more 
expensive non-consumption good (a speculative trading 
strategy).  
 This is a slightly different labelling than employed in Sethi 
(1999), which treats consumption types as preferring to hold 
their production good or their non-production good. In the 
case of type I and type III agents, their production good is also 
the cheaper of their two non-consumption goods. But in the 
case of type II agents, their production good is the more 
expensive of their non-consumption goods. 
Initialising the population 
The population array is composed of twelve elements 
corresponding to one of three consumption types, each of 
whom may hold one of their two non-consumption goods and 
one of two trading strategies (fundamental or speculative). 
Each consumption type comprises one third of the population, 
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and the population is initialised so that all agents are holding 
their production good. The proportion of each trading type 
following each of their two possible trading rules can be 
varied. As an example, if all consumption types started with 
equal proportions playing each possible trading strategy, the 
initial elements of the population array would be: 
 
  ( )            ( )          ( )        
  ( )         ( )            ( )      
  ( )           ( )          ( )        
  ( )         ( )            ( )      
  
where the subscripts represent consumption type-(holding)-
trading strategy.  
Trading to a steady state in holdings 
After initialisation the simulation iterates through an outer 
loop. At the beginning of the iteration all agents’ holdings are 
reallocated to the production goods of that type. Agents 
already have trading strategies, either from a previous 
iteration or from initialisation.  
 The population shares are updated to reflect repeated 
matching by agents for the given trading strategies. Any 
particular match between type i and j will occur with 
probability     , with trade occurring if it is beneficial to both 
members of the pair as in all earlier models.  
 If as the result of a match an agent ends up holding its 
consumption good, it immediately consumes it and replaces it 
with its production good. The population share resulting from 
such a match is therefore added to the element corresponding 
to that agent’s consumption type, trading strategy and 
production good. After multiple trading steps a steady-state in 
goods is reached.  
Replication of successful trading strategies 
When the holdings reach a steady state – i.e. the holdings on 
two subsequent turns are sufficiently similar (within a 
specified tolerance level, set as      for the results in this 
paper) – the trading phase of the simulation terminates, and 
the time-discounted expected lifetime utilities of different 
types of agent are calculated. 
 Agents are given a great degree of foresight while 
calculating these expected lifetime utilities. For the reported 
results, agents were allowed to look-ahead 100 periods using a 
discount factor of      . Any calculation with more than 
about 50 periods is a good approximation to an infinitely-
lived, perfectly rational agent. 
 Agents of a given consumption type and holding are then 
allowed to imitate each other’s strategies based on their 
relative expected utilities. A discretised version of the 
replicator equation (Weibull, 1995) is used to adjust the 
population shares across trading strategies for each 
consumption type-holding pair. The population share for a 
given consumption type ( ), holding ( ) and trading strategy 
( ) is updated as:  
 
  ( )    ( ) (   (  ( )  
  ( )   ( )    ( )    ( )  
  ( )    ( )  
)) 
 
where    is the alternative trading strategy for the same 
consumption type-holding pair,   ( )  are the expected 
discounted lifetime utilities already calculated, and   is a 
scaling factor used to represent selection pressure. The 
proportion of the population using a particular trading strategy 
increases if that strategy yields a higher expected utility than 
the population-weighted average of the two alternative 
strategies, at a speed proportional to the difference. The 
proportion playing the less successful strategy will shrink. 
 After performing a single trading strategy update step, the 
population is reinitialised to hold their production goods and 
the next iteration begins with a new round of trading to a 
steady state in holdings. This process continues until 
successive updates of the entire outer loop produce no further 
change in trading strategy share. 
 After each trading step and trading strategy update the 
population is re-normalised to ensure that small numerical 
errors do not result in the creation or destruction of holdings 
(during the trading steps) or a re-allocation across 
consumption types (during strategy updates).  
 The same general results are obtained for less far-sighted 
agents. The number of future time periods considered in 
expected utility calculations was chosen to allow relatively 
rapid convergence to a trading strategy equilibrium, but 
limiting this amount of foresight only slows the learning 
process, it does not change the end result. As long as agents 
consider at least one period into the future, they are able to 
appreciate the benefits of a monetary good as a medium of 
exchange. 
Results of the Large Population Model 
A variety of setups were used to explore conditions under 
which the different equilibria of the Kiyotaki-Wright model 
could be reached. 
 Results are visualised in the trading strategy space of the 
three agent types. Each consumption type can play one of two 
strategies: either the fundamental trading strategy that favours 
holding the lower numbered good (the cheaper good in the 
conventional setup of         ), or the alternative 
speculative trading strategy that favours the higher numbered 
(more costly) good. 
 After each trading strategy update, the proportion of each 
consumption type playing that type’s fundamental strategy 
was recorded, and these proportions used to label the axes of a 
cube that describes the strategies of all agents in the economy. 
The 0 of the axis corresponds to all agents playing their 
speculative trading strategy, while 1 corresponds to all agents 
playing their fundamental trading strategy.  
 A selection of starting points was chosen (27 points formed 
by all possible combinations of [0.25, 0.5 and 0.75] across the 
three consumption types) and trading strategies allowed to 
evolve under the rules described above. When plotted these 
evolving trading strategies tend to trace paths from a uniform 
three dimensional grid in the centre of the trading strategy 
space towards one of the equilbria at the corners of the cube. 
This equilibrium was dependent only on utilities and costs, 
and not on the particular starting trading strategies.  
 Results show a representative evolution of trading 
strategies for the starting mix of trading strategies 
(1/2,1/2,1/2).     
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 Storage costs and utilities have been chosen for consistency 
with Duffy (2001), with     ,      and     .  
Fundamental Equilibrium 
With      (Fig. 6), all paths rapidly converge on the 
fundamental equilibrium (1,1,1), with all agents preferring 
lower storage cost goods to higher storage cost goods (type I: 
1  2   3, type II: 2   1  3, type III: 3  1   2).  
 
Fig. 6. Fundamental equilibrium (rapid convergence) 
 
Increasing the utility of consumption increases the 
incentive for type I agents to speculate and experiment with 
holding a monetary good, as the benefits of more frequent 
trade are greater relative to the fixed costs of holding goods. 
With      and costs unchanged (Fig. 7) trading strategies 
still converge on the fundamental equilibrium, but far more 
slowly.  
Although type II agents still converge rapidly on their 
fundamental trading strategy, there is very little evolutionary 
pressure for a mixed population of both fundamental and 
speculative type I agents to move towards the fundamental 
trading strategy, as the expected utilities of either trading 
strategy are very similar.  
 
Fig. 7. Fundamental equilibrium (slow convergence) 
Speculative Equilibrium 
When the utility of consumption is sufficiently high, type I 
agents can increase their expected utility by accepting good 3 
from type II agents. The additional expense of holding this 
high storage cost good is offset by the increased expectation 
of direct trade with type III agents for good 1, the type I 
agents’ consumption good.  
 Kiyotaki & Wright calculate the critical level at which type 
I agents should speculate as dependent on the level of utility, 
the holding costs and the proportions of type II and type III 
agents who are holding good 1. Type I agents should 
speculate if         (       )    (Kiyotaki & Wright, 
1989).  
 This can be seen when the utility of consumption is set 
sufficiently high, with       in Fig. 8.  Convergence to this 
speculative equilibrium occurs rapidly, with all three 
consumption types converging on their equilibrium strategy in 
similar timescales. 
 
Fig. 8. Speculative equilibrium 
 
To produce Fig. 8 an appropriate speed of trading strategy 
replication ( ) needed to be chosen. Lower values of   mean 
that the system takes longer to reach an equilibrium, but the 
more gradual replication of trading strategies stops strategies 
from becoming caught at alternative equilibriums.  
This occurs because a trading strategy can only be 
replicated if it still exists within the population. Once entirely 
eliminated, the replicator equation used above will not allow a 
trading strategy to re-emerge, as it has a zero weighting in the 
population average. If   is too high those paths that pass close 
to the corners (1,1,0) and (1,1,1) may become trapped at these 
alternative equilibria before reaching the speculative 
equilibrium (0,1,1).  
As well as slowing down the speed of convergence, another 
way to ensure that the system does not approach a sub-optimal 
equilibrium due to these numerical errors is to introduce a 
small mutation rate that allows extinct trading strategies to 
reappear. In the cases discussed above such a mutation rate 
will only temporarily move the system away from the 
equilibrium, but becomes interesting in the case of a mixed 
equilibria system. 
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Multiple Equilibria 
This framework which had been used to reproduce the 
evolutionary dynamics described analytically in Sethi (1999) 
can also be used to consider the case of identical goods, 
proposed in an example in Luo (1999). If goods are either 
identical or very similar, the particular type of money used in 
the economy may have a sensitive dependence on the initial 
mix of agent trading strategies.  
By relaxing the cost ordering of Kiyotaki-Wright and 
setting the storage cost of goods equal (          ), the 
particular monetary equilibrium depends only on the initial 
trading strategies used by agents, as shown in Fig. 9 where 
(1/3,2/3,1/3) is a critical point around which trading strategies 
significantly diverge. Trading strategies started at the 125 
points formed by allowing each starting trading strategy to 
diverge from this critical point by [-0.02, -0.01, 0, 0.01, 0.02].  
 
Fig. 9. Multiple equilibria for identical goods  
(     ,           ) 
  
 Trading strategies can end at one of the three ‘speculative’ 
equilibria, shown in red (0,0,0), green (0,1,1) and blue (1,1,0), 
or at an equilibrium (shown in grey) where one consumption 
type continues to be composed of agents playing both 
‘fundamental’ and ‘speculative’ strategies.  
The labels ‘fundamental’ and ‘speculative’ are no longer 
meaningful as all goods have an identical holding cost. 
However, the particular good that is used as a medium of 
exchange depends on the equilibrium point that is reached, 
which depends only on the starting mix of trading strategies: 
(0,1,1): Type I accept good 3, type II accept good 1 
(0,0,0): Type III accept good 2, type I accept good 3 
(1,1,0): Type II accept good 1, type III accept good 2 
Strategy Mutation 
With trading strategy imitation described by the replicator 
equation, once agents reach an equilibrium (at a corner or 
edge of the trading strategy space) they will remain there, as 
there is no process for forgotten strategies to be rediscovered. 
Allowing a small degree of trading strategy mutation after 
the replication phase allows forgotten trading strategies to 
return. Each consumption type-holding pair is mutated 
independently. In each case a random number is drawn 
uniformly from the interval [-0.001, +0.001] and multiplied by 
the proportion of the population playing either trading strategy 
in this pair. The proportion of agents playing the fundamental 
trading strategy is then increased by this amount, and the 
proportion playing the speculative trading strategy decreased 
by the same amount, with a normalisation step to ensure that 
this does not result in either proportion becoming less than 
zero.  
 In the case of the fundamental and speculative equilibria 
discussed above these mutations have little effect. Mutations 
cause the trading strategies to fluctuate around the 
equilibrium, but strategy replication takes the system back 
towards it. 
 However, in the case of the mixed equilibria, strategy 
mutations can drive the system around the edges of the trading 
strategy space, permitting sudden transitions from one 
monetary equilibrium to another. Starting from the 
equilibrium at (0,1,1), the results of strategy mutations are 
shown in Fig. 10.  
 
Fig. 10. Trading strategy mutation shifts monetary equilibria 
 
 
 
Fig. 11. Cycling through trading strategy equilibria 
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Fig. 11 shows the speed of these transitions. Trading 
strategies initially move slowly along the edge of the trading 
strategy space. Along these edges one consumption type is 
split into players playing both fundamental and speculative 
trading strategies, while the other two consumption types are 
playing a single strategy. The mutation step allows these 
single-strategy players to experiment with their alternative 
strategy, which provides an additional incentive for the two-
strategy player to shift in favour of the second strategy. 
Ultimately a critical point is reached where enough of the 
current two-strategy players are playing the second strategy to 
cause the rapid transition to a new equilibrium. At this point 
the two-strategy player has an incentive to play only their 
second strategy, and a new consumption type begins 
experimenting with their alternative strategy.  
 This shows how the gradual shift in the acceptance of one 
type of money by one type of agent can tip the population 
structure to the point where an entirely new good becomes 
accepted as money. 
For instance, in the initial move from (0,1,1) towards 
(0,0,1), with a sudden transition to (0,0,0): Initially good 3 is 
used as money by type I and good 1 is used as money by type 
II. Type II agents then increasingly refuse to accept good 1, 
driving the system towards an equilibrium where their own 
production good is the unique monetary good. However, at a 
critical point the system shifts as type III agents begin 
accepting good 2 as a monetary good.  
 This process repeats. In each case an agent shifts its trading 
strategies in favour of creating a monopoly in money 
production, ultimately resulting in a shift that begins a cycle 
where the original agents production good is rejected as 
money entirely. 
Discussion 
It is encouraging that the models of Kiyotaki & Wright (1989) 
and Sethi (1999) can be reproduced in both agent-based and 
numerical simulations that support the original analytic 
results. The findings presented here explicitly confirm the 
infinite-population based estimates of Sethi in the limit of 
very small population size and in the presence of noise in the 
evolutionary dynamics. 
 Speculative, fundamental, and mixed equilibria can each be 
supported if appropriate consumption utilities and storage 
costs are chosen. If goods are homogenised by setting their 
storage costs to be equal, multiple equilibria can also be 
supported; this finding provides a way in to modelling 
problematic phenomena such as competing currencies (Hayek, 
1976) or monetary collapse.  
There are many ways in which this framework could be 
extended.  One of the most obvious would be to consider 
more realistic economies in which more than three types of 
agents trade more than three types of goods; in which goods 
differ in their properties such as durability; and in which 
prices can vary. Another line of extension would be to 
investigate the effect an evolution that is constrained to real-
world social networks has on monetary search. The current 
model assumes a complete trading network, where any two 
agents may meet and attempt to trade with equal probability. 
Real trading environments tend to have strong cultural, social 
or geographical roots, suggesting that investigating the 
evolution subject to more constrained interaction patterns 
could be an important step in motivating the maintenance of 
multiple competing currencies.  
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Abstract
From the Schelling model of segregation, we derive models
of group formation that shed light on segregation or mix-
ing patterns observed in spatial grid networks. Individuals
have types and see type-dependent benefits or drawback from
theirs neighbours: this leads each one to be attracted or re-
pulsed by its own like or unlike. This framework allows
to studying many spatial phenomena that involve individuals
making location choices as a function of the characteristics
and choices of their neighbours. Our goal is to grow social
structures in silico and to ask if related micro-specifications
generate similar macro-phenomena of interest. Regarding (i)
the amount of segregation-mixing, (ii) the congruence be-
tween micro-motives and macro-behaviour and (iii) the na-
ture of frontier between clusters, we examine the properties
of the steady-state equilibrium.
Introduction
This article is based on the Schelling’s checkerboard model
of residential segregation ?; this model has become one of
the most cited and studied models in many domains as eco-
nomics, sociology, complex systems science... ? ? ?. In
the Schelling model the world is a 2-dimensional grid com-
posed either by locations occupied by agents or by vacant
ones. The perception of an agent is centred on its local
neighbourhood only. There are two types of agents. The
behaviour of one agent consists to move away on if it is not
satisfied. Satisfaction is relative to the proportion of agents
with a dissimilar type in the neighbourhood.
In this paper, the goal is to grow social structures in sil-
ico and to ask if related micro-pecifications generate similar
macro-phenomena of interest. We define a generic frame-
work in order to shape several models with various micro-
motives. This family of models allows us to show that a wide
variety of macro-behaviours can emerge despite the fact that
they come from a same mould and share some common fea-
tures. In particular, we propose to consider the following
issues: Q1) Is it equivalent to flee regarding the proportion
of dissimilar agents among the neighbourhood agents rather
than the number of dissimilar agents in the full set of neigh-
bours? Q2) Is it equivalent to be repulsed (resp. attracted) by
dissimilar neighbours rather to be attracted (resp. repulsed)
by similar neighbours ?
The AR models
To answer these questions, we define the family of
attraction-repulsion models (ARmodels). For all these mod-
els, the world is a 2-dimensional grid where nodes-cells rep-
resent either locations occupied by agents or vacant ones. A
vacant cell could be occupied by an agent later. The per-
ception of an agent is centred on its local neighbourhood
only. One assumes that the neighbourhood of an agent is
constituted both by the nearest agents and the vacant cells
surrounding him: in this paper we consider theMoore neigh-
bourhood composed of the eight nearest cells surrounding it.
Let be V the set of vacancy cells andA the set of agents. We
assume that the number of agents (#A) is conserved and the
total volume in which they move (#A + #V ) is constant.
The density of agents is the ratio d = #A#A+#V . There are
two types of agents and each agent has its own type. The
agent’s type can never change. For convenience we will de-
note by a color, blue and yellow, the two possible types. Yel-
low and blue agents can be interpreted as individuals repre-
senting any two groups in society (two genders, smokers and
non-smokers, etc.) Let B (resp. Y ) the set of agents in the
blue type (resp. yellow type). So, #B +#Y = #A and, at
the global level, the basic hypothesis is (#B = #Y ). Each
agent is satisfied or unsatisfied according to its own type and
the type of its neighbours.
Micro motives
In the Schelling model one agent moves if its utility u falls
below a certain threshold (u ≤ τ ). In this section we gener-
alize this model in considering different utility functions and
we propose to study the two cases where the utility is either
below or above the threshold τ .
Utility functions For each agent ai, considering only the
agents in its neighbourhood, we define the two utility func-
tions:
∆i =
{
δi
σi+δi
if σi + δi = 0
1 else
(1)
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Σi =
{ σi
σi+δi
if σi + δi = 0
1 else
(2)
where δi (resp. σi) is the number of dissimilar (resp. sim-
ilar) nearby for the agent ai.
In the same way, considering the set of all the cells in
the neighbourhood of the agent, we define the two utility
functions:
∆
′
i =
δi
neighbourhoodSize
(3)
Σ
′
i =
si
neighbourhoodSize
(4)
Let’s note that∆i+Σi = 1, while, in general,∆
′
i+Σ
′
i = 1.
So, given a threshold τ in the range [0, 1], there are poten-
tially eight ways to express a condition to be satisfied (Ta-
ble ??). Let’s note that the model M0 corresponds to the
Schelling model of segregation.
Table 1: Potential conditions to be satisfied
Model u ≤ τ Model τ ≤ u
M0 ∆ ≤ τ M4 τ ≤ ∆
M1 ∆
′ ≤ τ M5 τ ≤ ∆′
M2 Σ ≤ τ M6 τ ≤ Σ
M3 Σ
′ ≤ τ M7 τ ≤ Σ′
Complement model Two models Mi and Mj are said to
be complementary iff the conditions to be satisfied are logi-
cal complementary; then, we noteMj = Mi.
Obviously the equation M = M holds. We have M4 =
M0,M5 = M1,M6 = M2 andM7 = M3.
Dual model Two models Mi and Mj are said dual iff the
conditions to be satisfied are dual; we note Mj = M∗i . We
say that two conditions (Ui ≤ τi) and (τj ≤ Uj) are dual iff
(Ui, Uj) ∈ {(∆,Σ), (Σ,∆), (∆′ ,Σ′), (Σ′ ,∆′)}.
Obviously the equations ∀i,M∗i ∗ = Mi and (M∗i ) =
(Mi)
∗ hold. More, as ∆ + Σ = 1, M∗0 = M0 and
M∗2 = M2. Finally, we have M4 = M
∗
2 = M2, M5 = M
∗
3 ,
M6 = M
∗
0 = M0 andM7 = M
∗
1 .
ARmodels All this leads us to consider six models of seg-
regation/mixing only. For each model, table ?? gives the lo-
cal condition under which an agent is satisfied. Let’s note
that all the AR models are defined from the two models M0
andM1 only.
Table 2: AR models: condition to be satisfied
M0 ≡ (∆ ≤ τ) M1 ≡ (∆′ ≤ τ) M∗1 ≡ (τ ≤ Σ
′
)
M0 ≡ (τ ≤ ∆) M1 ≡ (τ ≤ ∆′) M∗1 ≡ (Σ
′ ≤ τ)
Rules governing agents movement
In the standard Schelling’s models, as soon as an agent is
unsatisfied, it moves to another place where it becomes sat-
isfied. So, the local behaviour is an optimisation process
which needs any agent to access information about any cell-
location in order to compute its utility function in the target
cell.
To stay is in the spirit of the complex systems paradigm,
in AR models there is no decision-rule to decide whether or
not an agent gains an advantage by means of migration to-
wards a target cell. To find a new place, an unsatisfied agent
uses a simple rule (what we call the Eulogy to Fleeing (EF)
rule): a location is randomly chosen from the world and the
agent moves into it if and only if this location is vacant.
Consequently, an agent may move at random towards new
locations by allowing utility-increasing or utility-decreasing
moves. As the moves do not equate to immediate benefits, it
is challenging to predict the overall emerging effect.
Macro behaviour
For the six AR models, simulations will show that, apply-
ing the EF rule, in many cases, the population reaches a
state where all the agents are satisfied or, at least, a large
proportion of agents are satisfied. In the first case we will
say that there is convergence and in the second case quasi-
convergence. In this paper, we do not discuss the conditions
which guarantee convergence towards equilibrium or quasi-
equilibrium; we select system conditions in which one of
these two cases occurs. Let’s note that the EF rule has al-
ready been used within Schelling’s models, leading the sys-
tem towards equilibrium ?.
Segregation vs. mixing According to its micro-motive,
we may assume that each AR model leads at the global level
of the population either towards segregation or mixing. For
a given model, regarding if the micro-motive is based on
repulsion or attraction in the face to similar or dissimilar
neighbours, we indicate if the macro-behaviour should be
rather either segregation or mixing (Table ??). Given to
modelsMi andMj :
• if Mj and Mi are complementary, then the respective
macro-behaviour and micro-motives are opposed but the
target neighbours are identical.
• if Mj and Mi are dual, then the respective macro-
behaviour are identical but the micro-motives and target
neighbours are opposed.
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Table 3: AR models: attraction vs. repulsion
Model Micro Target Macro
motive neighbours behaviour
M0 repulsion dissimilar segregation
attraction similar segregation
M1 repulsion dissimilar segregation
M∗1 attraction similar segregation
M0 attraction dissimilar mixing
repulsion similar mixing
M1 attraction dissimilar mixing
M∗1 repulsion similar mixing
Because the M0 (resp. M0) model is self-dual, it can
be view either as a model of repulsion against its dissimi-
lar (resp. similar) agent-neighbours or a model of attraction
for its similar (resp. dissimilar) agent-neighbours; in both
case there is emergence of segregation (resp. mixing).
An index to measure the segregate-mixing ratio In or-
der to gain some insight into the segregation-mixing level, it
is necessary to measure the global state of segregation of the
world. We reformulate measures proposed by ?, ? and ?.
First, for each time t, we define a global measure of simi-
larity as:
s(t) = 1#A
∑#A
i (1−∆i(t))
Then we define the segregate-mixing index by:
segMix =

s−srand
1−srand if s ≥ srand
s−srand
srand
else
(5)
where srand is the expected value of the measure s implied
by a random allocation of the agents in the world. So, a zero
segMix index corresponds to a random positioning of the
agents. The maximum value of 1 corresponds to a config-
uration with two homogeneous patterns (complete segrega-
tion into two same-colour groups), whereas negative values
point towards highly mixed populations.
An index to measure the congruence between micro-
motives and macro behaviour We define the micro-
Macro index as :
mM =

ui
τ if τ ≥ ui
1−ui
1−τ else
(6)
where u is the utility function and ui = meani(ui). The
value 1 corresponds to the theoretical optimal case where
dynamics build exactly the needed liveable configurations:
in this case the congruence between micro and macro lev-
els is maximum. The value 0 corresponds to the extreme
case where dynamics build much more liveable configura-
tions than necessary to reach the emergent macro-state: in
this case there is no congruence between micro and macro
levels.
Frontier A frontier is a generic concept that has different
instantiations depending on the context in which it is con-
sidered. A common class of frontiers is found in the geo-
graphical domain, where they appear as fronts. The interest
we take in this concept lies on two aspects: from a static
standpoint, a frontier enables the separation of incompati-
bilities; however, as it allows at the same time some form
of communication between them, a dynamic perspective is
also relevant. So, we consider a frontier as a structure which
both determines the “borderland” between two aggregates of
opposite types and allows communication between them ?.
Definition A frontier is composed of the cell-locations
where contact occurs between two dissimilar agents. We
consider contacts as being of two types: direct or indirect. A
direct-contact refers to agents being directly linked, whereas
an indirect-contact is mediated through a vacant location. In
the real world, a direct-contact can be exemplified through
the contact of a healthy person with a person having a com-
municable disease, whereas an indirect-contact is achieved
through some intervening medium e.g. air. Let D (resp. I)
the set of direct (resp. indirect ) contacts:
D = {(ai, aj) ∈ B × Y |aj ∈ N(ai)}
I = {(ai, aj , v) ∈ (B × Y × V )|v ∈ N(ai) ∩N(aj)}
where N(ak) is the neighbourhood of the agent ak. Then
we define the frontier as: F = (AF ∪ VF , EF ); where AF
is the subset of agent-cells that are at least one coordinate of
an element of D or I , VF is the subset of vacant cells that
are at least one coordinate of an element of I and EF is the
set of links between neighbouring cells of F .
Characteristics of a Frontier To enable consistent com-
parisons of frontiers, we take into account their importance
relative to the entire world and their openness. Thus, we de-
fine what we mean by a frontier’s occupancy and porosity.
These two criteria are chosen to address the ambivalence be-
tween separation and exchange, as the main characteristic of
a frontier.
We define the occupancy as the ratio between the number
of cells forming the frontier and the total number of cells in
the world: occupancy(F ) = #(AF∪VF )#A+#V
For instance, if each agent is placed on a checkerboard
according to its type1, all the agents are on the frontier and
so the occupancy is equal to 1.
In Material Physics, porosity is a measure of how much of
a rock is open space in between spores or within cavities of
1On a checker-board, a yellow agent is on a black square while
a blue agent is on a white square, so there are no vacant places.
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the rock ?: it is defined as the ratio of the occupancy of voids
in a material to the occupancy of the whole. By analogy, we
consider the elements of D as representing the voids in a
material (a lack of communication impediments). We de-
fine then the porosity as the proportion of direct-contacts:
porosity(F ) = #D#D+#I
Simulation Framework
Experiments are performed via the NetLogo multi-agent
programmable modelling environment ?. The pseu-
docode for simulating AR models is defined in algorithm
??; by instantiating the utility function via the update
satisfaction method we obtain the six simulators that
we experiment with.
Simulations are performed on a L×L lattice of locations:
L is set to 50 and the density of agents d is 90% which are
standard values to simulate the Schelling model ?. The agent
set is positioned in a random initial configuration, such that
the vacant locations and the two types of agents are well
mixed and the segMix index is close to 0.
Algorithm 1 Simulation of the AR models
1. t← 0, density ← d, threshold← τ
2. create a grid network and position at random the agents
on it
3. update the satisfaction of all the agents at time 0
4. while not (all the agents are satisfied) do
5. for each agent ai do
6. if not (ai satisfied) then
7. choose a node-location at random on the grid
8. if the location is vacant then
9. ai moves to this location
10. end if
11. end if
12. end for
13. t← t+ 1
14. update satisfaction of all the agents at time t
15. end while
Models of segregation
In this section we consider among the six AR models the
ones which lead to segregation. In order to compare the re-
sulting shapes we will use (i) the segMix index, (ii) the
mM congruence index and (iii) the characteristics of the
frontier which emerges between clusters of agents with a
same type.
M0 model
In the Schelling’s segregation model, agents are satisfied if
the proportion of dissimilar neighbours among the agent-
neighbours is below a threshold and unsatisfied if the pro-
portion of similar neighbours is above this threshold. The
Schelling’s model ? is a particular case among the AR mod-
els: it corresponds to M0. To compute satisfaction, we con-
sider the condition (∆ ≤ τ) where τ can be interpreted as
the tolerance of the agents against their dissimilar neigh-
bours. If τ  0.5, agents are rather intolerant, else if
τ  0.5 agents are rather tolerant.
Because the smallest step in the fraction of satisfied neigh-
bours is 1/8, we consider the two examples with τ = 3/8
and τ = 5/8: if τ = 0.375, agents are rather intolerant: one
agent ai will be satisfied in eighteen cases. If moreover the
agent has exactly eight nearby agents, it cannot suffer more
than three dissimilar neighbours. At the opposite, for the
value τ = 0.625 all the individuals are rather tolerant and,
if moreover an agent has exactly eight nearby agents, it can
suffer at most five dissimilar agents in its vicinity.
segregation Because M0 is self-dual, the dynamics can
be interpreted either as a phenomenon of repulsion against
dissimilar neighbours or attraction for similar neighbours.
From the first point of view τ is the tolerance against dissim-
ilar while in the second case (1 − τ) is the appeal for simi-
lar. Simulations show that both intolerant and tolerant agents
lead the population to segregate with, of course, an segMix
index higher for intolerant agents (0.952 vs. 0.519) (figure
??). As we use the ER rule, this result confirms the unex-
pected behaviour provided by the Schelling’s model where,
in spite of their tolerance, to some extend, agents tend to
group together by affinity.
Micro-Macro congruence The gap between the threshold
of tolerance and the mean utility over the whole population
is surprisingly high at the end of a run. If agents are intol-
erant (τ = 0.375) the congruence between micro and macro
levels is close to 0 (mM = 0.07); in this way, complex dy-
namics build much more liveable configurations than neces-
sary. The fact that tolerant agents (τ = 0.625) tend never-
theless to group together by affinity can be explained by a
low micro-macro congruence (mM = 0.37).
Frontier If agents are intolerant, the emerging frontier is
essentially built with vacant cells (figure ??: white squares).
There are many indirect-contacts and homogeneous patterns
are isolated by a no-man’s-land of vacant-cells. As toler-
ance increases the no-man’s-land shape becomes more and
more complex: as in a real landscape when roughness dic-
tates many meanders to the edge of a lake, the complex-
ity of contours increases (figure ??). We observe that both
the occupancy and the porosity increase with tolerance. So,
both the shape and the composition of the frontier change as
agents become more and more tolerant.
M1 model: repulsion for the unlike
The M1 model is a variant of the M0 model where agents
are satisfied if the normalized number of dissimilar agent-
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(a) τ=0.375
segMix=0.952 mM=0.07
occupancy=0.22 porosity=0.55
(b) τ=0.625
segMix=0.519 mM=0.37
occupancy=0.69 porosity=0.91
Figure 1: M0 model: repulsion for the unlike or attraction
for the like.
neighbours is below a threshold. So, the threshold τ repre-
sents the tolerance of the agents.
segregation The dynamics can be interpreted as a phe-
nomenon of repulsion against dissimilar neighbours. Once
again, this should lead the system to converge toward a
global configuration with segregation. Indeed, we can ob-
serve that both intolerance (figure ??) and tolerance (figure
??) lead to segregation. Nevertheless, compared to the M0
model, the phenomenon of segregation is less marked (table
??); more, if agents are rather tolerant (τ = 0.625), this ten-
dency to group together by affinity is much lower than in the
M0 model (segMix = 0.3 vs. segMix = 0.519).
Micro-Macro congruence For intolerant, as well tolerant,
agents the gap between the threshold and the mean utility
over the whole population is much lower than in the M0
model (e.g. mM = 0.23 vs. mM = 0.07).
Frontier As tolerance increases, there is always a ten-
dency to transform no-man-land frontier to space-fill curve;
but here the frontier occupies more places in the world and
its porosity is higher (figure ??).
(a) τ=0.375
a=0.814 m=0.23 o=0.40 p=0.78
(b) τ=0.625
a=0.3 m=0.51 o=0.88 p=0.9
Figure 2: M1 model: repulsion for the unlike.
M∗1 model: attraction for the like
As theM∗1 model is the dual ofM1, micro-attraction against
similar agents-neighbours induces macro-segregation. In-
deed, agents are satisfied if the normalized number of similar
agents-neighbours is above the threshold: so, τ represents
the appeal of one agent for its similar neighbours. Let’s note
that the more the appeal the more the incentive to move is.
As, at the local level, there is attraction for the cells which
share the same type, once again, this should lead the system
to converge toward a global configuration with high segre-
gation. Let’s remark that in order to compare the macro be-
haviour between models M1 (or M0) and M∗1 , we have to
consider tolerance τ with appeal (1 − τ) (e.g. 0.375 vs.
0.625).
segregation The emerging segregation can be interpreted
as homophily, that is the tendency of agents to segregate
in spatial groups with similar others. First of all, let’s
note that the system converges towards global satisfaction
if τ = 0.375; but, with τ = 0.625, it remains forever
about 10% of unsatisfied agents in the population; so there
is quasi-convergence only. As expected, we can observe that
high appeal (e.g. τ = 0.625) leads to a strong segregation
(e.g. segMix = 0.91) (figure ??); but, more surprisingly,
low appeal (e.g. τ = 0.375) leads also to some extend to an
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segregate population of agents (segMix = 0.567) (figure
??) comparable to what we obtain for the M0 model with
tolerant agents.
Micro-Macro congruence For appealing agents the gap
between the threshold and the mean utility over the whole
population is much lower than in the M0 model (mM =
0.22 vs. mM = 0.07); results are rather comparable to
what we obtain for the M1 dual model (mM = 0.22 vs.
mM = 0.23).
The fact that agents weakly attracted by similar neigh-
bours segregate nevertheless in spatial group with similar
others can be explained by a low micro-macro congruence
(mM = 0.37) comparable to what we obtain for the M0
model with tolerant agents.
Frontier When the strength of attraction towards simi-
lar neighbours is high, the frontier have stable properties
(i.e. occupancy and porosity are quasi-invariant). More-
over, these properties are comparable to what we obtained
with the M0 model (Table ??). Nevertheless, due to its per-
manent dynamics, the frontier have now a radically differ-
ent shape: there is a certain thickness inside which the cells
move infinitely (figure ??).
(a) τ=0.375
a=0.567 m=0.47 o=0.66 p=0.92
(b) τ=0.625
a=0.91 m=0.22 o=0.20 p=0.61
s=90%
Figure 3: M∗1 model: attraction for the like.
Models of mixing
In this section we consider the models which lead to mixing
among the AR models. In these cases it is useless to look at
the frontier because, at convergence, this one occupies the
world in totality (i.e. occupancy ≈ 1) and porosity is very
high (i.e. porosity ≈ 0.9)
M0 model
In this model agents are satisfied if the proportion of dis-
similar neighbours is above τ and unsatisfied if the pro-
portion of similar neighbours is below τ . Let’s remember
that this model is self-dual. Because it is the complement
of M0, macro-mixing is induced either by micro-repulsion
against similar neighbours or micro-attraction by the agent-
neighbours which share the same type.
Mixing We can observe indeed that high value of τ leads
to a low value of−0.53 for the segMix index which reveals
a strong mixing: the population is mainly an alternation of
homogeneous lines or columns constituted by agents with
the same type (figure ??). As τ decreases, the segMix index
increases too and so mixing decreases (figure ??).
Micro-Macro congruence Whatever the threshold is, the
gap between the threshold and the mean utility over the
whole population is relatively low at the end of a run
(mM ≈ 0.64).
M1 model: attraction for the unlike
In the M1 model agents are satisfied if the normalized
number of dissimilar agent-neighbours is above the thresh-
old. Because this model is the complement of M1, micro-
attraction for dissimilar neighbours will induces macro-
mixing.
Mixing First of all, let’s note that the system converges to-
wards global satisfaction if τ = 0.375; but, with τ = 0.625,
it always remains about 40% of unsatisfied agents in the pop-
ulation; so there is quasi-convergence only. In spite of the
quasi-convergence phenomena, we can observe that a high
value of τ leads in the long term to a low value around
−0.306 for the segMix index which reveals mixing: the
satisfied agents are then organized as an alternation of ho-
mogeneous lines or columns constituted by agents with the
same type (figure ??). As τ decreases, the segMix index
increases too and so mixing decreases (figure ??).
Micro-Macro congruence The gap between the threshold
of tolerance and the mean utility over the whole population
is surprisingly low at the end of a run (if τ = 0.375,mM =
0.73 and if τ = 0.625, mM = 0.96); in this way, complex
dynamics build needed liveable configurations only.
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(a) τ=0.375a=−0.183, m=0.65
(b) τ=0.625a=−0.53, m=0.63
Figure 4: M0 model: attraction for the unlike or repulsion
for the like.
M∗1 model: repulsion for the like
In theM∗1 model agents are satisfied if the normalized num-
ber of dissimilar neighbours is below the threshold. Because
this model is the complement of M∗1 , micro-repulsion for
similar neighbours will induces macro-mixing for low value
of τ .
Mixing Simulations show that the system converges to-
ward a population of satisfied agents where a low value
around −0.421 for the segMix index reveals a strong mix-
ing: the satisfied agents are mainly organized as an alterna-
tion of homogeneous lines or columns constituted by agents
with the same type (figure ??). Let’s note that the vacant
cells are placed at the crossroad between line and column
and so allow right or left turns in the structure. As τ in-
creases, the segMix index increases to a value close to zero
and so mixing disappears (figure ??).
Micro-Macro congruence There is high congruence be-
tween micro-motive and macro behaviour at the end of a run
(if τ = 0.375,mM = 0.69 and if τ = 0.625,mM = 0.66);
in this way, complex dynamics build needed liveable config-
urations almost only.
(a) τ=0.375 a=−0.189,
mM=0.73
(b) τ=0.625 a=−0.306, m=0.96
s=60%
Figure 5: M1 model: attraction for the unlike
(a) τ=0.375 a=−0.421, m=0.69
(b) τ=0.625 a=−0.081, m=0.66
Figure 6: M∗1 model: repulsion for the like.
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Discussion and conclusion
Taking inspiration from the Schelling’s segregation model,
we have proposed a family of models to study the effects
of various micro-motives based on attraction or repulsion
on the emergence of macro segregation or mixing. Table ??
summarizes results obtained from simulations; all the values
are averaged over 100 independent runs.
The segregate-mixing index reveals: (i) three expected
cases with strong segregation (bold values), (ii) three ex-
pected cases with strong mixing (bold values), (iii) two
surprising cases with segregation: tolerant agents in the
Schelling-M0 model and unappealing agents in the M∗1
model lead to macro-segregation (underline values), (iv) no
unexpected case with mixing.
The micro-Macro index reveals: (i) for all the mixing
models the micro-macro congruence is high (above 0.6) (ii)
for all the segregation models the micro-macro congruence
is low (below 0.5) (iii) two extreme cases (bold values): in-
tolerant agents in the M0 model lead to build much more
liveable local configurations than necessary and appealing
agents in the M1 model lead to build needed liveable con-
figurations only.
Measuring occupancy of frontier reveals that strong seg-
regation comes with low occupancy (bold values).
Measuring porosity of frontier reveals: (i) high porosity
emerges from tolerant or unappealing agents (bold values),
(ii) the lower porosity comes with strong segregation.
We now attempt to provide elements to respond to the is-
sues formulated in introduction.
Q1 Comparison between M0 and M1 (or M0 and M1)
shows that it is not equivalent to flee regarding the pro-
portion of dissimilar agents among the neighbourhood
agents rather the number of dissimilar agents in the full
set of neighbours.
Q2(a) BecauseM0 (resp. M0) is self-dual, it is equivalent to
be attracted by similar (resp. dissimilar) or repulsed
by dissimilar (resp. similar) if each one is influenced
by the proportion of similar among its neighbours.
(b) Because M1 and M∗1 (or M1 and M∗1 ) are dual and
the respective macro behaviours are different, it is not
equivalent to be attracted by similar (resp. dissimi-
lar) rather to be repulsed by dissimilar (resp. similar)
neighbours if each one is influenced by the number
of similar among its neighbours.
Table 4: Models of segregation / mixing
τ segMix mM occup. poro.
M0 0.375 0.951 0.065 0.206 0.524
0.625 0.527 0.377 0.704 0.915
M1 0.375 0.801 0.219 0.425 0.795
0.625 0.298 0.506 0.895 0.903
M∗1 0.375 0.540 0.488 0.689 0.918
0.625 0.902 0.240 0.194 0.609
M0 0.375 −0.179 0.656 ≈ 1 ≈ 0.9
0.625 -0.528 0.628 ≈ 1 ≈ 0.9
M1 0.375 −0.189 0.727 ≈ 1 ≈ 0.9
0.625 -0.296 0.951 ≈ 1 ≈ 0.9
M∗1 0.375 -0.425 0.683 ≈ 1 ≈ 0.9
0.625 −0.084 0.652 ≈ 1 ≈ 0.9
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Abstract
Prototype artificial cell models with designed functional 
molecules are presented here. Artificial molecular 
devices based on a giant liposome were prepared to 
obtain specific properties that cannot be obtained from 
natural cells. In this context,  artificial cell research is 
seen an extension of “molecular robotics” research. 
Cooperative and integrated chemical systems will be 
constructed from the molecular devices. Here, we 
present the 3 aspects of the study model: (1) gene-
expressing cell model encapsulated in the liposome to 
simulate membrane protein synthesis, (2) multirole 
molecular device with a designed DNA nanostructure on 
the cellular membrane, and (3) designed membrane 
peptide device for surface recognition. Although these 
devices are inspired by living cell  functions, such goal-
oriented systems are free from the constraints of natural 
history and evolution. These artificial devices may be 
integrated to develop novel tools for living systems.
Introduction
All living organisms are composed of cells, and cells are 
constructed from various molecules. Since the end of 
the last  century, rapid progress in molecular science and 
bioengineering has enabled the analysis of complex 
living phenomena at  a molecular level. Such  a top-down 
approach has provided essential pictures of molecular 
systems, such as the entire human genome, proteome, or 
metabolome. However, constructive research has also 
been  essential and is already used for evaluating 
biochemical reaction systems. Such a bottom-up 
approach also aims to build basic molecular systems 
from individual molecules. The goal of artificial cell 
research to create a cell-like structure in a 
spatiotemporal manner by using a designed molecular 
system[1]. Several research groups have reported to 
construct  artificial cell models by using liposomes, that 
encapsulate biochemical reaction networks such  as gene 
expression from a template DNA [2]. In the last  decade, 
synthetic biology has been the main constructive 
approach, and living cell functions have been modified 
using standardized genetic components. The 
establishment  of induced pluripotent  cells [3] and total 
synthesis of the bacterial genome [4] are great 
milestones of this research area.
 The goal of the bottom-up and top-down approaches is 
to construct the entire cell at  the molecular level. Such 
realistic artificial cell studies seek to reproduce the 
history of the cell at  the molecular level and may thus 
address the origins of life itself. However, we have also 
noted the “artificial” aspect  of such cell models. It 
would be possible for the artificial structure in such 
models to  perform a difficult  task that  is impossible for 
living cells. Such a capability  might  contribute to 
research in  a different  way from genetically  modified 
cells.
 We are also creating models with designed functional 
molecules. Such non-natural molecules confer specific 
properties (e.g., sensing, actuation, and computing) to 
the artificial cell compartment, which is a liposome. 
Such artificial molecular devices can be integrated into 
a complex  molecular system to provide a “molecular 
robot” [5]. In  such a context, artificial cell research is 
included as a subset of molecular robotics (Fig. 1.)
 The study  model has 3 aspects: (1) a gene-expressing 
cell model encapsulated in the liposome to enable 
membrane protein synthesis, (2) a multirole molecular 
device with  a designed DNA nanostructure on the 
cellular membrane. (3) a designed membrane peptide 
device for surface recognition. Although these devices 
are inspired by living cell functions, such  goal-oriented 
systems could become free from the constraints of 
natural history.
Fig. 1. Schematic illustration of a possible artificial cell 
model consisting of a designed molecular system.  We call 
this system “molecular robotics.”
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Gene expression in an artificial cell
We have constructed a series of  artificial cell models 
based on giant  liposomes. A giant  liposome is a 
spherical structure that  consists of a closed lipid bilayer 
membrane, with a diameter greater than several 
micrometers. The giant  liposome membrane is known as 
the simplest model of the living cell membrane [6].
Several protein synthesis reactions with coupled 
transcription and translation have been reported by 
tntroducing various kinds of functional molecules into 
liposomes [2, 7, 8]. Expression of functional membrane 
proteins in the liposome has also been reported in 
successful [2f, 8, 9]. Connexin-containing liposomes 
were prepared by using a cell-free transcription/
translation system with  a plasmid encoding connexin  in 
the presence of liposomes. The nascently expressed 
membrane protein, connexin, was directly constituted to 
the liposome membrane on performing in vitro 
transcription and translation, thus generating pure 
membrane protein-containing liposomes. The 
hydrophilic dye calcein  or  peptides were efficiently 
transferred from connexin-expressing liposomes to 
cultured cells (Fig. 2).
 One of our future goals in the expansion  of this 
approach is total reconstitution of a living cell. Using 
extracted cell components from cultured cells, we are 
trying to completely reconstruct cellular components 
under conditions approximating those of  living cells 
[10]. We adopt elemental molecular complexes without 
further processing if they are functional. These 
approaches may be termed as middle-out  approaches. 
Such studies should indicate how functional 
components can be managed to obtain  a complex  life-
like system.
Multirole molecular device based on designed DNA
Recently, DNA has been used as a programmable 
building material through self-assembly in DNA 
nanotechnology. Several methods have been proposed 
for the construction of nanostructures from DNA 
molecules such as DNA tiles [11], DNA origami [12], 
and DNA bricks [13]. We can design static 
nanostructures by using computer-assisted design 
software (e.g., caDNAno (http://cadnano.org). We 
designed an artiﬁcial molecule that can be used to attach 
exchangeable molecular devices to the cellular 
membrane. The X-type body consists of 4 individual 
single-stranded DNA (ssDNA) molecules with sticky 
ends, called “ARM sites.” Molecular device attachments 
are designed to be complementary with ARM-site DNA 
sequences. The unit called the “ARM” can be attached 
to the corresponding ARM site of the DNA sticky end. 
Fig. 3. X-type designed DNA molecules. Upper panel: 
schematic illustration of the molecular system. Lower panel: X-
type DNA equipped with a “tag” was added to living human 
cultured cells.
Fig. 2. Artificial cell model liposomes containing a gene 
expression system. Upper: Schematic illustration of the 
system. Lower: The membrane protein connexin was 
expressed and functioned on the liposome membrane. 
Liposomes were observed inside cultured cells.
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The ssDNA sequence was designed for attachment 
while mixing at room temperature. “Legs” formed from 
hydrophobic molecules can also be used to attach the 
DNA body to the cellular membrane (Fig. 3, lower). The 
DNA body was stained using a “tag” ARM and was thus 
found to move on the cell surface by two-dimensional 
diffusion. The diffusion constant was investigated by 
single-molecular tracking on the cell surface and found 
to be approximately 0.3 µm2/s. The lipid bilayer is a 
universal molecular structure of the cell, and every 
receptor is located on a membrane. Similar to membrane 
proteins, membrane-localized molecular robots 
(molbots) may be used to control molecular information 
and compartmentalized conditions inside the cell. 
Simple molecular robots made of nucleic acids (DNA or 
RNA) such as those in the present study may be 
expressed in living cells by genetic engineering. When 
the molbot was appropriately designed with regard to 
Tm (melting temperature of double-stranded DNA or 
RNA), in situ production and function in the desired cell 
were achieved.
Designed membrane  peptide  device for surface 
recognition 
 As described in the previous section, nucleic acids such 
as DNA or RNA are attractive molecules for prototyping 
of molecular devices. If other types of biomolecules can 
also  be designed easily, they will be useful for the 
construction of artificial functional cell models. Proteins 
are the main  functional component of  organisms and 
occupy over 16 wt% of the total mass of the human cell. 
 Compared to DNA nanostructure design, protein design 
is difficult  because protein function depends not  only on 
the linear sequence but  also on folding states and post-
translational modifications. However, small units of 
protein, i.e., peptides, can be easily designed and are 
easy to obtain  as commercial molecules. Water-soluble 
peptides are commonly  used as drugs or in the cosmetic 
field. Here, we aimed to design  an artificial sensory 
molecule for attachment  to the liposome. The 
transmembrane α-helix domain was designed based on  a 
previous report  [14]. A functional metal (Ti)-specific 
binding domain was prepared using a procedure 
reported in a previous study [15]. The designed amino 
acid sequence of the peptide can recognize the specific 
electrostatic potential of a metal surface and then bind to 
the surface. The designed amphiphilic peptide was also 
attached to a fluorescent  molecule and mixed with a 
lipid solution (1 mM DOPC:DMPC:Chol = 6:1:2 with 
50 nM peptide) to  form a modified liposome with a 
diameter of 200 nm. The sample solution was placed 
onto glass with or without  a titanium coating. 
Fluorescence microscopic observation clearly showed 
that  the designed peptide embedded in  the liposome 
membrane could attach to the titanium surface (Fig. 4). 
Functional designed peptides should also be 
synthesizable by gene expression  in the giant  liposome. 
Construction of a trigger system for expression  control 
(e.g., riboswitches) is awaited.
Conclusion
In this report, we have described our approach for 
constructing an artificial cell model, that is, 
encapsulation of biochemical reactants and artificially 
designed DNA and peptides. However, only  combining 
the functional molecules can never give rise to 
functional structures; development  of the molecular-
processing system is a crucial step. If the model is 
compartmentalized, control of molecular input/output 
through the membrane is essential. To  obtain reliable 
systems, the transduction mechanism needs to have both 
n o i s e r e d u c t i o n a n d s i g n a l a m p l i f i c a t i o n . 
Implementation of multiple inputs and multiple outputs 
coupled with an internal chemical reaction network 
must  also be considered. Given these critical issues, a 
self-reproducing system is a distant  goal. Concerning 
about an artificial "cell", molecular robotics approach 
should also support an effort  for a cell total 
reconstitution from natural materials [4, 10, 16]. 
Currently, undergraduate students have designed 
bacterial genetic circuits (http://igem.org/Main_Page) 
and DNA nanostructures (http://biomod.net). Thus, the 
current  progress in  this field indicates that it  should be 
possible to obtain  new artificial cell models in the near 
future.
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Abstract 
 In an intermittent random search, in which slow motion to 
detect the target is discretely separated from the motion to 
migrate to another feeder, the high efficiency of the Lévy 
strategy is generally found, meaning that the time interval of 
phase switching is chosen from the Lévy distribution. Though 
the Lévy strategy is consistent with the searching behavior of 
real animals, some researchers claim that the Levy-like 
distributions exhibited by animals are not necessarily produced 
by a Lévy process. Here, we propose an intermittent two-phase 
search model that does not include a Lévy process. In this 
model, the agent is basically a correlated random walker 
(CRW), but it memorizes its trajectory and counts the number 
of crossovers in a trajectory. If the number exceeds a threshold, 
the agent resets the memory of trajectories and makes ballistic 
movement in the direction uncorrelated to the past. We also 
show that this model can optimize the trade-off between macro 
search (exploration) and micro search (exploitation), which is 
shown by the CRW. Finally, we demonstrate that another 
intermittent search model that uses an ambiguous rule to switch 
the two phases can show a Lévy-like distribution of time 
intervals. 
Introduction 
 It is interesting to try to understand how living organisms 
navigate to targets in a natural environment, where resources 
are usually unpredictably distributed such that there is limited 
information about their locations (Viswanathan et al., 2011). 
The Lévy walk (LW) is considered the most important model 
of this type of random search, which is a special random walk 
in which each step length is chosen from a power-law 
distribution with a heavy tail (a so-called Lévy distribution) 
(Viswanathan et al., 2008, Reynolds and Rhodes, 2009). The 
LW shows a scaled step length l such that P(l) ~ l-µ with 1 < µ 
< 3, where µ represents the power-law exponent. In the 
foraging simulations, if prey is abundant and, thus, predictable, 
it is known that classical random walks such as Brownian 
motion can yield higher encounter rates than LW. In contrast, 
when preys are sparsely and unpredictably located, LW is 
more efficient than classical random walks.  
 In this sense, LW has a reliable theoretical advantage, but is 
it consistent with empirical data? Indeed, it has been reported 
that, among diverse organisms, experimental evidence of LW 
can be found (Humphries et al., 2010, Cole, 1995, 
Viswanathan et al., 2008). It is most evident in the wandering 
albatross. In the first of a series of pioneering works by 
Viswanathan et al., albatross behavior was tracked by using a 
humidity sensor attached to one leg of each bird (Viswanathan 
et al., 1996). Flight-time intervals were measured by wet 
periods, and dry points were considered to be landings on the 
water to catch fish. A reinvestigation using GPS, however, 
showed that most long flights in fact consisted of rest time, 
when the bird was in its nest, and concluded that there is no 
power-law distributed step length in wandering albatross 
(Edwards et al., 2007). Nevertheless, the latest study, which 
used the same method as above but examined the birds one by 
one, found that individuals foraging for sparse food exhibited 
certain Lévy movement patterns eventually (Humphries et al., 
2012). 
 A trajectory of LW describes a search pattern composed of 
many small step clusters, interspersed by longer relocations 
known as “saltations” (O’Brien et al., 1990). This pattern can 
be intuitively described as an intermittent random search 
strategy in which slow motion is used to detect the target and 
a discretely separated motion is used to migrate to another 
feeding location (Bénichou et al., 2011). For example, if we 
lose a tiny object (e.g., a key) in a huge field, we can consider 
two simple ways to detect the key: a slow, careful search and 
a rough, fast one. In the former case, we can search accurately, 
but we would spend a very long time in the field. In the latter 
case, we may detect the key quickly, but in many cases, the 
lack of accuracy would result in just as long of a search time 
as the slow search. This illustrates a trade-off between the 
exploitation of old certainties and the exploration of new 
possibilities, which is frequently found in biology (March, 
1991). To balance this dilemma, we would eventually choose 
a combined strategy, i.e., an intermittent strategy.  
 In studies of the intermittent strategy, it is difficult to 
determine the optimal way to switch between the different 
motions. The Lévy strategy also plays an important role. 
Bartumeus and his colleague compared a correlated random 
walk (CRW) (Kareiva and Shigesada, 1983), which is known 
as a natural way to model the emergence of angular 
correlations in animal trajectories coming from local scanning, 
with an intermittent model based on a CRW but incorporating 
uncorrelated reorientations with a time interval whose length 
is chosen from the Lévy distribution (Bartumeus and Levin, 
2008). Then, they showed that this Lévy intermittent model is 
more efficient than the non-intermittent version.  
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 Through these theoretical and empirical studies, the Lévy 
strategy has been established as a key to understanding animal 
search behavior. Consequently, it has been proposed that the 
Lévy strategy must be a strong target for natural selection. 
This is the so-called Lévy foraging hypothesis (Viswanathan 
et al., 2011). Still, some researchers claim that the Lévy-like 
distribution shown by animals is not necessarily produced by 
a Lévy process. Indeed, few models in which an agent walks 
deterministically and interacts with complex distributed 
targets can show an LW pattern (Santos et al., 2007). 
Moreover, Benhamou used combined exponential 
distributions to suggest that there is no guarantee that a Lévy-
like distribution is based on a Lévy process (Benhamou, 2007). 
 Here, we will show a simple intermittent model that is not 
based on a Lévy distribution but does possess the principal 
features of an intermittent strategy, i.e., it shows two different 
phases. In this model, the number of crossovers in a trajectory 
is regarded as the extent to which the agent implements local 
search, and it also represents the threshold used to switch 
between the two phases. We demonstrate how this model can 
strike a balance in a trade-off between macro search 
(exploration) and micro search (exploitation), and we compare 
the model with a CRW. Finally, we describe another 
intermittent search model that uses an ambiguous switching 
rule. The ambiguity results from a stochastically generated 
long trail, and it generates a search in which the agent wastes 
too much time. Moreover, we demonstrate that the model can 
show a Lévy-like distribution of the time intervals. 
Results 
Basic models 
 First, we present a simple model that includes the main 
factor of intermittent search, in which an agent iterates to form 
local scanning behavior (here, we call this the exploitation 
phase). The local scanning is interspersed by longer 
relocations or saltations (exploration phase) in continuous 
space and discrete time. We refer to the entire model as 
EERW for short. 
 In the exploitation phase, the agent basically moves as a 
CRW. Here, angular correlations are introduced on the basis 
of a circular Gaussian distribution (-1.0 ! g ! 1.0) centered at 
the value g = 0 (maximum probability), although other 
distributions (e.g., a wrapped Cauchy distribution) might be as 
good (Bartumeus and Levin, 2008). The turning angle is 
represented by ! = g". At each step, the angle of the agent is 
determined by combining the turning angle with the previous 
angle. The standard deviation (SD) of the Gaussian 
distribution controls the directional persistence or correlation 
length of the random walk (Bartumeus et al., 2005, 
Viswanathan et al., 2005).  
 In intermittent models, the agents should migrate to another 
feeder if the local scanning is finished. Hence, in EERW, the 
number of crossovers in a trajectory represents the extent to 
which the agent has searched the surrounding area, although 
switching between phases has usually been implemented by 
means of a stochastic process such as the Lévy distribution in 
previous models (Bartumeus and Levin, 2008). In other 
words, each agent memorizes its trajectory and counts the 
number of crossovers in the trajectory. The threshold number 
of crossovers needed to switch between the two phases is 
represented by NC. Note that NC can be reasonably estimated 
as the extent of the local search, as we discuss later. If the 
number of crossovers exceeds the NC threshold, the agent 
makes a ballistic movement in a direction uncorrelated to its 
past, i.e., the turning angle is chosen from a uniform 
distribution ! ∈ [-", "]. Ballistic movement is continued 
until the time steps are proportional to the steps of the 
exploitation phase. The longer the agent stays in the 
exploitation phase, the larger the area searched by agent is, so 
the agent should spend as much time on local search as it does 
on relocation. The proportionality constant is represented by 
P. Because of its finite memory, the agent resets its memory 
of the trajectories, returns to the exploitation phase and starts 
walking again as a CRW at the new location. 
 The parameters in our model are listed below: 
  SD: standard deviation of the Gaussian distribution with 
respect to directional persistence 
  NC: threshold number of crossovers in a trajectory 
  P: proportionality constant with respect to distance in the 
exploration phase 
  l: step length 
 
 In this paper, we fixed the step length at l =0.5. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1 Schematic diagram of phase transition in the EERW 
model: (a) Steps of the Exploitation phase are represented by 
black arrows, and crossovers are surrounded by blue circles. 
(b) Steps of the Exploration phase are represented by red 
arrows, and steps of the previous and following Exploitation 
phases are represented by dashed and solid black arrows, 
respectively. 
 
 Fig. 1a shows the procedure from exploitation phase to 
exploration phase. In this case, the agent implements the 
exploitation phase as a CRW, and its trajectory has three 
crossovers, i.e., NC =3. When the agent switches to the 
exploration phase, it makes a ballistic movement comprising 
three steps, so P has a value of approximately 0.33 because 
there are nine steps spent in the exploitation phase. 
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 Fig. 2 shows a series of snapshots of whole trajectories of 
the CRW and EERW models at T = 1000-100000 with SD = 
0.3, l = 0.5, NC =10 and P = 0.3. These simulations are 
implemented in continuous 2D space with no boundary 
conditions, but in Fig. 2, they are displayed as if they were in 
a space of 200"200 with a wrapped boundary. It is easy to see 
that the search area of the EERW is broader than that of the 
CRW, even though they have the same search steps. In many 
cases, the agent with the search tasks has a perceptual range 
with a certain radius, in which the agent can detect a target 
(Viswanathan et al., 2011). Then, the search efficiency is 
estimated by the number of targets captured in this range. We 
may partially regard the search areas as representative of 
search efficiency. However, if the search area were the most 
important factor in a random search, it is strange that ballistic 
movement would be the most optimal strategy. In the next 
section, we show that EERW can balance a trade-off between 
macro search (exploration) and micro search (exploitation), 
which is shown by the CRW. 
 
 
Figure 2 Snapshot of time development of the trajectories of 
the CRW (upper side) and EERW (lower side) in a continuous 
two-dimensional space of 200"200 with wrapped boundary 
condition. Time proceeds from left to right. For both 
simulations, SD = 0.3 and l = 0.5, and for EERW, NC =10 and 
P = 0.3. The trajectory of the CRW concentrates and overlaps 
at the center of the field, whereas that of the EERW is 
sparsely distributed but covers the entire field.  
 
A trade-off between macro search and micro search 
 Biological systems, from individual organisms to groups of 
animals, are subject to a trade-off between exploitation and 
exploration at various levels. Especially in open 
environments, the decision of whether to stay in a known 
environment or explore a new environment is a difficult one 
(March, 1991, Gunji et al., 2011, Bénichou et al., 2011). In a 
random (intermittent) search, the agent would move to another 
field if the local search were finished. Therefore, the 
exploitation-exploration dilemma would correspond to the 
relationship between micro and macro search. In fact, as 
mentioned above, if the agent moves by means of a strategy 
leaning toward micro search, it would spend a long time 
searching a huge field. Moreover, even if the agent detects 
some targets, those targets cannot be the most abundant 
resource. On the other hand, if the agent moves by means of a 
strategy leaning toward macro search, it also takes a long time 
to detect targets because of search inaccuracy. Hence, there is 
a trade-off between micro search and macro search.  
 In this sense, the classical random walk is the strategy most 
biased against micro search, whereas ballistic movement is the 
most biased against macro search. Now, we show that CRW 
displays a micro-macro search trade-off, because as the 
parameter SD approaches zero, the behavior of CRW gets 
closer to ballistic movement. Conversely, as SD becomes 
larger, the behavior approaches a classical random walk. Here, 
we estimate the extent to which an agent implements micro 
search by means of the number of total crossovers in a 
trajectory of 5,000 simulation time steps, and we estimate the 
extent to which the agent implements macro search by means 
of closure areas. The closure areas are measured by total 
neighborhood areas with radii r = 1.0, where each arrival 
point of the agent is centered. Overall, the trade-off between 
micro search, represented by the total number of crossovers, 
and macro search, represented by the closure areas, is easy to 
see (Fig. 3). Patterns of CRW are generated with no boundary 
condition by varying the parameter SD from 0.01 to 1.0 in 
increments of 0.01. By comparing the patterns of CRW with 
those of EERW, we see that EERW can balance exploitation 
with exploration, and the patterns of EERW are generated 
under the same conditions as those of CRW, except that 
NC=15 and P=0.3. 
 
 
Figure 3 Performance of the CRW (red points) and EERW 
(green points) with respect to the closure areas and the 
number of crossovers. Snapshots of trajectories of the CRW 
with SD values of 0.0 and 1.0 are represented by top box and 
bottom box, respectively. Additionally, trajectories of the 
EERW with SD 0.5 are represented by a box connected to a 
black circle, which indicates that the EERW can balance the 
trade-off. 
 
 Bartumeus and colleague showed that the Lévy intermittent 
model could be more efficient than the CRW (Bartumeus and 
Levin, 2008). In their study, the Lévy intermittent model was 
compared to the CRW model with two different values of a 
parameter that controls the directional persistence of the 
model. However, the CRW can display various behaviors, 
from persistent, ballistic movement to an uncorrelated 
classical random walk. We examined the CRW with most of 
the possible SD values, revealing that the EERW intermittent 
model without a Lévy process can balance the trade-off of the 
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CRW between exploitation and exploration, as calculated by 
two quantities: number of closure areas and number of 
crossovers.  
 
Another intermittent search model  
 In the study of random search, some models have assumed 
that agents have memory or learning skills (Ferreira et al., 
2012, MacNamara and Houston, 1987). Their memories and 
learning abilities are also assumed to be finite. However, there 
has been no attempt to assume ambiguity of memory or 
misunderstanding of learning. In this section, we first 
introduce ambiguity and/or misunderstanding in the form of a 
rule to switch between search phases in the EERW. Second, 
we show that such a modified EERW (MEERW) results in a 
Lévy-like distribution of time intervals for phase switching. 
Finally, we discuss the difference between LW and MEERW. 
 In the EERW model, the number of crossovers in a 
trajectory represents the extent to which the agent implements 
local search. Hence, there was a threshold number of 
crossovers, NS, at which the agent switched phases. In 
contrast, in the MEERW model, which in most ways is the 
same as the EERW model (Fig. 4a), the value of the threshold 
NS is dynamically varied by two types of misunderstanding of 
the rule.  
 One such misunderstanding occurs when a long trail is 
stochastically generated without enough crossovers. We 
regard it as a ballistic movement (Fig. 4b). If such the long 
trail is generated, it is assumed that the exploitation phase was 
already implemented, even though the number of crossovers 
did not exceed the threshold NS, and exploration phase is 
regarded as a trail entailing the reset of the memory of the 
trajectory. Then, NS is decremented by one because the agent 
misunderstands a shorter local search (and the generated trail) 
as a rule. We here define such a long trail as a series of tracks 
comprising Nt tracks, in which the inner product of each track 
and the next one is greater than IP.  
  
Figure 4 Schematic diagram of MEERW. (a) The MEERW 
model is basically same as the EERW, in which NC indicates 
how long an agent searches the local area. (b) A long trail 
stochastically generated decreases NC. (c) Excessive search 
time increases NC.  
 For the other misunderstanding, we introduce an additional 
memory restriction: an agent can memorize only Nm tracks as 
a trajectory, so it can make crossovers only with the 
memorized tracks (Fig. 4c). Moreover, if the agent spends Ns 
steps without switching phases, then NS is incremented by one 
because the agent misunderstands the longer local search as a 
rule. 
 In this paper, we fixed the parameters at Nt = 15, IP = 0.85, 
Nm = 10 and Ns= 100. 
 
 Now, we demonstrate the Lévy-like distribution of time 
intervals for phase switching by comparing the EERW and 
MEERW models. For EERW, we measured the time steps 
spent in the exploitation phase as the time interval because the 
ratio of time steps spent in the exploitation phase to those 
spent in the exploration phase is constant. For MEERW, we 
basically measure time steps in the same way as for EERW, 
but if the stochastic long trail is generated, we also measure 
time steps from the start of the exploitation phase to the time 
that the trail is generated. Fig. 5 shows the frequency 
distribution of time intervals in a one million time-step 
simulation with SD = 0.2 and P = 0.3. The exponent µ is 
computed as the slope of a regression line for the range of 
values where power-law behavior (straight line in a log-log 
plot) is observable. The exponent µ for EERW is 5.81 with R2 
= 0.957. For MEERW, it is 2.38 with R2 = 0.943. 
 In the Lévy strategy with the Lévy intermittent model, the 
exponent µ of the tail of the power-law distribution should be 
in the interval 1 < µ < 3. For 1 # µ, the distribution is not 
defined. For µ # 3, provided the conditions of the Generalized 
Central Limit Theorem, the tail converges to a Gaussian 
distribution. In the latter case, the time interval will show an 
intrinsic characteristic scale. In this sense, the distribution of 
MEERW is considered to be Lévy-type but that of EERW is 
not.   
 
Figure 5 Power-law distributions of EERW and MEERW. 
 
 Indeed, the distribution of EERW cannot be Lévy-type. In 
Table 1, we estimated the exponent µ for EERW, varying the 
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parameter NC from 1 to 20 and SD from 0.1 to 0.9. The 
results show that, for all combinations of NC and SD, the 
exponent µ is greater than 3 and has a strong correlation (R2 > 
0.9).  
  
Table 1 Estimation of the exponent µ of EERW with the 
parameters NC and SD. 
 
 What is the difference between LW and MEERW? It is 
hard to distinguish the LW model from the MEERW model 
when we set the step length l to be very small relative to the 
parameter P. Fig. 6 shows a snapshot of a MEERW trajectory 
with l =0.005 and P = 3.0. It is easy to see that it has the 
features of an LW trajectory, such as varying step size with 
some small-step clusters interspersed with longer steps. The 
main difference between LW and MEERW lies in the 
behavior exhibited at the arrival point. 
 
Figure 6 Snapshot of a MEERW trajectory with l = 0.005 and 
P = 3.0. 
Discussion 
 The fact that local clusters are connected by saltations in 
animal searches and/or LW suggests that there are rules for 
the detection of targets (Bénichou et al., 2011). The 
intermittent search strategy assumes that agents move to 
another field if the local search is finished, which is consistent 
with the clustering phenomenon. This strategy implies that the 
agent has two different phases. However, the time interval that 
elapses before phase switching is given by some stochastic 
process, such as a Lévy process, rather than a rule.  
 In this paper, we started with the simple intermittent model 
EERW, which was not based on a Lévy process but instead 
was equipped with the principal features of the intermittent 
strategy (i.e., there were two different phases). In EERW, the 
switch between phases is provided as a rule such that, if the 
number of crossovers exceeds a threshold NC, the agent resets 
the memory of trajectories and makes ballistic long trails in a 
direction uncorrelated with the past. We demonstrated that 
EERW could balance a trade-off between macro search 
(exploration) and micro search (exploitation), and we 
compared the EERW model with a CRW. 
 Finally, we constructed a MEERW by incorporating 
ambiguity or misunderstanding of the rule, in which a 
threshold NC is dynamically varied by the stochastically 
generated long trail and excessive search times. As a result, 
MEERW showed Lévy-like distribution. Moreover, 
depending on the parameter values l and P, MEERW could 
behave much like an LW model. 
 An LW model has already been constructed without a Lévy 
process, yet there must have been deterministic walks and 
interactions with a complex distribution of targets (Santos et 
al., 2007). Thus, our model is the first attempt to investigate 
the hypothesis that an LW can be generated in the absence of 
a Lévy process and without deterministic walks. 
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Abstract
We are interested in understanding how conflicts for common
resources can be resolved when concurrently selfish agents
are in place. To answer this question, we investigate a many-
core machine that performs concurrent operations. Even with
the selfish and non-cooperative nature of computational pro-
cesses, they successfully organize a whole task. More specif-
ically, we use the almost lock-free (ALF) architecture, which
enables effective concurrent computation on a many-core ma-
chine. A unique point of the ALF is that it performs opera-
tions on shared resources simultaneously without excluding
each other. We conducted data management experiments by
varying the different number of cores on a single machine and
investigating the characteristic dynamics of when the highest
performance is observed. We found that the temporal dynam-
ics of the number of operations changes from noisy to bursty
pattern at the optimal point. In other words, the optimal com-
putation is found at the edge of chaos. We argue that species
or agents that interact concurrently with others show chaotic
behavior in a congestion sate, and the cooperative state is es-
tablished in the chaotic state.
Introduction
From multi-cellular organisms to swarms of birds and
a large ecological system, there is a conflict for com-
mon resources, e.g., food, territories, etc. This type
of conflict can be resolved by introducing temporal
oscillation. When N number of agents can period-
ically access the resource in turn, a happy solution
can be obtained where everybody can share an equal
amount of the source. This periodic behavior is re-
alized as turn-taking behaviors (Iizuka and Ikegami,
2004; Ikegami and Iizuka, 2007). Or the conflict can
be resolved spatially by each agent sticking to its own
niche (i.e., food/territory) without invading space be-
longing to others. This spatial division of niche is often
observed in ecological system and other social systems.
But what happens if agents become selfish and ac-
cess the resource at a time or invade the other niche?
Does it always end up with an unhappy solution where
nobody gets anything? Is it always bad manners to steal
another’s niche? In this paper, we investigate an ar-
tificial system that performs concurrent operations on
many cores to answer these questions. More specifi-
cally, we are interested in understanding how parallel
processing threads cooperatively work together and or-
ganize an entire task. We tackle this problem by having
a new computational framework called “almost lock-
free” (ALF for short), where we let each thread access
a common work space without completely prohibiting
others to access the same work space at the same time.
A small interfering behavior will lead to an optimal be-
havior as we will show below.
ALF, presented here is a new algorithm we have in-
vented for processing data concurrently in a computer
with many cores (Wei and Kato, 2013). Due to the self-
ish and non-cooperative nature of computational pro-
cesses, it usually is difficult to increase the throughput
when performing concurrent operations on many cores.
This is because, in order to maintain consistency of
computation, lock-operations should be performed ev-
ery time an operation accesses the common workspace.
However, these lock operations become overhead and
throughput decreases. Thus, when dealing with con-
current operations or multi-threading computation on
many cores, how to process lock-operations are impor-
tant factors to consider for achieving high throughput.
ALF deals with this issue by permitting the mutual
interference among processors. Using the ALF sys-
tem, we will observe how concurrency causes conges-
tions or conflicts, as well as how mutual cooperation
emerges in such a system.
Almost Lock-Free System
One of the remarkable developments of processor in-
dustry in the last decade is the serial processing speed
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Figure 1: (a) An example of how B-tree (of order 2) is constructed. (b) An example of a large B-tree (of order 4)
with randomly distributed key values. Colored space indicates the keys are inserted and uncolored space indicates
the free space. Red node indicates the triggers of split. (c) An example of a large B-tree (of order 4) with ordered
distributed key values.
or clock rate of core. Today, a standard computer
is equipped with multi-core or even many-core pro-
cessors. To make full use of these processors, con-
currency control approaches have been proposed for
writing concurrent programs. Dominant concurrency
control approaches take what is called a pessimistic
approach in which locks are performed every time a
thread accesses the shared space. However, this ex-
tensive lock-based approach limits the concurrency of
operations on multi-cores.
On the other hand, optimistic concurrency control
approaches have been proposed. The optimistic ap-
proach assumes that multiple operations can complete
without affecting each other. When conflict happens,
the committed operations roll back. The optimistic ap-
proach can achieve a high throughput when conflicts
are rare, since operations can complete without the ex-
pense of managing locks and without having opera-
tions wait for other operations’ lock to clear. However,
if conflicts happen often, the cost of restarting oper-
ations hurts performance significantly. ALF takes an
approach that combines the pessimistic and optimistic
concurrency control approaches, which we will explain
in more detail below.
Balanced Tree Data Structure
Many different types of file systems exist such as HFS
for Mac OS, Ext for Linux, NTFS for Windows ma-
chines, ISO 9660 used on DVDs and CDs and so on.
They are different in directory structure, how much
spaces files are allowed to use, what sort of metadata
(about the usual data) is managed. But the basic pur-
pose and architecture of modern file systems are sim-
ilar to each other. In general, their purposes are man-
aging access to the content of both data and the meta-
data available on local and global storage devices. In
particular, a data structure called balanced Tree (B-tree
for short) is used for organizing the indices in current
file systems for efficiency; B-tree supports operations
such as searches, insertions, and deletions in logarith-
mic time efficiency. ALF uses this B-tree data structure
for managing concurrent operations.
B-tree is constrained to have an equal number of
pointing nodes per each node in a data-address tree.
A dynamic way of constructing B-Tree under this con-
straint provides a unique growth of the tree form. For
example, Figure 1 shows how a B-Tree grows for an
input sequence of key values (40, 15, 5, 10, 12). In the
example, each node can contain two values, or order
of 2. A value is inserted into a node in an ascending
order until the node becomes full (step 1 to 3). When
the node is full, it creates two child nodes as depicted
in step 4 taking the median as the parent node. Then it
continues to add a value to the tree in an ascending or-
der. It happens that the tree becomes unbalanced as in
the case of step 5. When this happens, the tree adjusts
itself to make it balanced by moving an adequate value
to its parent node as depicted in step 6. The nodes at the
bottom of the tree are called leaf nodes and the other
nodes are called internal nodes.
Properties on B-tree have been extensively studied
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Figure 2: An example of how B-tree (of order 12)
grows using ALF with three threads.
in the literature and the best-known property of B-
tree is that it uses loge(2) = 69% of spaces in each
node when randomly distributed keys are inserted in
B-tree (Johnson and Dennis, 1989). Examples of large
B-trees are shown in Figure 1-(b) and -(c), with ran-
domly distributed keys insertion and with sorted keys,
respectively. These large B-trees show how leaf nodes
are added or split with time. ALF uses this B-tree data
structure for managing concurrent operations (i.e., in-
sertion, deletion and searches).
ALF on B-tree
ALF takes a hybrid approach which combines opti-
mistic and pessimistic concurrency controls on a B-
tree data structure. More precisely, ALF operates on
optimistic concurrency control and only executes locks
when a certain condition is met. This may cause incon-
sistency during the data management processes. ALF
achieves this by modifying the node in the data struc-
ture and allows many threads to update the same leaf
node simultaneously. A key feature to combine opti-
mistic concept with pessimistic concurrency controls
is that it gives a minimum modification for tree node
structures and concurrency controls. The concept of
ALF is not just about managing the data, but it also
tells us how each agent should behave independently
and cooperatively with a common resource.
More practically, data structure is divided into two
types, public space and private space. Each core op-
erates on private space and interacts with each other
through the public space. Since operations conducted
on private space are not shared on the public space,
other cores cannot see even if some operations can
cause conflicts on the public space. For example, an
insert operation conducted on a private space is not
recognized by other cores until data is merged in the
public space. If we lock the public space every time
an operation affects the public space, or if we have a
global clock, this conflict can be avoided.
Instead, ALF does not perform the lock every time an
operation is performed on the public space, but rather
lets it run until a certain condition is met, allowing
some inconsistency in the data to occur. Without a
global clock or complete lock operation, one may ex-
pect that the system will not self-organize anything due
to the conflicts among private cores. Here we will show
that this is not quite the case but rather it shows better
throughput.
Figure 2 shows an example of how a B-tree grows
with ALF. Here we take three threads as an example.
Each thread corresponds to a core. The tree node struc-
ture is divided into two areas; the public space and the
private space. The ALF adopts the idea of a thread-
local area where threads can write to the private area si-
multaneously, to achieve a partial lock-free status. The
data in the private space will be reflected on the public
space by using exclusive locks when the private space
becomes full. This operation is called reorganization
and it happens when the private space for one thread
becomes full. This reorganization phase is the only
lock phase in the approach, and thus it is called almost
lock-free.
Here, we explain how ALF works on B-tree (of or-
der 12) by following the steps depicted in Figure 2. The
initial node is assigned to private spaces and the same
amount of space is allocated for each thread. Thread
1 is colored in red, thread 2 is colored in yellow and
thread 3 is colored in blue, respectively. In this ex-
ample, we only consider insert operations. We explain
each step below.
1) Keys 1 (thread 1), 6 (thread 2), and 10 (thread 3) are inserted in
each private region.
2) When the key 9 is assigned to thread 1 after inserting the key 2
in the same thread, it detects that the private space for thread 1
is full. This triggers reorganization of the node.
3) When reorganization is triggered, all the operations in the pri-
vate area are reflected on the public area and keys are inserted
in the public area in an ascending order. The remaining space is
distributed equally for each thread.
4) Keys 20 (thread 1), 34 (thread 2), 67 and 32 (thread 3) are in-
serted on the private area. When the key 32 is inserted in thread
3, it triggers the reorganization again.
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Figure 3: Throughput (number of operations executed
per millisecond) when varying the number of cores and
the orders.
5) All the keys in the private regions are inserted into the public
area. However, the public area does not have enough space for
all the keys in the private area. This triggers the node to split.
6) The medium key is taken as a parent node and two children
nodes are created.
Note that private spaces are only allocated at the leaf
nodes and all the internal nodes are allocated as public
spaces.
Experiments
We conducted experiments using the ALF on 64-cores
machine. Here, we only use insertion as operation. The
total number of keys which are randomly manipulated
is 1,000,000 of the range [0, 1000000). The order (i.e.,
the node size) is set to 100, 150, 200, 250 and 300. We
measure the total execution time on manipulating mil-
lion keys by invoking system call 1, and then calculate
the throughput (= number of operations per millisec-
ond).
Best Degrees of “almost”?
Figure 3 shows the results of the throughput. The aver-
age throughput of the five runs is depicted in the figure.
We see that the optimal throughput is obtained when
the number of cores is 16 for all the orders and it de-
creases after that. This is because, although we gain
a lot of concurrency, when the number of threads be-
comes larger, it also triggers a lot of reorganizations
1The system call named CLOCK GETTIME is used.
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Figure 4: Total number of reorganizations and through-
put with different number of cores. The throughput is
maximized at 16 cores and after that the throughput de-
creases as the number of reorganizations increases.
and thus leads to decrease in throughput. For exam-
ple, in the case of 64 cores with the order of 150, only
2 or 3 spaces are allocated for each thread; resulting
in the large number of reorganizations to occur. This
is confirmed in the Figure 4, which plots the number
of reorganizations and the throughput in relation to the
number of cores (the order is set to 150). The num-
ber of reorganizations increases as the number of cores
grows.
Characteristic Dynamics of ALF
A characteristic feature of ALF, comparing with the ex-
tensive locking system, is that a larger number of reor-
ganizations on B-tree can occur at a time as the number
of threads becomes larger. The reorganization occurs
when no space exists for executing operations on any
thread in the private space.
Figure 5 shows the time evolution of the internal
nodes and the free space ratio at each reorganization.
Characteristic dynamics is observed in the stepwise in-
creases of the number of internal nodes. The reorgani-
zation makes new space for each thread to execute the
operations and the number of free space will increase
following the number of internal nodes of a tree. Hav-
ing too many cores leads to frequent reorganization,
slowing down the entire performance.
On the other hand, if it has enough space, many cores
can work concurrently, increasing the entire perfor-
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Figure 5: Dynamics of changes in the ratio of the free
space in the entire B-tree and the increase in the num-
ber of internal nodes.
mance. As we saw in Figure 3, the maximum through-
put is found around when the number of core equals
to 16. If operation load is equally balanced among
concurrently processing threads, the number of possi-
ble operations should be proportional to the number of
cores. But actually, unbalanced operational loads oc-
cur that suppresses the number of operations resulting
in the decrease of throughput.
In Figure 6, the number of leafs and internal nodes
develop differently in time depending on the number
of cores. For the number of cores equal to 4, the num-
ber of leafs shows a convex curve, whereas that of 64
shows the concave and that of 16 is hybrid. For the
number of internal nodes, all the examples show step-
wise development, except that the case of the number
of cores equals to 16, the step size does not grow ge-
ometrically, but rather with some modulations. These
are the pieces of circumstantial evidences that the core
number equal to 16 is at the boundary of two quantita-
tively different dynamics phases.
The singularity of the core = 16 is also reflected in
the time evolution of the free space ratio and the num-
ber of operations. Figure 7 shows the dynamics of the
number of operations and the ratio of free space of the
entire B-tree. The leftmost figure corresponds to the
single core case, and the right most figure corresponds
the case with 64-cores. When the number of cores is
below 16, the possible number of operations over a
course of time is suppressed at a lower value around
100. By further increasing the number of cores, the
(a) cores = 4
(b) cores = 16
(c) cores = 64
Figure 6: Time evolution of the total number of leaf
nodes and internal nodes of the B-tree. The red colored
line shows the total number of internal nodes and the
blue colored line shows the total number of leaf nodes.
number of operations will be raised to around 500 with
bursty time series. The critical core number 16 corre-
sponds to the transition point. To confirm this transi-
tion, we counted the number of local peaks in the time
series of the number of operations 8. We superimpose
all the extracted peak values by changing the number
of cores. We can observe a quantitative transition when
the number of cores is 16.
We can summarize the behavior of the number of op-
erations and of free space as follows.
i) The number of operations can be classified into two
patterns: a noisy time series with lower amplitudes
and a bursty time series with larger amplitudes. The
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Figure 7: Dynamics of the number of operations and the ratio of free space of the entire B-tree. The figures are
shown for cores = 1, 2, 4, 8, 16, 24, 32, 40, 48, 56, and 64 from left to right. The optimal throughput is found at core
= 16 and is colored in grey.
optimal throughput (core = 16) is found at the tran-
sition point of these patterns. An exception is the
single-core case whose time evolution of operations
is similar to the optimal case.
ii) The number of free space on average is proportional
to logarithm of the number of cores.
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Figure 8: Counting the number of local peaks in the
time series of the number of operations, we superim-
pose all the extracted peak values (y-axis) by changing
the number of cores (x-axis). It should be noted that
there is a qualitative transition at the number of cores
equals to 16 (colored in red).
From these observations, we say that the optimal
number of cores for the entire computation is found at
the transition point, which is at the edge of the chaotic
state and the bursty phase.
Discussions
We know several examples showing that the optimal
behavior can be found at the edge of chaos. This paper
adds another example that the optimal computation is
found at the edge of chaos and the bursty behavior. In
our previous work, we have also found that the optimal
throughput of the packet switching network (PSN) at
the edge of chaos and the periodic window (Ikegami
et al., 2011; Takayasu, 2005). In the case of PSN, con-
gestion of packets occurs at the critical point where
the throughput becomes optimal. In an analogy with
PSN, we hypothesize that congestion among different
threads allows the system to perform more operations.
Concurrency causes congestion and congestion lets
a system rearrange the B-tree structure, creating more
free space. That is, with the increase in the size of
free space, effective competition among threads is sup-
pressed. In other words, a mutual cooperation emerges.
A juxtaposition of three unrelated C-terms, concur-
rency, congestion and cooperation is linked by the dy-
namics at the edge of chaos.
A similar discussion can be applied to an ecologi-
cal system’s dynamics. Host and parasite networks or-
ganize a complex food web. With respect to the pop-
ulation dynamics of each species dynamics, we know
that a weak chaos with large degrees of freedom, called
homeochaos (Kaneko and Ikegami, 1992) leads to a
network symbiotic state (i.e., cooperative phenomena).
This chaotic state is attained by auto-tuning dynam-
ics of mutation rates of each species. An initial set of
species self-organizes into this homeo-chaotic state by
increasing the mutation rates.
We believe that the biodiversity of a rainforest pro-
vides such an example. The abundance of each species
in a rainforest is relatively low but many different
species can co-exist in the same place (Connell, 1978).
We argue that congestion of species produces chaotic
dynamics in an ecosystem and they work concurrently.
That is, species or agents that interact concurrently
with others will show chaotic behavior in a conges-
tion sate, and the cooperative state is established in the
chaotic state. The current work provides that the same
principle can be applied in a concurrent computing sys-
tem.
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Conclusion
We proposed a new idea of effective concurrent compu-
tation without using the scheme of extensively locking.
A unique point of this scheme is that all the threads
perform operations simultaneously without excluding
each other. We found that the optimal number of cores
for efficient computation is 16 in our experimental set-
ting. The temporal dynamics of the number of opera-
tions changes from noisy to bursty pattern at the opti-
mal point. We thus insist that the optimal computation
is found at the edge of chaos. The emergence of this
critical point comes from the almost lock scheme.
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Abstract 
To operate in dynamic environments robots must be able to adapt 
their behaviour to meet the challenges that these pose while being 
constrained by their physical and computational limitation.  In this 
paper we continue our study into using biologically inspired 
epigenetic adaptation through hormone modulation as a way to 
accommodate the needed flexibility in robots’ behaviour, focusing on 
problems of temporal dynamics.  We have specifically framed our 
study in three variants of dynamic three-resource action selection 
environment. The challenges posed by these environments include: 
moving resources, temporal and increasing unavailability of 
resources, and cyclic changes in type and availability of resources 
related to cyclic environmental changes. 
 
Introduction 
 
In autonomous robotics, there is still a trend to develop and 
tune controllers with certain explicit goals and environments 
in mind (see e.g., Suganol & Shirai, 2006; Krichmar, 2012 for 
an overview). This tuning can be either very direct such as 
pre-determining the weighting of environmental cues, or more 
subtle through the use of mechanisms such as reward 
feedback, fitness functions and activity functions (Krichmar, 
2012; Lones & Cañamero, 2013).  
However, even slight changes in the environment can lead 
to significant and often unpredictable changes in the trajectory 
of the same behaviour (Simon, 1969; Braitenberg, 1984; 
Steels, 1994, Maris & Boekhorst 1996). While environmental 
changes tend to modify the organism’s behaviour in relation 
to the environmental change (see e.g., Clemens et al., 1978; 
Crew, 2010; Zhang & Ho, 2011), significant changes to the 
environment of robots possessing pre-programed/determined 
adaptation mechanisms can lead to behaviours that are not 
only unsuitable but may render the robot inoperable 
(Tschacher & Dauwalder, 1999; Krichmar, 2012; Lones & 
Cañamero 2013). 
Biological organisms are able to cope with environmental 
change through long-term evolutionary adaptation, more rapid 
ontogenetic adaptation, or through learning (Wilson et al, 
1994; Cacioppo et al., 2002; Carere et al., 2005). In 
organisms, a form of epigenetic development occurs through 
interactions with uncertain and dynamic environments 
(Jaenisch & Bird, 2003; Carere et al., 2005). These 
interactions can lead to changes in gene expression (Fowden 
& Forhead, 2011; Zhang & Ho, 2011) and subsequently to the 
appearance of new behaviours (Crews, 2011) adapted to a 
specific ecological niche (Narain, 2012).  Recent studies have 
shown that hormones provide some of the signals needed to 
trigger the development of different aspects of the organism 
(Clemens et al.,1998; Crews, 2010; Fowden & Forhead, 
2011). 
In past experiments (Lones and Cañamero, 2013) we tested 
the viability of using epigenetic hormone modulation as a way 
to allow a robot to adapt to unknown environments. In that 
study, we placed the same architecture into various 
environments posing different challenges to the robot. For 
each experiment, we researched the ability of the epigenetic 
robot to develop unique behaviours in direct relation to the 
environmental challenges. In all cases, a significant increase 
in viability was noticed in the epigenetic model compared to 
an architecture lacking the epigenetic mechanism.   
In the present study, we investigate the ability of a robot, 
endowed with the same architecture as in the above-
mentioned study, to cope with environments posing different 
types of temporal dynamics problems. In our previous study, 
the environment we used, while possessing some dynamic 
qualities, were predominantly static. Changes in that 
environment occurred as a consequence of the robot’s actions. 
However, in this study, each environment has its own 
dynamics. This creates an opportunity to examine the robot’s 
behaviour when faced with constantly changing and 
potentially unpredictable environments.  
 
 
Robotics model 
 
The robot we have used in this study is the Koala II (www.k-
team.com), a medium-sized wheeled robot. It is equipped with 
16 infrared (IR) sensors placed around its body, and we use 
them as both proximity sensors and touch sensors. Proximity 
IR sensors are grouped to monitor the eight cardinal and 
ordinal directions surrounding the robot. In our case, this 
permits the detection of the direction that possesses the least 
resistance to movement. Touch IR sensors “extend” the 
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robot’s body by 1cmwhat we refer to as “extended body”. 
Any encroachment of this area is categorised as contact, and 
the force of contact is dependent upon both velocity and 
persistence of the encroachment. Finally, we have fitted a 
webcam to the robot that, in combination with OpenCV, 
allows the robot to track specific coloured objects. For a more 
detailed overview of our setup please see (Lones and 
Cañamero, 2013). 
 
The Physiology of the robot consists of three survival-related 
homeostatic variables, which must be maintained within a pre-
set boundary                for continued survival (see 
table 1). These three survival-related homeostatic variables 
are based upon plausible robotic needs in form of energy (E), 
physical condition (C) and temperature (T).  
The robot’s energy depletes at a rate equivalent to a basal 
metabolic rate plus the energy cost of activating subsystems 
such as vision. Since these subsystems are always active in 
this implementation, energy decreases at a constant rate of δ 
per step. Condition represents a measure of health for the 
robot. Deficits occur in a semi-unpredictable manner from 
collisions. Both variables can be recovered by finding and 
consuming specific resources. Finally, temperature represents 
the internal heat level of the robot. The robot’s temperature 
rises as a function of a combination of the environment’s 
ambient temperature and the robot’s movement speed. 
Cooling down (dissipation of temperature) occurs at a 
constant rate. Assuming a moderate or rapid dissipation of 
excess heat, the robot is able to maintain a steady speed 
without running the risk of overheating. Table 1 provides an 
overview of the different internal variables. 
 
H.Var Ideal 
Value 
Limit Cause of deficit  Recover 
per step 
E 100 0 δ =0.1 1* 
C 100 0 Contact 1* 
T 0 100 Movement 0.8 
* The robot must be near the resource for recovery to commence 
Table 1: The homeostatic variables of the robot. In this 
implementation, if Energy or Condition fall below 0, the robot 
“dies”. Temperature has an inverse effect. 
 
These survival-related homeostatic variables give rise to a 
Viability zone (Physiological space), following Ashby (1952) 
and Avila-García and Cañamero (2004). The position in and 
management of the dynamics of the viability zone provide 
different ways to quantitatively measure the robot’s 
performance and wellbeing. Like Avila-García and Cañamero 
(2003, 2004) and our earlier paper Lones and Cañamero 
(2013) we have used this idea of the viability zone to create a 
performance indicator called “comfort”. Comfort provides a 
measure of the average homeostatic deficit at any time, and 
the “risk of death”, which indicates how close the internal 
state is from reaching lethal values. Comfort is calculated on a 
scale of 0 to 1; with a comfort level close 1 indicating 
homeostatic variables near their ideal levels. Whereas a 
comfort level near to 0 would indicate large homeostatic 
deficits and a high “risk of death”.  Along with the comfort 
level the standard deviation at specific points is also provided. 
This allows for a greater insight into the robot’s performance.   
 
Hormones 
 
Apart from providing a measure of wellbeing, the tendency to 
satisfy homeostatic needs provides part of the foundation for 
the formulation of motivations. Internal needs modelled as 
homeostatic variables have long been used to model 
motivations in robotics, providing efficient and 
understandable simple models that permit the generation of 
appropriate goal-oriented movements and behaviours (e.g., 
Cañamero, 1997; Breazeal & Scassellati, 1999; Arkin, 2003; 
Bach, 2011). However, in biological systems matters are more 
complex, as motivations do not come directly from 
homeostatic deficits. Rather, hormone secretion derived from 
homeostatic deficits (e.g., ghrelin in the case of hunger) are 
shown to be behind the formation of motivation (Wallen, 
2001; Malik et al., 2008) and the motivational value of 
environmental cues (Wied, 1976; Martinez, 1981; Frijda 
1986). The development of an organism’s hormonal gland 
activity (in the form of synthesis and release) as well as the 
development of receptor sensitivity are believed to be 
susceptible to both endogenous and exogenous environmental 
cues (Zhang & Ho, 2011). This would suggest that motivation 
is also in part affected by past experience.  
An epigenetic hormonal motivation-like system could 
potentially provide an efficient method to allow robots to 
align their needs and goals with challenging environments on 
a more permanent basis, e.g., to “grow up” adapted to an 
environment presenting uneven opportunities to fulfil 
survival-related needs. This process would affect the tolerance 
to different homeostatic deficits and the priority with which 
they would be maintained as a function of the developmental 
environment. Through such an epigenetic process, during the 
earlier stages of the development of the robot, its hormone 
glands associated with underrepresented needs would become 
more sensitive. That is, smaller homeostatic deficits would 
trigger the same level of hormone secretion as we would see 
in robots that had “grown up” in a more balanced 
environment.  
Hormones are however not limited to motivations. In our 
previous study (Lones and Cañamero 2013), we showed how 
an epigenetic hormone-like system can give rise to diverse 
behaviours tailored to different environments. While 
hormone-modulated behaviours had already been successfully 
modelled in the past, what sets our model apart from others 
such as (Avila-García and Cañamero, 2004; and Krichmar, 
2012), is that: (a) instead of having a limited number of pre-
set behaviours, behaviours emerge from the combination of 
the hormone-activated sub-systems within the robot; and (b) 
that due to the epigenetic nature of the hormone glands, this 
means that two robots with the same motivational tendency 
but with different developmental histories may behave in 
different ways.  
 
The Action selection mechanism 
 
The ASM incorporated a “voting-based” (VB) policy based 
upon ideas presented by Tyrell (1993). By using the VB 
architecture, actions selected by the robot will be those that 
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provide the greatest overall benefit. In comparison, a “winner-
takes-all” (WTA) policy would lead to the selection of the 
actions that satisfy the current greatest need. Although Avila-
García et al. (2003) found that a WTA outperformed the VB 
architectures in dynamic environments, in their environments 
the dynamics was introduced by the presence of predators, 
thus posing very different challenges. Using our model, in 
preliminary experiments we found that the VB architecture 
performed better, as shown in figure 1. These preliminary 
experiments consisted of five 5-minute runs of each 
architecture type. Performance was measured using comfort 
as an indication of the robot’s wellbeing. 
  
 
Figure 1: Comparison of the performance of VB and WTA 
architectures. 
 
Hormone System 
At the core of the VB ASM lies a hormone-like system 
influenced by models developed by Avila-García & Cañamero 
(2004) and Krichmar (2012). In a new development, we have 
implemented two different types of hormone, which are 
classed as either endocrine hormones (Eh) or neurohormones 
(Nh) (see Table 2). Drawing on biological systems, our Eh-
like implementation consists of hormones with the primary 
purpose to try to maintain homeostasis (Murphy & Bloom 
2006). The Eh group is made up of three hormones: one 
associated with each homeostatic variable. For each hormone, 
h, secretion occurs via a gland, gh, and the rate of secretion, sh, 
depends upon the current homeostatic deficit, dh, and the 
activity level of the gland,  , 
 
                                      
                                         (1) 
 
where   is a constant that scales the size of secretion. Once 
released, each secretion persists in the system for a random 
number of action loops (within a fixed range) before decay of 
that particular secretion occurs. The larger the secretion, the 
longer it will take to fully decay. The concentration          
of these hormones is thus determined by the total sum of each 
active secretion.  
The second group of hormones, Nh, contains only one 
hormone, D1. This hormone facilitates what can be described 
as “dominant” or potential “aggressive” behaviour.  This is 
achieved by having the hormone suppresses environmental 
cues that are associated with negative stimuli. For example a 
robot with a high D1 level that detects a desired resource will 
move towards it directly at a high speed pushing aside any 
obstacles, disregarding the potential of damage from 
collisions. In contrast a robot in the same situation but with a 
low D1 level would instead move around obstacles to reach 
the desired location. 
Rather than being triggered by internal deficits, as with Eh 
hormones, Nh secretion is linked to the mean of the external 
environmental cues (ecdt where d is the direction of the cue 
and t the type e.g. energy or repair source). Therefore the 
      of the neurohormone is determined by 
 
                                          ̅̅̅                        (2) 
 
where   is a predetermined weighting factor         
and   is the disperses rate of the hormone which is set to 0.9 
(leading to a 10% disperse rate each loop) during these 
experiments. 
Also different to the Eh model,    is not a set value. 
Instead, the activity level of the gland is stimulated by the 
mean concentration of the Eh hormones (       ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  in the 
body, similar to tropic hormones. Where in biological 
systems, these hormones have been demonstrated to 
cause/increase the secretion/production of other hormones 
(Sherwood, 2003): 
 
                                 
          ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅                                   (3) 
 
    will lie between a value of 0 and 1, with a value of 1 
indicating the gland is fully active, and 0 signifying that the 
gland is inactive. The final part of the Nh equation models 
neuroreceptor sensitivity (    ).  
                     
                                       
                                    (4) 
 
where          the cumulative effect of the neurohormone 
on the system once the concentration and sensitivity to it are 
taken into account, de is the minimum stimulation needed for 
activation of the receptor, and      the sensitivity of the 
receptor to the hormone.  
 
 
H. Name H. Type Trigger    
E1 Eh Energy deficit  
  0.09 
 
C1 Eh Cond deficit 
T1 Eh Temp deficit 
D1 Nh Visual cues  Varies  
Table 2: Robotic hormones 
 
Hormones and the ASM 
 
The VB ASM consists of a two-step computation (see figure 
2). The first step calculates the current homeostatic 
motivations or drives (     (see Table 3). Although three 
drives are present, we only need to directly calculate the 
intensity of hunger and damage. The hyperthermia drive, 
which can be satisfied by reduced or no movement, instead 
suppresses other drives. In addition to the internal state, 
motivations are influenced by environmental cues, 
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     (5)       
 
The perceived environmental cue in the forward direction, 
      is given an additional +1 score to simulate a restless 
mechanism and allow forward movement without external 
stimuli. To further reduce excessive switching of motivations 
     is given a 10% bonus to its value as a form of 
“hysteresis”.  
 
Figure 2: Hormone-based Architecture. 
 
Motivation Drive ext Stimuli Suppressed 
by  
Hunger (ME) E1 Eng source T1 
Damage (MC) C1 Rep source T1 
Hyperthermia T1 Climate   E1 & C1 
Table 3: Motivations of the robot 
 
The second step in the ASM calculates the behaviour to 
execute given the current motivational state and 
environmental conditions. Unlike previous hormone-based 
architectures such as Avila-García & Cañamero (2004) and 
Krichmar (2012) no explicit behaviours have been modelled. 
In our case, behaviours occur from dynamic combinations of 
different systems with no pre-set physiological cost or gain. 
The cost or gain of behaviour execution results from the sum 
of physiological changes that occurred during the action. 
 One of these subsystems is the robot’s personal space (Ps) 
(see Hall, 1966), an area that the robot will treat almost as 
an extension of its own body. Using a similar technique as 
with the “extended body” (the IR-based touch sensors 
around the robot’s body), the robot will normally maintain 
the Ps free from other objects. The radius of the Ps zone is 
determined by the current C1 hormone concentration. 
Encroachment will lead to attempts to re-establish a space by 
moving along the path of least resistance     , with a slight 
preference to going forward. D1 counteracts the tendency to 
keep the Ps empty, allowing objects within the Ps while trying 
to satiate drives. At high levels D1 will facilitate physical 
contact, allowing the robot to push or “attack” anything 
standing between itself and its target, the size of the Ps at any 
given time is show in equation 6. 
          (           
           
)           
  
            (6) 
 
where ns is the normal, unadjusted size of personal space, and 
            the maximum potential concentration of the 
hormone.  
 
 
Hormone-Signalled Epigenetics 
 
The final and following aspect of the model introduces an 
epigenetic adaptation mechanism into the architecture. Taking 
inspiration from recent biological studies (see Crews, 2008 & 
2010, Fowden & Forhead, 2011 for an overview) hormones 
trigger epigenetic changes in the robot. In our robot, hormone 
levels both indirectly and directly provides a fairly accurate 
measure of current conditions in the environment and level of 
situatedness. For instance, the current level of the E1 hormone 
is an indication of how well the robot is managing its need for 
energy. Combined with the concentration of D1, it is possible 
to determine the root of the imbalance, as either issue of 
scarcity, or difficulty of access to the resources.  
 These hormones can thus act as signals for epigenetic 
adaptation, whereby development of the glands that secret 
hormones and receptors that receive them are influenced by 
the external environment. For example, an autonomous robot 
that is often low on condition/health will have a high 
concentration of the C1 hormone within its system. The high 
concentration will lead to a long-term increase in the activity 
level (   of the gland that secretes C1. This will mean that 
sub systems such as the desire to maintain a degree of 
personal space or find repair resources will be much more 
prevalent within the model. Formula 7 shows method used to 
facilitate the epigenetic change in activity levels ( ) of the 
gland for hormones in the eh group.  
 
                                          
     
 
                                    (7) 
 
    where l is a constant to regulate the speed of epigenetic 
change.  
 Formula 8 shows the method in which epigenetic change 
can occur to the sensitivity of neurohormone receptors for the 
hormones in the Nh group  
  
                             
               
 
                                (8) 
 
where j is a constant to regulate the speed of epigenetic 
change. 
Drawing on the notion of critical periods in biological 
organisms, the epigenetic process above is active during the 
early period of the robot’s life. This critical period represents 
a window frame when organisms are most susceptible to the 
influences of external perturbations (Winks & Berthouzef, 
2008), mediated via hormone modulation (Crews, 2010), 
among other things.  
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The temporal three-resource problem 
 
The architecture described here has been tested in a temporal 
three-resource action selection problem framework, in which 
a robot needs to timely and appropriately select among and 
satisfy three needs using resources available in the 
environment in order to survive (remain operational or 
“alive”). Our experimental design included three different sets 
of experiments corresponding to three variants of an 
environment that pose different challenges arising from the 
temporal dynamics of the resources. Each set took place 
within a 2mx2m bordered environment inhabited by a single 
robot. Within each environment a number of energy and 
repair resources were available to allow the robot to replenish 
homeostatic deficits. These resources were represented by two 
different coloured sets of balls. The environments also contain 
an ambient temperature that is sensed internally by the robot. 
Scenario one consists of the base environment with one of 
each resource moving in a continuous pattern at a constant 
speed, slightly faster than the robot’s average, around the 
arena, see figure 3. At the end of each movement path 
(represented by a letter) the resource would pause for a period 
of 2 seconds. In cases where the robot was in the direct path 
of a resource, the resource would be manoeuvred around the 
robot using the shortest path before returning to its original 
trajectory. In the case where the resource was pinned or the 
movement was blocked by the robot, no attempts were made 
to push the robot aside. Instead, movement of the resource 
was halted until the robot moved away and a viable path was 
visible. At the start of each run the resources started at a 
different opposite points, e.g. A and E. 
 
Figure 3: The pathways and start points of the resources. 
 
Scenario two was again based on the base environment. 
However, in this scenario the energy resource appears at set 
points within the environment once every minute, the period 
during which it is available reduces over time, i.e., it becomes 
decreasingly available. For the first five runs, the energy 
source would remain for 30 seconds before being removed. In 
the second five sets the duration was reduced to 20 seconds 
and the final five saw the resource only accessible for 10 
seconds of every minute. The set points are the same as the 
start of pathways as seen in figure 3. In order to avoid biases, 
the order of set points where the resource would appear was 
predetermined randomly before each run. The choice to have 
the temporal properties apply to only the energy source was 
done to examine the robot’s ability to deal with the increasing 
disparities between the availability of the repair and energy 
sources.  
It is worth noting that the robot has no capacity to monitor 
time. Therefore, there is no facility to try to directly predict 
when the resource will appear. Rather, over time the robot 
will adapt to the scarcity and rarity of the resource. The use of 
a strict time period was to ensure each robot had same 
constraints and opportunities. 
 
Scenario three examines the ability of the robot to adapt to 
the effects of dynamic climatic changes. In this experiment 
the standard base set up of the environment was used with one 
of each resource available at all times. However the ambient 
temperature of the environment would increase and decrease 
over time, simulating a day-and-night temperature cycle. The 
entire cycle lasts for four minutes, as can be seen in figure 4. 
To simplify the model, ambient temperature ranked between 0 
(cold) and 10 (scorching heat).  
In order to increase the dynamics of the environment, 
temperature was allowed to fluctuate by up 2 points to 
simulate potential meteorological phenomena. The 
fluctuations were calculated at start of each 10-second period 
and lasted until the next period.  
 
 
Figure 4: An example of an average weather cycle with 
meteorological phenomena. The periods between 6 and 18 or 
minute 2 and 3 are analogue to daytime, with the highest 
temperature occurring midday equivalent to the sun at its peak 
in a natural environment.  
 
 
Experiments and Results 
 
The robot was tested over a total of 35 runs split in 10/15/10 
runs amongst the three previously described scenarios. Each 
run lasted a maximum of 10,000 steps around 10 minutes 40 
seconds per run. The epigenetic system was active during the 
first 3 minutes (2880 steps). A second set of runs was 
conducted in the same manner for a robot without the 
epigenetic mechanism to serve as a basis for comparison. The 
viability of both architectures was assessed using the 
previously discussed Comfort measure and standard deviation 
as well as visible observation. In cases where a robot died 
before the end of a run, a comfort value of 0 would be 
recorded for any remaining loops. 
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Scenario One 
 
This environment provides the robot with two distinct 
challenges. The first and most obvious was the need to 
develop a consumption behaviour suitable for moving 
resources. Secondly, this environment presents the first 
situation where the robot can be damaged by other elements 
(objects or organisms) of the environment. While as 
previously stated resources will move around the robot if it is 
directly in their path, they will still move close enough to 
encroach upon the extended body, causing damage. Therefore, 
the robot will also need to adapt to co-exist with the resources, 
not just how to exploit them. The results of the first 
experiments can be seen below in figure 5.  
 
 
 
Figure 5: The combined results for Scenario One. 
 
As can be seen in figure 5, the epigenetic robot performed at a 
higher level overall, but more interestingly had a much lower 
standard deviation of 0.05 compared to 0.17. The differences 
in standard deviation can be attributed to the dynamic nature 
of the resources. In some situations the robot was positioned 
in the ideal location to catch and consume resources as they 
passed. This led to timely management of the robot’s 
homeostatic needs. However, in other cases the robot would 
need to actively move across the arena and chase a resource. 
Since the resources moved slightly faster that the robot’s 
average speed, the motivation to consume the resource had to 
outweigh the motivation to limit speed in order maintain a low 
temperature. 
Distinctive behaviour developed for each of the 
architectures in this environment. The epigenetic model would 
develop an “ambush-like strategy”: the robot would remain 
sedentary until an energy source passed closely, at which 
point the robot would give chase at full speed often pinning 
the resource to a wall until it had finished consuming it.  
In contrast, the non-epigenetic model would engage in 
“drawn-out chases”. As the motivation to consume the 
resource allowed it to generate the speed needed to catch up, 
excess heat was generated. This heat generation led to 
premature end of the chase on a number of occasions. Finally 
the epigenetic robots displayed more adaptive behaviour at 
avoiding unnecessary collisions with resources, and almost no 
unwanted collisions occurred after the early periods.  
 
Scenario Two 
 
In scenario two, we tested the ability of the robot to deal with 
resources only available for limited periods of time. The 15 
runs were divided into 3 groups of increasingly challenging 
runs with the resource present for 30/20/10 seconds of every 
minute, challenging the robot to act in a timely manner when 
the opportunity to recover from homeostatic deficits was 
present. This temporal quality only applied to the energy 
resource. This further challenged the robot to overcome the 
“distraction” of the more readily available repair resource. 
The results of this scenario can be seen bellow in figure 6. 
 
 
Figure 6: The combined results for Scenario Two. 
 
Both robots performed at a similar level during the first five 
runs with 30 second window of opportunity. While the 
epigenetic robot moved more promptly to resources when 
they appeared, neither robot ever was in any real danger. 
However, as the window of opportunity shrunk, the 
differences between the two models became very apparent, as 
can be seen in figure 6. 
 As the point where the resource would appear next was 
unknown to the robot, it was inevitable that both architectures 
would miss some opportunities to replenish. However, the 
epigenetic model was generally quicker to find any resource 
due to the development of the E1 and D1 glands, thus giving 
the robot a greater chance of survival also when the 
opportunities were missed.  
Finally, due to missed opportunities to fully recover 
deficits, both robots often contained significant level of the 
D1 hormone. This in turn resulted in higher occurrences of 
collision in later runs, subsequently increasing the need for 
repair resources. In multiple cases this lead to similar levels of 
need for both the energy and repair resource. This resulted in 
the non-epigenetic robot sometimes going to the readily 
available repair source during the limited periods when the 
energy source was present and seen. This occurred on some 
occasions even when condition deficits were not significant. 
In contrast, the epigenetic model had adapted to the rarity of 
the resource. It only missed the opportunity to replenish 
energy once. This occurred when its condition levels were 
critical. In total, 7 of the non-epigenetic robot runs ended 
prematurely compared to a single death in the epigenetic 
model. Due to the high level of fatalities, the hormone-only 
model actually had a lower standard deviation of 0.03 in 
contrast to 0.08 in the epigenetic model.  
 
Scenario three 
 
In the final scenario we tested the ability of the two robot 
architectures to deal with cyclical climates, with the cycle of 
change in ambient temperature previously shown in figure 4. 
Like scenario two, this environment challenged the robot’s 
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ability to take advantage of limited windows of opportunity. 
During the periods where ambient temperature reached its 
peak, even limited movement soon led to overheating. Two of 
each of the resources, spread evenly in each corner, were 
constantly available in the environment. The results for this 
experiment can be seen in figure 7. 
 
 
Figure 7: The combined results for Scenario Three. 
 
 
As can be seen, the epigenetic robot had much greater 
success. After the initial 3 or 4 cycles the robot’s hormone 
glands had developed in such a way that, during periods with 
the highest ambient temperature, virtually all actions would be 
suspended. As soon as the ambient temperature dropped, the 
robot would move to replenish any deficits. The epigenetic 
robots developed two contrasting behaviours in order to 
survive the periods of high ambient temperature. One group 
simply over consumed and in effect “hibernated”. The second 
group would instead stay near the energy source at all times 
apart from the occasional need to repair, allowing itself to 
consumer energy during the increased climate with only very 
limited movement needed. 
In contrast, the non-epigenetic model often ran low on energy 
during the day cycle. This resulted in the robot being forced to 
move to energy sources, generating significant overheating, 
which led to the death of the robot on 3 occasions.  
  
Conclusion 
 
In our past study (Lones and Cañamero 2013) we have shown 
how epigenetic changes through hormone modulation increase 
the adaptability of a robot. Specifically we demonstrated how 
this process leads to behaviours tailored to specific 
environmental niche. These robots were placed into different 
environments with exactly the same starting architecture. 
However, through epigenetic processes, the robots developed 
distinct traits and behaviours depending on the environment in 
which they developed.  
In the study presented in this paper, we have investigated 
the same architecture under new criteria. Specifically, we 
focused on the ability of the robot to adapt to environments 
that presented temporal dynamics challenges. In the first 
experiment, the robot needed to adapt to fast-moving 
resources. While the robot could simply have “chased after” 
the resource at top speed, this would lead to unwanted 
overheating and would not guarantee appropriate satisfaction 
of its homeostatic needs. Instead, the robot developed what 
could be considered equivalent to an “ambush-like hunting 
tactic”. In the second experiment, the robot was challenged to 
adapt to limited windows of opportunity to satisfy a 
homeostatic need, all the while needing to adapt and disregard 
opportunities offered by more easily available resources that 
permitted to satisfy other needs. Needing to find a balance 
between maintaining the different homeostatic needs, the 
robot was able to respond in a timely manner to rare 
occurrences while still finding time to satisfy the other needs. 
In the final experiment, we examined the ability of the robot 
to adapt to cyclical events. Under this scenario, the robot 
needed to fully utilise the cooler periods of the day, which 
allowed it to be in a position to survive hotter periods when 
most actions would need to be suspended. This experiment 
marked the first time we saw the epigenetic model divide into 
two distinct groups. Each group developed a different method 
to deal with the debilitating temperature.   
 As we have shown, epigenetic adaption though hormone 
modulation potentially offers a suitable method to allow a 
base architecture to develop behaviours to adapt to 
environments presenting different temporal challenges.  
 
Acknowledgements 
John Lones is supported by a research studentship of the 
University of Hertfordshire. Partial support was also provided 
by the FP7 project ALIZ-E. We would like to thank the other 
members of our lab for their feedback. John is also grateful 
for additional feedback and advice from Zornitsa 
Trendafilova. 
 
References 
Arkin, R (2003). Moving up the food chain: motivation and emotion in 
behavior based robots. In Who Needs Emotions: The Brain Meets 
the Robot, Fellous J., Arbib M., editors. Oxford University Press, 
p.p 245–270.  
Ashby, W. R (1952). Design for a Brain, Chapman and Hall, London 
Avila-García, O., Cañamero, L. and Boekhorst, R. (2003). Analyzing the 
performance of ‘Winner-Take-All’ and ‘Voting-Based’ action 
selection policies within the two-resource-problem. In Proceedings 
of seventh European conference in artificial life (ECAL03) p.p 733–
742 
Avila-García, O. and Cañamero, L. (2004). Using hormonal feedback to 
modulate action selection in a competitive scenario. In: From 
Animals to Animats: Proceedings of the 8th International 
Conference of Adaptive Behavior (SAB’04), Cambridge, MA, MIT 
Press, p.p 243–252. 
Braitenberg, V. (1984). Vehicles: Experiments in Synthetic Psychology  
Cambridge, MA:MIT press/Bradford Book 
Breazeal, C. and Scassellati, B. (1999). "A context-dependent attention 
system for a social robot," in Proceedings of the Sixteenth 
International Joint Conference on Artifical Intelligence (IJCAI 99). 
Stockholm, Sweden, 1146–1151. 
Cacioppo, J., Brenston, G., Taylor, S. and Schacter, D. (2002). 
Foundation in Social Neuroscience Cambridge, MA:MIT press 
Cañamero, L. (1997). Modeling motivation and emotions as a basis for 
intelligent behaviour. In W.l Johnson editor proceeding of the first 
int conf on autonomous agents (agent 97), pages 148-155. New 
York: ACM Press 
Carere, C., Drent, P., Koolhaas J. and Groothuis, T. (2005). Epigentic 
effects on personality traits: early food provisioning and sibling 
competition Behaviour volume 142 number 9-10, p.p 1329-1355 
Clemens, L., Gladue, B. and Coniglio, L. (1978). Prenatal endogenous 
androgenic influences on masculine sexual behaviour and genital 
morphology in male and female rats. Hormones and Behavior 
volume 10 issue 1, p.p 40-53 
ECAL - General Track
511 ECAL 2013
Crews, D. (2008). Epigenetics and its implications for behavioural 
neuroendocrinology. Frontiers in Neuroendocrinology 29 p.p 344-
357 
Crews, D. (2010) Epigenetics, brain, behavior, and the environment 
HORMONES, 9(1): p.g 41-50 
Fowden, A. L. and Forhead, A. J. (2009). Hormones as epigenetic signal 
in developmental programing, Exp Physiol. june; p.p 607-25. 
Frijda, N. (1986). The Emotions, Cambridge University Press  
Jaenisch, R. and Bird, A. (2003). Epigenetic regulation of gene 
expression: how the genome integrates intrinsic and environmental 
signals. Nat Genet 33(Suppl): p.p 245–254 
Krichmar, J. L. (2012). “A biologically inspired action selection 
algorithm based on principles of neuromodulation” in The 2012 
International Joint Conference on neural networks p.p 1-8  
Lones, J. and Cañamero, L. (2013). Epigenetic adaptation through 
hormone modulation in autonomous robots. Submitted for 
publication 
Malik, S., McGlone, F., Bedrossian, D. and Dagher, A. (2008). Ghrelin 
modulates brain activity in areas that control appetitive behavior. 
Cell Metab 7:400–409 
Maris, M. and Te Boekhorst, R. (1996). Exploiting physical constraints: 
heap formation through behavioral error in a group of robots. In 
Proc. IROS’96, IEEE/RSJ International Conference on Intelligent  
p.p 1655-1660 
Martinez, J. L. (1981). Endogenous Peptides and Learning and Memory 
Processes Academic Press Inc 
Murphy, K. G. and Bloom, S. R. (2006). Gut hormones and the regulation 
of energy homeostasis. Nature 444 p.p 854-859 
Narain, C. (2012). Changing behaviour with epigenetics, Natural 
Neurscience 15, p.p 1329  
Sherwood, L. (2003). Human Physiology: From Cells to Systems  
Wadsworth Publishing Co Inc; 5th Revised edition  
Simon, H. A. (1969). The Sciences of the artificial. Cambridge, Mass.: 
MIT Press. 
Steels, L. (1994). A case study in the behaviour oriented design of 
autonomous agents 
Sugano, S. and Shirai, Y. (2006). Robot design and environment design  
Waseda Robot House Project”. In Proc. SICE-ICASE 31–34. Busan 
Tschacher, W. and Dauwalder, J P. (1999). Dynamics, synergetics, 
autonomous agents—nonlinear systems approaches to cognitive 
psychology and cognitive science World Scientific Publishing Co 
Pte Ltd 
Tyrrell, T. (1993). Computational Mechanisms for Action Selection PhD 
thesis University of Edinburgh  
Wallen, K. (2001). Sex and context: hormones and primate sexual 
motivation. Horm. Behav. 40, 339−357  
Wied, D. (1976). Hormonal influences on motivation, learning, and 
memory processes. Hosp Practice 11:123–131 
Sloan Wilson, D., Clark, A. B., Coleman, K. and Dearstyne, T. (1994). 
Shyness and boldness in humans and other animals  Trends Ecol 
Evol 9 p.p 442-446  
Winks, O. and Berthouze, L. (2008). Predicting the timing of critical 
periods in development In Proceedings of the 8th International 
Conference on Epigenetic Robotics, pp. 127-134  
Zhang, X. and Ho, S. M. (2011). Epigenetics meets endocrinology Journal 
of Molecular Endocrinology 46, p.p 11–32 
 
 
ECAL - General Track
ECAL 2013 512
Hidden information transfer in an autonomous swinging robot
James Thorniley1 and Phil Husbands1
1Centre for Computational Neuroscience and Robotics, Dept. of Informatics, University of Sussex, UK, BN1 9QG
jt241@sussex.ac.uk
Abstract
This paper describes a hitherto overlooked aspect of the
information dynamics of embodied agents, which can be
thought of as hidden information transfer. This phenomenon
is demonstrated in a minimal model of an autonomous agent.
While it is well known that information transfer is generally
low between closely synchronised systems, here we show
how it is possible that such close synchronisation may serve
to “carry” signals between physically separated endpoints.
This creates seemingly paradoxical situations where transmit-
ted information is not visible at some intermediate point in a
network, yet can be seen later after further processing. We
discuss how this relates to existing theories relating informa-
tion transfer to agent behaviour, and the possible explanation
by analogy to communication systems.
Introduction
The dynamics of embodied agent-environment systems are
increasingly analysed using information theory (Lungarella
and Sporns, 2006; Pfeifer et al., 2007b; Bertschinger et al.,
2008; Klyubin et al., 2008; Pitti et al., 2009; Williams and
Beer, 2010; Moioli et al., 2012; Schmidt et al., 2012). This
paper adopts this approach and demonstrates a phenomenon
that is consistent with the analogy to communications, but
thus far seemingly overlooked in studies of information
transfer in embodied agents. We describe “hidden” informa-
tion transfer in a simulated robot: strongly physically cou-
pled parts of the system carry information between separated
endpoints, without such information tranfer being visible be-
tween the carrier components themselves.
Information transfer is often characterised using forms of
transfer entropy (Schreiber, 2000), itself a nonlinear gener-
alisation of Granger causality (Barnett, 2009). Information
transfer from X to Y is quanitified by the relative improve-
ment in statistical prediction of the future states of Y when
the current state of X is known in addition to the already-
known historical states of the target variable Y . A known
issue, and potential source of confusion, is that information
transfer is not a measure of the physical strength of coupling
– a common example being synchronised systems, where
very high coupling may mean that two time series are almost
identical, leading to little prediction improvement and hence
low transfer entropy in spite of strong physical coupling (this
is seen in e.g. Thorniley, 2011). This is sometimes regarded
as a failure of transfer entropy to properly capture causal
influences (Ay and Polani, 2008; Lizier and Prokopenko,
2010; Janzing and Balduzzi, 2012). The agent model used
in this paper will exhibit this type of phenomenon, but in ad-
dition we will show that although strongly coupled compo-
nents may exhibit low transfer entropy, they may still act as
information conduits, hiding information transfer between
more separate components.
Our model is a reactive robot designed to behave like a
child swinging on a swing. As the feedback gain in the
robot’s controller increases, a self sustaining oscillation is
created. The agent has a simple neural model acting as its
brain, which is connected to the environment via its body.
The state of the agent’s neural system cannot (physically)
influence the environment apart from by first affecting its
body. However, we demonstrate that information transfer
can take place from brain to environment without informa-
tion transfer from brain to body. This shows how informa-
tion transfer can be hidden within the agent, and revealed by
its interaction with the environment.
This is the key result of this paper – information can pass
through a chain of coupled systems, e.g. A to B to C such
that there is a high information transfer from A to C but not
from A to B, even though physically there is no alternative
route. In the discussion at the end of the paper we will con-
sider how similar effects occur in communication systems
by way of analogy to our agent based model.
This paper is organised as follows: the next section below
describes the model swinging agent and its general dynami-
cal features. The analysis in the following section shows the
information hiding phenomenon by analysing the informa-
tion transfer between each component of the system. The
final section discusses this result and considers the implica-
tions for the study of embodied autonomous agents in terms
of information theory.
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Table 1: Variables and parameters
Symbol Type/Value Description
θ Variable Angle of pendulum from downward vertical
ω Variable Angular velocity of pendulum (dθ/dt)
r Variable Current pendulum extension
v Variable Rate of pendulum extension (dr/dt)
u Variable Force control variable – force on bob due to effector
Fa Intermediate Force on bob due to acceleration
Fs Intermediate Force on bob due to spring
A Independent variable (0-80) Motor neuron output at saturation
g 9.81 Acceleration due to gravity
b 0.3 Pendulum damping coefficient
ρ 2 Motor neuron sensitivity
φ 20 Control parameter
k 100 Spring force constant
c 20 Spring damping (= 2
√
k for critical damping)
Reactive swinging agent
The system studied here is a simplified model of a child
swinging on a swing. The swing itself will be modelled as a
rigid massless rod attached to a fixed pivot at one end with
a mass (being the mass of the agent) at the other end. The
agent’s motor control consists in its ability to move the mass
up and down (towards and away from the pivot). There are
two general ways to approach the dynamical modelling of
such a system. It is possible to use a “kicked pendulum”
approach where a periodic forcing function is used to per-
turb the mass (e.g. Belyakov et al., 2009). However it has
been found that even though a pendulum can be made to
swing this way, the limit cycle produced is in fact unstable,
and thus this is in a practical sense impossible to achieve
in the real world, suggesting that a better approach is the
“self-excited” oscillator (Pinsky and Zevin, 1999; Zevin and
Filonenko, 2007). Here the agent creates a positive feed-
back loop by adjusting the distance from the mass to the
pivot point (e.g. by raising and lowering the centre of mass
of the agent relative to a fixed attachment point at the end of
the rod). This create a stable limit cycle as well as a rest-
ing point (where the swing is pointing straight downwards
and there are no vibrations to amplify). Thus if the swing
is given an initial “push”, the movement of the agent will
sustain the oscillation, hence the system is described as self-
excited. This approach treats the agent as a reactive system
in the sense of Brooks (1986). This section provides further
details on the implementation of this system.
A representation of the model is shown in figure 1. There
is a massless rod with length normalised to one arbitrary
unit. It makes an angle θ with the vertical axis along which
the gravitational force g applies. The “agent” consists of a
mass-spring-damper system attached to the end of the rod.
The mass is influenced by the gravitational force, along with
Figure 1: Spring based model of the swinging agent
the centrifugal effect of rotation and the forces created by
the spring: linear contraction kr where k is a constant and r
is the extension of the spring, and damping cv with c another
constant and v = r˙ – the linear velocity of the mass in the
direction of the spring. The agent creates an effector force u
which acts on the mass, but this is derated according to the
current absolute extension of the spring, modelling a linear
motor which produces less force output when it is already
extended.
The full system can be described by the following equa-
tions. Table 1 lists each of the variables and parameters
used. Dots represent differentiation with respect to a non-
dimensionalised time variable t1:
1For simplicity all variables are treated as dimensionless,
though the choice of g = 9.81 suggests the system could be treated
as a one metre long pendulum with the agent mass at one kilogram,
and time in seconds.
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θ˙ = ω (1)
ω˙ = − g
1 + r
sin(θ)− bω (2)
r˙ = v (3)
v˙ =
u
1 + |r| + Fa + Fs (4)
u˙ = φ(A tanh(ρv)− u) (5)
The last equation describes the internal dynamics of the
agent’s reactive controller. The agent senses the current
velocity v of its spring, and passes this through a simple
sigmoidal neuron, which determines a desired output force
A tanh(ρv) where A and ρ are parameters. The actual out-
put force u moves towards this desired value in proportion
to its current error according to the rate parameter φ.
The acceleration of the mass in the direction of the pen-
dulum rod v˙ is given by the resultant force (we assume the
mass is normalised to one arbitrary unit). That is, equation
4 shows v˙ is the sum of the force due to acceleration Fa (i.e.
gravity and centrifugal forces, equation 6) and the force due
to the spring Fs (equation 7) along with the effector force
described above.
Fa = g cos(θ) + (1 + r)ω
2 (6)
Fs = −kr − cv (7)
We can treat the different dynamical variables as compo-
nents of either the agent or environment, and further subdi-
vide the agent into “brain” and “body” as shown in figure
2. The intention is to treat the agent as dynamical system
which is “embodied” in the sense that its overall behaviour
is a result of the close coupling of the agent’s body, brain
and environment (Pfeifer et al., 2007a). The main sensor
variable is v – the input to the neuron, though the spring ex-
tension r can also be conceptualised as a component of the
agent’s sensory system. The motor output is represented by
u, and the environment consists of the pendulum system: ω
and θ.
The fixed parameter values used in the following simula-
tions are shown in table 1. The parameter A effectively con-
trols the feedback gain and will be varied as the independent
variable in what follows.
The bifurcation plot in figure 3 gives an indication of
the general dynamical features of the system. These plots
are obtained by recording the angular speeds at which the
swing passes through the downward direction, having been
intialised with a random angular velocity and the “transient”
time while the system is still far from a stable cycle or point
discarded. Data is obtained using Runge-Kutta integration
– all results in this paper are based on an integration step
size of 1/50th of a time unit, with a simulation length of
1000 time units. With A low, less than about 10, there is a
u
θ
ω
r
v
Figure 2: The agent and environment in terms of dynamical
variables
single, globally stable fixed point – i.e. there is insufficient
feedback for the agent to actually swing. Between feedback
gains of around 10 and around 50, the agent usually swings
side to side (represented in blue in the figure) – where the
agent returns to θ = 0 swinging in a different direction each
time. Above A = 30 another stable cycle appears where the
pendulum swings over the top rather than side-to-side, i.e.
it returns to θ = 0 travelling in the same direction (same
sign of ω) each time. Note that the two cycles coexist be-
tween values of A around 30 to 50, but above that only the
rotating motion occurs. Finally, above A = 70, a transition
to chaotic motion occurs – above this point the system will
sometimes rotate and sometimes swing side to side during a
single trajectory. The fixed point where the system does not
swing is locally stable for values of A less than around 33,
meaning that sometimes the system will tend towards rest-
ing rather than either of the limit cycles. Thus the ultimate
behaviour of the system is in general dependent on the initial
conditions as well as the particular value of A chosen.
We now consider a slight alteration to the model. In prac-
tice, no sensor is perfect, and thus the input to the neuron
might conceivably be modelled as a stochastic variable with
a slight perturbation εv , so equation 5 becomes:
u˙ = φ(A tanh(ρ(v + εv))− u)
Assuming εv is small we can linearise its effect model it
as a random additive perturbation on u˙:
u˙ = φ(A tanh(ρv)− u) + φAρsech2(ρv)εv
In order to practically simulate the system, it must be writ-
ten as stochastic differential equations. Specifically, we con-
vert the equation for u (which is the only variable where we
directly add noise) into Langevin equation form:
du = φ(A tanh(ρv)− u)dt+ φAρsech2(ρv)σdW
WhereW represents a Wiener process, and a new param-
eter σ is introduced to control the strength of the random
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Figure 3: Bifurcation plot showing the behaviour of the sys-
tem as the internal gain A is increased. Simulations are
performed at each of 300 linearly spaced points between
A = 0 and A = 80. Plot shows absolute angular velocity
of the pendulum recorded as it passes through the “down-
ward” (θ = 0) plane of its state space – points in blue are
returns to θ = 0 where the sign of ω changed in between
returns (i.e. the agent is swinging side to side) and points
in red show returns in the same direction (the pendulum has
swung over the top). The grey area shows the numerically
estimated stability region for the fixed point where ω = 0
– i.e. if the system is within this region it will eventually
stop swinging. Outside of this region, it will go to either a
swinging or rotating stable cycle.
0 10 20 30 40 50 60 70 80
A
0
2
4
6
8
10
ω
Figure 4: Bifurcations with noise σ = 0.25
noise. This equation can be numerically solved using the
stochastic strong order 1.0 Runge-Kutta algorithm. The full
details of this approach including integration algorithm are
found in Sauer (2012). The overall effect is that u behaves
as if the neuron senses the current velocity v with additive
Gaussian white noise, where the noise power is increased by
increasing the newly introduced parameter σ. Figures 4 and
5 show the effect of increasing σ on the bifurcation structure
– the main features remain much the same, but the crossing
points are now somewhat random.
As well as making the model more “realistic”, introducing
this random perturbation ensures that the system is generally
ergodic, which facilitates the correct calculation of transfer
entropy. Without this property, the probabilities estimated
from time series data tend to make little sense (see Breiman,
0 10 20 30 40 50 60 70 80
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Figure 5: Bifurcations with noise σ = 0.5. Note that since
the system is stochastic, the stability regions are not deter-
ministically defined (close to the edge of the region shown,
some trajectories may tend towards the fixed point and some
towards the limit cycle depending on chance). The region
shown shaded corresponds to the median stable boundary
found in 20 simulation runs at each value of A.
1969, for a discussion). This slight randomness also means
that even for very closely synchronised variables there will
likely be at least some transfer entropy measured, as there
will be a constant introduction of entropy inside the system.
Information transfer analysis
Transfer entropy is generally defined for two time series X
and Y as a relative entropy or conditional mutual informa-
tion:
TEX→Y =
∑
P (xt, yt+δ, yt) log
P (yt+δ|xt, yt)
P (yt+δ|yt)
The data points being taken at discrete time intervals δ,
e.g. X = (xt0, xt0+δ . . . xt0+nδ). The sum is taken over the
support of P (xt, yt+δ, yt) – i.e. all possible combinations
of values for the three variables. In this analysis we use the
time interval δ = 1 (i.e. 50 integration steps, corresponding
to approximately one quarter of a cycle).
It is problematic to calculate the transfer entropy on
continuous-valued time series such as we have here. We
have used symbolic transfer entropy (Staniek and Lehn-
ertz, 2008), which uses a convenient rank transform to
find an estimate of the transfer entropy on continuous data
without the need for kernel density estimation.2 First an
embedding dimension m is chosen (we use 4), for each
n ≥ m we set xˆt0+nδ = rank[(xt0+(n−m+1)δ . . . xt0+nδ)],
where rank converts a sequence into its sort order, e.g.
(0.0, 0.4, 0.3, 0.25) becomes (1, 4, 3, 2). That is, each origi-
nal observation (after embedding inm dimensions) is a con-
tinuous vector (xt ∈ m) and after transformation each ob-
servation is assigned one of the m! possible permutations
2Alternatives exist such as k nearest-neighbour methods
(Kraskov et al., 2004; Evans, 2008). At this time we are not aware
of a reason to prefer one method over the other in this instance.
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Figure 6: Symbolic transfer entropy in bits from each dynamical variable to each other one as the internal gain A is varied in
the system with noise σ = 0.25. Note that figure 7 shows some of the same data in a form that is easier to interpret for the
effects we are primarily interested in – the current figure is provided to show the context for the particular values of A chosen
for re-plotting in figure 7. The background of each plot shows in grey a copy of the bifurcation diagram from Figure 4 – this
is intended to help identify the correspondence between recorded transfer entropy and system behaviour. The results from 20
runs are shown after grouping by behaviour mode (color online): red for stable (non-swinging), green for side-to-side swinging
and blue for rotational motion. For each behaviour the median is calculated for plotting and the shaded area around each line
shows the 10th-90th percentile range where it is visible (for most values of A there was very little variation in the results). For
comparison, the bifurcation plot for the system is shown in grey in the background. Some key points on the graphs are labelled
in the θ → v and ω → v plots (the same features are present on some of the other plots as can be seen): at X the transfer
entropy for low feedback gains (stable behaviour) is often high; at Y there is a peak in the curve for side-to-side swinging
behaviour at around A = 12; Z1 is a notable peak in the rotational swinging behaviour, which appears to correspond to some
complexity in the behaviour not captured by the bifurcation diagram, Z2 is a trough at around A = 50; Z3 and Z4 show peaks
in transfer entropy which can easily be related to features of the bifurcation diagram which indicate higher complexity – the
chaotic behaviour at very high gains and the behaviour close to the bifurcation point.
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Figure 7: Median transfer entropy under three different behavioural regimes represented by arrow widths. Arrows are colored
blue for information transfer within the agent (variables u, r and v), green for within the environment (variables θ and ω), red
for agent to environment and black for environment to agent. See Figure 2 for classification of variables. (a) Low feedback gain
(A = 2.6), the system cannot maintain a periodic motion and tends towards the stable state. Higher transfer entropy is seen
within the agent. (b) Moderate gain (A = 12), the agent will swing side to side. This graph illustrates the information hiding
effect (see text). (c) High feedback (A = 50), the system rotates over the top. At this value almost no transfer entropy is seen in
any direction. Note that the arrow widths in (a) are 1/3rd the scale of the widths in (b) and (c) since the transfer entropy values
are generally much larger in (a).
of a sequence of lenth m. The permutation is denoted xˆt
and for ease of calculation could obviously be assigned an
integer representation according to an arbitrary one-to-one
mapping. The formula for symbolic transfer entropy is then
STEX→Y =
∑
P (xˆt, yˆt+δ, yˆt) log
P (yˆt+δ|xˆt, yˆt)
P (yˆt+δ|yˆt)
With the probabilities estimated in the natural manner for
discrete variables according to frequency of occurrence, i.e.
P (xˆt = X) would simply be the number of time points
where xˆt is found to be X divided by the total number of
observations taken.
On every experimental run, the system is initiated with
all dynamical variables set to zero except for ω which is
taken uniformly at random from [−10, 10). The first 100
time units are treated as transient non-stationary data and
discarded, and the remaining 900 data points are fed to the
symbolic transfer entropy calculation. This process is re-
peated ten times with different initial conditions, and the
trajectories recorded are classified according to their final
behaviour mode: resting, swinging or rotating.
The set of results in figure 6 shows all the transfer entropy
values calculated for the system using a noise amplitude of
σ = 0.25, taking each possible combination of source and
target variables. This shows a few basic features of the re-
sults. We see as expected that the transfer entropy does not
straightforwardly correspond to physical coupling – there is
no simple correspondence between the independent variable
A and the transfer entropy value. We also see that very dif-
ferent patterns of information transfer are observed for the
different behavioural regimes, even at the same value of A.
A simpler graphical representation of the transfer entropy
is shown in figure 7. This shows the median transfer entropy
for a particular behaviour at a chosen value ofA as the width
of an arrow pointing in the direction of information transfer.
The arrows have been colour coded by the way in which they
connect the brain, body and environment components.
The most striking result for our purposes is shown in fig-
ure 7b, where the feedback gain is moderate, resulting in
a natural swinging behaviour. Here, the highest informa-
tion transfer is along the paths coloured red which emanate
from the agent (according to the classification in Figure 2)
and flow towards the environment. This includes the arrows
which directly connect the output of the motor neuron u to
the environment variables θ and ω. However, there is no di-
rect physical connection along this path since the coupling
between the brain and environment is always mediated by
the body. This is shown in equations 1 to 5 – the neuron
output u does not appear on the right hand side of the equa-
tions for θ˙ and ω˙, and hence it can only influence these vari-
ables through the intermediate coupling to its body (since the
body displacement r does influence ω). Thus the informa-
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tion transferred from u to ω (shown by a thick red arrow) for
example is surely carried across the chain u→ v → r → ω,
yet there is low information transfer from u to v and r (il-
lustrated by the thin blue arrows). It is in this sense that we
claim this shows a form of hidden information transfer – we
know that the brain can only influence the environment by
going through the body, but even when a high information
transfer is measured from brain to environment, there is a
smaller amount from brain to body
Figures 7a and 7c do not clearly show this phenomenon,
since it is in no sense necessary for it to be present. Fig-
ure 7a seems to show the strongest connections within the
agent when the feedback gain is low and the system is rest-
ing, which can be explained by the fact that the source of
entropy here is the sensor noise inside the agent, and since
the agent is not swinging it may move up and down, but is
not likely to influence the angle of the pendulum. In figure
7 the very high feedback coupling is likely creating a highly
synchronised dynamic where the observed transfer entropy
is very low.
Discussion
The key result of this work is shown in figure 7b, where dur-
ing the entrained oscillatory motion of the system, the trans-
fer entropy is shown to be higher from the brain to the en-
vironment than it is from the brain to the body, even though
it is not possible for the brain to influence the environment
without that influence passing through the body.
It appears that the entrained behaviour leads to a reduc-
tion in the transfer entropy measured within the agent, as
can be seen by comparing the blue arrows between figures
7a and 7b. This is likely due to the close synchrony between
these variables when the agent is swinging – a factor that is
known to generally reduce measured transfer entropy. What
is interesting is that though the swinging behaviour appears
to decrease the transfer entropy within the agent, it also cor-
responds to increased information transfer from the agent to
its environment. This is a clear demonstration of the impor-
tance of the agent’s embodiment to the information dynam-
ics of the system – the interesting (as in measurable) inter-
action takes place between the agent and the environment
rather than within the agent.
What we are calling information hiding is the way in
which information coming from a variable we specifically
associate with the agent’s neural system, i.e. u, appears
to pass straight to the environment without having to “go
through” the body, in spite of that the fact that we already
know that, in a physical sense, it must, since only the agent’s
body is physically coupled to the environment.
It is worth attempting to gain a little intuition for how
this effect is working. For an analogy that is perhaps use-
ful in the current context, consider the simplest type of en-
cryption system based on a symmetric key illustrated in fig-
ure 8. A key is a randomly chosen binary sequence that
01101 01101
11010
10111+ +
11010Key
XOR Signal ReceivedTransmit
High MI
Low MI
Figure 8: A simple encryption system
has been previously shared between a sending and receiving
party. The sender can encrypt a message by performing the
XOR operation bit-wise between the key and the message.
However, since the key was chosen randomly, the resulting
encrypted signal should be statistically independent of the
transmitted message – the encryption operation appears (to
anyone without the key) to flip bits of the message at ran-
dom (i.e. it randomly changes some 1’s to 0’s and some
0’s to 1’s). However, with the key, it is trivial to recon-
struct the original message – the same XOR operation is
simply applied using the previously shared key. Symboli-
cally, if we have a transmitted message T , encrypted signal
S and received signal R then we have a very low I(T ;S)
yet high I(T ;R). Though expressed in terms of mutual
information rather than transfer entropy, this is essentially
the same information hiding phenomenon as we have been
discussing. Indeed if we assume the individual bits of the
message and the key are independent of each other then
TET→S = I(T ;S|history(S)) = I(T ;S) and so on.
The information hiding process can thus be seen as a
message being obscured by at some point and later recon-
structed. In the example above this function is performed by
the encryption system and is dependent on having a piece
of secondary data (the key) shared between the two end-
points via some alternative channel to the main signal path.
Of course, the encryption system is carefully designed to
achieve this – it requires the deliberate sharing of the key.
However, comparable processes have been found relying
only on chaotic synchronisation: Cuomo and Oppenheim
(1993) demonstrated that synchrony between a pair of cou-
pled Lorenz attractor systems can be used to “hide” infor-
mation in a similar way.3 Their experiment suggests that it
is plausible that information could be hidden by a dynamical
process such as the one studied here without the need for the
deliberate design of an encryption system.
This phenomenon should not be viewed as information
being completely lost to the world and then coming back
3Note that this system is not generally regarded as computa-
tionally secure as an encryption mechanism since the reconstruc-
tion circuit (which effectively serves as the “key”) can be relatively
easily inferred using attractor reconstruction on the transmitted sig-
nal.
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– rather it is simply hidden and then reconstructed by the
action of some dynamical system. We have interpreted in-
formation here as a statistical summary of collected data –
not as a physical quantity that exists in the world.
We have said little explicitly about causation, though of
course to say that the brain must influence the environment
via the body suggests a causal interpretation. Recent work
has studied the relationship between transfer entropy and
causal inference in part motivated by phenomena similar to
the one described here (e.g. Ay and Polani, 2008; Lizier and
Prokopenko, 2010). Information theory has also been ap-
plied successfully in the context of embodied systems (e.g.
Ay et al., 2008; Klyubin et al., 2008). Both of these connec-
tions are relevant: can information hiding as presented here
be useful in any sense as a guide to causal inference? How
should the current case study be connected to wider theories
of embodied behaviour? We aim to address these questions
in future work.
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The recent surge of the “Maker” movement (Anderson 2012) 
is largely driven by the increasing availability of the personal 
fabrication technology such as 3D printing (Lipson & Kurman 
2013). Widespread diffusion and adoption of personal fabrica-
tors based on von Neumann style general purpose constructors 
are considered as one of the central possibilities of living 
technology (Bedau et al., 2010; Rasmussen et al. 2011). This 
is expected to cause a major shift of design and manufacturing 
power from large firms to individuals, in ways similar to how 
personal computers and information technology changed 
information production and dissemination in our society over 
the last few decades. 
 Personal fabricators occupy an interesting position in the 
network of goods and products from an artificial chemistry 
perspective (Dittrich, Ziegler & Banzhaf 2001). The whole 
manufacturing system in human civilization can be understood 
as a huge metabolic network in which reactants and catalysts 
are goods (raw materials and products) and fabricators (pro-
duction tools ranging from human hands, hammers and knives 
to advanced computers and large-scale factories), respectively 
(Becker et al. 2013). In this context, the role of personal fabri-
cators is close to that of general-purpose catalysts, such as 
ribosomes in biological systems. Such general-purpose cata-
lysts tend to have high complexity and slow reaction rates, yet 
they can produce a great variety of complex products.  
 The emergence of ribosomes and gene-protein translation 
mechanisms in the history of life enhanced diversity, func-
tionality and complexity of biomolecular machines signifi-
cantly, clearly marking one of the major evolutionary transi-
tions (Maynard-Smith & Szathmary 1997). This observation 
naturally leads one to ask the following question: 
 What kind of societal transition may occur due to the rise of 
personal fabricators? 
 This is not a trivial question to answer because of the dif-
ferences between biological and socio-economical systems. 
Unlike biological cells, modern socio-economical systems are 
largely driven by individuals who have conflicting personal 
and financial interests and strategically determined behaviors 
imbedded in a marked driven economical system. Such behav-
ioral complexities of anthropomimetic agents are often omit-
ted in computational social simulations, though they would be 
necessary in order to capture relevant socio-economical dy-
namics. 
 To investigate the potential societal impact of the rapidly 
emerging personal fabrication technology, we developed an 
agent-based simulation of designing-manufacturing-economy 
dynamics. In this model, agents design and produce goods 
using other goods as materials based on their knowledge of 
manufacturing processes, and then trade the products with 
other agents, in order to maximize their own utility (largely 
determined by monetary profit). The system consists of two 
main components: (i) the static universal product network 
made of all n possible goods using m materials in different 
ways determined by their connections and (ii) the dynamic 
economy made of agents and their realized markets, which are 
where goods are actually traded.  
 The static universal product network represents the global 
set of all manufacturing processes possible (including not yet 
realized) in the simulated world. It is randomly generated 
using a heuristically designed algorithm as a bipartite network 
made of two types of nodes: reactants (raw materials and 
products) and reactions (production processes). Each reaction 
combines multiple reactants and produces another reactant at a 
certain rate. In this network, fabricators can be identified as 
catalytic reactants that do not increase or decrease in number 
through a reaction process.  
 Each catalytic reactant (fabricator) has its inherent com-
plexity and utility values assigned to it. The complexity of a 
product is always bounded by the complexity of the fabrica-
tors and products used in its production process. Fabricators 
with high complexity, slow reaction rates but great universali-
ty (i.e., ability to catalyze a great number of reactions) repre-
sent general purpose personal fabricators. In contrast, fabrica-
tors with medium complexity, fast reaction rates and high 
specificity represent large-scale mass-production factories. 
Fabricators with low complexity, slow reaction rates and high 
universality represent primitive manufacturing tools such as 
hand tools. Agents are initially equipped with the fabricator 
with lowest complexity to start with. 
 The dynamic economy consists of agents and their markets. 
Each agent has the following properties: (1) amount of money 
it has, (2) inventory and price of goods they own (including 
fabricators), (3) utility associated with each product in the 
product network, and (4) the combined utility of all of the 
products in their inventory. At each time step, an agent ran-
domly generates a finite number of possible actions (which 
goods to produce, which goods to purchase, etc.) and assesses 
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them to choose one that will increase its overall utility most as 
the next action. 
 Agents have partial knowledge about the universal product 
network (i.e., subgraph of the network), which is shared 
amongst all agents. At any given time step, there is a small 
probability by which an agent discovers (and implements) a 
new reaction in the universal product network and add this 
information to the communal knowledge base. This simulates 
gradual accumulation of innovations in society over time. An 
agent is only able to produce products that are included in the 
communal knowledge base. 
 Using the agent model described above, we conduct simula-
tions with the abundance of personal fabricators in the univer-
sal product network varied as the experimental input. More 
specifically, we test two different scenarios of the universal 
product network: (1) a specialized product network where the 
fabricators’ versatilities (i.e., number of products a fabricator 
can produce) are quite low and homogeneous (Fig.1, top left), 
and (2) a product network where the fabricators’ versatilities 
show a fat-tail distribution in which some fabricators can 
produce a great number of different products (representing the 
possibility of personal fabricators; Fig. 1, bottom left). 
 Our preliminary simulation results show an interesting 
difference in technological development between the two 
scenarios, as shown in Fig. 1 (middle and right). With the 
specialized product network, after 3,000 time steps, agents 
tend to discover only a small number of reactions (top mid-
dle). In contrast, with the product network with versatile per-
sonal fabricators, agents can discover an order of magnitude 
larger number of reactions (bottom middle), and they often 
achieve innovative breakthroughs (seen as rapid increases of 
curves). The final distributions of wealth are found to be 
similar in both conditions, however (bottom right). 
 We note that our simulation is still preliminary and limited 
in several aspects. First, to include the key components the 
complexity of the current simulation is quite high as it imple-
ments a number of assumptions involved in designing-
manufacturing-economy dynamics. This makes it rather diffi-
cult to explore, calibrate and validate experimental settings. 
Second, the economic rules currently used to determine the 
prices of goods are simplistic and could be improved by im-
plementing more well-established economics theories. Third, 
the incentives for agents to discover and produce new innova-
tive products are currently given by inherent utility assigned 
to each potential product, which may not be a valid assump-
tion to make. We are currently working on a simplification, 
revision and more thorough validation of our simulation. 
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Abstract 
This paper describes and investigates a swarm intelligence 
system with similarity-oriented behavioral rules, hierarchical 
clustering and evolution by random mutation. The evolutionary 
scheme is based on the Bak-Sneppen model of co-evolution 
between interacting species. The swarm of species, in this case, 
is randomly distributed on a 2-dimensional grid of nodes. The 
number of nodes is larger than the swarm size and the species 
are allowed to move on the grid. The rule that defines the 
movement of the species through the gird is based on the 
similarity between the species’ fitness values and the ranking of 
those same values within the entire population. Meanwhile, the 
fitness values are modified using the rules of a 2-dimensional 
Bak-Sneppen model. The system is intended to be a framework 
for metaheuristics with spatially structured populations and we 
show that it displays the desired characteristics for that purpose. 
Furthermore, these characteristics emerge as global patterns 
from the local interaction of the species. Without requiring the 
tuning of control parameters to precise values, the system 
seems to self-organize into a critical state between randomness 
and order.  
Introduction 
Self-organization is a concept that includes a wide range of 
systems and dynamics. It is used in the realm of physics, 
chemistry, mathematics, biology and even in social sciences. 
In general, the term refers to a process through which a 
system increases its complexity without any external action. 
Although the complexity sciences have not yet devised a 
mathematical language that explains the origins and dynamics 
of self-organization, it may be stated that self-organization 
describes the property of systems whereby unexpected global 
patterns emerge from local rules. This paper presents a self-
organized model of a population of simple entities that 
displays coherent global behavior emerging from local rules. 
The model was designed with the main objective of being 
applied as a dynamic and self-regulated base-structure for 
non-panmictic (or structured structured) population-based 
metaheuristics. The resulting system is a type of swarm 
intelligence − see Kennedy and Eberhart (2001). 
Swarm intelligence algorithms are self-organized systems 
in which unsophisticated distributed entities interact locally, 
causing global patterns to emerge. The interaction may be 
restricted to the communication between the entities, or it may 
use an environment as a medium for that communication.  
When the entities interact with (and via) the environment, the 
system is said to be stigmergic, a term introduced by Grassé 
(1959) to describe the ability of social insects in using the 
environment as a communication medium. 
Fernandes et al. (2012) have recently described a new 
swarm intelligence discrete system with stigmergic local 
rules. The system consists of a population of   simple 
individuals (or particles) moving and interacting on a  -
dimensional grid of nodes. Stigmergy is modeled by providing 
the particles with the capacity of depositing and following 
marks that carry information about the particle. The structure 
is defined by local spatial neighborhood and results in a 
partially connected and dynamic grid of individuals. Each 
individual is assigned with a random value in thr range      . 
This value is called fitness. 
The motivation behind the work by Fernandes et al. (2012) 
is to create a dynamic framework for non-panmictic 
Evolutionary Algorithms (EAs), as defined by Tomassini 
(2005). EAs belong to a class of metaheuristics based on the 
Darwinian theories of evolution by natural evolution that use a 
population of possible solutions (individuals) to a problem. 
The population evolves by selection, recombination and 
mutation towards optimal regions of the search landscape. In 
panmictic EAs, every individual is allowed to interact with 
every other individual in the population. However, large-scale 
problems or deceptive functions with multiple local optima 
may require other type of structures. Therefore, in recent 
years, non-panmictic EAs, also known as spatially structured 
EAs (see Tomassini (2005)), are gaining increasing attention 
by the community. This class of EAs restricts the interaction 
according to a pre-defined or evolving structure that connects 
the population of solutions. They permit to control the genetic 
diversity of the population and avoid premature convergence, 
but they also require extra designing and tuning efforts. In 
addition, the chosen structure affects the connectivity and the 
performance of the algorithm.  
One possible approach to overcome the rigid connectivity 
of the traditional structures without being trapped in 
complicated network design is to use the self-organizing and 
emergent properties of complex adaptive systems. The work 
by Fernandes et al. (2012) is an attempt to model the desired 
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characteristics of a dynamic and self-regulated population 
structure for non-panmictic EAs. In fact, complex properties, 
such as dynamic clusters of particles displaying pink noise 
patterns, have been observed while testing the model. 
However, the experiments in Fernandes et al. (2012) are 
restricted to a stationary version of the model, i.e., the fitness 
values of the individuals do not change during the run.  
This paper extends the study by Fernandes et al. (2012) and 
investigates the behavior of the system when populations of 
time-varying fitness values interact on the grid and generate 
the structure. The rules for varying the fitness values were 
taken from the Bak-Sneppen model of co-evolution between 
interacting species, a complex system proposed by Bak and 
Sneppen (1993): in each time-step, the fitness value of the 
worst individual and the fitness values of its neighbors (if any) 
are replaced by random values in the range      . In other 
words, the worst individual and its adjacent neighbors in the 
habitat are mutated.    
The Bak-Sneppen model is an example of Self-Organized 
Criticality (SOC), a theory that has been proposed by Bak et 
al. (1987) for explaining a class of systems that self-organize 
into a critical state without requiring the tuning of control 
parameters. When in the critical behavioral region, these 
systems display typical signatures, such as scale-invariance, 
power-law relationships between events and their intensity (or 
duration) and output variables with pink noise power 
spectrum. 
The Bak-Sneppen model has all the above referred 
signatures. Like other SOC systems, it doesn’t require 
parameters that need to be tuned. Furthermore, its global 
behavior can be described as a population of fitness values 
that evolve during the run. The average fitness of the 
population tends to grow and the gap      of the system, 
which is the maximum of the minimum fitness before time-
step  , is increased during the run until it reaches a specific 
range (that depends on the topology of the population). These 
characteristics make the Bak-Sneppen a good candidate for 
being implemented on the framework proposed by Fernandes 
et al. (2012) in order to investigate if the behavior observed in 
the stationary version is maintained in a population of time-
varying fitness values. Moreover, the resulting model provides 
the opportunity to study a version of the Bak-Sneppen model 
that, to the extent of our knowledge, has not yet been 
proposed. This new version is characterized by a dynamic 
topology and by the self-regulated and hierarchical clustering 
of species.      
In this paper, the experiments were designed for describing 
the properties of the new system, for analyzing the system’s 
behavior in search for complexity and self-organization 
signatures, and for testing the robustness of the system to 
changes in the fitness distribution of the population. 
The remainder of the paper is structured as follows. The 
following section addresses SOC and describes the original 
Bak-Sneppen model. Then, the proposed system is described 
and contextualized within the current research on spatially 
structured populations. The subsequent section describes the 
experiments and the system’s dynamic behavior. The final 
section concludes the paper and outlines future lines of 
research.  
SOC and The Bak-Sneppen Model 
SOC is a critical state formed by self-organization in a long 
transient period at the border of order and chaos. While order 
means that the system is working in a predictable regime 
where small disturbances have only local impact, chaos is an 
unpredictable state very sensitive to initial conditions or small 
disturbances. In complex adaptive systems, complexity and 
self-organization usually arise at that transition region 
between order and chaos, or on the edge of chaos, as it is 
sometimes stated. SOC systems are dynamical with a critical 
point at the region between order and chaos as an attractor. 
However, and unlike many physical systems, which have a 
parameter that needs to be tuned in order to obtain the critical 
state, SOC systems are able to self-tune to the critical point.  
In a SOC system, small disturbances can lead to the so-
called avalanches, that is, events that are spatially or 
temporally spread through the system. This happens 
independently of the initial state. Moreover, the same 
perturbation may lead to small or large avalanches, which in 
the end will display a power-law proportion between the size 
of the events and its abundance. 
This means that large (catastrophic) events may hit the 
system from time to time and reconfigure it. These power-law 
relationships between the size of the events and their 
frequency are widespread in Nature. Earthquake distribution, 
for instance, follows the Gutenberg-Richter law, which is a 
power-law proportion between the magnitude of the 
earthquakes that occurred in a specific area during a specific 
period of time, and the frequency of those earthquakes. Pink 
noise, or     noise, also displays power-law behaviour (as 
opposed to white noise, which is chaotic). 
 One may distinguish three types of power-laws arising 
from physical systems. For instance, the power spectral 
density distribution (like the pink noise) is described by: 
     
 
  
 (1) 
where   is the frequency,      is the power of that frequency 
and   is a real number between   and    , but usually close to 
   . If     then      is named white noise; if       then 
it is named red noise or Brownian noise; when       then 
the function      describes pink noise. In general, this 
function describes which frequency is the most dominant in 
the temporal behaviour of the system under consideration: the 
power spectral density is just the square of the Fourier 
transform of the signal under consideration.  
Another power-law arises in size distributions (like the 
Guttenberg-Richter law, for instance): 
     
 
  
 (2) 
where   is the size of an event (or magnitude) and      
reflects a distribution of frequency of such events. 
A third kind of power-law is identified in the temporal 
distribution of events, where   is either the duration of the 
event, or the time between events, as described by equation 
(3): 
     
 
  
 (3) 
SOC may be the common link between a wide range of 
natural phenomena operating at the region between order and 
chaos that exhibit these power-law relationships, a scale-
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invariant behavior that does not need to be tuned. The first 
system were SOC was identified is a cellular automaton called 
sand pile and it is described by Bak et al. (1987). Later, Bak 
and Sneppen (1993) introduced the model of co-evolution 
between interacting species: the Bak-Sneppen model.  
In nature, different species in the same eco-system are 
related trough several features (food chains, for instance). 
They co-evolve, and the extinction of one species affects the 
species that are related to them, in a chain reaction that can 
reach huge proportions. Fossil records suggest that the size of 
extinctions events is in power-law proportion to its frequency. 
It is also known that the biological history of life on Earth is 
punctuated by catastrophic extinction events. The Bak-
Sneppen model aims at understanding and explaining the 
mechanisms underlying mass extinction. It consists of a 
number of species, each one with a fitness value assigned and 
each one connected to other species (neighbors). Every time 
step, the species with the worst fitness and its neighbors are 
eliminated from the system and replaced by individuals with 
random fitness. 
This description may be translated to a mathematical 
model. The system is defined by    fitness numbers    
arranged on a  -dimensional lattice (ecosystem) with   cells. 
At each time step, the smallest   value and its     
neighbours are replaced by uncorrelated random values drawn 
from a uniform distribution (in other words, the worst species 
is removed from the population and its neighbors are 
mutated). The system is thus driven to a critical state were 
most species have reached a fitness above a certain threshold 
and the avalanches produce non-equilibrium fluctuations in 
the configuration of the fitness values. The complex behavior 
is observed even in the one-dimensional case, were species 
are arranged in a chain, an each one has two neighbors. 
Since its proposal, the model has been thoroughly 
investigated by the community and several extensions and 
modifications have been described. In the seminal paper by 
Bak and Sneppen, the research is focused on the 1-
dimensional version of the system. Higher dimensional 
models have been since then investigated. De los Rios et al. 
(1998), for instance, study the high dimensional Bak-Sneppen 
model (     and conclude that the system shows a rich 
behavior with four qualitatively different regimes as a 
function of dimensionality:    ,      ,       and 
   . 
In this paper, we have used the rules of a Bak-Sneppen 
model with    . However, the resulting system is not a 
standard  -dimensional Bak-Sneppen model. In our model, 
the position of species is dynamic and the grid is partially 
connected, i.e., each species may have four or less species in 
its von Neumann neighborhood. This leads necessarily to a 
different behavior and the dynamics observed in the 2-
dimensional model may not occur. However, we are mainly 
interested in the behavior of the proposed system as a 
potential framework for spatially structured EAs and therefore 
we search for signatures of dynamic clustering and robustness 
to changes. A theoretical analysis and empirical validation of 
the Bak-Sneppen model for determining critical exponents 
and the gap function is left for future work.  
The System 
The proposed framework is a discrete system with a swarm of 
heterogeneous individuals controlled by a set of local rules. 
The rules define the actions of a population of   particles that 
move on a 2-dimensional toroidal grid of nodes with size 
   . In each time-step, every particle tries to move to a 
neighboring node. The rules that model the system are the 
following.  
At      , the particles are assigned a random fitness value 
in the range       and then randomly distributed in a     
grid of nodes. Then, at each time-step, each particle moves to 
an adjacent free node (if any), leaving a mark with 
information on its status in the previous node. In this paper, 
the status is the fitness of the particle. The particles decide 
where to go by inspecting their Moore neighborhood. If there 
are no free nodes in the neighborhood (i.e., all the cells are 
occupied by particles), the particle stays in that same node 
until the next iteration. If there are free cells, the particle 
checks for marks. If it finds no marks, it just randomly 
chooses a destination node between the free neighboring 
nodes. If marks are found with better fitness than the particle’s 
fitness, the particle moves to the node with the mark that 
minimizes the difference between its fitness and the fitness on 
the mark. Whenever a particle changes its position, it leaves a 
mark in its previous location. The marks only remain in the 
habitat for a time-step. In summary, communication by 
dropping and following information is the base-rule of the 
proposed system. The system is modeled with a stigmergic 
behavior. 
The particles are ranked according to their fitness. This 
strategy is imposed with the objective of establishing a 
hierarchy in the self-organization of the clusters: worst 
particles tend to follow better particles (the better individuals 
are leading the way). 
In each time-step (which comprises the update of every 
particle’s position), the particle with lowest fitness is mutated 
(i.e., its fitness is replaced by a random value with uniform 
distribution within the range      ), as well as the fitness of its 
neighbors. The position of the neighbors is defined by the von 
Neumann neighborhood of the particle (with range  ). This is 
the standard Bak-Sneppen model on 2-dimensional habitats. 
The only difference is that in this case the number of 
neighbors of the worst particle that are also mutated is not 
necessarily      . This is the maximum number of 
individuals that are mutated. If the worst particle is isolated (if 
there are no particles in its von Neumann neighborhood) there 
are no more mutations in that time-step except for the particle 
itself. Therefore, in each time-step,   particles are mutated, 
with        .  
This basic set of rules drives the system towards a dynamic 
global pattern that displays signs of self-organization. A 
structure of particles, formed by clusters and paths, emerges 
on the habitat. However, these clusters are far from being 
static and, in a few generations, the distribution of the whole 
swarm may change dramatically (while maintaining a typical 
configuration of clusters and paths). The swarm’s behavior is 
not ordered (nor chaotic). Please remember that convergence 
to a behavioral region between order and chaos is a signature 
of self-organization. 
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Algorithm 
1. Randomly place   particles in a grid of node with size 
    
2. Randomly attribute a fitness value to each particle 
3. Find the particle with the lower fitness value. Mutate its 
fitness and the fitness of its neighbors (von Neumann 
neighborhood).  
4. Rank the particles by increasing fitness 
5. For each particle do 
6. check Moore neighborhood for marks and other 
particles 
7. if no marks in the neighborhood 
8. move to a free cell in the neighborhood (if any) 
9. if there are marks in the neighborhood 
10. move to the site of the nearest fitness mark 
which is better than its own fitness 
11. leave a mark in the previous site 
12. erase the mark in the new site 
13. if stop criteria not met return to 3 
 
Besides dynamic clusters, there are other signatures that 
suggest that the model comprises a hidden order that emerges 
from local rules. The following section tries to detect and 
describe those signatures under static and dynamic 
populations. 
Please note that the only parameters that need to be set are 
the population size   and the grid size. If the ratio between   
and the grid size is set within a specific range (large enough to 
allow communication between the particles, while not so large 
so that the particles hardly move on the grid), the system self-
organizes without requiring the tuning of control parameters. 
The following section shows that dynamic global patterns 
emerge within a wide range of population and grid size 
values. But first, let us discuss the motivation behind the 
proposed model.  
Motivation 
Genotypic representation, operators, selection schemes and 
population size are typical panmictic EAs moduli that require 
design choices. However, a population structure may be also 
introduced in the design scheme of this class of algorithms. 
This structure specifies a network of acquaintances for 
individuals to interact, that is, mating or selection is restricted 
to neighborhoods within the network structure. Spatially 
structured EAs include fine-grained approaches such as 
cellular EAs and course-grained approaches such as island 
models.  
The initial objective of spatially structured EAs was to 
develop a framework for studying massive parallelization – 
see Gordon and Whitley (1993). Afterwards, the need to 
provide traditional EAs with a proper balance between 
exploration and exploitation motivated several lines of 
research that explore the potentiality of different population 
structures in maintaining genetic diversity. Population 
structures were primarily devised as static regular lattices: 
every individual has a fixed number of potential interaction 
partners. Later on, complex population structures have been 
also studied − by Giacobini et al. (2005) and Payne and 
Eppstein (2006), for instance.  However, these standard 
cellular EAs have some drawbacks: synchronicity (in most 
cases) and a strong dependence on the problem since the 
genetic diversity promoted by a prefixed topology is 
uncorrelated to the problem structure. 
Dynamic population structures have only recently raised 
the interest of researchers. To the extent of our knowledge, 
only few works address explicitly the issue of dynamic 
population structures in cellular EAs. Alba and Dorronsoro 
(2005) dynamically change the ratio that defines the 
neighborhood of interaction. Since the ratio may affect 
selection pressure, the authors analyze its influence on the 
balance between exploration and exploitation. However, the 
base-structure of the cellular EA (i.e. a grid lattice) is 
maintained throughout the run. 
Whitacre et al. (2008) focus on two important conditions 
missing in EA populations: a self-organized definition of 
locality and interaction epistasis. With that purpose in mind, 
they propose a dynamic structure and conclude that these two 
features, when combined, provide behaviors not observed in 
the canonical EAs or traditional spatially structured EAs. The 
most noticeable change in the behavior is an unprecedented 
capacity for sustainable coexistence of genetically distinct 
individuals within a single population. The authors state that 
the capacity for sustained genetic diversity is not imposed on 
the population; instead, it emerges as a natural consequence of 
the dynamics of the system. 
Laredo et al. (2010) propose a framework for EAs based on 
peer-to-peer networks (see Steinmetz and Wehrle (2005) for a 
survey on peer-to-peer networks). Within a simulated 
environment, they model the dynamics of real networks and 
conclude that their system is able to achieve better 
performance than traditional EAs on a wide range of 
problems, while being scalable and resilient to the volatility of 
nodes in the network.  
The work by Fernandes et al. (2012), extended in this paper 
with a Bak-Sneppen model, has some minor similarities to 
that by Whitacre et al. (2008), since the structural 
characteristics of complex systems within an EA population 
are also recreated. However, while in Whitacre et al. (2008) 
the structure co-evolves with the EA until it reaches a stable 
self-organized state, the system described here does not 
converge to rigid or nearly-rigid state. Instead, it aims at a 
system working in a critical state where links are frequently 
created and destroyed and where new emergent patterns 
appear at high rate.  
We demonstrate that the proposed system has indeed 
emergent properties that could prove useful for spatially 
structured EAs, or other spatially structured population-based 
metaheuristics. In this paper, the dynamics of the system and 
its self-organizing behavior are studied under dynamic 
populations: the fitness values vary through the run according 
to the rules of the Bak-Sneppen model. Such dynamics are 
intended to model the behavior of EAs on the proposed 
framework. Therefore, it is expected that the outcome of the 
experiments can provide information on the self-organizing 
properties of the system and on the limits of those properties. 
Experiments and Discussion 
This section investigates the dynamic behavior of the system. 
Visual descriptions of the patterns that emerge from the 
interaction of the particles are given. Output patterns are 
analyzed in search for self-organization signatures. The 
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degree of clustering throughout the entire run is inspected, as 
well as the distance of the particle to their neighbors 
(measured in variation between fitness values).  
The system was tested with stationary and time-varying 
populations. The experiments with static populations have 
been described by Fernandes et al. (2012); therefore, in this 
paper we only give an overview of the results and conclusions 
in that study in order to contextualize the discussion. The 
stationary model is described by the pseudo-code given in the 
previous section after removing step 3. 
The main goals of this section are: 1) check if the self-
organizing properties are maintained with time-varying fitness 
values; 2) investigate the properties of the dynamic and 
partially connected Bak-Sneppen model and compare it to the 
standard models.  
 
 
 
Figure 1. Space-time diagrams of a  -dimensional habitat.   
 :      . Swarm:   ,    (top to bottom).  
Stationary Fitness Values  
Although the model has been designed has a  -dimensional 
framework for EAs, the  -dimensional version may be 
constructed by setting   or   to 1 (see the pseudo-code in the 
previous section). The  -dimensional version displays 
interesting and complex behavior, has shown in Figure 1. The 
graphics represent the space-time diagrams of the system. 
These diagrams are usually used to track the spatial 
configuration of a cellular automaton over a number of time-
steps. In this case, the diagrams may illustrate the chaotic and 
order factors of the system. 
Results with grid size        and       and       
are shown in Figure 1. The leftmost row of the cells is the  -
dimensional lattice set up with a random initial distribution of 
particles. Each successive row going right is the updated 
lattice at the next time step. The diagrams show a mixture of 
order and randomness which is typical, for instance, of class   
cellular automata. Some clusters of particles move up or 
down, while free particles randomly move through the grid 
until they are “captured” by a cluster. Meanwhile, clusters 
disaggregate, freeing more “wandering” particles. These are 
typical signatures of complexity and activity between order 
and randomness. If these traits emerge in a  -dimensional 
environment, it is expected that, at least, a similar degree of 
complexity is present in the  -dimensional system. 
In order to investigate the 2-dimensional model, the grid 
was then set to       and the swarm size to      (meaning 
that the ratio between particles and nodes is 1:3.  
Figure 2 depicts the distribution of the particles on the grid 
at different time-steps between     and       . The 
    
      
(      ) 
       
(      ) 
         
(      ) 
         
(      ) 
Figure 2. Position of particles and average degree of clustering  . 
   :      ;       . 
average degree   of clustering is given. This variable 
measures the number of particles in each particle’s Moore 
neighborhood. The average   is the degree value averaged 
over the entire population. 
The images in Figure 2 show that the particles are able to 
self-organize into a dynamic structure of clusters and paths. 
This assumption is confirmed by the   values, which, starting 
from       , tend to grow, reaching      after      
iterations. The graphics also confirm that the particles do not 
only aggregate in small clusters, they also form trails between 
the clusters. In fact, in most of the time-steps, large parts of 
the population are connected. This is a key result for the 
project of designing a dynamic self-organized framework for 
spatially structured EAs, since information may flow quickly 
through the population. 
Another important outcome is observed in the snapshots of 
later iterations. Averaged   is similar at iterations     and 
    . In fact, at this later stage,   does not tend to increase. 
However, the distribution of the particles is clearly different in 
the two snapshots of the system. That is, even after 
converging to the maximum range of   values, the swarm 
continues to reorganize and reshape the clusters. The system 
is in a state of dynamic equilibrium. Clusters form, but they 
may disaggregate at any moment, and the particles move to 
another region of the habitat where they will cluster again 
with other particles.  
Figure 3 shows the distribution of fitness values on the grid 
by plotting the particles with a grey-level proportional to their 
fitness. Comparing the distributions at an early and later stage 
we see that the particles do not only self-organize into 
clusters; they also tend to cluster according to the fitness, 
creating structures of particles with similar fitness. 
A quantitative analysis of the system was conducted by 
investigating its output variables, namely the average degree 
of clustering   and the average distance   to the neighbors. 
The Fourier Transform of   and   was calculated for a 
representation of the signal in the frequency domain. For the 
Fourier Transform,      samples of the signals were used, 
from        to       . This way, the spectral density 
leaves out the transient phase, from the random configuration 
at     to the self-organized state. The observation and 
analysis of the spectral density showed that large regions of 
the spectra are reasonably approximated by power-laws. 
The power spectra were plotted in log-log coordinates, as is 
customary, since the logarithmic transform renders the power 
spectrum a straight line whose slope can be easily estimated. 
The slope   of the power-law in both cases was found to be 
close to  , which is the slope of pink noise. The more general 
case, which displays a spectral density                 , 
where      , is sometimes referred simply as     noise. 
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Figure 3. Distribution of fitness values on the grid. Lighter 
grey areas correspond to particles with lower fitness.   
 :      ;       . 
If we investigate the spectrum of   and   that emerges 
from a random structure, we find an almost flat density, a 
signature of white noise. The stigmergic rule supply the 
system with a typical trait of complex adaptive system and 
self- organization in near-equilibrium state between order and 
chaos.  
Table 1 show the slopes of the power-laws used for fitting 
the data obtained by different ratios between the grid size and 
the number of particles. The relationship between intensity 
and frequency of   and   is similar when the ratio is in the 
range [1:24, 1:2]. Outside this range,   tends to decrease.  
This is an expected result, due to the physical constraints of 
the system.  On one hand, the swarm requires critical mass to 
interact. On the other hand, the particles require space to 
move. However, the model seems to be robust. In order to 
study its robustness, the swarm was tested with a fixed ratio 
between the population size and the number of nodes. Several 
combinations of   and grid size were used. The slopes of the 
power-laws used for fitting   and   spectrum are in Table 2. 
With      the slope of the power-law decreases, but for 
     the power-laws are very similar. The properties of the 
signals are stable for three orders of magnitude. The system is 
robust as long as the ratio is within a specific range. The 
complete description of these experiments, as well as other 
details on the results with the stationary version of the model, 
are given by Fernandes et al. (2012). 
Table 1. Slope   and  -squared of the power-law that fits the   
and   spectral density for different ratios between   and the 
number of nodes on the grid (    .  
       → 1:24 1:12 1:6 1:3 1:2 1:1.5 1:1.2 
  1.18 (0.76) 
1.23 
(0.76) 
1.23 
(0.76) 
1.20 
(0.76) 
1.07 
(0.70) 
0.88 
(0.60) 
0.56 
(0.60) 
  0.82 (0.60) 
1.00 
(0.72) 
0.97 
(0.68) 
1.01 
(0.69) 
1.00 
(0.69) 
0.93 
(0.64) 
0.42 
(0.60) 
Table 2. Slope   and  -squared.         is fixed and equal to 
   . 
   33 75 147 300 616 1200 2408 4800 
  1.15 (0.72) 
1.29 
(0.77) 
1.18 
(0.75) 
1.22 
(0.77) 
1.18 
(0.74) 
1.20 
(0.76) 
1.17 
(0.74) 
1.18 
(0.76) 
  0.87 (0.62) 
1.04 
(0.70) 
1.04 
(0.71) 
1.10 
(0.75) 
1.03 
(0.70) 
1.01 
(0.69) 
1.02 
(0.69) 
0.97 
(0.69) 
Time-Varying Fitness Values 
In this paper, the model was tested with the Bak-Sneppen 
mutation rules (i.e., including the step 3 of the pseudo-code 
given in the previous section). The size of the grid was set to 
      and the swarm is comprised of      individuals.  
The first analyses aim at comparing the behavior of the 
system with stationary and non-stationary fitness values. For 
that purpose, the spectra of the output variables (  and  ) 
were computed and compared with the spectral densities of 
the stationary version. 
Figure 4 compares the spectral density of the average 
distance between neighboring particles in each time-step. The 
introduction of the mutation rules based on the Bak-Sneppen 
model does not affect significantly the distribution of 
frequencies.  
Figure 5 shows the spectral density of the connectivity 
degree  . Again, introducing a mutation mechanism in the 
original model does not affect the general behavior of the 
swarm and the clustering dynamics. These results demonstrate 
that it is possible to obtain an emergent behavior consisting of 
dynamic clustering based on similarity and hierarchy using 
not only a population of stationary fitness values, but also an 
evolving population. This is an important result since an EA, 
by definition, is a population of solutions that, in average, 
improves over time. If an EA is implemented on a population 
of the model, and if the intensity of changes is maintained 
within a certain boundary (here, the number of fitness values 
that change in each time-step is in the range      ), it is 
expected that global patterns that emerge from the proposed 
model also appear in the model-based EA.   
 
 
Figure 4. Comparing the spectral density of the average distance 
  that emerges from the stationary and non-stationary fitness 
versions of the model. 
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Figure 5. Comparing the spectral density of the average 
connectivity degree k that emerges from the stationary and non-
stationary fitness versions of the model. 
The evolution of the population can be visualized by 
plotting the average and minimum fitness of the population, as 
well as the gap function     . Figure 6 shows the evolution of 
     particles on a       grid, while Figure 7 shows the 
evolution of a population of      on      , i.e., Figure 7 
displays the behavior of a standard  -dimensional Bak-
Sneppen model. The average fitness of the partially connected 
model evolves to higher values. The proposed model reaches 
an average fitness values of approximately    , while the 
standard 2D model stays below     (a result observed in 
several runs with different random seeds).  
The gap function also grows faster and reaches higher 
values. In the several runs conducted for this study, the critical 
value of the gap function was found to be       . The 
dynamics of the proposed model is clearly different from the 
standard 2D model. The sparser connection between the 
particles is a reasonable explanation for the differences in the 
evolutionary rates (please remember that in our model there 
are         particles that are mutated in each time-step, 
while in the standard 2D Bak-Sneppen model there are 
        mutations). The effects of the local movement 
rules are harder to measure, but since the particles cluster 
according to the fitness values, better particles tend to gather 
in the same regions, and therefore the mutation of the worst 
individuals will tend affect also weak neighbors, thus leading 
to a faster evolution of the population’s fitness values.  
One of the SOC signatures of the Bak-Sneppen model is 
the power-law relationship between the duration of the 
species’ periods of stasis (time-steps between successive 
mutations) and their frequency. The proposed model displays 
 
Figure 6. Evolution of 1200 particles on a       grid. 
Average fitness, minimum fitness and gap function. 
 
Figure 7. Evolution of      particles on a       grid 
(standard 2D Bak-Sneppen model).  
the same signature. The exponent of the power-law is 
approximately    , as seen in Figure 8. This is the same 
exponent obtained with the standard 2-dimensional model, 
while the 1-dimensional Bak-Sneppen system, in our 
experiments, displays a power-law with exponent 
approximately    ..  
The model maintains the characteristics of the stationary 
version proposed by Fernandes et al. (2012). Global patterns 
of clusters connected by paths tend to emerge. These clusters 
are highly dynamic, and in a few generations the distribution 
of the particles in the habitat may dramatically change (we 
believe there is an avalanche-based self-organized 
phenomenon behind the massive reconfigurations of the 
system but we haven’t yet identified i). The output variables 
of the system display pink noise spectral densities. 
Furthermore, the proposed model maintains the characteristics 
of standard 2-dimensional Bak-Sneppen models. The average 
fitness of the population tends to grow with time, and the gap 
function converges to a specific critical value. The power-law 
observed in the distribution of distances between successive 
mutations also appears in the proposed model, with the same 
exponent as the 2-dimensional Bak-Sneppen model. 
Conclusions and Future Work 
This paper describes an evolutionary extension of the self-
organized swarm intelligence system proposed by Fernandes 
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Figure 8. Duration of the periods of stasis (periods in-
between mutations). 
et al. (2012). The system is a swarm of simple particles that 
interact on a heterogeneous grid of nodes. The particles 
communicate via the grid, and move according to simple 
rules. A fitness value is assigned to each particle. In each 
time-step, the fitness values of the worst particle and its 
neighbors are mutated. This is the basic rule of a Self-
Organized Critically (SOC) model known as the Bak-Sneppen 
model of co-evolution between interacting species.  
The system has been designed as a base-framework for 
spatially structured Evolutionary Algorithms (EAs). The 
original model (without the Bak-Sneppen mutation rules) 
displays a complex behavior illustrated by dynamic clustering 
of the particles, catastrophic reconfigurations of the 
distribution of the particles on the grid, and output variables 
with pink noise spectral densities. The model proposed in this 
paper maintains the main characteristic of the stationary 
fitness values version. This conclusion is very important for 
the project of designing a spatially structured framework for 
EAs based on the proposed system. Furthermore, the system 
displays the same SOC signatures as the standard 2-
dimensional Bak-Sneppen model.  
In the future, the research will be focused on two main lines 
of work. Firstly, an EA will be implemented on the model and 
compared to standard spatially structured EAs. Secondly, the 
behavior of the system as an (hypothetical) SOC system will 
be studied. Traits such as the critical fitness threshold and the 
critical exponents of the model will be investigated. 
Furthermore, we believe that there is an avalanche-based 
phenomenon triggering the massive reconfigurations of the 
system (particles’ positions on the grid). In a future research, 
we will try to identify that phenomenon, its origin, and study 
its distribution in search for self-organization signatures. 
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Abstract
Co-evolution of predators and prey is an example of an
evolutionary arms race, leading in nature to selective pres-
sures in positive feedback. We introduce here an artificial
life ecosystem in which such positive feedback can emerge.
This ecosystem consists of a 2-dimensional liquid environ-
ment and animats controlled by evolving artificial gene reg-
ulatory networks encoded in linear genomes. The genes in
the genome encode chemical products which regulate other
genes, sense the environment (the scent of food, prey and
predators), control the animat’s movement, and its forag-
ing strategy. An animat can switch multiple times in its
life between two foraging strategies (with different metabolic
costs): a predator can derive food from the prey, prey just
from food that diffuses in the environment. When an ani-
mat consumes enough food (or prey), it produces an offspring
with a mutated genome. Mutations introduce variation into
the population, and this diversity together with selective pres-
sures leads to the evolution of control for diverse foraging
strategies in an ecosystem that can support hundreds of indi-
viduals.
Introduction
The ability to prey on other organisms is a distinguishing
feature of animals, and multi-level complex relationships be-
tween predators and prey are the building blocks of ecosys-
tems. Prey-predator relationships create coupled selective
pressures which can lead to evolutionary arms races be-
tween genes and lineages (species). Examples of artificial
ecosystems in which such pressures exists include “sticky-
feet” (Turk, 2010), in which simple multicellular organisms
could both be prey and be preyed upon, and systems where
separate lineages of prey and predators co-evolved, such
as “Spiders” (Palmer and Chou, 2012), and “Bubbleworld”
(Schmickl and Crailsheim, 2006).
In biology, prey-predator relationships evolve even be-
tween the simplest, one-celled organisms. The behaviour of
these single cells is controlled by gene regulatory networks:
networks in which a node represents a gene (or co-expressed
genes) and edges represent regulation relationships—a di-
rected edge from one node to another means that the prod-
uct of one gene regulates the expression of another, often
because this product binds physically (thanks to chemical
affinity to DNA) in the vicinity of another gene. Gene prod-
ucts play not only regulatory roles, but also catalyse chem-
ical reactions in the cell, form intracellular or extracellu-
lar structures, including structures necessary to sense the
changes in the environment or necessary to allow for cell
movement.
In our previous work we evolved artificial gene regulatory
networks—using a genetic algorithm, or a novelty search
algorithm (Lehman and Stanley, 2011)—to process signals
(Joachimczak and Wro´bel, 2010), direct multicellular devel-
opment (Joachimczak and Wro´bel, 2008, 2012b), and con-
trol the behaviour of unicellular (Joachimczak and Wro´bel,
2009) and multicellular animats (Joachimczak and Wro´bel,
2012a). Other models of artificial gene regulatory networks
have been evolved to match mathematical functions (Kuo
et al., 2004), evolve biological clocks (Knabe et al., 2006),
study dynamics of gene expressions (Reil, 1999), and evolve
robot controllers (Reil, 1999; Quick et al., 2003), also using
genetic algorithms and objective fitness functions. But a ge-
netic algorithm or a novelty search algorithm is a very im-
perfect model of biological evolution. In biology there is no
objective fitness function—fitness corresponds to the num-
ber of offspring that is produced, and can be construed as the
ability to use the resources in the environment to do so.
Because the resources of the environment are always lim-
ited, the organisms compete for them, and offspring resem-
bles parents but also varies, natural and artificial ecosys-
tems can be analysed from the point of view of flows of
energy/matter on a short time scale and from the point of
view of information on how to use the resources (evolution)
on the long times scale. Artificial ecosystems are very far
from capturing the complexity of matter and energy trans-
formations in Nature or the complexity of the evolutionary
process (for a review, see Dorin et al., 2008). In this pa-
per, we present a simple system in which artificial organ-
isms (animats) obtain matter/energy from the environment
and evolve. The animats metabolise food, producing waste.
Matter and energy derived from food allows them to move
and to produce offspring. Animats can sense the concentra-
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tion of food and waste produced by other animats, and use
this information to direct movement. Offspring receives a
mutated genome from the parent, allowing for evolution.
The system we present here is an extension of our previ-
ous work, in which we coupled our Gene Regulatory evolv-
ing artificial Networks (GReaNs) artificial life system with
a physically plausible model of a 2-dimensional liquid en-
vironment in which thousands of animats can evolve forag-
ing behaviour (Erdei et al., 2012). The main contribution
of the work here is the introduction of a simple metabolism
and a model of animats that can switch their strategy from a
predator to prey and vice versa. We show here a preliminary
analysis of the evolutionary trajectories and of the evolved
life strategies in our artificial ecosystem.
2-dimensional liquid environment with
foraging animats and diffusible substances
Simulated organisms (animats) live and evolve in a toroidal
2-dimensional liquid environment. The world contains three
diffusible substances: (i) food (a source of energy) diffuses
from multiple points in the environment and also from killed
prey, (ii) scent of prey, and (iii) scent of predators. The last
two can be seen as waste products of the prey or predator
cells and allow other cells to sense them. To allow for com-
putationally efficient yet realistic simulation of diffusion,
concentration of all substances is stored using a quadtree
(Finkel and Bentley, 1974) in which the root node represents
the whole environment, and the other nodes – subregions
of this space. Each square subregion can be divided into
four smaller and equal subregions, and thus each node can
have exactly four children. The depth of the tree is higher
for regions where either the concentration or the gradient of
concentration is high (there is a separate quadree for each
substance). Places where animats are located are always
represented by squares of minimum allowed size (1 length
unit squared). In each subregion the chemical gradients are
continuous, calculated using bilinear interpolation (Fig. 1,
Gribbon and Bailey, 2004); to simplify this calculation, we
permit only two kinds of neighbourhood: the neighbouring
squares are of the same size or the bigger neighbour borders
exactly 2 smaller squares, each one 4 times smaller in area
than the bigger square.
Diffusion of substances between two adjacent squares fol-
lows the Fick’s law:
∆P =
c · d
D
· (S2 − S1) ·∆t , (1)
where∆P is the amount of food by which the concentration
will increase in the next step in square 1 and decrease in
square 2 (provided that the current concentration is greater
in square 2 than square 1), c is the coefficient of diffusion
(0.1 for food, and 0.25 for scent in the experiments described
here), d is the length of the common edge, D is the distance
between the centres of the squares, S1 and S2 are the current
Figure 1: Modelling diffusion in 2-dimensional environment
using a quadtree with continuous gradient of diffusible sub-
stances. The concentration is represented as a shade of grey,
scaled linearly in the left panel and logarithmically in the
right one; white corresponds to the maximum concentration
close to the sources (bright squares). Animats (white cir-
cles) sense interpolated value of concentration at their exact
location.
concentrations in both squares, and∆t is the duration of the
simulation step. Since each square stores the concentration
(not the amount), the concentration in square X is changed
by ∆S = ∆PAX , where AX is the area of square X.
At every time step, substances not only diffuse, but also
degrade exponentially:
S(t0 +∆t) = S(t0) · g∆t , (2)
where S(x) is the concentration of the substance in given
square in time x,∆t is the duration of the simulation step, g
is the degradation coefficient (0.99 for food, 0.9 for scent),
and t0 is the previous moment of time. Changes in con-
centration caused by diffusion and degradation make square
areas split or merge, changing the quadtree.
One-celled predators and prey controlled by
gene regulatory networks
Each animat in our system has one cell; all have equal size,
shape (a circle 1 length unit in diameter), two actuators and
six sensors (Fig. 2). Each sensor provides the information on
the concentration of one of the following substances: food,
predator scent, and prey scent (a pair of sensors for each
substance) at the sensor’s location. An actuator generates
thrust, and because we consider our animats as models of
single cells, we use a word ’flagellum’ when referring to
actuators (but they can be thought of as thrusters or motor-
driven wheels). The activity of each actuator is controlled
in a continuous fashion, so the animats can go forward or
rotate in the chosen direction by varying the level of activa-
tion of the actuators. The animats move faster (accelerate by
distanceUnit
timeStep2 ) when both flagella are fully activated, or rotate
faster (by 1radtimeStep2 ) when one flagellum is fully activated
and the second one is not activated at all. The maximum
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left sensors
left flagellum
right sensors
right flagellum
              
Figure 2: One-celled animat with six sensors (circles; each
circle is the position of 3 sensors, one sensor for each sub-
stance in the system) and two actuators (’flagella’; trian-
gles). The front of the animat is on the top of the figure.
speed is limited by drag (linear and angular) proportional to
the velocity squared.
The concentration of food (S) in the square where the
centre of the animat is located determines how much food
it consumes: 0.75 ·S ·1vu, where 1vu is 1 volume unit. The
food is stored internally and used up as follows:
∆Mt = (Mb +Mm · a1 + a2
2
+ Z ·Mp) ·∆t , (3)
where∆Mt is the total metabolic expenditure (by which the
internal store is depleted in each time step), Mb is the base
level metabolism (0.003 food units), Mm is the metabolic
cost of movement (0.004), an is the current activation level
of nth flagellum (the minimal activation of a flagellum is 0,
the maximum level is 1),Z is current state (prey haveZ = 0,
predators have Z = 1, and so does a prey cell undergoing a
change into a predator; this change takes 20 simulation time
steps), and Mp is metabolic cost of predation (in various
experiments, we used 0.005, 0.010, or 0.015 for Mp).
An animat can choose either to feed only on the food
diffusing in the environment (and run the risk of being
preyed upon) or to be a predator (and have a higher cost
of metabolism, which can be seen as the cost of maintaining
cellular structures necessary for killing the prey and fend-
ing of other predators; in our system predators cannot feed
on other predators). The switch between these two feeding
strategies depends on the internal level of a chemical prod-
uct encoded by the genome (Fig. 3). This concentration can
change (in 0-1 range) during animat’s lifetime, so multiple
such strategy switches are possible (every time a threshold
of 0.5 is passed).
The fact that each switch takes time (20 time steps) pre-
vents the evolution of a strategy to change the state in re-
sponse to prey or predators nearby. Depending on the state,
an animat emits either a predator or prey scent. Only the col-
lisions between predators and prey are detected, otherwise
two animats in the same state (e.g., two prey cells) can over-
lap. Because the area of the world is large (in comparison
to the average number of individuals), such overlaps happen
rarely. If a prey cell is touched by a predator, the prey dies,
provides 4 units of food to the predator, and whatever food
was stored in its internal store to the square in which the prey
cell was located.
prey predator
change into
predator
change into
prey
Figure 3: The possible changes between animat states. De-
pending on the state of its gene regulatory network, the state
of the animat can change from prey (white square) to preda-
tor (yellow square; the red cross marks the state in which
an organism can kill prey and cannot be killed) and vice
versa, through temporary states (circles) that last 20 simu-
lation steps. In a state marked by yellow the animat emits a
predator scent, otherwise it emits prey scent.
The amount of food stored in the internal store determines
if the animat is viable or can produce offspring. When the
store drops to 0, the animat dies and 3 food units are re-
leased to the grid square occupied by the dead cell. When,
on the other hand, there is more than 7 units of food in the
store, an animat can produce one offspring cell. The cost of
producing offspring is 4 units; the rest of the food in par-
ent’s store is divided equally between two cells. The new
animat inherits the state of the gene regulatory network and
its prey vs. predator status from the parent, it cannot change
this status for the next 20 time steps to prevent a parent from
immediately killing the offspring or vice versa.
Artificial gene regulatory networks that control animats’
behaviour are encoded in linear genomes as described previ-
ously (Joachimczak and Wro´bel, 2008). The network can
be represented by a graph in which nodes correspond to
chemical products in the system and the edges correspond
to regulatory relations. All the products can have continuous
concentrations (the minimum concentration is 0, the maxi-
mum is 1), with the exception of one special product whose
level is always 1. This product serves the same role as the
bias input in artificial neural network. There are 6 other in-
put products; the concentration of these products depends on
the activation of the sensors, and there are two products for
each chemical substance diffusing in the environment (food,
predator scent, prey scent). The concentration of one prod-
uct (idif ) in each pair depends on the difference in the con-
centration of a substance sensed by the right sensor and the
concentration sensed by the left, detecting even small gradi-
ents across the body:
idif =
1
7.5
· log10(|sright − sleft|) + 1 , (4)
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where sright and sleft are the concentrations of the sub-
stance detected by sensors. The concentration of the sec-
ond special product (iavg) in each pair depends on the mean
concentration sensed on the right and left:
iavg =
1
7.5
· log10(
sright + sleft
2
) + 1 , (5)
Apart from 7 input products, there are 3 output products:
2 control directly the activity of the two flagella, one deter-
mines whether an animat is currently a predator or a prey.
The topology of the regulatory network is encoded in a
linear genome, which is a list of genetic elements. Each el-
ement stores 4 numbers: a type of the element, a sign, and 2
coordinates. There are 4 possible types: regulatory, coding,
input, and output. Coding elements and inputs define prod-
ucts that have affinity to regulatory elements. A series of
regulatory elements followed by a series of coding elements
is a regulatory unit. An output element is a regulatory unit
by itself, as if it was a regulatory unit with one regulatory el-
ement (with the sign and coordinates of the output element)
and a virtual coding region coding a product that does not
have affinity to any regulatory elements. Regulatory units
and inputs correspond to nodes in the graph that represents
the networks; the edges are defined by affinities. The affin-
ity between two elements is determined by their coordinates.
Each element defines a point in a 2-dimensional abstract
space (which has nothing to do with the 2-dimensional liq-
uid environment in which the animats move). The affinity
is maximum if two points overlap, and decreases with the
Euclidean distance between points, reaching zero if the dis-
tance is more than 5. If K products have affinities to the J
regulatory elements of a regulatory unit, the concentrations
of all products belonging to this unitLΩ will change depend-
ing on the affinities (Euclidean distances, dk,i) and concen-
trations of the regulating products in the previous step (Lk):
LΩ =
2
1 + e
−(
∑J
j=1
∑K
k=1
Lk(mk·mi·
10−2dk,i
10dk,i+1
))
− 1 , (6)
.
While the concentrations of products change during ani-
mat’s life, the topology of the network (the number of nodes
and edges) does not. It only changes when an offspring is
produced — the parent keeps the old genome, the offspring
receives a mutated copy, so genomes that encode individ-
uals who manage to reproduce are maintained in the pop-
ulation (similarly to the microbial genetic algorithm; Har-
vey, 2011). There are 2 types of mutations that change the
offspring genome: simple mutations acting at the level of
a single genetic element and complex mutations, acting at
the level of the whole genome. There are 3 types of simple
mutations, each can occur independently, with probability
0.01: change of type, change of sign, and change of co-
ordinates (each coordinate is modified by a random value
from a normal distribution with µ = 0, σ2 = 5). Complex
mutations—deletions and duplications—happen each with a
probability of 0.002 per genome; the number of genetic el-
ements removed or copied after a randomly chosen element
is drawn from a geometric distribution (with a mean of 10).
Evolution of foraging strategies in an artificial
ecosystem
We started each evolutionary run from 1 000 animats with
randomly generated genomes consisting of 10 regulatory
units (with 1 regulatory and 1 coding element in each), 3
outputs, and 7 inputs. At the start of each run, the animats
had random locations in the environment 256 length units
across. Each evolutionary run continued for 3 000 000 time
steps, and the amount of food sources decreased linearly in
time from 64 (a number high enough for the animats with
random genomes to survive) to 24 at the end (increasing
the selection pressure). Each food source provided 0.2 food
units per time step, starting from the initial 60 food units,
except for the first 64 sources, which had between 1 and 60
food units initially (a number drawn from a uniform distri-
bution), otherwise sources would be depleted periodically.
We replaced depleted source with new ones at new random
locations.
We have simulated evolution for 36 independent runs in
total, 12 runs for 3 values of metabolic cost of predation
(Mp in Eq. 3): 0.005, 0.010, and 0.015; we kept other pa-
rameters without change (Table 1). Our previous results for
the situation without predation (Erdei et al., 2012) indicate
that evolution of foraging is efficient. Is it equally so in the
presence of predators? How the metabolic cost of predation
influences the efficiency of animats’ strategies? Do animats
evolve to track prey or avoid predators?
When the metabolic cost of predation was 0.015, in all
the runs there were animats at the end of the run, but the
lower was the cost, the higher was the chance of a popula-
tion dying out (Fig. 4) with decreasing food availability over
time. In particular, half of the runs with the lowest cost died
out around time step 200 000, so we removed these runs
from further analysis, and we show the other results only up
to step 2 000 000, when the populations started to die out
for the intermediate cost (all the trends we discuss, however,
continue beyond this time point with no qualitative changes).
The number of individuals stabilized each time the num-
ber of food sources decreased (Fig. 5b), suggesting that the
animats adapt to the new environmental conditions. When
we tested the animats with random genomes in the environ-
ment with 24 food sources, they were not able to survive,
indicating evolution of efficient foraging.
For the runs with the highest metabolic cost of predation,
the final number of predators was small, but temporarily—
when the food availability was still high—the environment
supported more predators than prey (Fig. 5a). On the other
hand, when the cost was 0.005 it did not pay to be prey—
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Table 1: Parameters of the environment and animat
metabolism in evolutionary experiments
parameter value
food degradation 0.99coefficient
food diffusion 0.1coefficient
scent degradation 0.9coefficient
scent diffusion 0.25coefficient
duration 20 time stepsof state change
no state change 20 time stepsafter division
base level 0.003 food unitsmetabolism
metabolic cost 0.004 food unitsof movement
metabolic cost 0.005, 0.010
of predation or 0.015 food units
metabolic cost 4 food unitsof reproduction
reproduction 7 food unitsthreshold
world size 256 squarelength units
length of evolutionary 3 000 000
runs time steps
food sources 64 to 24, decreasingwith time
initial size 60 food unitsof food sources
source depletion rate 0.2 food unitsper time step
the average amount of prey in 12 runs decreased almost to
0—and when the cost was 0.010, the amount of prey was
temporarily driven almost to zero, before at average it stabi-
lized at a low level (Fig. 5a). For the intermediate cost, how-
ever, the total number of animats was the smallest (Fig. 5b),
and the average amount of food stored in the animats’ inter-
nal stores (amount of eaten food minus metabolic costs) per
time step was the lowest (Fig. 5c), suggesting that resources
were channelled to tracking prey or to avoiding predators.
The amount of food stored per step was the highest when
the metabolic cost of predation was the highest; because the
animats avoided changing to predators, they did not suffer
this higher cost at all.
We analysed in detail the behaviour of several individuals
from the final populations evolved under the intermediate
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Figure 4: A number of evolutionary runs containing at least
one animat as a function of time for three different values of
the metabolic cost of predation.
metabolic cost of predation, by manual tracking of hand-
picked individuals. This preliminary analysis suggests that
a form of predator avoidance evolved in these conditions;
although prey animats moved towards food sources, they
avoided doing so when there were predators near the source.
This strategy was efficient late in evolution because at this
point prey was able to store enough food (in the internal
store) to survive when searching for a food source without
predators. If a prey individual moved, however, towards a
source occupied by predators, it usually changed to a preda-
tor on the way. Although this change incurred a metabolic
cost of producing defenses against other predators, it would
pay out because high predator scent in a small area close to
the source would not allow for efficient predator avoidance.
On the other hand, we did not observe any predators that
chased prey, even though prey did not move at full speed,
and though it is easier to track another animat than to avoid it
(because an animat can move faster than its scent diffuses, so
the scent trail is left behind). Perhaps chasing did not evolve
because the metabolic cost of movement increases linearly
with speed, so a more efficient strategy is to consume food
close to its source and to wait for prey there.
Conclusions and future work
We present here an artificial life system in which animats
evolved life strategies that involved searching for food,
avoiding predators, and waiting for prey near food sources.
The animats can sense the food diffusing from sources, and
the prey or predator scent diffusing from other animats. We
show that it is possible to simulate the evolution of hundreds
of such animats using a simple, but still realistic model of
a 2-dimensional liquid environment. In particular, we mod-
elled diffusion using a grid (represented as a quad-tree) with
the resolution that adapts dynamically to concentration of
chemicals and the movement of animats. The animats move
in continuous space, and we approximated continuous con-
centration gradients using bilinear interpolation.
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Figure 5: The percentage of predators, population size,
and the amount of food stored stored by all the animats in
the population per time step (gathering speed) for various
metabolic costs of predation. Solid lines: averages over in-
dependent runs in which the populations did not die out be-
fore time step 2 000 000; dotted lines: averages +/- standard
error.
The environmental conditions in our system can be ad-
justed to be qualitatively similar to those experienced by uni-
cellular organisms. Some of such organisms—like the ani-
mats in our system—propel themselves using flagella and
sense gradients across their one-celled bodies. Although
many such organism live in 3-dimensional liquid environ-
ments, 2-dimensional environments (surfaces) also abound
in nature, and gravitation or other forces may deliver food to
such surfaces in the form of food particles. The behaviour
of our animats is controlled by gene regulatory networks,
and the state of this network determines if an animat is a
predator (this incurs higher cost) or prey. The cost of pre-
dation can be seen as the cost of producing cellular struc-
tures necessary to kill or digest the prey, and to defend the
cell against other predators. The gene regulatory networks
evolve in a way that is biologically realistic, without any ob-
jective fitness function or a genetic algorithm. The survival
and reproduction in our system depends on animats’ ability
to find food and possibly prey (in the case of predators) or
avoiding predators (in the case of prey). We plan to see in
our future work if more complex environments (for example,
obstacles, patchiness or seasonality of the food supply) or
other environmental conditions will allow in our system for
the evolution of other complex behavioural strategies and to
the observation of general patterns in evolution (Dorin et al.,
2008) in this virtual ecosystem.
References
Dorin, A., Korb, K., and Grimm, V. (2008). Artificial-life ecosys-
tems: what are they and what could they become? In Artifi-
cial Life XI: Proceedings of the Eleventh International Con-
ference on the Simulation and Synthesis of Living Systems,
pages 173–180. MIT Press, Cambridge, MA.
Erdei, J., Joachimczak, M., and Wro´bel, B. (2012). Evolution of
chemotaxis in single-cell artificial organisms. In Proceedings
of ICT Young 2012, pages 185–190. Gdansk University of
Technology, Poland.
Finkel, R. A. and Bentley, J. L. (1974). Quad trees a data structure
for retrieval on composite keys. Acta Informatica, 4(1):1–9.
Gribbon, K. T. and Bailey, D. G. (2004). A novel approach to
real-time bilinear interpolation. In Proceedings of the 2nd
IEEE International Workshop on Electronic Design, Test and
Applications, DELTA 2004, pages 126–134. IEEE Computer
Society.
Harvey, I. (2011). The microbial genetic algorithm. In Advances
in Artificial Life: Proceedings of the 10th European Confer-
ence on Artificial Life, ECAL 2009, volume 5778 of Lecture
Notes in Computer Science, pages 126–133. Springer, Berlin
/ Heidelberg, Germany.
Joachimczak, M. and Wro´bel, B. (2008). Evo-devo in silico: a
model of a gene network regulating multicellular develop-
ment in 3D space with artificial physics. In Artificial Life XI:
Proceedings of the Eleventh International Conference on the
Simulation and Synthesis of Living Systems, pages 297–304.
MIT Press, Cambridge, MA.
Joachimczak, M. and Wro´bel, B. (2009). Evolving gene regula-
tory networks for real time control of foraging behaviours. In
Artificial Life XII: Proceedings of the Twelfth International
Conference on the Synthesis and Simulation of Living Sys-
tems, pages 348–355. MIT Press, Cambridge, MA.
Joachimczak, M. and Wro´bel, B. (2010). Processing signals with
evolving artificial gene regulatory networks. In Artificial Life
ECAL - General Track
ECAL 2013 536
XII: Proceedings of the Twelfth International Conference on
the Simulation and Synthesis of Living Systems, pages 203–
210. MIT Press, Cambridge, MA.
Joachimczak, M. and Wro´bel, B. (2012a). Co-evolution of mor-
phology and control of soft-bodied multicellular animats. In
Proceedings of the Fourteenth International Conference on
Genetic and Evolutionary Computation, GECCO ’12, pages
561–568. ACM, New York, NY.
Joachimczak, M. and Wro´bel, B. (2012b). Open ended evolution
of 3d multicellular development controlled by gene regula-
tory networks. In Artificial Life XIII: Proceedings of the
Thirteenth International Conference on the Simulation and
Synthesis of Living Systems, pages 67–74. MIT Press, Cam-
bridge, MA.
Knabe, J. F., Nehaniv, C. L., Schilstra, M. J., and Quick, T.
(2006). Evolving biological clocks using genetic regulatory
networks. In Artificial Life X: Proceedings of the Tenth Inter-
national Conference on the Simulation and Synthesis of Liv-
ing Systems, pages 15–21. MIT Press, Cambridge, MA.
Kuo, D. P., Leier, A., and Banzhaf, W. (2004). Evolving dynamics
in an artificial regulatory network model. In Proceedings of
Parallel Problem Solving from Nature , PPSN VIII, volume
3242 of Lecture Notes in Computer Science, pages 571–580.
Springer, Berlin / Heidelberg, Germany.
Lehman, J. and Stanley, K. O. (2011). Abandoning objectives:
Evolution through the search for novelty alone. Evolution-
ary Computation, 19(2):189–223.
Palmer, M. E. and Chou, A. K. (2012). An artificial visual cortex
drives behavioral evolution in co-evolved predator and prey
robots. In Proceedings of the Fourteenth International Con-
ference on Genetic and Evolutionary Computation Confer-
ence Companion, pages 361–364. ACM, New York, NY.
Quick, T., Nehaniv, C. L., Dautenhahn, K., and Roberts, G. (2003).
Evolving embodied genetic regulatory network-driven con-
trol systems. In Advances in Artificial Life: Proceedings of
the Seventh European Conference on Artificial Life, ECAL
2003, volume 2801 of Lecture Notes in Computer Science,
pages 266–277.
Reil, T. (1999). Dynamics of gene expression in an artificial
genome implications for biological and artificial ontogeny.
In Proceedings of the 5th European Conference on Artificial
Life, ECAL 1999, volume 1674 of Lecture Notes in Artificial
Intelligence, pages 457–466. Springer, Berlin / Heidelberg,
Germany.
Schmickl, T. and Crailsheim, K. (2006). Bubbleworld.evo: Artifi-
cial evolution of behavioral decisions in a simulated predator-
prey ecosystem. In From Animals to Animats 9: Proceedings
of the 9th International Conference on Simulation of Adaptive
Behavior, SAB 2006, volume 4095 of Lecture Notes in Com-
puter Science, pages 594–605. Springer, Berlin / Heidelberg,
Germany.
Turk, G. (2010). Sticky feet: evolution in a multi-creature physical
simulation. In Artificial Life XII: Proceedings of the Twelfth
International Conference on the Simulation and Synthesis of
Living Systems, pages 496–503. MIT Press, Cambridge, MA.
ECAL - General Track
537 ECAL 2013
FARSA1: An Open Software Tool for Embodied Cognitive Science
Gianluca Massera2, Tomassino Ferrauto2, Onofrio Gigliotta3, Stefano Nolfi2
1http://laral.istc.cnr.it/farsa
2Institute of Cognitive Sciences and Technologies, CNR, Rome, Italy
3University of Naples Federico II, Naples, Italy
{gmassera, tomassino.ferrauto, s.nolfi}@istc.cnr.it, onofrio.gigliotta@unina.it
Abstract
In this paper we introduce the FARSA open-source tool that
supports the accomplishment of experimental research in Em-
bodied Cognitive Science and Adaptive Behavior. The tool
provides a set of integrated libraries and a graphical interface
that enable to design, to accurately simulate and to analyze
individual and/or collective embodied robotic models. The
modular architecture of the tool allows to progressively ex-
pand it with new software components and simplifies the im-
plementation of custom experiments. The tool comes with
a set of exemplificative experiments and with a synthetic
but comprehensive documentation that should enable users
to quickly master its usage.
Introduction
The realization of the importance of embodiment and sit-
uatedness for the study of behavior and cognition led
to a paradigm shift toward the so-called Embodied Cog-
nitive Science (Clark, 1999; Pfeifer and Bongard, 2007;
Shapiro, 2007). From a methodological point of view this
change implies that models of behavioral and cognitive
capacities should take into consideration the characteris-
tics of the agent’s nervous system, of the agent’s body, of
the environment and of the properties that arise from the
agents/environment interactions. This in turn requires the
formulation of models that are far more complex than their
previous disembodied counterpart and that are not consti-
tuted simply by static descriptions but rather by processes
that run in the physical world or in realistic computer simu-
lations.
The recent development of robotic platforms that are rel-
atively affordable and easy to use (such as the Khepera1 and
the Nao2 robot) as well as the development of software li-
braries that enable the realization of realistic simulations of
physical processes (such as ODE (Smith, 2004) and Newton
Dynamics (Jerez and Suero, 2004)) constitute important fa-
cilitators for the design of embodied models. Despite of that,
1http://www.k-team.com/mobile-robotics-products/khepera-ii
2http://www.aldebaran-robotics.com/en/
the knowledge barrier that Embodied Cognitive Science re-
searchers should face to build and analyze their models is
still very high.
To mitigate this problem we developed FARSA, an open-
source software tool that enables researchers and students to
easily and effectively carry on research in Embodied Cog-
nitive Science. FARSA combines in a single framework the
following features:
• it is open-source, so it can be freely modified, used and
extended by the research community;
• it is constituted by a series of integrated libraries that al-
low to easily design the different components of an em-
bodied model (i.e. the agents’ body and sensory-motor
system, the agents’ control systems, and the ecological
niche in which the agents operate) and that allow to simu-
late accurately and efficiently the interactions between the
agent and the environment;
• it comes with a rich graphical interface that facilitates
the visualization and analysis of the elements forming
the embodied model and of the behavioral and cognitive
processes originating from the agent/environment interac-
tions;
• it is based on a highly modular software architecture that
enables a progressive expansion of the tool features and
simplifies the implementation of new experiments and of
new software components;
• it is multi-platform, i.e. it can be compiled and used on
Linux, Windows, and Mac OS X operating systems;
• it comes with a set of exemplificative experiments and
with a synthetic but comprehensive documentation that
should enable users to quickly master the tool usage.
In section 2 we discuss the relation with other similar tools.
In section 3 we review the main features and capabilities of
the tool. In section 4 we describe the design and working
principles of the software architecture. Finally in section 5,
we describe the planned future extensions of the tool.
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Related Tools
Objectives similar to those we have tried to reach with
FARSA have been actively pursued during the last 20 years
by academic research laboratories, small private companies,
and multinational companies. Here we restrict our analysis
to the most related attempts.
One of the first and most influential tool is Webots™
(Michel, 2004) a mobile robot simulator, initially developed
by Olivier Michel at the Swiss Federal Institute of Technol-
ogy (EPFL) in Lausanne, Switzerland, and then commer-
cialized by a small spin-off company led by the software
creator. The tool is used by about 1000 research centers and
universities worldwide. Webots™includes a robot simulator
with a rich collection of predefined robotic models, a visu-
alization tool that allows to observe the robot’s behavior, a
library of methods for customizing the robot and the envi-
ronment, and a library of simulated sensors and actuators.
A limitation of this tool is constituted by its commercial na-
ture that introduces a cost barrier, prevents the possibility to
fully inspect and customize the source code, and limits the
possibilities to exploit collaborative development.
ARGOS (Pinciroli et al., 2012) is a recently developed 3D
physic simulation tool targeted particularly toward swarm
robotics research. It is an open source project. The usage of
the tool, however, require a significant programming effort
also due to the lack of an integrated graphical interface.
USARSim (Carpin et al., 2007) is also open-source simu-
lator that was initially targeted toward urban search and res-
cue scenarios and later extended toward a more general use.
It supports a wide range of robotics platforms (humanoids,
wheeled, vehicles, etc) and has been adopted as a simulation
platform by the Robotcup initiative. USARSim is an open
source project which, however, is based on the Unreal En-
gine proprietary technology. This limits the inspection and
the customization of the tool at the level of the robot im-
plementation and impose the use of a particular proprietary
language (unreal script) for the configuration of the experi-
ments.
Gazebo (Koenig and Howard, 2004) is another open-
source simulator anlogous to USARsim but does not use any
third party proprietary code. Another advantage of Gazebo
is that it can be used in combination with Player (Gerkey
et al., 2001) a tool that can be used to design the agents’ con-
troller and eventually the adapting process. The two tools
are constituted by indepedent software programs that com-
municate through a dedicated network protocol. The combi-
nation of these tools constitute a powerful environment. Its
use, however, requires a significant programming expertise
and learning efforts.
Finally, Microsoft andWillow Garage developed two sim-
ilar robotic suites: Microsoft Robotics Developer Studio
(RDS)3 and Robot Operating System (ROS)4. These pack-
ages, that constitute a sort of operating system and a de-
velopmental environment for robotics applications, include
device drivers, libraries, visualizers, message-passing, pack-
age management, 3D simulation tools, visual programming
languages, a library of simulated robotic platforms, sensors,
and actuators. The limits of these tools, for what concerns
the objective addressed in this paper, is their complexity
and consequently the required expertise and learning efforts.
Another technical limitation is constitued by the fact that
they are not multi-platform: Microsoft RDS runs only on
windows while ROS runs only on Linux, limiting commu-
nity collaborations.
The FARSA project aims to provide an open-source and
multi-platform tool that it is easy to use and to extend and, in
addition to a robotic simulation environment, provides inte-
grated tools for designing the control systems of the robots,
for analysing the robots’ behaviour, and for subjecting the
robots to evolutionary and/or learning processes.
Features and Capabilities
FARSA is a re-engineered and extended version of a tool
that has been developed since the 1995 by Stefano Nolfi
and Onofrio Gigliotta (Nolfi, 2000; Nolfi and Gigliotta,
2010) which has been used for research and education pur-
poses by more than 50 research laboratories and univer-
sities. It is in an open-source software tool that can be
freely used and modified and a cross-platform application
that runs on Linux, Windows and Mac OS X (on either
32bit or 64bit systems). The tool can be downloaded from
http://laral.istc.cnr.it/farsa. FARSA is well documented,
easy to use and comes with a series of exemplificative ex-
periments that allow users to quickly gain a comprehension
of the tool. These experiments can be used as a base for run-
ning a large spectrum of new experiments that can be set up
simply by editing a configuration file.
The tool is constituted by a series of integrated software
libraries providing the features described in the following
sub-sections.
The Robots/Environment Simulator
The robots/environment simulator (worldsim) is a library
that allows to simulate the robot/s and the environment in
which it/they operate. The library supports both individ-
ual robot simulation and collective experiments in which
several robots are placed in the same environment. The
physical and dynamical aspects of the robots and of the
robots/environment interactions can be simulated accurately
by using a 3D dynamics physics simulator or by using a
faster but simplified kinematic engine. For what concern the
dynamics simulation, FARSA relies on the Newton Game
3http://www.microsoft.com/robotics/
4http://www.willowgarage.com/pages/software/ros-platform
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Dynamics engine (Jerez and Suero, 2004) that enables ac-
curate and fast simulations. The underlying dynamic engine
has been encapsulated so to enable the inclusion of alterna-
tive engines.
Currently, FARSA supports the following robotic plat-
forms: the Khepera (Mondada et al., 1994), the e-Puck
(Mondada et al., 2009), the marXbot (Bonani et al., 2010)
(see Figure 1, bottom) and the iCub (Sandini et al., 2004)
(see Figure 1, top). These robots have been designed by
assembling a series of building blocks (physical elements,
sensors, and motorized joints) that users can re-use to im-
plement alternative, not yet supported, robots.
In the case of the iCub, the simulator is based on the
YARP (Metta et al., 2006) middleware library (the same
command used to read the robot’s sensors and control the
robot’s motor can be used to work with the simulated or real
robot). This strongly facilitates the possibility to port results
from simulation to reality and the possibility to integrate into
FARSA projects the software modules available from the
iCub software repository5. With respect to the iCub simu-
lator developed by Tikhanoff et al. (2008), the simulation li-
brary included in FARSA presents a series of advantages: it
strictly conforms to the real kinematic joints structure of the
robot, it allow to simulate multiple robots, it includes both a
dynamic and kinematic engine, and it provides an enhanced
visualization tool.
The Sensor and Motor Library
FARSA also includes a library of ready-to-use sensors and
motors. In some cases, sensors and motors include soft-
ware routines that pre-elaborate sensory or motor informa-
tion (e.g. to reduce its dimensionality) and/or integrate dif-
ferent kinds of sensory-motor information (as in the case of
motors that set the torque to be produced by a joint motor on
the basis of the current and desired position of the controlled
joint).
Wheeled robots are provided with infrared, ground, trac-
tion force, linear vision, and communication sensors, among
others. Moreover, they are provided with wheels, grippers,
LEDs, and communication actuators.
The iCub robot is provided with proprioceptors that mea-
sure the current angular position of the robot’s joints, tactile
sensors, and vision sensors among others and with actuators
that control all the available DOFs.
The state of the robot’s sensors and motors, as well as the
state of selected variables of the robot’s control system, can
be graphically visualized while the robot interacts with the
environment (see Figure 2). This provides an useful analysis
and debugging tool.
The Controller Libraries
These libraries enable the user to design, modify and visual-
ize the robot’s control system. Currently FARSA includes
5http://wiki.icub.org/iCub_documentation/
Figure 1: Snapshots taken from the 3D robot/environment
renderer of FARSA. Top: A simulated iCub robot that
reaches and grasps a spherical object located over a table.
Bottom: A simulated marXbot robot that navigates in a
structured environment containing walls and coloured ob-
jects.
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two libraries that support the design of neuro-controllers.
Users willing to use other architectures or formalisms can
integrate into FARSA alternative libraries (see the section
“Extending FARSA”).
Evonet is an easy-to-use library that enables users to
graphically design, modify and visualize the architecture of
the robot’s neural controller as well as the properties of the
neurons and of the connection weights (see Figure 2). The
library supports logistic, leaky integrator, and threshold neu-
rons. NNFW is an alternative object-oriented library that
provides a larger variety of neuron types and output func-
tions (Gaussian, winner-take-all, ramp, periodic, etc.) and
supports the use of radial basis function neural network.
Thanks to the integration between the controller and the
sensory and motor libraries, the sensory and motor layer of
the neural controller is automatically generated on the basis
of the selected sensors and motors. Moreover, the update of
the sensory neurons and the update of the actuators on the
basis of the state of the motor neurons is handled automati-
cally.
Finally, the graphic viewer of the robot’s controller (see
Figure 2) also enables users to lesion and/or to manually ma-
nipulate the state of the sensors, internal, and motor neu-
rons in order to analyze the relationship between the state
of the controller and the behavior that originates from the
robot/environmental interaction.
The Adaptation Libraries
These libraries enable the user to subject a robot or a popu-
lation of robots to an adapting process (i.e. to a evolution-
ary and/or learning process during which the characteris-
tics of the robots are varied and variations are selected so
to improve the abilities of the robots to cope with a given
task/environment).
The adaptation libraries that are currently available sup-
port the use of evolutionary algorithms (including steady
state, truncation selection, and Pareto-front algorithms), su-
pervised learning algorithms (i.e. back-propagation), and
unsupervised learning algorithm (i.e. Hebbian learning).
The evolutionary algorithms are parallelized at the level of
the individual’s evaluation and can therefore run signifi-
cantly faster in multi-core machines and computer clusters.
In the case of evolutionary and supervised algorithm, the
variation in performance during the adaptation can be mon-
itored and analyzed in the associated graphic renderer (see
Figure 3).
Design and Working Principles
The architecture of FARSA is based on three key ideas: the
components, the configuration file and the plugins.
The components are software modules that implement a
given object or process. They can be organized in a hier-
archical manner. For example, a project might include an
Figure 2: Top: The controller graphic widget that allows
to visualize, modify, and analize the robot’s neural architec-
ture, the strenght of the connection weights and biases, and
the properties of the neurons. Bottom: The controller moni-
tor that displays the activation state of the sensory, internal,
and motor neurons while the robot interacts with the envi-
ronment.
Figure 3: The graphic widget of the adapting process. In
this example, the widget is used to show the best, average
and worst fitness of an evolutionary experiment through out
generations.
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evolutionary process component, that includes as subcom-
ponent an experimental component, that includes as sub-
component an iCub robot component, a neural network con-
troller component, and several sensors and motors compo-
nents. The main characteristic of components is that they
can be automatically instantiated and configured from the
content of a configuration file (they have a direct relation to
groups of parameters in a configuration file, as explained be-
low). Components might also include associated commands
(e.g. <“evolve”, “stop”, “test”> in the case of an evolution-
ary component), and graphical widgets that can be accessed
by the FARSA main graphic interface (see next section).
The configuration file is a text file that specifies the com-
ponents (e.g. the robotic platform, the robots’ sensors
and the motors, the robots’ controllers, and eventually the
robots’ adapting process) that are going to be used in a par-
ticular project and the parameters (e.g. the number of robots
situated in the same environment, the number and type of
objects present in the environment) that are used to config-
ure them. The file has a hierarchical structure analogous to
the hierarchial organization of components. The configura-
tion file is a human readable text file (in .INI or .XML format)
that can be edited through the Total99 graphic interface (de-
scribed in the next section) or directly through a standard
text editor. This enables users to configure and run exper-
iments on remote machine (e.g. computer clusters) that do
not have a graphical environment. The modular and hierar-
chical organization of components combined with the con-
figuration file has several advantages:
• it allows to instantiate a runtime only the components that
are needed in a particular project, thus eliminating the risk
that problems affecting other components might affect the
functionality of the whole project,
• it gives the possibility to re-use the same components in
different projects,
• it enables a progressive expansion of the tool with the de-
velopment of additional components,
• it simplifies the tool usage through the visualization of
only the parameters, the commands, and the graphic wid-
gets that are relevant for a given project.
A plugin contains compiled code of new components or fea-
tures created by users. They might consists of subclasses of
existing components (e.g. a subclass of an evolutionary ex-
periment with a new implemented fitness function or a new
subclass of the sensor class implementing a new type of sen-
sor not available in the sensor library) or of completely new
components (e.g. a behaviour-based controller tool with as-
sociated parameters, commands and graphic widgets). The
plugins, which are loaded and instantiated at run time, are
totally equivalent to the other native components of FARSA
for what concern the functionalities and use (e.g. they can be
configured and commanded in the same manner and through
the same graphic interface of the native components). Plug-
ins provide several advantages:
• they enable users to neatly separate their new code from
the main library,
• they facilitate the distribution and sharing of additional
components and feature within the FARSA community,
• they enable users to get access to a number of exempli-
ficative experiments that increase over time,
• they allow authors of scientific papers to provide an easy
way to replicate their work.
Overall the workflow in FARSA is as follow: the project
configuration file and the required plugins are loaded, the
required components are created and configured on the basis
of the configuration parameters, the associated commands
and graphical widgets are created and made available to the
user through the graphic interface.
The graphical interface
Total99 is the graphical interface that allows to configure ex-
periments, to instantiate the required software components,
and to use the associated commands and graphic widgets.
Total99 can also operate in batch mode without graphics if
required. Total99 can be used to create, view, or modify a
configuration file (Figure 4). This can be done by loading
or creating a configuration file (through the use of the com-
mands available in the File menu) and by then setting the
configuration components and parameters through the pa-
rameters widget (orange rectangle of Figure 4).
Figure 4: The Total99 graphical interface. The menu bar
(blue), the toobar (magenta), the project information bar
(brown), the project parameters widget (orange), and the sta-
tus bar (red) have been highlighted with coloured rectangles.
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More specifically, the left part of the parameters widget is
used to display the hierarchical organization of the compo-
nents and the right part is used to display the parameters
of the currently selected component and/or to add or re-
move sub-components and parameters (these can be selected
from automatically generated lists that include only the pa-
rameters that belong to the current component and the sub-
components that can be instantiated from the current com-
ponent).
Once the configuration file has been set up, the user can
run the project through the menu or the tool bar. As we
mentioned above, this initiates the loading of the selected
plugins, the instantiation of the software components spec-
ified in the configuration file, and the configuration of the
components on the basis of the parameters specified in the
configuration file. At this point, the commands associated
to the components that have been instantiated and the asso-
ciated graphic widgets can be executed from the Action and
Views folders of the menu bar.
Extending FARSA
FARSA can be extended by implementing additional soft-
ware components. The integration of the new components
into FARSA, that enables the possibility to use, execute, and
configure them as native components, requires to fulfill the
following three requirements.
The first requirement is that the class of the new compo-
nent should be defined as a sub-class of an existing compo-
nent or of a virtual empty component.
The second requirement is that the new class should in-
clude a describe(), save(), and configure()6 functions that are
used respectively for declaring the properties of the configu-
ration parameters, saving the current value of the parameters
on the configuration file when requested, and configuring the
object on the basis of the parameters. For all these opera-
tions, FARSA provides helper functions in order to simplify
and to minimize the effort of writing them.
The third requirement is that the new component has to
be registered with the registerClass() function specifying the
component type name.
In the case of components that also include new com-
mands and/or new graphic widgets (that should be made
available from the Total99 graphic interface), the user should
also declare the new commands and/or widgets by imple-
menting the fillActionsMenus(), getViewers(), and addAd-
ditionalMenus() functions.
More detailed information can be found in the on-line
documentation.
Future Plans
The first stable version of FARSA has been just released
online. During the next few months we plan to refine and
6Instead of implementing the configure() function, it is possible
to implement a special constructor of the class
extend the documentation and the library of the exemplifica-
tive experiments. Then we plan to keep extending the tool,
to promote the development of a community of users and
developers, and to develop multimedia materials that can en-
rich the educational and training potential of the tool.
Planned Extensions
Currently planned extensions include: (i) additional con-
troller and adaptive software components that will enable the
direct use of other formalisms and training algorithms (e.g.
self-organizing maps, fuzzy networks, reinforcement learn-
ing) as well as the combined used of different techniques
(e.g. unsupervised and supervised learning algorithms), (ii)
additional readily available robotic platforms, and (iii) the
possibility of using a simple script language as an alterna-
tive to C++ to implement new types of experiments.
FARSA Community
The full open-source nature of FARSA and its modular ar-
chitecture constitute two important prerequisites for the de-
velopment of a wide community of users and developers that
can profit from the tools and can contribute to its further ex-
tension. To enable the formation of such community we plan
to widely disseminate the tool and to create web-based facil-
ities that can be used to store users’ knowledge and plugins.
Educational Use of FARSA
The simplicity of use potentially enables FARSA to also be-
come an excellent educational tool. To promote this use we
plan to develop and promote the collaborative development
of tutorials and training material targeted toward undergrad-
uate and graduate courses in Embodied Cognitive Sciences
and Autonomous Robotics. Finally we plan to develop ex-
amples of serious games (Marsh, 2011; Miglino et al., 2008,
2007) that could be used to disseminate key concepts also to
the general public, within Science Museums and Festivals,
and to students of the primary and secondary schools.
Conclusion
FARSA is an easy to use open-source tool that can enable
students and researchers with a limited technical expertise
to start building and experimenting with embodied cogni-
tive science models and enables experienced researchers to
use a powerful tool that can be easily configured and ex-
tended. Moreover, it provides an unique set of integrated
tools that strongly facilitate the design of neuro-robotics and
adaptive robots. The current version of the tool has been
extensively used and tested to carry on frontier research in
adaptive robotics (Massera et al., 2007; Gigliotta and Nolfi,
2007; Tuci et al., 2009; Massera et al., 2010; Tuci et al.,
2011; Savastano and Nolfi, 2012; Leugger and Nolfi, 2012)
in our lab. We hope the public and well-documented version
of the tool that we just released will attract a wide interest
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and will permit the establishment of a wide community of
users and developers.
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Abstract 
This paper describes insect type micro robots controlled by a 
CMOS IC of hardware neural networks. The micro robot is 
fabricated by the micro electro mechanical systems (MEMS) 
technology using a silicon wafer, and the actuator is composed 
of artificial muscle wires on the basis of shape memory alloy. 
Insect-like walking is achieved by link mechanisms that 
transform the actuator’s rotational motion to locomotive motion. 
The CMOS IC generates the driving waveform of the micro 
robot and realizes insect-like walking. The hardware neural 
networks are built as cell body models and inhibitory synaptic 
models. The output signal ports of the hardware neural networks 
are connected to the artificial-muscle-wire-driving circuit. This 
robot system does not require specialized software programs and 
A/D converters. The developed neural networks are composed of 
self-functioning, interconnected plural unit neurons. For proper 
driving, each neuron in the developed neural network control 
must be synchronized, as occurs in the neural networks of living 
organisms. In this study, the motion of the MEMS micro robot is 
controlled by non-synchronization and anti-phase 
synchronization driving waveforms. When the non-
synchronization driving waveform is input, the micro robot 
ceases walking motion, but resumes walking upon receipt of the 
anti-phase synchronization driving waveform. The sideways, 
endways, and height dimensions of the fabricated micro robot 
are 4.0 mm, 2.7 mm and 2.5 mm, respectively. The obtained 
locomotion speed is 26.4 mm/min and the step width is 0.88 
mm. 
Introduction 
Insect-like micro robots have been increasingly applied in 
medicine and other fields that require precise manipulation 
(Shibata et al., 1997; Takeda, 2001; Habib et al., 2007, 2011; 
Baisch et al., 2010; Yan et al., 2007). However, to date, very 
few insect robots are operational at the level of living 
organisms. Developmental obstacles include the 
miniaturization of the mechanism, small energy requirements 
for ensuring long lifetime, and realizing the flexibility of living 
organisms.  
In conventional robot mechanisms, the dominant actuator is 
an electromagnetic motor, and robotic components are 
manufactured by mechanical machining. However, very small 
robots cannot be fabricated by conventional technologies. To 
overcome this limitation, researchers have developed the 
micro electro mechanical systems (MEMS) technology on the 
basis of the IC production process (Donald et al., 2006; 
Edqvist et al., 2009). The miniature actuators reported to date 
include electrostatic actuators (Tang et al., 1989; Sniegowski 
et al., 1996), electromagnetic actuators (Asada et al., 1994), 
piezoelectric actuators (Suzuki et al., 1999), and shape 
memory alloy (SMA) actuators (Surbled et al., 2001). 
However, the movement of micro robots built with these 
actuators is impeded on uneven surfaces by small gaps or dust 
particles. Therefore, micro robots that can walk on an uneven 
surface are highly sought. 
 Conventional robot control is implemented by digital 
systems based on microprocessors and software programs. 
While the pre-programmed digital system exerts adequate 
control in the specified environment, it may not respond 
appropriately to unpredictable events. As a means of realizing 
flexible control, artificial neural networks have attracted 
considerable attention (Nakada et al., 2003; Delcpyn, 1980). 
For example, an organism such as an insect realizes walking 
motion by combining simple neural networks. Moreover, 
living organisms are flexible and respond sensitively to 
accidental events. For these reasons, artificial neural network 
control is a preferable choice in micro robot design.  
 Neural networks have mostly been investigated by software 
approaches based on mathematical calculations (Tsumoto et 
al., 2003, 2006; Tsuji et al., 2007; Hodgkin et al., 1952; 
FitzHugh, 1961). However, using this approach, even simple 
neural networks consume vast physical and temporal 
computer resources. Therefore, several researchers have 
implemented neural networks in hardware (Endo et al., 1978; 
Kitajima et al., 2001; Yamauchi et al., 1999, 2003; Nagumo 
et al., 1962; Maeda, 2008). Hardware networks can process 
nonlinear operations continuously at high speed. Moreover, 
because the circuit can be embodied in an integrated circuit 
(IC) (Lewis et al., 2000), extreme size reduction is expected 
even for large circuits.  
The previous micro robot system reported by the authors 
(Suematsu et al., 2009; Saito et al., 2010; Okazaki et al., 
2011) possessed two legs controlled by the MEMS technology 
and a plastic body. The actuator was fabricated by SMA. The 
micro robot was controlled by pulse-type hardware networks 
(P-HNNs), functioning similarly to the central pattern 
generator of living organisms. The P-HNN was composed of 
discrete components. In the next step of the project, the six-
legged structure and walking motion of the insect were 
developed. The rotational actuator used SMA-based artificial 
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muscle wires, and walking motion was realized by link 
mechanisms. Motion was controlled by a hardware neural 
network circuit connected to the actuator. Moreover, the micro 
robot dimensions were reduced to 4.0 mm, 2.7 mm, 2.5mm in 
the sideways, endways and height directions, respectively 
(Uchikoba et al., 2012). In this study, the robot was again 
controlled by discrete P-HNN circuits.  
Recently, we built hardware neural networks into CMOS 
IC. The IC was connected to the insect-type MEMS micro 
robot, and its performance was evaluated. In this paper, we 
explain the mechanism and system of the micro robot and P-
HNN IC, and discuss the control characteristics of the P-HNN 
IC. The driving waveform is provided by synchronization of 
several hardware neural networks. 
System of Micro Robot 
CMOS IC Controlled MEMS Micro Robot 
In future applications, the developed micro robot will observe 
and possibly lead swarms of similar micro robots. Therefore, 
the robot should resemble a live insect as much as possible. 
For this purpose, we consider hexapod walking motion as a 
primary objective. Figure 1 shows the mechanism of the 
designed micro robot.  
 
Figure 1: Mechanism of the Designed Micro Robot 
The robot is fitted with six legs on either side. Three of the 
legs are connected by the link mechanism, while the central 
leg is held on the rotational actuator built into the body parts. 
The rotor of the actuator is suspended by artificial muscle 
wires extending in four directions. The artificial muscle wires, 
composed of SMA, shrink when heated above the transition 
temperature of the alloy, and revert to their original length by 
cooling below the transition temperature. The temperature is 
raised by flowing an electrical current directly into the wire. 
The wire is coiled inside the actuator to enable a larger 
displacement than is possible with a linear wire. The 
specifications of the artificial muscle wire are shown in Table 
1 (http://www.toki.co.jp). 
 
 
 
Coil diameter (mm) 0.2 
Wire diameter (mm) 0.05 
Drive current (mA) 50–120 
Resistance (m−1) 3600 
Force (gf) 3-5 
Displacement (%) 50 
Table 1: Specifications of Artificial Muscle Wire 
Rotational motion is realized by shrinking the artificial 
muscle wires in rotational order. A schematic of the actuator’s 
rotational motion is shown in Figure 2. As wire A shrinks 
under heating, the rotor is pulled toward the A side. In the 
next step, wire A is extended by cooling, and wire B is shrunk, 
dragging the rotor toward the B side. The heating and cooling 
processes are repeated for wires C and D. These activities 
induce a clockwise rotation of the rotor. 
 
Figure 2: Schematic of Clockwise Rotational Motion of the 
Actuator 
The driving waveform of the neural networks for generating 
hexapod walking motion is shown in Figure 3. The walking 
motion is generated by four pulses. The input voltage and 
pulse width are 3 V and 0.5 s, respectively. 
The central leg is connected to the rotor shaft. The front and 
rear legs float, while the central leg touches the ground 
surface. Governed by the rotational motion of the actuator, the 
middle leg kicks the ground, propelling the micro robot body 
forward. As the middle leg rises, the front and rear legs touch 
the ground surface. The outer and central legs are out of phase 
by 180°. During these motions, the touched points always 
form a triangle, and stable walking motion, mimicking that of 
an insect, is realized. Moreover, backward locomotion is 
generated by reversing the actuator motion. The forward and 
backward motions are controlled by the electrical current 
pulses shown in Figure 3 (a) and 3 (b), respectively. 
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Figure 3: Schematic of Driving Waveform: (a) Clockwise 
Pulse (b) Reverse Rotation Pulse 
Structure of Micro Robot 
The fabricated micro robot comprises the body parts, the 
rotational actuator, and the legs. The body, legs, and actuator 
rotor are made from single crystal silicon wafers fabricated by 
the MEMS technology. The four frames of the body structure 
are assembled by jutting the parts into the grooves. For this 
purpose, four pieces of artificial muscle wires are connected to 
the rotor section of the rotational actuator, which is modified 
by zigzag slits. An electrical ground line is led from the rotor. 
The other end of the artificial muscle wire is connected to the 
frame. Figure 4 shows a schematic of the micro robot body 
and the actuator part, while the shape and dimensions of the 
rotor part are shown in Figure 5.  
 
Figure 4: Schematic of Micro Robot Body and Actuator 
 
Figure 5: Shape and Dimensions of Rotor Part 
The three leg parts are connected by the link mechanism. 
The front and rear legs move in the counter-direction relative 
to the center leg. To ensure that the robot moves parallel to the 
ground, the central leg is made shorter than the other legs. 
Figure 6 shows the link mechanism of the legs. The central 
legs are connected to the center of the rotor by a tungsten 
carbide shaft, while the outer legs are held by shafts attached 
to the body frame. 
 
Figure 6: Link Mechanism of Legs 
The silicon part was fabricated by MEMS 
photolithography. After washing the silicon wafer, aluminum 
was deposited by physical vapor deposition, followed by 
coating with a photoresist. The aluminum film was 
approximately 0.1 m thick. The designed pattern was 
exposed to the resist film, and developed by soaking in the 
developer. The aluminum film on the specimen was then 
etched chemically, leaving an imprint of the designed pattern. 
The washed and dried specimen was dry-etched by high-
aspect-ratio induced coupled plasma etching combined with a 
Bosch process (Bhardwaji et al., 1995). The rotor part was 
obtained after removing the aluminum film and washing. The 
other robot parts were obtained by repeating this process on 
both surfaces of the wafer. Hand assembly of the fabricated 
parts yielded the micro robot. 
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Pulse-Type Hardware Neural Networks  
The P-HNN was built from the cell body and synaptic model 
circuits. These circuits reproduce the functions of biological 
neurons. 
 The cell body model circuit is configured as a voltage 
control negative resistance circuit, an equivalent inductance 
circuit, membrane capacitor CM, and leak resistor MC4. The 
cell body model circuit is characterized by a firing threshold, 
refractory period, and a continuous pulse waveform, similar to 
the characteristics of biological neurons. Figure 7 is a diagram 
of the cell body model circuit, powered by source VA. 
 
 
Figure 7: Diagram of the Cell Body Model Circuit 
The synaptic model circuit comprises the excitatory and 
inhibitory synaptic model circuits, which differ only in the 
direction of their current. The synaptic model circuit has 
spatio-temporal summation characteristics mimicking those of 
biological synapses. That is, the synaptic model circuit sums 
the output pulses of the cell body model circuit. A diagram of 
the synaptic model circuit is provided in Figure 8. This circuit 
is powered by source VDD. The synaptic weight (connection 
strength between the cell body models) is adjustable by 
changing the ration of the channel length L and the channel 
width W in the gate of MIS1 in Figure 8 (b). For example, iISout 
is increased by increasing the W/L of MIS1. 
 
 
Figure 8: Diagram of the Synaptic Model Circuit: (a) 
Excitatory Synaptic Model Circuit (b) Inhibitory Synaptic 
Model Circuit 
The P-HNNs are synchronized by the excitatory and 
inhibitory synaptic model circuits. Excitatory and inhibitory 
mutual coupling generates in-phase and anti-phase 
synchronization, respectively. During walking, we consider 
that the neural networks of the micro robot might consist 
solely of inhibitory synaptic models and anti-phase 
synchronization. If the excitatory synaptic model can be 
removed without loss of functionality, the number of elements 
in the model can be reduced. The P-HNN connections are 
schematized in Figure 9. 
 
Figure 9: Connection Diagram of P-HNN 
The four cell body models are mutually coupled by 12 
inhibitory synaptic models. Four output ports, extracted from 
the P-HNN, are connected to the actuator of the MEMS micro 
robot. In addition, the trigger pulse input ports are extracted to 
P-HNNs. By accepting different input timing of the external 
trigger pulse, the P-HNN can alter the sequence of the output 
waveform. 
CMOS IC 
Figure 10 displays the layout pattern of the P-HNN. The 
process line is a double-metal single-poly CMOS 0.35 m 
rule. The area of the IC chip is 1.93 mm square. Because 
capacitors CG and CM are too large to position on the CMOS 
IC chip, they are externally connected to the chip; this 
arrangement also enables straightforward dynamic frequency 
adjustment. Figure 11 shows a diagram of the artificial muscle 
wire driving circuit that generates the walking motion of the 
MEMS micro robot.  
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Figure 10: Layout Pattern of P-HNN 
 
Figure 11: Artificial Muscle Wire Driving Circuit 
Results and Discussion 
A photograph of the fabricated micro robot is shown in Figure 
12. The sideways, endways, and height dimensions of the 
micro robot are 4.0 mm, 2.7 mm, and 2.5 mm, respectively. 
The dimensional error of the actuator component was 
measured by an optical con-focal microscope, and was found 
to be always within ±3 m. Moreover, the leg and link parts 
were connected with adequate clearance fit (measured as 20–
30 m).  
 
Figure 12: Photograph of the Fabricated MEMS Micro Robot 
 Figure 13 compares the discrete circuit board of the 
artificial neural networks with the packaged IC. This figure 
shows that the packaged IC was miniaturized to 3.5% of the 
discrete circuit area, while the bare die realized an area 
reduction to 0.05%. Thus, considerable size reduction may be 
achieved by the IC construction. 
 
Figure 13: Size Comparison between the Discrete Circuit and 
the Packaged IC Discrete Circuit: 10 cm × 8 cm, Packaged 
IC: 14 mm × 20 mm, Bare Die IC: 1.93 mm × 1.93 mm 
 Figure 14 shows the output waveform of the IC chip when 
VDD = 5 V. At this voltage level, the inhibitory synaptic circuit 
is turned on. In other words, the inhibitory synaptic model 
circuit is connected, generating an output waveform that 
inhibits the other cell body model circuits. In response, the cell 
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body model circuit comprising I1, I2, I3, and I4 outputs an anti-
phase synchronization pattern. Since P-HNNs can generate 
driving waveforms such as those shown in Figure 3, we have 
demonstrated that the fabricated IC chip generates correct 
walking motion of the silicon micro robot. 
 
Figure 14: Output Waveform of the IC Chip  
Figure 15 illustrates the walking motion of the MEMS 
micro robot. The driving waveform that moves the robot is 
output by the P-HNN. The rotary actuator is then activated and 
the link mechanism is converted to a walking motion. The 
locomotion speed is 26.4 mm/min with a step width of 0.88 
mm. 
 
Figure 15: Walking Motion of MEMS Micro Robot 
 
Figure 16: Output Waveform of IC (Non-Synchronization 
Mode) 
 
Figure 17: Output Waveform of IC (Anti-Phase 
Synchronization Mode) 
The motion of the MEMS micro robot was examined under 
non-synchronization and anti-phase synchronization P-HNN 
driving waveforms, displayed in Figs. 16 and 17, respectively. 
In Figure 16, four waveforms are randomly generated, while 
in Figure 17, they are alternately generated. In the former case, 
the actuator of the micro robot did not perform rotational 
motion, hence the robot did not achieve walking function. By 
contrast, when the anti-phase synchronization driving 
waveform was connected to the micro robot, walking motion 
was initiated (Figure 18). To easily visualize the leg 
movements, these motional comparisons were conducted on a 
larger micro robot than the fabricated one. The width, length, 
and height of this micro robot were 8.1 mm, 8.9 mm, and 9.0 
mm, respectively. Each figure was observed at 0.5 s intervals. 
The locomotion speed of this micro robot was 96.0 mm/min 
with a step width of 4.0 mm. In this test, the MEMS micro 
robot was controlled by the CMOS IC of hardware neural 
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networks, whose synchronization phenomena mimicked those 
of brain networks. 
 
 
Figure 18: Motion Response of MEMS Micro Robot to an 
Anti-Phase Synchronization Driving Waveform 
Conclusion 
This paper proposes an insect-type MEMS micro robot 
controlled by CMOS IC of hardware neural networks. The 
micro robot contains a rotational actuator using SMA-based 
artificial muscle wires and possesses the hexapod structure of 
an insect. The dimensions of the micro robot are 4.0 mm 
(sideways), 2.7 mm (endways), and 2.5 mm (height). 
 The micro robot walks when supplied with a synchronized 
output driving waveform generated by the IC chip of pulse-
type hardware neural networks. Thus, as in living organisms, 
walking motion is realized by the synchronization of artificial 
neural networks. Moreover, the movement of the micro robot 
can be controlled by pulse-type hardware neural networks. The 
locomotion speed is 26.4 mm/min and the step width is 0.88 
mm. 
 In the future, other motions exhibited by living organisms 
will be incorporated into the insect-type MEMS micro robot, 
by integrating functional elements such as sensors onto a 
single chip. When the sensor has been integrated, the walking 
motion systems will form a closed loop, enabling more lifelike 
behavior of the micro robot. Such micro robots are not only 
useful in medical fields but will also assist biologists in 
understanding the movements of living organisms. Moreover, 
since the all-in-one package installed in the micro robot 
requires a built-in battery, the micro robot may be used to 
investigate electromagnetic induction-type wireless power 
transfer or solar cells. 
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Abstract
Most biological systems have some sort of adaptation to our
planet’s cycle of day and night. This adaptation is a current
subject of scientific research, and serves as inspiration to de-
velop a multi-agent simulation to investigate the evolution of
complexity in an open-ended evolutionary framework. In a
previous work, we created a simulated world where artificial
organisms evolve to synchronize with a daily cycle of light
and darkness. A multi-agent, artificial life framework was
used to implement these simulations. In this paper, we fur-
ther develop that world, by adding caves to the environment.
When in these caves, the agents will perceive a low level of
light, as if it were night. This adds an extra layer of complex-
ity to the desired behavior of the agents, as now they need
to distinguish “night” from “cave”. Using the same agent
structure, and the same open-ended evolution framework, we
show that the agents evolve to adapt to this new environment.
We also show how the agents adapt to the environment with
caves, by analyzing their brains.
Introduction
The study of circadian clocks and similar synchronization
phenomena in biological systems is a current subject of sci-
entific research (Rand et al., 2006; Strogatz, 2004). Despite
having been extensively studied, these phenomena still have
much to be investigated. Our goal, however, is not to learn
more about this biological process, but to use it as an inspi-
ration to study the emergence of complex behaviors in an
open-ended evolution scenario. To that end, we implement a
simulation where the environment has a day and night cycle,
and analyze the evolution of the agents’ behavior, and their
adaptation to this cycle.
In a previous paper, the authors presented some experi-
ments done with such a scenario (Baptista and Costa, 2008),
and showed that the agents do develop behaviors adapted to
the daily cycle. In an effort to create a more challenging en-
vironment, we now further developed that world by adding
caves. When an agent enters a cave, the light level will be
the same as if it were night time. This will force the agents
to evolve behaviors capable of distinguishing the two dif-
ferent low light conditions, adding extra complexity to the
requirements for survival.
Some previous work has been done with similar simula-
tion scenarios, either by evolving neural networks (Mirolli
and Parisi, 2003), or virtual CPU organisms in AVida (Beck-
mann et al., 2007). Our scenario can be mostly compared
to that of (Mirolli and Parisi, 2003), as they also have an
environment with varying light level and caves. However,
they use a standard genetic algorithm to evolve the agents,
whereas we use an open-ended evolution framework.
Although an established definition of open-ended evolu-
tion hasn’t yet surfaced, most authors consider that one of
the major requirements is the absence of an explicit fitness
function. In other words, to have open-ended evolution, a
system should be based on Natural Selection rather than Ar-
tificial Selection (Channon, 2000).
The simulations described in this paper were implemented
using the BitBang framework. One of the purposes of these
simulations is to serve as a proof of concept for the model
developed for the framework. Implementing a modern au-
tonomous agent model (Russell and Norvig, 2002), this
framework has roots in Artificial Life systems and Complex-
ity Science. The simulated world is composed of entities.
These can either be inanimate objects which we designate as
things, or entities that have reasoning capabilities and power
to perceive and affect the world—the agents. Both have
traits that characterize them, such as color, size, or energy—
the features. The agents communicate with, and change
the environment using perceptions and actions, taking de-
cisions using the brain. In this model, there is no definition
of a simulation step, as we won’t have any type of central-
ized control. As such, the simulation is asynchronous. The
agents will independently perceive, decide, and act. More-
over, there is no evolutionary mechanism included in the
definition of the model, since evolution is implemented as
an action. That is accomplished by giving the agents the ca-
pability of reproduction. Again, there is no central control
bound to the process of reproduction. The agents choose
when to reproduce and with what other agent to reproduce
with. In addition, there is no explicit fitness function. The
agents die due to lack of resources, predators, age, or any
other mechanism implemented in the world. Thus, in this
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model we have open ended evolution. To have a more in-
depth view of the conceptual model and architecture of Bit-
Bang, refer to (Baptista et al., 2006).
In the next section we will describe the simulation world
developed, detailing the agents, things, brain architecture,
evolutionary process, and environmental settings. We will
then present the experimental results and end with some con-
clusions.
The DayNight World
In this section we will set out all the implementation de-
tails and architecture of the simulations. As mentioned
above, these simulations were implemented using the Bit-
Bang framework, and therefore we will present the architec-
ture according to the framework’s specifications. We be-
gin by describing the simulation environment, then detail
the agents’ architecture (features, perceptions, actions, and
brain). Next, we will present the two types of things defined
in this world, and finally we present the architecture of brain
used in these experiments.
The Environment
Our world is a 3D world where agents and resources are
placed (see figure 1). The terrain is a square. This area
restricts the placement of agents, caves, and resources, but
does not restrict the movement of the agents. The world is
infinite, i.e., an agent can move past the boundaries of the
populated terrain. At startup, the field is populated with a
configured amount of randomly placed food items. These
are periodically replenished so that the total food count is
maintained. The number of resources available is config-
urable to be able to fine tune the system so as to allow agents
to survive but also provide enough evolutionary pressure.
Figure 1: Screenshot of a running simulation. We can see
the agents (turtles), the edible resources (small red cubes),
and the caves (large grey cubes).
On initialization, the world is populated with randomly
placed, and randomly generated agents. At this time, it is
highly probable that the agents will not execute the repro-
duction action, either by not choosing it, or because they
don’t have enough energy to reproduce. To keep the popula-
tion alive, whenever the number of agents in the world falls
bellow a given threshold, new agents are created. If there
are live agents in the environment, one will be picked for re-
production, otherwise a new random agent is created. Note
that, as stated before, there is no explicit fitness function, so
the agent chosen for reproduction will be randomly selected
from the population.
To differentiate the day from the night, the environment
has a light level that oscillates between a configurable max-
imum and minimum. For each day the maximum light level
is randomly calculated as the overall maximum minus a ran-
dom value between zero and the delta. The same applies
for the day’s minimum. For example, if the maximum light
level is 100, the minimum light level is 0, and the delta is 10,
each day’s maximum light level will be a random value be-
tween 90 and 100, and each day’s minimum light level will
be a random value between 0 and 10. Additionally, the light
level does not rise or fall abruptly, but rather changes lin-
early during a specified time interval, simulating dusk and
dawn. To better illustrate, in figure 2 this variation of the
light level can be observed. The duration of one day, can
be configured, and remains constant for the duration of the
experiment.
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Figure 2: Example of the variation of the light level over
the course of five days. In this example, the maximum light
level is 100, the minimum is 0, and the delta is 10.
The total simulation time for these experiments was di-
vided into two equal parts. For the first part of the simu-
lation, the agents live in an environment that only has food
items. Then, we randomly place in the environment a num-
ber of caves, and continue the simulation in this new en-
vironment. When an agent enters a cave, the light level it
perceives will be the same as if it were night, creating a new
challenge for our agents. By the time the caves are created,
the agents will have evolved a behavior adapted to the light
level, sleeping when the light is low, and being active when
its high. However, when an agent enters a cave, it will not
be able to distinguish if the low light level means “night” or
“cave”. If it simply goes to sleep whenever the light level
is low, it will never wake up again, as the light level in the
cave will never rise. Our agents will now have to adapt their
behavior to this new environment.
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The Agents
In this simulation only one type (species) of agent exists,
and has the following architecture:
• Features: energy, metabolic rate, and birth date.
• Perceptions: energy, resource location, reach resource,
light level.
• Actions: move front, turn left, turn right, sleep, eat, re-
produce.
• Brain: rule list (see section ).
We will now describe each one of these components.
Features
Energy This feature represents the current energy level of
the agent. When this feature reaches zero, the agent dies.
The feature is initialized with a predetermined value at agent
birth. For these simulations, the agents are initialized with
10 energy units.
Metabolic Rate The metabolic rate is the amount of en-
ergy the agent consumes per time unit. This rate is initial-
ized to its configured base value, and changes as the agent
moves or sleeps. The increase or decrease amounts for move
and sleep are configurable.
Birth Date This feature is set to the current time at birth
and remains constant. It is used to calculate the agent’s age.
When the agent reaches a given age, it dies. This procedure
allows the evolution to continue past the moment when the
agents have developed good navigation and eating capabil-
ities, whilst maintaining an asynchronous and open-ended
simulation. The maximum age of the agents is configurable.
Perceptions
Energy This is a self-referencing perception on the agent’s
current energy level. This perception is tied to the corre-
sponding feature. This is a numerical perception, and the
range of values can be configured.
Resource Location This is the agent’s main perception of
vision, representing the position of the nearest resource, rel-
ative to the agent’s position and orientation. The agent’s vi-
sion is implemented as a 3D cone in front of the agent. The
vision cone is configured with a given range and angle, rep-
resenting its height and aperture. This is a numerical percep-
tion with possible values 0, 1, 2, and 3. The value 0 means
no resource is visible. The value 1 means there is a resource
to the left. The value 2 means there is a resource directly in
front of the agent. The value 3 means there is a resource to
the right. This perception is influenced by the light level of
the environment. As the light level drops, so does the range
of vision for the agent, using the following equation:
V (t) = V0
L(t)
L0
, (1)
where V (t) is the vision range at time t, V0 is the configured
vision range of the agents, L(t) is the light level at time t,
and L0 is the configured maximum light level.
Reach Resource This is a boolean perception that eval-
uates to true whenever the agent has a resource within its
reach. The distance the agent can reach is configurable.
Light Level This perception gives the agent the power of
sensing the brightness of the environment. This can also be
considered a perception of vision. The value of the percep-
tion is numeric and, at each time, is evaluated to the envi-
ronment’s current light level if the agent is outside. When in
a cave, the perception evaluates to the minimum light level
whether it is night or day.
Actions
Movement We define three actions for movement. One to
walk forward, one to turn left, and one to turn right. These
actions have a tie to the metabolic rate feature in such a way
that whenever the agent is moving, the metabolic rate in-
creases.
Eat This action enables the agent to eat a resource within
its range. If no resource is in range when the action is ex-
ecuted, nothing happens. This action will add a configured
amount of energy to the agent’s energy feature.
Sleep The agent can use this action to sleep. In this
simulation, when an agent is sleeping, it will stand still
and its metabolic rate will decrease, falling below the base
metabolic rate and thus allowing the agent to conserve en-
ergy. As for the rest of the actions, it gets executed whenever
the agent chooses to do so.
Reproduce This action allows the agent to reproduce it-
self. The reproduction implemented is asexual. When the
action is executed, a new agent is created and placed in the
world. The new agent will be given a brain that is a mutated
version of its parent’s brain. Note that, as each mutation op-
erator has a given probability of being applied, the child’s
brain can be a perfect clone of its parent’s brain. The action
will also transfer energy from the parent to the offspring.
The amount of energy consumed in the action is the sum of
the initial energy for the new agent and a configurable fixed
cost. It’s important to have a cost of reproduction higher than
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the initial energy of an agent, so as to provide evolutionary
pressure.
Brain The agents’ brain used in these experiments is a rule
list. The architecture of this system is explained in section .
On initial creation of an agent, the brain is randomly ini-
tialized. This initialization conforms to some configurable
parameters: the maximum number of rules, the minimum
number of rules, and the maximum number of conditions
per rule. Other configured values are the mutation probabil-
ities used in the reproduction action.
The Things
Two types of things have been defined for this world: the re-
sources that the agents eat to acquire energy, and the caves.
No features are associated with them. A configurable param-
eter defines the amount of energy each resource provides.
Although the caves are also represented as things, they are
not visible to the agents, or else, it would be easier for them
to distinguish “night” and “cave”.
The RuleList Brain
The Rule List brain is composed of an ordered list of rules.
The reasoning process is straightforward. The rules are eval-
uated in order, and the first one whose conditions are all true,
is selected. Each rule is composed of a conjunction of con-
ditions and an action. The structure of a rule is shown in
listing 1. Next, to illustrate, in listing 2 we provide an exam-
ple of a rule.
Listing 1 Syntax of a rule in the RuleList brain.
<rule> ::= IF <cond-list> THEN <action>
<cond-list> ::= <condition>
<cond-list> ::= <condition> AND
<cond-list>
<condition> ::= <percept> <operator>
<percept>
<condition> ::= <percept> <operator>
Listing 2 Example of a rule.
IF energy < 10 AND reach resource TRUE
THEN eat
The use of this brain architecture has the added benefit of
readability. It is easy to understand the reasoning process
by looking at the agent’s rule list. This feature will permit a
better analysis of the results.
To be able to evolve this brain architecture we need to
define its equivalent to the genome, and the operators that
modify it on reproduction. The brain’s genome is the rule list
itself, no translation is applied. To alter it we defined only
mutation operators. These operators are show in table 1.
Table 1: Mutation operators of the RuleList brain.
Operator Description
Mutate List This operator iterates through the
rule list, and replaces a rule with a
new random one.
Mutate Rules This is the lowest level operator. It
drills down to the perceptions on
the conditions and mutates both the
perceptions and their operators. It
also mutates the action of the rules.
Mutate Order This operator iterates through the
rule list and moves a rule to the top
of the list.
Mutate Order 2 This operator iterates through the
rule list and moves a rule one po-
sition towards the top.
Not all of the mutation operators must be used. The pro-
grammer decides which of them to use for a particular exper-
iment. In the case of the experiment described in this paper,
the operators used were theMutate Order, Mutate Rules, and
Mutate List.
Results
In this section we will expose and analyze the results of the
experiments. But first we give an overview of the main con-
figuration values used for the simulations. Most of the con-
figuration values presented are the result of previous experi-
mentation done on (Baptista and Costa, 2008).
The terrain is a square with sides of 1000 units. This field
is populated initially with 20 agents, and that is also the min-
imum number of agents. These initial agents are generated
with a brain composed of a random set of rules. The agents’
brains are initialized with between 15 and 20 rules, having
each up to 2 conditions. The initial and minimum number
of food items is 200. One day lasts for 100 time units and
the transitions from day to night, and vice versa, last 10 time
units. The light level has a maximum of 100 and a mini-
mum of 0, with a delta of 10. That means that for a given
day the actual maximum light level will be between 100 and
90, and the minimum level between 0 and 10. Each agent is
created with a vision range of 200 units and a vision angle
of 60◦. The agents reach is 20 units. Agents are initialized
with energy 10 and consume a base metabolic rate of 0.1 en-
ergy units for each time unit. The metabolic rate increases
by 0.01 when the agent is moving and drops by 0.03 when
sleeping. The maximum age of the agents is 500 time units.
The cost of reproduction is 2 energy units, plus the energy
initialization for the child agent. Each food item gives an
agent 3 energy units. The mutation probabilities are 0.01
for every operator. These experiments were run with a time
limit of 200,000 time units. The caves were placed in the
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environment at time 100,000.
Regarding the configuration parameters for the caves, as
they represent the main addition to these experiments, we
ran simulations with different configuration values. All
caves have a side of 50. The field is populated with either
50, 20, or 10 caves.
For the experiments presented here, we ran 30 indepen-
dent simulations for each configuration of the parameters.
As is the case in (Baptista and Costa, 2008), from those 30
simulations, there are some where the agents will not be suc-
cessful in evolving good foraging behavior, and thus will not
be able to further evolve reproduction or synchronization to
the day cycle. These experiments were not taken into ac-
count for some of the results shown in this section. When-
ever that is the case, it will be stated.
Next, we will present and analyze the data of typical runs
from the simulations. From all the simulations and runs an-
alyzed, we found mainly two different types of plot (see fig-
ure 3 and figure 4). These represent the majority of results
from the runs (except for those that are unsuccessful). Both
the figures are taken from runs with the same parameter con-
figuration (50 caves).
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Figure 3: Plot of the evolution of the total number of agents
in the population, average gathered energy, percentage of
agents in sync with the day cycle, and percentage of agents
that found caves, over the course of one simulation run
(number of caves is 50).
The first type of plot, shown in figure 3, is what we ex-
pected to find in this experiment. Here, the population col-
lapses and loses synchronization when the caves are inserted
into the environment. Examining this plot, we can clearly
see the agents are successful in evolving food gathering, re-
production, and synchronization in the first environment (up
to time 100,000). Then, when the environment changes,
most of the population dies and never recovers food gath-
ering capabilities.
In fact, this data is consistent with what is presented
in (Mirolli and Parisi, 2003). In that paper, the authors
show that, when the agents only have an input of the light
level, they are not able to differentiate the “caves” from the
“night”. They provide a possible solution to the problem, by
incorporating in the structure of the brain, a clock source.
However, in our simulations, we found that on a significant
number of runs (see table 2) the agents do recover.
In figure 4 we show an example of a typical run where
the agents recover in the second environment. In the first
environment, we find a plot similar to that of figure 3. The
agents develop good food gathering capabilities, reproduce,
and synchronize with the daily cycle. When the environ-
ment changes at 100,000 time units, both the size of the
population and the average gathered energy drop, but then
quickly recover. More importantly, by analyzing the per-
centage of synchronized agents, we can see that, although it
takes longer to recover, the agents also resynchronize to the
daily cycle. One might wonder if it would be the case that
the agents are simply not entering caves. But the plot also
shows that about 80% of the agents find at least one cave dur-
ing their lifetime. Note that, as these percentages are taken
from the whole population at a given time interval, and there
are constantly new agents being born, the percentage could
never rise to 100%. New agents will normally need some
time to move before they find a cave.
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Figure 4: Plot of the evolution of the total number of agents
in the population, average gathered energy, percentage of
agents in sync with the day cycle, and percentage of agents
that found caves, over the course of one simulation run
(number of caves is 50).
These results may seem counter-intuitive, as there doesn’t
seem to be any way for the agents to detect the caves. To
clarify, we analyzed some agents’ brains. In listing 3 and
listing 4 we show two examples of agents’ brains from the
simulation run shown in figure 4. The first one is taken
from an agent living in the environment without caves (time
84536), and the second is taken from the environment with
caves and at a time where the agents have resynchronized
(time 183513).
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Listing 3 Example of the structure of the brain of an agent
born at time 84536, for the simulation run shown in figure 4.
Used Rules are set in bold.
1. IF Resource Location = 3 THEN turn right
2. IF Light Level < Light Level THEN eat
3. IF Resource Location > 3 THEN eat
4. IF Light Level < 26.5859 THEN sleep
5. IF Light Level < 36.3748 THEN sleep
6. IF Light Level = 47.8427 THEN eat
7. IF Feature energy > 16.7159 THEN reproduce
8. IF Feature energy = 26.0336 THEN reproduce
9. IF Resource Location = 3 THEN eat
10. IF Light Level < Feature energy THEN sleep
11. IF istrue(Reaching Resource) THEN eat
12. IF Resource Location < 2 THEN turn left
13. IF istrue(Reaching Resource) THEN turn left
14. IF not(Reaching Resource) THEN go front
15. IF Resource Location > 1 THEN sleep
16. IF istrue(Reaching Resource) THEN turn right
17. IF Light Level < 97.9668 THEN turn right
The analysis of the brain in listing 3 allows us to see that
the agent has good food gathering behavior (rules 1, 11, 12,
and 14), reproduces whenever it has more than 16.7159 en-
ergy (rule 7), and sleeps when the light level falls below
26.5859 (rule 4). If put in the environment with caves, this
agent would clearly not survive, as it would fall asleep on a
cave (from rule 4) and never wake up again.
Examining the brain presented in listing 4, we can finally
see how the agents adapt to the environment with caves. The
important rule in this case is the one at position 2. To explain
the behavior induced by this rule, we need to take a closer
look. Lets first consider that the agent is in a cave. If the
agent doesn’t have any resource within its vision range (very
likely as in the cave the vision range is small), the value of
Resource Location will be 0. As we know, in a cave the light
level is equal to the minimum light level, which is 0. There-
fore, this rule will make the agent move forward whenever
it is inside a cave. In fact, we find this rule (or some small
variation) in all the agents analyzed in runs where there is
recovery of synchronization.
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Figure 5: Plot of the evolution of the total number of agents
in the population, average gathered energy, percentage of
agents in sync with the day cycle, and percentage of agents
that found caves, over the course of one simulation run
(number of caves is 20).
The rest of the capabilities of the agent are also relatively
easy to find in this rule list. From rules 1, 4, 13, and 14, we
can see that the agent has a good foraging behavior. Rule 8
provides reproduction capabilities. And rule 16, when com-
bined with rule 14, makes the agent sleep if the light level
of the environment is less than 11.8449 and greater than 3
(maximum value for the Resource Location perception).
In table 2 we show an overview of the successful runs
from all the tested simulation configurations. As stated ear-
lier, we ran simulations with different values for the number
of caves present in the environment. These results show that
the configuration change doesn’t seem to affect the number
of successful runs out of the total of 30 runs. This was
expected, as we were only changing the number of caves,
which didn’t affect the first environment. However, if we
look at the number of runs where agents recover in the envi-
ronment with caves, we find a different results for the three
configurations. This is also rather straightforward to ex-
plain. With a smaller number of caves in the environment,
the probability an agent has of finding a cave within its life-
time diminishes, making it easier maintain the synchroniza-
tion from the first environment.
In figure 5 we show a run of the simulation with 20 caves.
The plot is similar to that of figure 4, with the main differ-
ence being in the percentage of agents that find caves. In
this case we can see that the percentage stabilizes at about
50%, whereas with the 50 cave configuration it stabilizes at
about 80%. In the configuration with 10 caves, the percent-
age falls to about 30%. As expected, the less caves in the
environment, the lower the probability of an agent finding a
cave in its lifetime.
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Listing 4 Example of the structure of the brain of an agent
born at time 183513, for the simulation run shown in fig-
ure 4. Used rules are set in bold
1. IF istrue(Reaching Resource) THEN eat
2. IF Resource Location = Light Level THEN go front
3. IF Light Level = 29.2361 THEN turn right
4. IF Resource Location = 1 THEN turn left
5. IF Resource Location < Resource Location THEN sleep
6. IF Feature energy < Feature energy THEN sleep
7. IF istrue(Reaching Resource) THEN eat
8. IF Feature energy > 16.7159 THEN reproduce
9. IF istrue(Reaching Resource) THEN reproduce
10. IF Light Level = Resource Location THEN eat
11. IF Light Level = 59.7254 THEN eat
12. IF istrue(Reaching Resource) THEN go front
13. IF Resource Location = 2 THEN go front
14. IF Light Level > 11.8449 THEN turn right
15. IF Resource Location < 0 THEN sleep
16. IF Resource Location < Light Level THEN sleep
17. IF Resource Location < 0 THEN reproduce
Table 2: Overview of the success of runs.
N. Caves Runs Successful Don’t Rec. Recover
50 30 23 9 14
20 30 22 3 19
10 30 24 1 23
Conclusion
Even though it seemed unlikely for the agents to distinguish
“night” from “cave” with only the light level as an input per-
ception, evolution found a way to use the “tools at hand” to
solve the problem. In this case, the agents take advantage of
a specific feature of the environment created. As the light
level, when inside a cave, is always zero, and outside a cave,
at night, it is between zero and ten, the agents adapted to
that fact. It is important to note that the scenario was not
designed with this in mind, and in that regard that behav-
ior was unexpected. This result may have a parallel in the
real world, where it is common to find species that take ad-
vantage of specific properties of the environment, creating
niches.
We believe these results are mainly due to the open-ended
nature of the model used. The inexistent explicit fitness
function allows the modeler not to over-specify and guide
the solution, giving more freedom to the evolutionary sys-
tem to produce viable solutions. Also, when compared with
a fixed structure neural network, the brain architecture used
may provide some added flexibility, and allow for these un-
expected behaviors to evolve.
Regarding future work, even though the simulations
showed that the agents adapt to the new environment without
an internal clock, it would still be interesting to incorporate
a clock source in the architecture of the agents, and compare
the results of the simulations.
With these experiments we continued our investigation
into the evolution of complex behaviors through open-ended
evolution simulations. Following the results from the pre-
vious simulations (Baptista and Costa, 2008), where we
showed that using the model of the BitBang framework we
are able to evolve complex behaviors, from random ini-
tial conditions, in an open-ended evolution environment, we
now also show that by simply adding extra complexity to the
simulated world, the agents continue to evolve new behav-
iors adapted to their new environmental conditions.
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Abstract
The ability to move in complex environments is a fundamen-
tal requirement for robots to be a part of our daily lives. While
in simple environments it is usually straightforward for hu-
man designers to foresee the different conditions a robot will
be exposed to, for more complex environments the human
design of high-performing controllers becomes a challenging
task, especially when the on-board resources of the robots are
limited. In this article, we use a distributed implementation
of Particle Swarm Optimization to design robotic controllers
that are able to navigate around obstacles of different shape
and size. We analyze how the behavior and performance of
the controllers differ based on the environment where learn-
ing takes place, showing that different arenas lead to different
avoidance behaviors. We also test the best controllers in envi-
ronments not encountered during learning, both in simulation
and with real robots, and show that no single learning en-
vironment is able to generate a behavior general and robust
enough to succeed in all testing environments.
Introduction
In simple environments, it is usually straightforward for hu-
man designers to anticipate the different conditions a robot
will be exposed to. Thus, robotic controllers can be designed
manually by simplifying the number of parameters or inputs
used. However, for more complex environments, the human
design of high-performing controllers becomes a challeng-
ing task. This is especially true if the on-board resources of
the robot are limited, as humans may not be aware of how to
exploit limited sensing capabilities.
Machine-learning techniques are an alternative to human
design that can automatically synthesize robotic controllers
in large search spaces, coping with discontinuities and non-
linearities, and find innovative solutions not foreseen by
human designers. In particular, evaluative, on-board tech-
niques can develop specific behaviors adapted to the envi-
ronment where the robots are deployed.
The purpose of this paper is twofold. First, to verify
whether different behaviors arise as a function of the learn-
ing environment in the adaptation of multi-robot obstacle
avoidance. Secondly, to test how the learned behaviors per-
form in environments not encountered during learning, that
is, to evaluate how general are the solutions found in the
learning process. The adaptation technique used is Particle
Swarm Optimization (PSO) (Kennedy and Eberhart, 1995),
which allows a distributed implementation in each robot,
speeding up the adaptation process and adding robustness
to failure of individual robots.
The remainder of this article is organized as follows. Sec-
tion Background introduces some related work on PSO, and
on the influence of the environment in robotic adaptation.
In the Hypotheses and Methods section we propose two hy-
potheses that motivate our research and describe the experi-
mental methodology used to test them. Section Results and
Discussion presents the experimental results obtained and
discusses the validity of the proposed hypotheses. Finally,
we conclude the paper with a summary of our findings and
an outlook for our future work.
Background
The background for this article is divided into two subsec-
tions, one briefly introducing PSO and related work on dis-
tributed implementations and robustness in the presence of
noise, and the second one dealing with environmental com-
plexity and its role in the adaptation of robotic controllers.
Particle Swarm Optimization
PSO is a relatively new metaheuristic originally introduced
by Kennedy and Eberhart (1995), which was inspired by
the movement of flocks of birds and schools of fish. Be-
cause of its simplicity and versatility, PSO has been used in
a wide range of applications such as antenna design, com-
munication networks, finance, power systems, and schedul-
ing. Within the robotics domain, popular topics are robotic
search, path planning, and odor source localization (Poli,
2008).
PSO is well suited for distributed/decentralized imple-
mentation due to its distinct individual and social compo-
nents and its use of the neighborhood concept. Most of
the work on distributed implementation has been focused
on benchmark functions running on computational clusters
(Akat and Gazi, 2008; Rada-Vilela et al., 2011). Implemen-
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tations with mobile robots are mostly applied to odor source
localization (Turduev and Atas, 2010; Marques et al., 2006),
and robotic search (Hereford and Siebold, 2007), where the
particles’ position is usually directly matched to the robots’
position in the arena.
Most of the research on optimization in noisy environ-
ments has focused on evolutionary algorithms (Jin and
Branke, 2005). The performance of PSO under noise has
not been studied so extensively. Parsopoulos and Vrahatis
(2001) showed that standard PSO was able to cope with
noisy and continuously changing environments, and even
suggested that noise may help to avoid local minima. Pan
et al. (2006) proposed a hybrid PSO-Optimal Computing
Budget Allocation (OCBA) technique for function optimiza-
tion in noisy environments. Pugh and Martinoli (2009)
showed that PSO could outperform Genetic Algorithms on
benchmark functions and for certain scenarios of limited-
time learning in the presence of noise.
In our previous work (Di Mario and Martinoli, 2012), we
analyzed in simulation how different algorithmic parameters
in a distributed implementation of PSO affect the total evalu-
ation time and the resulting fitness. We proposed guidelines
aiming at reducing the total evaluation time so that it is fea-
sible to implement the adaptation process within the limits
of the robots’ energy autonomy.
Role of the Environment
Regarding complexity, Al-Kazemi and Habib (2006) ana-
lyzed the internal behavior of PSO when the dimension of
the problem is increased. They used different metrics to
conclude that the PSO particles behave in a similar way in-
dependently of the complexity of the problem. Auerbach
and Bongard (2012) studied the relationship between envi-
ronmental and morphological complexity in evolved robots,
showing that many complex environments lead to the evo-
lution of more complex body forms than those of robots
evolved in simple environments.
Nolfi (2005) proposed that the behavior of a robot (and of
any other agent) depends on the interaction between its con-
troller, its body, and the external environment (that can also
consist of other robots). These interactions are non-linear
and affect the behaviors as well as the learning process.
Nolfi and Parisi (1996) evolved neural network controllers
for robotic exploration, switching between two different en-
vironments during the evolution process. They evolved two
different neural networks: with and without the capability to
learn how to behave in the environment where the robot is
placed. Different behaviors resulted from evolution depend-
ing on whether learning was allowed and on the environment
where the robots were tested.
Islam and Murase (2005) evolved a robotic controller for
obstacle avoidance and used tools from chaos theory (return
maps and Lyapunov exponents) to measure the complexity
of the resulting behaviors in the learning environment and
other testing environments.
Nelson et al. (2003) evolved robotic controllers while in-
creasing the complexity of the environments during evo-
lution. They compared the resulting fitness and evolution
process with evolution performed only in the most complex
world.
Berlanga et al. (2002) studied a coevolutive method for
robot navigation where the initial positions of the robots
used for evolving the controllers are also evolved. They
evolved solutions for several environments (in most cases
of similar complexity), and tested their fitness in the arena
where each controller was evolved as well as in the remain-
ing arenas. They did not find significant performance differ-
ences between the controllers, probably due to the similar
complexity of the arenas used for learning.
Hypotheses and Methods
This article discusses how the environment affects the adap-
tation of controllers for multi-robot obstacle avoidance us-
ing a distributed implementation of PSO. Robots navigate
autonomously in the presence of other robots in square are-
nas with obstacles of different size and shape. We look at the
different environments where learning takes place, analyze
the resulting behaviors, and test how the controllers perform
in the environments where they did not previously learn.
Hypotheses
The experiments conducted in this paper are motivated by
the following hypotheses regarding the influence of the en-
vironment in the adaptation of robotic controllers:
Hypothesis 1 Different environments lead to different be-
haviors of the adapted controllers. This might be spe-
cially significant for considerably different environments
(e.g., empty arena vs. very narrow corridor).
Hypothesis 2 Some learning environments may generate
more robust controllers that perform better in situations not
encountered during learning. This leads to the problem of
choosing the correct environment (or set of environments)
for the adaptation process in order to make the resulting
controller robust to variations in the environment.
Fitness Function
We use a metric of performance based on the work of Flore-
ano and Mondada (1996), which is present in several stud-
ies on learning obstacle avoidance (e.g., Lund and Miglino
(1996), Pugh and Martinoli (2009), Palacios-Leyva et al.
(2013), and our own previous work Di Mario and Martinoli
(2012)). The fitness function consists of three factors, all
normalized to the interval [0, 1]:
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f = fv · (1−
√
ft) · (1− fi) (1)
fv =
1
Neval
Neval
∑
k=1
max{vl,k+ vr,k,0}
2
(2)
ft =
1
Neval
Neval
∑
k=1
|vl,k − vr,k|
2
(3)
fi =
1
Neval
Neval
∑
k=1
imax,k (4)
where {vl,k,vr,k} are the normalized speeds of the left and
right wheels at time step k, imax,k is the normalized proximity
sensor activation value of the most active sensor at time step
k, and Neval is the number of time steps in the evaluation
period. This function rewards robots that move forwards
quickly ( fv), turn as little as possible ( ft ), and stay away
from obstacles ( fi).
Experimental Platform
Our experimental platform is the Khepera III, a differential
wheeled robot with a diameter of 12 cm. It is equipped
with nine infra-red sensors for short range obstacle detec-
tion, which in our case are the only external inputs for the
controllers, and two wheel encoders, which are used to mea-
sure the wheel speeds for the fitness calculations.
Since the response of the Khepera III proximity sensors
is not a linear function of the distance to the obstacles, the
proximity values are inverted and normalized using mea-
surements of the real robot sensor’s response as a function of
distance. This inversion and normalization results in a prox-
imity value of 1 when touching an obstacle, and a value of
0 when the distance to the obstacle is equal to or larger than
10 cm.
Simulations are performed in Webots (Michel, 2004), a
realistic physics-based submicroscopic simulator that mod-
els dynamical effects such as friction and inertia. In this con-
text, by submicroscopic we mean that it provides a higher
level of detail than usual microscopic models, faithfully re-
producing intra-robot modules (e.g., individual sensors and
actuators).
Controller Architecture
The controller architecture used is a recurrent artificial neu-
ral network of two units with sigmoidal activation functions
s(·). The outputs of the units determine the wheel speeds
{vl,t ,vr,t}, as shown in Equation 5. Each neuron has 12 in-
put connections: the 9 normalized infrared sensors values
{i1, · · · , i9}, a connection to a constant bias speed, a recur-
rent connection from its own output, and a lateral connec-
tion from the other neuron’s output, resulting in 24 weight
parameters in total {w0, · · · ,w23}.
vl,t = s(w0+
9
∑
k=1
ik ·wk+w10 · vl,t−1+w11 · vr,t−1)
vr,t = s(w12+
9
∑
k=1
ik ·wk+12+w22 · vl,t−1+w23 · vr,t−1)
(5)
Environments
We conduct experiments in four different environments,
shown in Figure 1. The first one is an empty square arena
of 2m x 2m, where the walls and the other robots are the
only obstacles. The second and third environments are based
on the same bounded arena, where cylindrical obstacles of
two sizes are added in different numbers. The second en-
vironment has 20 medium-sized obstacles (diameter 10cm),
while the third has 40 small-sized obstacles (diameter 2cm).
The fourth environment is the same size as the empty arena
with an inner wall of 1.5m creating a continuous corridor of
25cm width.
In simulation, the cylindrical obstacles are randomly
repositioned before each fitness evaluation, meaning that the
second and third environments are dynamic. In real-robot
experiments, the obstacles are kept in fixed positions, the
variation between runs is provided by the randomized initial
pose of the robots. The third environment was not tested
with real robots given the difficulty of keeping such thin
cylinders vertical during collisions, but it should be noted
that this kind of obstacles can occur in real environments,
for example in the case of a chair or table with very thin
legs.
All experiments are conducted with 4 robots. The method
for initializing the robots’ pose for each fitness evaluation
is different between simulation and experiments with real
robots. In simulation, the initial positions are set randomly
with a uniform probability distribution, verifying that they
do not overlap with obstacles or other robots. For the exper-
iments with real robots, in the empty arena a random speed
is applied to each wheel for three seconds to randomize the
robots’ pose. In the two arenas with obstacles and in the
corridor one, the robots are manually repositioned to avoid
disturbing the location of the obstacles, and then the robots
turn in place with a random speed for two seconds to ran-
domize their orientation.
Adaptation Algorithm
The optimization problem to be solved by the adaptation
algorithm is to choose the set of weights {w0, · · · ,w23} of
the artificial neural network controller such that the fitness
function f as defined in Equation 1 is maximized. The cho-
sen algorithm is the distributed, noise-resistant variation of
PSO introduced by Pugh and Martinoli (2009), which oper-
ates by re-evaluating personal best positions and aggregat-
ing them with the previous evaluations (in our case a regular
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(a) (b) (c)
(d) (e) (f)
Figure 1: Different environments used in the adaptation and evaluation of the controllers. (a) Empty arena in simulation. (b)
Medium-sized obstacles arena in simulation. (c) Small-sized obstacles arena in simulation. (d) Corridor arena in simulation.
(e) Real medium-sized obstacles arena. (f) Real corridor arena.
1: Intialize particles
2: for Ni iterations do
3: for
⌈
Np/Nrob
⌉
particles do
4: Update particle position
5: Evaluate particle
6: Re-evaluate personal best
7: Aggregate with previous best
8: Share personal best
9: end for
10: end for
Figure 2: Noise-resistant PSO algorithm
average performed at each iteration of the algorithm). The
pseudocode for the algorithm is shown in Figure 2.
The position of each particle is a 24-dimensional real-
valued vector that represents the weights of the artificial neu-
ral network. The velocity of particle i in dimension j (shown
in Equation 6) depends on three components: the velocity at
the previous step weighted by an inertia coefficientwI , a ran-
domized attraction to its personal best x∗i, j weighted by wP,
and a randomized attraction to the neighborhood’s best x∗i′, j
weighted by wN . rand() is a random number drawn from a
uniform distribution between 0 and 1. The position of each
particle is updated according to Equation 7.
vi, j := wI · vi, j+wP · rand() · (x∗i, j − xi, j)
+wN · rand() · (x∗i′, j − xi, j) (6)
xi, j := xi, j+ vi, j (7)
The algorithm is implemented in a distributed fashion,
which reduces the total evaluation time required by a fac-
tor equal to the number of robots. Even if the learning in
this paper is performed only in simulation, the algorithm
can easily be executed completely on-board with very low
requirements in terms of computation and communication.
Each robot evaluates in parallel a possible candidate so-
lution and shares the solution with its neighbors in order to
create the next pool of candidate solutions. The neighbor-
hood presents a ring topology with one neighbor on each
side. Particles’ positions and velocities are initialized ran-
domly with a uniform distribution in the [−20,20] interval,
and their maximum velocity is also limited to that interval.
The PSO algorithmic parameters are set following the
guidelines for limited-time adaptation we presented in our
previous work (Di Mario and Martinoli, 2012) and are
shown in Table 1.
Results and Discussion
The results of this article are presented as follows. First,
we perform the learning in simulation in the four environ-
ments previously mentioned. Then, the best controller from
each learning environment is tested in every environment in
simulation. Finally, the four controllers from each learning
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Table 1: PSO parameter values
Parameter Value
Number of robots Nrob 4
Population size Np 24
Iterations Ni 200
Evaluation span te 40 s
Re-evaluations Nre 1
Personal weight wP 2.0
Neighborhood weight wN 2.0
Dimension D 24
Inertia wI 0.8
Vmax 20
environment are also tested with real robots in three of the
four environments.
Learning in Simulation with PSO
Since PSO is a stochastic optimization method and the per-
formance measurements are noisy, each PSO optimization
run may converge to a different solution. Therefore, for sta-
tistical significance, we performed in simulation 100 PSO
adaptation runs for each learning environment. Figure 3
shows the progress of the PSO learning at each iteration for
the four environments. Vertical bars show the standard devi-
ation among the 100 PSO runs.
The highest performance corresponds to the empty arena
since it is the easiest environment with just the bounding
walls and the other robots acting as obstacles. The fitness in
both environments with cylindrical obstacles is very similar
for the whole learning process. The slowest learning rate oc-
curs for the narrow corridor, indicating that this environment
is more challenging for the learning algorithm. By the end
of the adaptation process the performance is slightly lower
than in the arenas with cylindrical obstacles.
It should be noted that the learning environment has a sig-
nificant impact in the variation between runs, as the stan-
dard deviation is lowest in the empty arena and it increases
markedly for the more complex environments.
Trajectories can be a useful tool to identify the behavior of
the robots, as we have seen in our previous work (Di Mario
et al., 2011). Figure 4 shows the resulting trajectories of
the best learned behaviors in simulation for each environ-
ment where adaptation took place. It can be seen how in
the empty arena and in the medium-sized obstacles arena
the robot trajectories are straight until they find an obstacle
(wall, cylindrical obstacle, or other robot), performing then
a sharp turn and continuing straight afterwards.
The trajectory learned in the arena with small-sized obsta-
cles is curvilinear when there are no obstacles within range.
When the robot detects an obstacle, it makes a sharp turn to
later continue its curvilinear movement. The small obstacles
are thinner than the distance between two contiguous infra-
red sensors, so sometimes the robots are not able to detect
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Figure 3: Best fitness found at each iteration for 100 PSO
optimization runs. Bars represent the standard deviation
across runs. Fitness in empty arena in blue (env 1). Fit-
ness in arena with 20 medium cylindrical obstacles in red
(env 2). Fitness in arena with 40 small cylindrical obstacles
in black (env 3). Fitness in corridor arena in green (env 4).
them. Curvilinear movements may help in avoiding getting
stuck in front of the small obstacles, and thus the behavior
learned with PSO does not involve moving in straight lines
as in the other cases.
In the corridor arena, the robot moves along the corridor,
turning 90 degrees to head into the following sub-corridor,
and thus exploring the whole arena.
As we conjectured in Hypothesis 1, the different environ-
ments cause the robots to learn different behaviors. In the
next section we will show how the learned controllers be-
have in the other environments that were not encountered
during learning.
Testing in Simulation
In the previous section, we obtained four different con-
trollers corresponding to each environment where learning
took place. In this section, we test the controllers in all envi-
ronments to see how they perform in situations not encoun-
tered while learning, i.e., to see how general and robust are
the obtained behaviors.
Figure 5a shows the boxplot of the fitness of 20 evaluation
runs performed in simulation for each controller and testing
environment. Since all experiments are conducted with 4
robots, this results in 80 fitness measurements per controller
and environment. For the sake of brevity, we use T to de-
note testing environment, L for learning environment, and
we number the environments from one to four in the fol-
lowing order: empty arena, arena with 20 medium cylindri-
cal obstacles, arena with 40 small cylindrical obstacles and
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Figure 4: Trajectories of one of the four robots during a sin-
gle experiment in simulation for the controllers learned in
the four environments under study. (a) Empty arena. (b)
Medium sized obstacles arena. (c) Small sized obstacles
arena. (d) Corridor arena.
corridor arena. Thus, T1L4 for instance should be read as:
test performed in the empty environment with the controller
learned in the corridor environment.
As expected, for each environment, the controller learned
in the testing environment has the highest performance.
However, for the simplest environment (T1), there is no sig-
nificant difference between the performance of controllers
L1, L2, and L4. Regarding Hypothesis 2 concerning the
generality of the learned behaviors, controller L4 seems to
be the most robust, as it significantly outperforms all other
controllers in the corridor and still performs almost as good
as L1 in T1 and reasonable well in T2, although it performs
poorly in T3.
Further insight on the performances can be obtained by
analyzing the trajectories described by the robots in the dif-
ferent environments. Out of the 16 evaluation conditions,
we show the ones we consider most interesting in Figure 6.
The behavior of controller L1 is similar to that of con-
troller L2 in all testing environments (for example, com-
pare the trajectories from Figure 6a and Figure 4b), since
they employ similar avoidance strategies: moving in straight
lines and making sharp turns near obstacles. This result
becomes evident when considering that the medium-sized
cylindrical obstacles are very similar in shape and size to
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Figure 6: Trajectories of one of the four robots during a sin-
gle experiment in simulation for different learned controllers
(LX) and testing environments (TX). (a) T2L1. (b) T1L3.
(c) T2L3. (d) T4L3. (e) T1L4. (f) T1L4*.
the Khepera III robot. However, maybe due to the higher
obstacle density of Environment 2, controller L2 is more ro-
bust in the sense that it performs better in environments 3
and 4.
The curvilinear behavior of controller L3, which enables it
to avoid very thin obstacles, is also observed with the larger
obstacles of Environment 2 (Figure 6c), and results in fully
circular trajectories in the empty environment (Figure 6b).
However, this controller as well as controllers L1 and L2
were not able to move along the corridor, doing instead short
straight movements alternated with sharp turns (Figure 6d).
Controller L4 was the only one able to move smoothly
along the corridor in Environment 4, performing well in all
environments except T3. The behavior learned can be ob-
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Figure 5: Boxplot showing the fitness of the four learned controllers (L1-L4). (a) Evaluated in the four testing environments
(T1-T4) in simulation. (b) Evaluated in three testing environments (T1, T2 and T4) with real robots. The box represents the
upper and lower quartiles, the line across the middle marks the median, and the crosses show outliers.
served when tested in the empty environment (T1L4) in Fig-
ure 6e. The robot moved straight performing a 90 degree
sharp turn when finding an obstacle. This exact 90 degree
turn was learned in the corridor environment to perform the
transition from one sub-corridor to another.
As mentioned previously, we run 100 PSO runs for each
environment, and controller L4 is the best-performing one
from the 100 runs in the corridor environment, but we no-
ticed that not all the resulting controllers have the same be-
havior. A different controller resulting from the corridor
environment is shown for the empty arena (T1L4∗) in Fig-
ure 6f. The robot learned a wall-following behavior, per-
forming a curvilinear movement in the absence of obstacles.
However, when testing this controller in the corridor
(T4L4∗) the trajectory looks exactly the same as the one
from T4L4. Thus, it is interesting to notice that this behavior
could only be observed when testing in other environments
than the learning one, which shows the importance of using
varied environments to observe the whole range of behaviors
of a given controller.
Testing with Real Robots
In order to validate the results obtained in simulation, we
tested the same controllers with real robots in environments
1, 2, and 4. We did 20 evaluation runs with 4 robots, leading
to 80 fitness measurements per case. The resulting fitness is
shown in Figure 5b.
As in simulation, the performance of controllers L1 and
L2 was similar. Again, controller L4 seemed to be the most
robust, outperforming all other controllers in the corridor
and performing similarly to the best controllers in the other
two environments.
Controller L3 suffered a noticeable performance drop
when going from simulation to reality due to an unmod-
eled effect: the Khepera III motors’ were not able to work
smoothly at low speeds, and thus the inner wheel in the cir-
cular movements in open spaces was practically stopped, re-
sulting in circles with a very small radius.
Finally, controller L4 was also able to move along the
corridor as in simulation, although the behavior was not as
smooth and turns midway through the corridor were more
frequent than in simulation (probably due to inaccuracies in
the sensor model and the increased noise in real environ-
ments). Thus, the real-world performance was much lower.
Conclusion
In this paper, we studied the effect of the environment on the
multi-robot learning of an obstacle avoidance behavior. We
showed that the same controller architecture, fitness func-
tion, and learning algorithm implemented in different en-
vironments lead to different avoidance behaviors, such as
moving in straight lines with sharp turns, curvilinear move-
ments, and wall-following around obstacles. We then tested
the learned controllers in environments not encountered dur-
ing learning, both in simulation and with real robots, which
allowed us to see the full range of behaviors of each con-
troller. Finally, we saw that no single learning environment
was able to generate a behavior general enough to succeed
in all testing environments.
As future work, we intend to study the interplay between
architectural complexity and capability of generalization. In
other words, we would like to know how to design a learn-
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ing environment, or maybe a set of environments if required,
that lead to general and robust avoidance behaviors while
maintaining the architecture complexity low. It would also
be interesting to study the interplay between a certain fit-
ness function and the required architecture complexity. This
work is part of our ongoing effort to develop distributed,
noise-resistant adaptation techniques that can optimize high-
performing robotic controllers quickly and robustly.
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Abstract
Intrusion detection is an essential mechanism to protect wire-
less sensor networks against internal attacks that are relatively
easy and not expensive to mount in these networks. Re-
cently, we proposed, implemented and tested a framework
that helps a network operator to find a trade-off between
detection accuracy and usage of resources that are usually
highly constrained in wireless sensor networks. We used a
single-objective optimization evolutionary algorithm for this
purpose. This approach, however, has its limitations. In or-
der to eliminate them, we show benefits of multi-objective
evolutionary algorithms for intrusion detection parametriza-
tion and examine twomulti-objective evolutionary algorithms
(NSGA-II and SPEA2). Our examination focuses on the im-
pact of an evolutionary algorithm (and its parameters) on the
optimality of found solutions, the speed of convergence and
the number of evaluations.
Introduction
Recent advances in wireless communications and low-cost
electronic devices enabled the development of low-cost and
high-performance wireless networking technologies. Apart
from widely used cellular networks known from mobile
phones and infrastructure local area networks, there are also
ad hoc networks operating without any given and fixed in-
frastructure, where the connections are established on de-
mand in ad hoc manner (Dressler, 2007).
Wireless sensor networks (WSNs) can be considered as a
type of ad hoc wireless networks with many specifics. The
main difference against the “ordinary” ad hoc wireless net-
works is that the WSNs consist of a large number of usu-
ally homogeneous, low-cost and resource restricted sensor
nodes. Their goal is to measure physical parameters like
temperature, humidity, intensity of light, and send it to a
base station (BS) for further processing. Since a node com-
munication range is limited to tens of meters and it is not
always feasible for the node to directly communicate with
the BS, measurements are usually sent hop-by-hop from one
node to another until they reach the BS.
Since WSNs are often deployed in physically open and
sometimes even hostile environments, they can be subject to
various security attacks ranging from passive eavesdropping
to active interfering (Zhang and Lee, 2000). An active at-
tacker may insert a node in a network, or capture and repro-
gram an existing one in order to, e.g., drop, delay, modify or
reorder packets containing important sensor measurements
or routing information (Karlof and Wagner, 2003).
An intrusion detection system (IDS) is an essential mech-
anism to protect a network against internal attacks. Sen-
sor nodes can monitor only a small part of their surround-
ing. Hence, to enable intrusion detection even in the re-
mote parts of the network, intrusion detection agents should
be deployed at different nodes in all parts of the network
to monitor malicious events locally, in a distributed fashion
(da Silva et al., 2005; Roman et al., 2006).
An IDS for a WSN should be highly optimized for a given
application scenario, i.e., it should not consume more en-
ergy (memory) than it is necessary to achieve a required
level of detection accuracy. Otherwise, a higher detec-
tion accuracy will be at the expense of resources that are
highly constrained in sensor nodes. For example, MICAz
– a typical sensor node – is equipped with the 8 MHz At-
mel Atmega128L microcontroller, 4 kB RAM, 512 KB flash
memory, 802.15.4 compliant Texas Instruments CC2420
transceiver and two AA batteries (Crossbow, 2013).
One can expect different requirements in network secu-
rity and resource consumption for different applications,
e.g., one for emergency-response and another for agricul-
ture. Since there is a variety of application scenarios, a sin-
gle set of IDS parameters is not optimal for all of them.
In (Stetsko, 2012), a framework that optimizes the param-
eters of an IDS for a given application scenario in terms of
the detection accuracy and resource consumption was pre-
sented. The optimization was driven by multiple objectives
that were represented by different evaluation metrics (e.g.,
number of true positives, number of true negatives, memory
usage). A single-objective optimization algorithm was used
with the need to provide weights for each objective before
the optimization process takes place. If the network opera-
tor wants to change weights, the optimization process should
run again.
In this work, we examine two multi-objective evolution-
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ary algorithms (MOEAs) that eliminate the limitation men-
tioned above. Our contribution is threefold. First, we show
that MOEAs can be utilized for optimization of an IDS in
WSNs. Second, we compare effectiveness of NSGA-II and
SPEA2 for our scenario that is described in the following
sections. Third, we evaluate the impact of MOEA parame-
ters on the optimization process.
Optimization Framework for WSN
In this section, we present our optimization framework that
can be used for optimization of various detection techniques
in WSNs. It consists of a simulator that simulates a specific
configurable scenario of a WSN and provides statistics of
the simulation. The statistics are input for an optimization
engine that, based on them, designs new WSN configura-
tions and provides them back to the simulator for further
evaluation. The conceptual architecture of the framework
is discussed in details in (Stetsko, 2012). In the following
subsections, we present our use case that is consistent for all
experiments discussed farther in this paper.
Simulator
We evaluate the performance of the IDS using the MiXiM
simulator (Ko¨pke et al., 2008) based on the OMNeT++ plat-
form. In the past, we made a thorough comparison of avail-
able simulators for WSNs in (Stetsko et al., 2011). The
MiXiM simulator provides complex and realistic models
suitable for our research. The simulation models are follow-
ing: wireless channel and network topology models regard-
ing the global aspects of the WSN and models of network,
data link and physical layers and energy consumption mod-
els of the sensor nodes.
In our case, we simulate a WSN consisting of sensor
nodes equipped with the CC2420 transceiver (widely used
by MICAz and TelosB platforms) in an open environment.
The description of settings of different simulation models
follows:
• Wireless channel model – An open changing environment
is simulated using the log-normal shadowingmodel (Rap-
paport, 2001) that is the most widely used wireless chan-
nel model among the simulators (Stetsko et al., 2011).
The pass loss exponent representing the signal propaga-
tion was set up to 2 (outdoor environment). The varia-
tions in received signal are reflected by a Gaussian ran-
dom variable with zero mean and standard deviation set
up to 2. The time interval of the changes was set up to
0.001 s.
• Network topology model – Static topology with random
uniform distribution of the sensor nodes in 2D square area
is used in the experiments.
• Network layer – The network layer uses static routing tree
generated using the following algorithm. A base station
broadcasts a packet containing its identification together
with the value h (number of hops to the base station) set to
0. A node waits until it receives a packet from a neighbour
that is the closest one (has the highest signal strength).
Then the node sets the neighbour as its parent, increases
value h by 1 and broadcasts the value together with its
identification.
• Data link layer – Protocol CSMA-CA according to the
IEEE 802.15.4 standard is used.
• Physical layer – The radio model represents the CC2420
transceiver that is compliant to the IEEE 802.15.4
standard and is used by MICAz and TelosB sensor
nodes. The transmitting power is set up to -25 dBm
(0.00316227766017 mW) for all sensor nodes.
• Energy consumption – The energy consumption is not
taken into account in this paper because we do not use
any sleep mode of the nodes’ transceivers that saves the
energy in presented detection technique.
Optimization Engine
Various metaheuristics can be used to generate new candi-
date IDS configurations based on the previous ones evalu-
ated by the simulator. We use evolutionary algorithms (EAs)
as we found them advantageous in our previous work (Stet-
sko, 2012). The new generation of candidate configurations
is evaluated by the simulator and the process continues until
some stopping criterion is fulfilled (in our case predefined
number of generations). In this paper, we show how the
multi-objective approach can be utilized for IDS optimiza-
tion in WSN. The MOEAs are discussed in section “Opti-
mization Using MOEA”. For experiments in this paper, we
use a framework for metaheuristics ParadisEO (INRIA Lille,
2013; Liefooghe et al., 2011).
Distributed Computation
Apart from optimization using MOEAs, we decided to per-
form also exhaustive search for all our experiments. Since
it is computationally demanding, we use the BOINC dis-
tributed computing platform (Anderson, 2001). We ex-
pect the network operators to optimize even more complex
scenarios, where the exhaustive search would be unfeasi-
ble. However, to allow for a thorough comparison of the
MOEAs, as one of the goals of this paper, we precomputed
all configurations using BOINC on several tens of CPUs.
Intrusion Detection System
In our optimization scenario, we use a detection technique
the goal of which is to reveal malicious sensor nodes that
execute selective forwarding attack where the attacker for-
wards only a fraction of received packets (Karlof and Wag-
ner, 2003). In this kind of attack, it is assumed that the traffic
is routed also through these malicious nodes. These nodes
ECAL - General Track
ECAL 2013 570
are supposed to forward the packets received from their chil-
dren to their parents towards the BS. The intent of the ma-
licious nodes is to filter the traffic and forward only some
packets which are selected randomly or based on some crite-
ria (e.g., based on the data content of the packets to suppress
information on some specific event in the environment).
Detection Technique
We use a simple but configurable technique for detection of
selective forwarding attack. Following notations are used in
the text to explain the functionality of our IDS:
Notation 1 The set A = {a1, ..., anm} is a set of all mali-
cious nodes in a network.
Notation 2 The set C = {c1, ..., cnb} is a set of all benign
nodes in a network.
Notation 3 The function x : N→ N takes a sensor node in-
dex as an argument, and returns a number of the neighbours
that consider this node benign.
Notation 4 The function y : N→ N takes a sensor node in-
dex as an argument, and returns a number of the neighbours
that consider this node malicious.
Notation 5 The function n : N→ N takes a sensor node in-
dex as an argument, and returns a number of the neighbours
of this node.
Notation 6 The function m : N → N takes a sensor node
index as an argument, and returns the amount of memory (in
bytes) used by an IDS on this node.
An IDS is running on a sensor node and continuously
analyzing sent and overheard packets. A monitoring node
ci ∈ C overhears to some extent both incoming and out-
going packets of all close enough monitored neighbours
bj ∈ C ∪ A. Note that the set of monitored neighbours
is a subset of all neighbours limited to p1 (max monitored
nodes). Neighbour of the node ci is every node bk ∈ C ∪A,
such that ci overheard at least one packet from bk during the
simulation. An IDS stores a table, where each of p1 rows
corresponds to a certain monitored node. The table contains
the number of packets received (PR) and forwarded (PF) by
a monitored node.
If the IDS on a node ci overhears a packet P sent to a
monitored node bj and bj should forward the packet (e.g., bj
is not a base station), then the IDS stores P in the buffer and
increments the PR counter of the monitored node bj . The
number of buffered packets is limited by p2 (buffer size). If
a new packet arrives but the buffer is full, the oldest packet
is removed from the buffer. When the IDS overhears the
packet P being forwarded by the node bj , it removes P from
the buffer (if it is still there) and increments the PF counter
of the node bj . Since both the table and the buffer are limited
by parameters p1 and p2, respectively, the IDSmonitors only
the closest nodes and the latest packets.
The detection is done at the end of the simulation, based
on the collected statistics. The node ci considers the node
bj as a selective forwarder if the dropping ratio of bj , i.e.,
ratio of a number of packets dropped to a number of pack-
ets received, is higher than p4 (detection threshold). If the
node ci overheard less than p3 (min received packets) pack-
ets received by the node bj during the simulation, the node
bj cannot be considered malicious by the node ci because
the number of overheard packets is small and there is a high
level of uncertainty. In this case, the node bj is considered
benign. Note that the node ci considers the neighbour node
bk benign if it is not a monitored neighbour. To summarize
it, the detection decision is based on the following condi-
tions:
• A node bj is considered malicious by the neighbour node
ci if node bj is the monitored neighbour and the observed
dropping ratio is higher or equal to the detection threshold
and the node ci overheard at least min received packets
addressed to the node bj .
• A node bj is considered benign by the neighbour node ci
if node bj is not the monitored neighbour or if the drop-
ping ratio is lower than the detection threshold or the IDS
overheard less than min received packets addressed to the
node bj .
The IDS parameters that we optimize are shown in Ta-
ble 1. The number of minimum received packets is in the
range of 〈1, 100〉 and detection threshold can be set from all
packets dropped to all packets forwarded. The other param-
eters are discussed in the following subsection.
Name Description Range Step
p1 Max monitored nodes 〈1, 50〉 1
p2 Buffer size 〈1, 50〉 1
p3 Min received packets 〈1, 100〉 1
p4 Detection threshold 〈0.01, 1〉 0.01
Table 1: The list of IDS parameters.
Memory Consumption
The detection accuracy is influenced by the amount of mem-
ory allocated for the IDS. Each sensor node j requires the
following amount of memory (in bytes) for the IDS:
m(j) = 8 ∗ p1 + 16 ∗ p2, (1)
where 8 bytes are required for every monitored neighbour
(4 B for node ID, 2 B for PR counter and 2 B for PF counter)
and 16 bytes are required for one slot in the buffer (4 B for
source address, 4 B for receiver address, 4 B for destination
address in a case of multiple BSs in the WSN and 4 B for
unique ID of a packet).
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We determined the upper bound for the number of nodes
being monitored by an IDS agent to 50. Table of neighbours
can occupy 400 B (50 ∗ 8 B = 400 B) at maximum. That
would be already 10% of MicaZ RAM (4 kB). Additional
memory is needed for the buffered packets. We set the upper
bound of the buffer size to 50 because the proof-of-concept
experiments showed that bigger sizes did not influence the
IDS accuracy. Thus, 50 ∗ 16 B = 800 B can be allocated for
the buffer at maximum that is 20% of the RAM.
Optimization Using MOEA
In this section, we show how MOEAs can be utilized for
optimization of intrusion detection systems in complex en-
vironments of wireless sensor networks.
MOEAs can be useful for optimization of IDSs and other
aspects in WSNs, providing the network operators with a
set of non-dominated solutions. Then the network opera-
tor can choose between, e.g., an optimized solution A with
better IDS accuracy at the cost of higher memory consump-
tion and another optimized solution B with lower memory
consumption at the cost of worse IDS accuracy. The set
of non-dominated optimal solutions is called Pareto front
(Talbi, 2009) and the goal of the MOEAs is to find a good
approximation of the true Pareto front.
Several MOEAs producing approximations of the true
Pareto front have been proposed. However, a good MOEA
should produce solutions close to the true Pareto front with
high diversity and should converge in a relatively short time.
The Non-dominated Sorting Genetic Algorithm II (NSGA-
II) proposed in (Deb et al., 2002) and the Strength Pareto
Evolutionary Algorithm 2 (SPEA2) proposed in (Zitzler
et al., 2001) belong to the most widely used MOEAs (Talbi,
2009) and we compare them in this paper. Both algorithms
are implemented in the evolutionary framework ParadisEO
and also in MOGAlib (MOGALib, 2013).
NSGA-II features two main criteria to provide good con-
vergence and diversification, respectively: 1) ranking using
non-dominance concept to sort the solutions according to
the number of other solutions they are dominated by; and 2)
crowding distance to keep the solutions spread as far from
each other as possible.
The fitness values calculated for the solutions found by
SPEA2 are based on the number of dominating solutions and
their strength of dominance (to achieve convergence) and on
the density estimation function (to achieve diversification).
Objective Space
In the optimization of our IDS, we consider three following
objective functions: number of false positives fp, number of
false negatives fn, amount of consumed memorymem.
Objective function 1. The number of false negatives (fn)
of a solution x is calculated as follows:
fn(x) =
1
|A| ∗
∑
ai∈A
x(ai)
n(ai)
. (2)
The values of fn range from 0 to 1. If every malicious
node in the network is correctly detected by all of its neigh-
bours, fn is equal to 0 and if none of malicious nodes is
detected by any of its neighbours, fn is equal to 1.
Objective function 2. The number of false positives (fp)
of a solution x is calculated as follows:
fp(x) =
1
|C| ∗
∑
ci∈C
y(ci)
n(ci)
. (3)
The values of fp range from 0 to 1. If every benign node
in the network is considered benign by all of its neighbours,
fp is equal to 0 and if all benign nodes are considered mali-
cious by all of its neighbours, fp equals to 1.
Objective function 3. The consumed memory (mem) in a
solution x is averaged over all benign nodes in the WSN
as follows:
mem(x) =
1
|C| ∗
∑
ci∈C
m(ci), (4)
wherem(ci) is calculated using formula 1.
The values of mem range from 0, where the IDS is po-
tentially switched off, to 8 ∗ p1 + 16 ∗ p2 that is 1200 bytes
for our upper bounds of p1 = 50 and p2 = 50.
All three objectives are minimized.
Pareto Front Discussion
The true Pareto front of a sparse topology (discussed in the
next section) found by exhaustive search is shown in Fig. 1.
The goal of MOEA is to find IDS configurations that are
close to the points of the true Pareto front as much as pos-
sible. In Fig. 1 (a), the view of the whole objective space is
shown from the perspective of mem, fp and fn. Fig. 1 (b)
depicts the trade-off between fp and fn, where the resulting
values depend on the detection threshold of the IDS (param-
eter p4). Fig. 1 (c) shows a slight increase of fp (see scale)
with higher number of monitored nodes (parameter p1 in-
fluencing mem). The fp increase is caused by the fact that
an IDS monitors a higher number of legitimate neighbours,
each of which may be falsely considered malicious. Finally,
Fig. 1 (d) shows a rapid decrease of fn with a higher num-
ber of monitored nodes (parameter p1) that is caused by the
fact that a higher number of neighbours (and hence mali-
cious nodes) is monitored (detected).
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Figure 1: Optimal solutions on the Pareto front in our objec-
tive space.
Comparison Methodology
In this section, we present a methodology that we used to
compare NSGA-II and SPEA2 using multiple settings. We
tried different configurations (see Table 2) of the algorithms
on our problem and compare the outcome according to four
metrics that are defined further in the text.
Evolution Parameters
The evolutionary algorithms have several parameters influ-
encing the evolution process. The setting of the parameters
is presented in this subsection.
Initial population. The initial population consists of ran-
domly generated individuals (more specifically, the val-
ues of the IDS parameters are generated randomly within
the predefined range of values).
Population size. The size of the population PopSize is set
to following values: PopSize ∈ {50, 100, 200}.
Crossover. The multi-point crossover operation is applied
with the probability PCross ∈ {0.01, 0.1, 0.25, 0.5}.
Mutation. The mutation operation is applied with proba-
bility PMut ∈ {0.01, 0.1, 0.25, 0.5} to every parameter
p1, ..., p4 separately. When applying mutation, the pa-
rameter is changed randomly within an interval around
the previous value of that parameter covering 10% of the
overall parameter range (5% in both directions).
Number of generations. The number of generations
NGen is set to NGen = 200.
Having the setting of the evolutionary parameters spec-
ified above, the IDS parameters were optimized with
|PopSize| ∗ |PCross| ∗ |PMut| = 3 ∗ 4 ∗ 4 = 48 different
settings of both algorithms NSGA-II and SPEA2.
Metrics
Following notations are used to define metrics for the com-
parison of the algorithms:
Notation 7 The set P is a set of all vectors (solutions) on
the true Pareto front, p ∈ P is a Pareto optimal vector and
p = |P | is a size of the set P .
Notation 8 The set N is a set of all vectors (solutions)
found by the evolution, n ∈ N is a non-dominated vector
found by the evolution and n = |N | is a size of the set N .
Since we calculate the Euclidean distance between the so-
lutions in the objective space in Metric 2 and Metric 3 de-
fined below, we “normalize” the amount of the consumed
memory in the following way:
Notation 9 memn(x) = mem(x)/1200, where 1200 is
the maximal amount of consumed memory in bytes and the
range of the functionmemn is < 0, 1 >.
The MOEAs maintain an archive of the found non-
dominated solutions. Two following aspects are expected
of the solutions kept in the archive:
• Convergence – The approximation of the Pareto front
should converge to the true Pareto front with new gen-
erations.
• Diversification – The found solutions should be uniformly
distributed in the objective space in ideal case.
To be able to measure the effectiveness of the differently
set MOEAs with respect to the aforementioned performance
aspects, we use the following metrics to measure conver-
gence:
Metric 1. The value of M1 is the number nd of non-
dominated solutions nd ∈ P found by the MOEA. The
complexity of the calculation of this metric is O(nd ∗ p).
This metric is used to measure convergence.
Metric 2. The value of M2 (generational distance metric)
is the average of Euclidean distances from all found so-
lutions n ∈ N to the nearest solution p ∈ P on the true
Pareto front (Deb et al., 2002). This metric is also used
to measure convergence. Having n solutions and p Pareto
dominant solutions, the complexity of the calculation of
this metric is O(n ∗ p).
Several metrics can be used to measure diversification,
yet with an assumption that it is straightforward to find a
neighbouring solution in the objective space. However, the
definition of the neighbouring solution is easy for a two-
dimensional objective space, but much more complicated for
three- or more-dimensional objective spaces. In our case,
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we have three objective functions. Thus, we use the follow-
ing metric for diversification specified by Schott in (Schott,
1995) as Spacing metric. Note that the calculation of this
metric does not require the set of the true Pareto front P
found in the exhaustive search:
Metric 3. Diversification is measured using M3 as fol-
lows: M3 =
√
1
n−1
∑n
i=1(d− di)2, where di =
minj{|fn(i)− fn(j)|+ |fp(i)− fp(j)|+ |memn(i)−
memn(j)|} and d is an average of all distances di, i ∈
{1, ..., n}. IfM3 = 0, the solutions are spaced equally in
the objective space. Having n solutions, the complexity
of the calculation of this metric is O(n2).
We also calculate the time requirements of the MOEA,
where the runtime of one simulation needed to evaluate a
single individual in a population is the most time consum-
ing element (around 8 minutes for our Sparse topology dis-
cussed farther). Note that the overall time is also dependent
on the number of available CPUs:
Metric 4. M4 is the number of simulations needed in the
whole evolution process.
We compare the number of individual evaluations during
MOEA with number of evaluations needed for the exhaus-
tive search for each of the experiments. In the exhaustive
search, we evaluated 25, 000, 000 IDS configurations using
our BOINC distributed computation platform.
Our Test Case
We evaluated the performance of the NSGA-II and SPEA2
in two following different simulation scenarios consisting
of 250 sensor nodes and 1 BS in 1) sparse and 2) dense
topology. In both topologies, the goal of the IDSs was to
detect five malicious nodes. Their placement can be found
in (Stehlik et al., 2013).
• Sparse topology (Topology #1) – The sensor nodes are
placed in the area of 200 x 200 m. The average area for
one node is 160m2, i.e., the distance between two nearest
neighbours is 12.65 m in average.
• Dense topology (Topology #2) – The sensor nodes are
placed in the area of 100 x 100 m. The average area for
one node is 40 m2, i.e., the distance between two nearest
neighbours is 6.33 m in average.
Results and Discussion
In this section, we discuss the results of NSGA-II and
SPEA2 configured in different ways. Evolutionary algo-
rithm is a stochastic process – it means that multiple runs
should be done for each configuration to get average be-
haviour of the algorithm. We ran the evolution 10 times for
all the settings and we provide the average value Avgx and
standard deviation σx for every metric Mx computed from
results obtained for all ten evolution runs. Since we are lim-
ited in space, detailed results can be found in (Stehlik et al.,
2013), as well as IDS settings of Pareto optimal solutions.
Table 2 shows how the results of the metrics using differ-
ent set of evolution parameters are numbered in the charts
presented in this section. MOEA settings used for sets
1, ..., 16 (PopSize = 50) are presented in the Table 2. Sets
No. 17-32 and 33-48 have analogous MOEA settings for
PopSize = 100 and PopSize = 200, respectively.
No. 1 2 3 4 5 6 7 8
PCross 0.01 0.01 0.01 0.01 0.1 0.1 0.1 0.1
PMut 0.01 0.1 0.25 0.5 0.01 0.1 0.25 0.5
No. 9 10 11 12 13 14 15 16
PCross 0.25 0.25 0.25 0.25 0.5 0.5 0.5 0.5
PMut 0.01 0.1 0.25 0.5 0.01 0.1 0.25 0.5
Table 2: The MOEA parameters settings for PopSize = 50.
Sparse Topology
The lowest number of neighbours is characteristic for the
sparse topology. A node bj ∈ C ∪ A has 41 neighbours
in average. Hence, a lower amount of memory is needed to
achieve IDS accuracy comparable to that in dense topology.
Exhaustive Search The true Pareto front obtained for the
sparse topology is shown in Fig. 1. The results of the ex-
haustive search showed that 2, 340 IDS configurations (out
of 25, 000, 000) are Pareto dominant resulting in 996 unique
solutions in the objective space (some IDS configurations
have same results).
Convergence Fig. 2 shows solutions found by a single run
of the MOEAs for set No. 45 that provided good results in
a relatively short time. We consider a case where NSGA-
II found 121 mutually non-dominated solutions, where 29
were Pareto optimal. SPEA2 found 80 mutually non-
dominated solutions, where 20 were Pareto optimal. Objec-
tive space for evolution set No. 48, where solutions found
by SPEA2 are spread better, can be found in (Stehlik et al.,
2013).
In Fig. 3 (a) and (b), the impact of the evolution param-
eters on the convergence is shown. NSGA-II found more
solutions on the Pareto front (metricM1) in most cases than
SPEA2. Nevertheless, SPEA2 has better results measured
by metric M2. This is caused by NSGA-II solutions that
have redundant amount of consumed memory remained in
the population archive (e.g., solutions on the right-top cor-
ner in Fig. 2). These solutions were not dominated by other
solutions with lower fn, fp andmem during the evolution.
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Figure 2: Solutions found by MOEAs for sparse topology
using evolution parameters No. 45.
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Figure 3: Results of metrics for sparse topology.
We found out that higher crossover probability has a
higher impact on the speed of convergence than mutation
probability from the perspective of metric M2. See quar-
tets in Fig. 3 (b). It is possible to obtain good results with
high crossover probability and low mutation probability, but
much more difficult if the crossover probability is very low.
However, both parameters, as well as the population size,
have a positive impact on the convergence.
Diversification There is a difference between diversifica-
tion of NSGA-II and SPEA2 for our problem. Fig. 3 (c)
suggests that the solutions are spread better using SPEA2.
However, checking the objective space (Fig. 2) provides ad-
ditional information on spreading of the solutions within the
whole objective space that is better for NSGA-II. Note that
SPEA2 found better spread solutions if mutation probability
is higher.
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Figure 4: Results of metrics for dense topology.
Evaluations The number of simulations needed to evalu-
ate the individuals in the population using a simulator are
depicted in Fig. 3 (d). All MOEA parameters influence
the number of evaluations, but PMut and PopSize have
a higher impact than PCross (see, e.g., sets No. 36, 40, 44
and 48 with different values of PCross vs. sets 33 − 36
with different values of PMut).
Note that, e.g., set No. 45 required only 3, 497 simu-
lations for NSGA-II and 2, 101 simulations for SPEA2 in
average. 24.8 and 14.4 Pareto dominant solutions were
found for NSGA-II and SPEA2, respectively. Since the solu-
tions cover different parts of the Pareto front (especially for
NSGA-II), the evolution is much more efficient than eval-
uation of 25, 000, 000 configurations in case of exhaustive
search.
Dense Topology
In the dense topology, a node bj ∈ C∪A has 127 neighbours
in average.
Exhaustive Search The true Pareto front obtained for the
sparse topology can be found in (Stehlik et al., 2013). The
results of the exhaustive search showed that 20, 072 IDS
configurations (out of 25, 000, 000) are Pareto dominant re-
sulting in 2, 219 unique solutions in the objective space.
Convergence, diversification and evaluations Results
for evolution sets No. 45 and 48 can be found in (Stehlik
et al., 2013). Similarly to the sparse topology, optimized so-
lutions are spread better for SPEA2 in case of evolution set
No. 48. The experiment showed similar characteristics of
performance based on evolution settings as for sparse topol-
ogy. The results of all performance metrics are shown in
Fig. 4.
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Conclusion
In this work, we extended our optimization framework to
utilize MOEAs in the process of IDS parametrization. The
multi-objective approach is beneficial since it provides the
network operator with a set of optimized solutions. He/she
can select a solution according to the purpose of the WSN
and change the IDS settings according to current needs. We
showed that the knowledge of the Pareto optimal solutions is
advantageous. However, the computation using exhaustive
search is extremely time-demanding. MOEAs proved to be
a good compromise between the quality of Pareto front ap-
proximation and the optimization time.
We compared two widely used MOEAs: NSGA-II and
SPEA2. The results suggest that NSGA-II might be better
for our needs. However, one should be careful with a defi-
nite conclusion. Various metrics, as well as visualization of
the objective space, provide different views of the algorithm
performance.
We also focused on the impact of MOEA parameters on
the speed of convergence, number of evaluations and qual-
ity of Pareto front approximations. Higher population size
provides better results at the cost of higher number of eval-
uations. We found out that a higher crossover probability
does not increase the number of evaluations as much as a
higher mutation probability and has a better impact on the
quality of Pareto front approximations.
In the future, we plan to optimize techniques to detect
other attacks than selective forwarding. We would also like
to extend the optimization framework to design robust so-
lutions in complex environments. Finally, we plan to adapt
and use our framework for the optimization of a whole net-
work stack.
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Abstract
This paper addresses the problem of generating natural be-
havior of autonomous virtual characters. Inspired by the
fields of Embodied and Enactive Artificial Intelligence, we
postulate that natural behavior is the result of a coupling be-
tween the agent and the world where it lives, which leads to
a coherence between its actions and its surroundings. In this
work, we present the tools that we have been using to study
that idea: a controller based on a plastic neuromodulated neu-
ral network, which is capable of molding itself to received
stimuli; and a simple novel method for genetic encoding of
artificial neural networks. We show the capabilities of the
controller in generating interesting foraging behavior of an
autonomous virtual robot, and discuss the advantages of its
emergent characteristics when compared with traditional ap-
proaches.
Introduction
An important requirement for a user’s sense of immersion in
a virtual world is the way things move in the environment,
so that it can be truly perceived as the real world. Zahorik
and Jenison (Zahorik and Jenison (1998)) put it in this way:
“When the environmental response is perceived as lawful,
that is, commensurate with the response that would be made
by the real-world environment in which our perceptual sys-
tems have evolved, then the action is said to successfully
support our expectations”.
The term “lawful” is appropriate to describe the behavior
of inanimate elements that follow the physical laws. How-
ever, what is taken to be natural for the living elements,
seems to be the opposite of simply following rules. The be-
havior of autonomous virtual characters plays an important
role in virtual reality environments and obtaining such be-
havior in a natural and realistic way is still an open problem.
We argue that unnatural behaviors are tipically obtained by
a lack of connection between the character and the world
around it in rule-based implementations.
In this paper we propose:
• A controller that is capable of adapting itself to the char-
acter’s bodily constitution and to the characteristics of the
environment, causing the emergence of appropriate forag-
ing behavior in an autonomous virtual robot; and
• A simple novel method for genetic encoding of artificial
neural networks (ANNs).
In the next section, we discuss the traditional methods
used by the virtual reality community in generating behav-
iors of virtual characters, analyze the characteristics of those
behaviors, and present some thoughts on the proposition that
an emergentist approach could help to overcome the limi-
tations resulting from approaches that attempt to explicitly
model the cognitive abilities of the agents.
We also describe the tools that have been employed for
studying the emergence of foraging behavior:
• A neuromodulated network for processing sensorial infor-
mation and generating signals for motor action, which is
capable of local modulation of synaptic plasticity; and
• A genetic algorithm (GA) evolution mechanism, which
selects the most adapted neural networks.
We show our results with a simulated Khepera-like robot,
equipped with sensors that input the robot’s distance to a
fruit or poison to the neural network. The robot’s motor
skills are moving forward and backward, and turning left
or right. The experiments show that the robot was capable
to learn how to make proper use of its sensors and motors in
order to catch fruit and avoid poison, displaying a complex
navigation control behavior. In conclusion, we present final
discussions about the obtained results and future works on
our study about natural behaviors of virtual characters.
Behavior Generation of Virtual Characters
Our basic assumption is that the behavior of a virtual char-
acter can only be called realistic if it reflects the details of
the agent’s bodily constitution, and has a close and logical
association with the events taking place in the virtual envi-
ronment. Accordingly, this work supports the idea that the
realistic behavior should be obtained as the result of a per-
manent and intimate dialogue between the agent and its en-
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vironment. This position is motivated by the Embodied (An-
derson (2003)) and Enactive (Froese and Ziemke (2009)) ap-
proaches to AI, where intelligence is perceived as something
that emerges from a close interaction among all the compo-
nents involved in the cognitive phenomenon.
Here, we have a clear contrast with the classical strategies
for the simulation of behavior, which concentrate their ef-
forts on embedding the relevant aspects of reality within the
agent’s mind (in the form of models and “knowledge”), and
internally calculating what appropriate action should be per-
formed in a given situation (Shao and Terzopoulos (2007);
Garcı´a-Rojas et al. (2007); Gutierrez et al. (2007); Whiting
et al. (2010); Orozco et al. (2011)).The main drawback of
that approach is the great difficulty of maintaining a com-
plete and updated description of the relevant aspects of real-
ity, especially in the case of highly dynamical environments.
So, a typical result is the strong attachment of the agent’s be-
havior to the rules and facts stored in its mind, rather than an
involvement and interaction with what is really happening
in its surroundings. That generates a feeling of detachment,
which we sometimes classify as robotic behavior.
The diagram in Figure 1a illustrates the traditional ap-
proach for behavior generation. That approach subdivides
the problem into a cognitive level and a motor level, model-
ing each of those parts separately. In that view, the cognitive
level works as a calculator of abstract facts, i.e., the manip-
ulation of symbols already interpreted by the programmer,
which correspond to a high-level perception of the world.
That calculation should provide the correct (or desired) com-
mand to the motor level, which has a built-in set of behav-
iors fully described, such as walking, sitting or standing in
line. The so called reactive agents are typically implemented
based on this two-level modelling. To mitigate the problems
inherent with this approach, some works (Pina et al. (2006);
Schneider and Rosa (2009)) attempt to use techniques of ma-
chine learning to automate the process of behavior selection.
To avoid the detachment problem, we propose that the be-
havior of autonomous virtual characters should be generated
through a methodology of emergence. More specifically,
we suggest that efforts should migrate from detailed internal
representations of reality and explicit descriptions of behav-
ior, to the construction of appropriate conditions that would
induce the coupling of the structure and dynamics of mind,
body and environment, resulting in the emergence of intelli-
gent behavior. In this way, we expect to obtain the degree of
coherence between agent and environment which is required
for natural behavior.
The notion of an emergent property of a system refers to
a global characteristic of the system that cannot be found
in any of its parts (Klaus and Mainzer (2009)). Accordingly,
by emergent behavior we mean that the characteristics of the
behavior that emerges are not described or encoded in any
of the components that define the system: the logic of the
controller, the anatomy of the body, or the environment con-
figuration. In fact, the behavior must result from the combi-
nation of the properties of all those components.
The works based on the emergentist approach (Sims
(1994); Chaumont et al. (2007); Nogueira et al. (2008); Pan-
zoli et al. (2010); Palmer and Chou (2012)) use two basic
elements to support the emergence of high-level behaviors:
the uninterpreted signals received from the environment, and
the elementary movements performed by the body parts.
The internal dynamics of the body and mind of the agent
should then modulate this information in order to establish a
sensorimotor flow that coordinates the low-level movements
in order to produce the emergence of high-level behavior.
This idea is illustrated in Figure 1b. The key aspect that
makes this process possible is that some components have a
degree of plasticity, so that their structures and internal dy-
namics can be modified over time, in response to interactions
with other components of the system, in an evolutionary dy-
namics.
Cognition
Motor Bodyand
Mind
Behavior
(a) (b)
Figure 1: Approaches to behavior generation. The two-level
modeling (a), and the emergentist approach (b).
Emergence phenomena tend to produce very specific con-
figurations which are sensitive to small changes in the ele-
ments that constitute the system. This observation is consis-
tent with the fact that animals of different species sometimes
solve the same problem in radically different ways. This is
illustrated by the great diversity of behaviors of locomotion,
hunting, breeding, etc. that we find in nature. If the as-
sumption that emergent phenomena are an important aspect
of behavior, that would explain, in part, why the problem
of realistic simulation has resisted for so long to approaches
based on traditional AI techniques: the details of the situa-
tion are what determine the behavior of the agent. But these
details are precisely what is left out in the process of abstrac-
tion inherent to representationalism. In other words, the at-
tempt to simulate the behavior of an agent based solely on a
high-level description of the situation in terms of goals and
motivations of the agent, complex actions that the body can
perform, and qualities of objects and features of the environ-
ment, leads almost inevitably to mechanical and unnatural
behavior.
The Controller
Here, we present a controller for generating behaviors of
virtual characters based on emergence. As we argued, to
achieve the emergence of behavior, an essential factor is the
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generation of a dynamics which is capable of modifying and
adapting the controller to the body of the character and to
the environment around it. Aiming at this goal, we chose to
evolve a plastic neuromodulated neural network to generate
the signals that control the motors of a virtual robot based
on its sensory information. The neuromodulatory property
brings lifetime adaptation to the network, while a genetic al-
gorithm evolves the network providing adaptation through-
out the generations.
The Neural Network
The neural network that we used is essentially a Continuous
Time Recurrent Neural Network (CTRNN), whose neurons
are modeled in the following general form (Beer (1995)):
dyi
dt
=
1
τi
(−yi +
n∑
j=1
wjif(sj) + Ii) (1)
where t is time, yi and τi are, respectively, the internal state
and time constant for each neuron i, wji is the weight of the
jth input synapse of neuron i, sj is the state of the neuron
linked to the jth input synapse, f() is the activation function
of a neuron and Ii represents a constant external input to
neuron i. In this work we used the same I for all neurons,
simulating an external stimulus from a higher center such as
the mesencephalic locomotory region of animal brains.
In addition to this standard dynamics, we chose to in-
clude a neuromodulatory feature in the neural network. As
discussed by Soltoggio et al. (Soltoggio et al. (2007)), the
neuromodulation plays an important role in neural substrates
from invertebrates to the human brain, and is related to the
induction of Late phase - Long Term Potentiation (L-LTP),
a phenomenon of permanent growth of the synaptic con-
tact in brain, causing synaptic stability, being a potential
candidate for explaining memory functions involving neural
wiring and, consequently, learning. Another mechanism of
neural wiring related to neuromodulation is the Long Term
Depression (LTD), the permanent decrease of the synaptic
contact (Soltoggio et al. (2008)).
Soltoggio et al. proposed the use of a model of neuro-
modulation in T-Maze (Soltoggio et al. (2008)) and in bee
foraging behavior (Soltoggio et al. (2007)). We use the same
model in our work, in order to study the effects and advan-
tages of such dynamics in the behaviors of our virtual char-
acters. It consists of a CTRNN with two types of neurons:
standard neurons, which are the processing units, and mod-
ulatory neurons, which are responsible for modulating the
changes of weights in the synapses following the Hebbian
rule. Figure 2 shows the modulation mechanism.
Equation 1 defines the activities of the standard and mod-
ulatory neurons. The signals of both types of neurons are
computed according to that equation, with the activation
function f(x) = tanh(x/2). However, only the input sig-
nals that come from standard neurons, and the weights of
Standard Standard
Modulatory
Figure 2: The network processing itself is made only with
the standard neurons. The modulatory neuron determines
the response of the Hebbian rule, mediating the amount of
growth or decreasing of the synaptic weight.
the respective synapses, are considered for the summation
in that equation.
The value of modulatory activationm acting on a neuron
i is computed as follows:
mi =
∑
j∈Mod
wji · tanh(sj/2) (2)
where j represents all modulatory neurons connected to neu-
ron i,wji is the weight associated with the synapse that links
modulatory neuron j to neuron i and sj is the internal state
of modulatory neuron j.
Finally, the synapse’s weight change is defined by the fol-
lowing equation:
∆wji = tanh(mi/2) · η · [Aojoi +Boj + Coi +D] (3)
where ∆wji is the amount of change in the synapse that
links the standard neuron j to a neuron i, η is the learn-
ing rate, A, B, C and D are tunable parameters, and oj
and oi are the activation function tanh(x/2) applied to in-
ternal states of neurons j and i respectively. Note that this
rule is unstable if the parameters are such that ∆wji is al-
ways positive or always negative. To avoid that, we limit
the weights of all input synapses of each neuron. Equation 3
differs from the Hebbian rule only on the modulatory term,
i.e., tanh(mi/2). That is, the modulatory effect changes the
learning rate of the Hebbian rule.
The model presented here differs from that of Soltoggio’s
work in the way we define the input and output neurons. Our
work defines some standard neurons as afferent neurons or
efferent neurons, which have no internal dynamics. The in-
ternal state of an afferent neuron is a sensor value and cannot
receive input from other neurons, while an efferent neuron
stores the average of the internal states of each neuron con-
nected to it, defining the outputs of the network.
The Evolutionary Algorithm
Evolving neural networks In the literature, we find three
main general techniques to evolve neural networks with GA
aiming at topology search (Mattiussi and Floreano (2007)):
direct encoding, developmental encoding and implicit inter-
action. In this work, we propose a novel simple method
based on the third technique to search appropriate values
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to the weights, the time and tuning parameters, the learn-
ing rate, the neurons to define as input or output, and the
topology of our ANN.
Direct encoding is a straightforward approach, in which
the chromosomes describe exactly the graph of the neural
network. That requires complex gene and genetic opera-
tors specifications oriented to graph evolution, aiming at the
maintenance of its consistency, which makes it difficult to
simultaneously evolve several characteristics not naturally
describable with this type of structure. A well-known al-
gorithm based on direct encoding is the NeuroEvolution of
Augmenting Topologies (NEAT) (Stanley and Miikkulainen
(2002)).
The developmental encoding genome describes the rules
of a developmental process of the network, i.e., the process
of constructing and growing the network. This approach re-
sembles genetic programing and allows a compact descrip-
tion of the network. However, it is very difficult to define
the genetic operators, and a poor definition can lead to un-
satisfactory results in terms of evolution.
Implicit interaction is a biologically inspired technique
based on the fact that the interaction between genes in the
DNA is the key to the definition of their expressions. The
Analog Genetic Encoding (AGE) (Mattiussi and Floreano
(2007)) is a well-stablished encoding based on this idea.
The genome is represented as a simple string of charac-
ters, allowing the use of traditional genetic operators such
as crossover and mutation, while keeping the structure and
consistency of the network. Since the encoding we propose
is based on AGE, next we describe it in more detail.
In AGE, while neurons are explicitly described in the
chromosome, synapses are implicitly defined, since they
are formed by the interaction between genes, and not by
a gene itself. The genes specify the neurons and their re-
spective terminals, i.e., their inputs and outputs, while in-
teractions between terminals form the synapses. To assem-
ble the synapses, the inputs of all neurons are aligned with
the outputs of all neurons and an alignment score is calcu-
lated, which indicates the weight of the synapses between
the aligned neurons.
Each element of the neural network is encoded in the
AGE’s chromosomes into substrings called tokens. For ex-
ample, to encode a neuromodulated network, Soltoggio et
al. (Soltoggio et al. (2007)) used the tokens NE to indicate
a standard neuron, MO to indicate a modulatory neuron and
TE to delimit a terminal sequence.
A terminal sequence is an arbitrary sequence of characters
that precede the token TE and defines a neuron’s terminal.
After a neuron token, all the subsequent characters until a TE
token are translated as a neuron’s terminal. Each appearance
of TE determines a neuron’s terminal, and, so, the neuron
has as many terminals as the number of TE’s appearances
after it.
AGE is supposed to accomplish the evolution of any type
of analog network, such as electronic networks, neural net-
works and genetic regulatory networks. To do that, the align-
ment score is based on a network-specific interaction map
that leads to a complex chromosomal representation. Our
proposal focuses on ANNs and specifies the chromosome
as a binary array, encoding the parameters of the network
in a more straightforward way, using a simpler similarity
function, and still maintaining the advantageous properties
of AGE’s interaction maps (Mattiussi and Floreano (2007))
for ANNs evolution. Such an encoding scheme allows us
to easily search augmenting topologies of neural networks
composed of different types of devices (neurons).
The Proposed Genetic Encoding Our chromosomes are
arrays of bits, with each group of 32 bits defining a gene.
The first 8 bits (1 byte) of the gene are used to encode an
identifier, which indicates the element that the gene repre-
sents in the network. The last 24 bits specify a value that
indicates a property of the decoded element.
Each individual in the population has two chromosomes:
one chromosome stores the global parameters of the neural
network, while the other keeps the network itself. The global
parameters are the values of the variables in Equation 3 and
the external stimulus of the CTRNN (Equation 1). Figure 3
shows the distribution of values in the chromosome.
I η A B C D
Figure 3: Encoding of the global parameters of the network.
To decode the network chromosome, we have to read each
gene and isolate its identifier and value. The 8 bits of the
identifier are decoded according to Table 1. The 24 bits
that encode the value of a gene are linearly mapped into a
floating-point value v in the range [−1, 1], according to the
formula:
v =
(
n
224 − 1 · 2.0
)
− 1.0 (4)
where n is the unsigned integer encoded in the value bits.
Table 1: Genes’ identifiers
Byte Meaning
0 ≤ id ≤ 38 Standard Neuron (SN)
39 ≤ id ≤ 51 Modulatory Neuron (MN)
52 ≤ id ≤ 255 Neuronic Terminal (TR)
With the distribution of identifiers shown in Table 1,
we have the following probabilities: P (SN) = 0.15,
P (MN) = 0.05 and P (TR) = 0.80, assuming a randomly
generated chromosome. This distribution was chosen be-
cause we want to have more standard neurons, which ac-
tually do the signal generation, than modulatory neurons,
which only change the plasticity. At the same time, we need
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to have more synapses than neurons, and, for this reason, the
probability of creating terminals is greater than that of cre-
ating a neuron. The probabilities were empirically chosen.
Suppose that the robot we want to control has s sensors
and m motor outputs. To keep some structure of the neural
network in the chromosome, we fix the first s genes that
encode SN to be afferent neurons, while we set the last m
genes that encode SN to be efferent neurons.
The value of a gene (i.e., the last 24 bits) identified as a
SN or a MN, encode the time constant τ in Equation 1. The
exceptions are the afferent neuron, whose value identifies
a stimulus parameter, and the efferent neuron, whose value
is ignored, since it has no internal dynamics. The stimulus
parameter is−1, if v < 0 or 1, if v ≥ 0, and is multiplied by
the sensor signal, generating excitatory or inhibitory sensory
signal as input to the neural network.
The genes identified as TR have the value part corre-
sponding to the input or output terminals of the last-read
neuron. The first TR read after a neuron’s gene is always
its input, while the second TR is always its output. Such
genes are ignored if no neuron was read before them or the
last-read neuron already has its terminals. However, their
presence in the chromosome is useful to generate new com-
binations by the genetic process.
The parsing of a chromosome produces a list of neurons
with their respective parameters and terminals that will com-
pose the network. Similar to what is done in AGE, we pair
neurons by their terminals to create the synapses arriving at
or leaving the neurons. However, instead of using an inter-
action map, we define the synapses’ weights according to
a similarity measure. The idea is to use a proximity func-
tion, computing a distance value of two numbers based on
the Hamming distance between their binary representations,
according to equation:
w(i, o) =
eb · (i+ o)
nb · 2 , (5)
where w is the weight of a synapse that links an output of
value owith an input of value i. The symbol nb indicates the
total number of bits that represent the value (24 bits), and eb
is the number of equal bits at the same position between the
binary representations of i and o. We also defined an exis-
tence condition empirically to increase topological diversity:
if eb/4mod 3 = 0 then w(i, o) = 0.
Equation 5 may be interpreted as: the synapse weight is
the average of the input and output parameters weighted ac-
cording to distance. The occurrence of two terminal param-
eters with zero equal bits, implies a maximum distance from
each other, and, therefore, there is no synapse linking them.
The idea of the similarity function is that if the number of
equal bits is the maximum possible, then nb = eb, which
implies that the synapse weight is the average of both pa-
rameters. Equal parameter values imply a synapse weight
with the same value.
In order to understand the decoding process better, take
Table 2 as example of an excerpt from a chromosome. Ana-
lyzing the identifiers based on Table 1, we have two neu-
rons in the chromosome: an SN on gene G1 with value
15,000,000, and an MN on gene G4 with value 8,500,000.
Using Equation 4 with those values, we obtain τSN = 0.79
and τMN = 0.01.
Table 2: Sample excerpt from a Network Chromosome
G1 G2 G3 G4 G5 G6
Identifier 30 120 240 40 125 200
Value 15M 10M 4M 8.5M 11.5M 6M
Genes G2 and G3 are the input and output terminals of
SN, while G5 and G6 are the terminals of MN in the same
order. From Equation 4, we have the values TRG2 = 0.19,
TRG3 = −0.52, TRG5 = 0.37 and TRG6 = −0.29. Fig-
ure 4 illustrates the resulting neural organization.
Std
τ = 0.790.19 -0.52
Mod
τ = 0.010.37 -0.29
Figure 4: Neurons decoded from Table 2.
Finally, the synapses’ weights of the network are com-
puted with Equation 5 applied to each pair input-output, i.e.:
w(TRG2, TRG3);w(TRG2, TRG6);w(TRG5, TRG3);
w(TRG5, TRG6).
Let us compute w(TRG2, TRG3) as an example. The bi-
nary representation of those parameters, i.e., the way they
are stored in the chromosome, are:
bin( 0.19) = bin(10M) = 100110001001011010000000
bin(-0.52) = bin( 4M) = 001111010000100100000000
From these representations, we have eb = 13. Thus, us-
ing Equation 5, we would have w(0.19,−0.52) = −0.09.
However, the existence condition, 13/4 = 3 implies that
3 mod 3 = 0, and thus there is no synapse from standard
neuron to itself. Similarly computing the other weights, we
will have only one synapse, fromMN to SN, withw(TRG2,
TRG6) = −0.03. Figure 5 shows the fragment of the net-
work decoded from Table 2.
-0.03
Std Mod
τ = 0.79 τ = 0.01
Figure 5: Network decoded from Table 2.
The Simulation of Evolution To evolve the individuals,
we simply apply the canonical genetic algorithm. The rel-
ative chromosomes of the individuals are paired and the
duplication, crossover and mutation operators are applied.
Note that, since a chromosome is simply an array of bits,
ECAL - General Track
581 ECAL 2013
crossover can break a gene, causing a new gene to appear.
The simple mutation of a single bit also can lead to the ap-
pearing of a new gene.
Each individual is decoded and made alive for controlling
a virtual robot. The robot has an amount of energy that is re-
duced proportionally to the strength of the generated signals.
The evaluation function we used for the emergence of for-
aging behavior was the number of collected food multiplied
by the robot’s lifespan.
Case Study
Description of Experiment
To evaluate the proposed controller, we put it to control a
Khepera-like virtual robot in a foraging task. The environ-
ment consists of randomly distributed fruits and poisons.
The simulation was developed with the Irrlicht 3D Engine1,
with physics provided by the Bullet Physics Engine2.
The robot is shown in Figure 6. It has a cylindrical body
with a black box that plays the roles of eye and mouth. The
robot “eats” a fruit or a poison if that box touches them.
(a) (b)
Figure 6: The robot. (a) Robot in the environment. The
black box is its eye and mouth. (b) The three sensors dis-
tributed in the eye and their fields of sense. We used 20◦
Field Of Sense (FOS). The maximum sensing distance is six
times the robot’s diameter.
The neural network is connected with the body and the
environment receiving as input the signals of the robot’s sen-
sors. There are three sensors aligned side by side at the ex-
tent of the eye (Figure 6b), each one able to catch the nor-
malized distance ([0, 1]) to the nearest fruit and poison inside
its FOS. This implies the generation of six values. There is
also a proprioceptive sense of energy, that enables the robot
to sense its level of energy spending, which ranges from 0
(the robot is fully energized) to 1 (the robot is totally ex-
hausted). In this way, the strength of the signal allows the
robot to perceive when its energy is finishing. This ANN
then needs seven afferent neurons.
The robot has two motors, one to move forward or back-
ward and another to make left or right turns, each one con-
trolled by one efferent neuron. When the first motor receives
a positive value, the robot moves forward and if it receives
1http://irrlicht.sourceforge.net/
2http://bulletphysics.org/
a negative value, the robot moves backward. With a positive
value, the second motor makes the robot turn right, other-
wise it causes the robot to turn left. The robot’s energy is re-
duced every simulation step according to Equation 6, where
o1 and o2 are the output of the two efferent neurons of the
ANN. The constant value 10 is used in order to avoid the
evolution of stationary robots.
C = (|100 ∗ o1|+ |100 ∗ o2|)2 + 10. (6)
A robot starts with 50,000 energy units (eu). This value
increases 10,000eu whenever a good fruit is eaten (up to a
maximum value of 50,000eu) and decreases in two situa-
tions: (1) when the robot is alive, its energy is continuously
decreasing in proportion to the applied motor signals, (2)
whenever the robot eats a poisonous fruit, its energy is re-
duced to 10,000eu. In the second situation, if the robot’s
energy level is less than or equal to 10,000eu, the energy is
zeroed. If the energy is exhausted, the robot dies.
Each controller decoded from the chromosomes of an in-
dividual is assigned the control of a robot, one at a time.
Each trial begins at the same position, and the fruits and poi-
sons are always randomly redistributed to prevent the GA
from “memorizing” the positions. A trial ends when the
robot’s energy is exhausted. The GA randomly generates
the first population. The following parameters were used:
• Population size: 100 individuals
• Network chromosome size: 100 genes (3200 bits)
• Type of crossover: Monopoint (one break point)
• Crossover probability: 60%
• Mutation probability (per bit): 0.1%
Results
Due to space constraints, we will focus on the analysis of
type and quality of the generated behaviors and we will not
show the measurement data and comparisons of the several
runs we made. However, in all executions we made, the
same behavioral result was obtained, except for the neuro-
modulatory action, that have been developed in rare cases,
as we will discuss later. The plots shown in this section rep-
resent the tipical results of our experiments.
The GA successfully evolved the neural network to con-
trol the robot in the foraging task. Figure 7 shows the evo-
lution of the evaluation averages of all the individuals per
generation.
The robot successfully acquired the behavior of catch-
ing good fruits only, while avoiding the poisonous fruits,
as shown in Figure 8a. Note that, although the evaluation
function of the genetic algorithm explicitly selects those in-
dividuals that collect the greater number of fruits, there is no
direct information about poisons. However, we can observe
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Figure 7: Evolution of the evaluation averages of the popu-
lations.
the behavior of moving away from the poisonous fruits (Fig-
ure 8b), as a consequence of the fact that individuals who eat
poisons may “die” sooner.
(a) (b)
Figure 8: Robot Behavior. (a) The line represents the robot’s
path, starting at (0,0). Note that its path passes through the
fruits (+) while deviates from poisons (◦). The line is not
always touching the fruits because the graph is showing the
center of the objects and, in the simulation, the eye’s mesh
only needs to touch the fruit’s mesh. (b) Motor and poison
sensor activities. Note that when a poison is sensed (posi-
tive values of solid line), there is a peak of negative signal
on motor activity (dotted line), which leads to a backward
movement.
An important characteristic to point out about the robot’s
behavior is how the high level foraging behavior is per-
formed with low level behaviors of direction adjustment.
One sensor of the eye alone cannot determine the direction
to follow in order to catch the sensed fruit, since it only cap-
tures the distance to the fruit. Therefore, the robot needs
to change its position to be able to use the three sensors to
find out the missing information. This behavior is shown in
Figure 9, where we can see the robot turning left to use the
right side of a sensor’s FOS to follow the fruit. Since the
three sensors are slightly displaced with respect to one an-
other, when a fruit leaves the FOS of a sensor, it is possible
to determine to what side an adjustment of direction needs
to be made. (Figure 6b).
Regarding the modulatory activity, one particular con-
troller evolved with modulatory neurons. With this action,
the robot exhibited two ways of search. A local rotation,
searching for near food and, when no fruit was caught, it
1 2 3
4 5 6
Figure 9: Direction adjustment behavior. Note that, to catch
the fruit, the robot approaches it using the right side of the
FOS, instead of the FOS’s center. The top frames show the
moment that it senses the fruit and then turns left. The bot-
tom frames show the robot catching the fruit following its
“side sensing”.
gradually increased its rotation radius, until it found a fruit,
and then passed to the local search again. Figure 10 shows
the joint activity of the modulatory neuron, stimulated with
the energy sense (signal continuously increasing while no
food is collected), and the changing of the motor activity.
Timestep
Signal Strength
Figure 10: Motor activity (dotted line), energy sense sig-
nal (dashed line) and modulation activity (solid line). Note
that these three activities are synchronized. When the robot
catches a fruit (decrease in dashed line), it searches another
one locally (decrease in dotted line). If no fruit is eaten, it
gradually increases the search radius (increase in solid and
dotted lines).
Conclusion
We described a controller for behavior generation of au-
tonomous virtual characters. We argue that natural behav-
iors can emerge if the behavior controllers are designed
properly, taking into account emergence principles. Such
a controller must be capable of adapting itself to the body
and to the environment. Thus, it needs to be able of modify
itself in contact with the world.
The controller uses neuromodulation for changing its dy-
namics on the fly, while adapted throughout the generations
by the genetic algorithm. In animal brains, the neuromodu-
lators are directly related to memory functions and indirectly
to learning. In our experiment, they allowed modifications
in behaviors patterns according to environmental changes.
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We also presented a simple novel way of genetic encoding
ANNs, describing simple arrays evolvable with a canonical
genetic algorithm. Those arrays are able to evolve neural
networks with growing topologies, and, at the same time, is
possible to evolve multiple characteristics of an agent.
We showed the capabilities of our controller through
an application involving the foraging behavior of a virtual
robot. The robot was able to learn how to use its own move-
ments to compensate for the insufficiency of sensory data in
order to accomplish the objective of catching fruits, showing
a complex foraging behavior consisting of minor position
corrections toward the goal. It is worthwhile to point out
that when the plasticity of the controller was increased with
modulatory actions, more elaborate strategies have emerged.
The results of our experiments show that the emergen-
tist approach is indeed capable of producing the intimate
coupling between agent and environment required for nat-
ural behavior. This fact is clearly illustrated by the strategy
developed by the virtual agent to compensate for its primi-
tive visual sensory apparatus, showing a high level behavior
composed of minimal movements extremely connected with
the conditions of the world, rather than a simple and straight
“follow the fruit” behavior.
On the other hand, the simulations also show that the type
of behaviors which we were able to obtain are relatively sim-
ple and, at this point of the investigation, it is not clear how
to incrementally increase the complexity of the system in an
emergent way. However, the traditional techniques can pro-
duce behaviors with arbitrary complexity, by using more de-
tailed models and facts about reality, but paying the price of
some level of detachment with respect to the environment.
So, a natural question is whether it is possible to combine
ideas of the traditional and emergent approaches to obtain
the advantages of both sides.
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Abstract 
Massively Multi-player Online Role-Playing Games and 
Massively Multiplayer Online games are complex and costly 
system from both a game design and a technical point of view. 
Among their many issues, in this paper we tackle the problem 
of incrementing players thrill by supplying them plenty of 
freshly produced, unpredictable monsters. To achieve this goal 
we have designed, developed and tested GOLEM, a genetic-
based approach to the evolution of new species of monsters for 
video games.   
1. Introduction 
In Massively Multi-player Online Role-Playing Games 
(MMORPGs) and in Massively Multiplayer Online games 
(MMOs) players interact among them in an online, persistent, 
and shared virtual world. This game genre has gained success 
and diffusion especially thanks to the prosperity of Blizzard’s 
World of Warcraft (WoW) (Taylor, 2006). The huge amount 
of people that interact on an ongoing basis (e.g., more than 10 
million in WoW) in a shared environment raises questions for 
game designers and computer scientists that have scarcely 
been investigated until now, but that could nonetheless affect 
the success and survival of a specific game. 
Beside the issues related to the game mechanics and the 
service supply, there is a number of other – only apparently – 
minor, “tricky” features that could, nonetheless, impact deeply 
on players’ satisfaction with the game (see e.g., Bartle, 2003; 
Maggiorini et al., 2012a, 2012b). Among these neglected 
issues, we can enlist several characteristics that are intrinsic to 
the paths players have to follow to raise the “level” of their 
characters and that could rise problems of players’ loyalty. In 
particular, to explore the in-game world, complete quests, and 
gain “experience points”, players are often confronted with 
different types of monsters (also called “mobs”, which stands 
for “mobiles”), which they are supposed to slain. In spite of 
the fact that a game world can contain hundreds of different 
species of monsters, after spending a certain amount of time 
playing, players become well aware of the characteristics 
presented by each specie and its related hazard. In the long 
run, this knowledge has the drawback of generating a certain 
amount of boredom in players, which lose the thrill of braving 
unfamiliar dangers (Koster, 2004).    
In this work, we tackle this issue by proposing GOLEM – 
Generator Of Life Embedded into MMOs: an algorithm aimed 
at increasing variety and unpredictability among mobs in 
MMOs, by means of an approach rooted into Genetic 
Algoritms (GAs). The main idea is to represent each monster 
specie in the population present in the in-game world through 
its genome, and to generate new species by recombining their 
chromosomes in a way quite similar to what happens in the 
natural world. This implies also taking into account aspects 
like the actual possibility for a mob to survive the habitat in 
which it was born (e.g., a marine-like animal with fins will 
unlikely survive in a desert), providing an estimate of the 
population growth (in order to avoid overpopulation), some 
means to contain the mobs numerosity when needed, etc. 
Nonetheless, our aim is not to recreate a complex ecosystem, 
since this will go far beyond the scopes of a generator of 
monsters for a video game, whose main goal should simply be 
to increase the players’ fun.    
The paper is organized as follows: the following Section 2 
briefly analyses related works, from both the academy and the 
industry, while Section 3 recalls the fundamental concepts 
related to Genetic Algorithms (GAs). The subsequent Section 
4 summarizes how we have designed the chromosomes to 
describe the most diffused fantasy monsters. Section 5 
concentrates on the issues related to managing a population of 
evolving monsters through several generations. Sections 6 and 
7 focuse, respectively, on the implementation of the GOLEM 
algorithm and on some perspective results derived from 
several tests. Finally, Section 8 draws conclusions and 
delineates major future developments. 
2. Related works (in video games) 
Although scholarly literature on the applications of GAs and 
Genetic Programming (GP) in video games is quite huge and 
multi-faceted, in our knowledge, until now it has focused on 
scopes different from creating diversity among mobs. In 
particular, the major part of recent works has tackled either 
the use of GAs to generate or evolve the environment (i.e. the 
in-game world or game levels), or the evolution of agents (the 
so-called “bots”) behavior in order to produce more 
challenging opponents to the players.  
In the first category we can enlist, e.g., the work of (Frade 
et al., 2012), which develops a GP-based procedural content 
technique to generate procedural terrains that do not require 
parameterization. Taking a different perspective, (Halim & 
Raif Baig, 2011) propose a set of metrics for measuring 
entertainment in video games and then use evolutionary 
algorithms to generate games using the proposed 
entertainment metrics as the fitness function.  (Mourato et al., 
2011) propose an approach rooted into GAs to generate 
automatically levels for a video game. The only work 
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suggesting the use of GAs in MMORPGs – to the best of our 
knowledge – is (de Carvalho et al., 2010), which proposes to 
use GAs for managing the dynamics of geophysics events, 
asserting that specific events will occur only in areas where 
they are prone to. The work of (Frade et al., 2010) uses GP to 
evolve automatically Terrain Programs, which are able to 
generate terrains procedurally, for a set of desired accessibility 
parameters. Finally yet importantly (Sorenson & Pasquier, 
2010) developed a genetic encoding technique specific to 
level design used to generate game levels.   
In the second category, we enlist works focused on 
evolving bots’ behavior. For example, (Mora et al., 2012) 
focus on an evolutionary algorithm designed for evolving the 
decision engine of a program that plays Planet Wars, a game 
requiring the bot to deal with multiple target, while achieving 
a certain degree of adaptability in order to defeat different 
opponents in different scenarios. (Esparcia-Alcázar & 
Jaroslav, 2012) focus their attention on the problem of 
estimating the fitness value of individuals in an evolutionary 
algorithm while containing time and costs. In the field of 
racing video games, (Onieva et al., 2012) developed a driving 
system, whose controller for adapting the speed and direction 
of the vehicle to the track's shape is optimized by means of a 
GA. The work of (Inführ & Raidl, 2012) showed how GP 
could be used to create game playing strategies for 2-
AntWars, a deterministic turn-based two-player game with 
local information. (Barros et al., 2011) used GAs to develop a 
convincing artificial opponent for chess. (Benbassat & Sipper, 
2011) apply GP to zero-sum, deterministic, full-knowledge 
board games.  (Alhejali & Lucas, 2010) used GP to evolve a 
variety of reactive agents for a simulated version of Ms. Pac-
Man. The work presented by (Hong & Zhen Liu, 2010) 
presents a GA based-Evolvable Motivation Model for bots. 
Both the works of (Mora et al., 2010a) and (Mora et al., 
2010b) focus on the adoption of GAs and GP techniques to 
evolve bots’ behavior in Unreal. Last but not least, (Wong & 
Fang, 2012) study the applications of neural network and GAs 
techniques for building controllers for automatic players.  
2.2 GAs and commercial video games 
The use of GAs in commercial video game is still quite 
limited, at least as far as developers disclose it. The three 
major titles whose gameplay relates heavily on evolution are 
Creatures – released in its first version by Millennium 
Interactive in 1996 (Fig. 1), Spore – released by Maxis in 
2008 (Fig. 2), and GAR: Galactic Arms Race – released by 
Evolutionary Games in 2010 (Fig. 3). None among them uses 
GAs in a way similar to that envisaged by the present work. In 
particular, Creatures only seems to use chromosome to 
generate minor variations (e.g. skin colour) in the different 
generations of Norns (the fictional creatures populating the 
game world), while the evolution of the specie is based mainly 
on learning and reasoning algorithms. Spore exploits GAs to 
produce automatically animations for the species created by 
the players, and uses extensively procedural generation for 
“evolving” content pre-made by developers. Nonethless, the 
game main focus is on the evolution of a single user-created 
specie. Galactic Arms Race exploits NEAT – NeuroEvolution 
of Augmenting Topologies algorithms to develop spaceships’ 
weapons accordingly to the player’s play style.    
3. Genetic Algorithms 
Genetic Algorithms (GAs) are a particular class of algorithms 
applied to solve many classes of problems, mainly belonging 
to the Artificial Intelligence (AI) field, but – more in general – 
they are useful in many optimization problems and in heuristic 
search processes. They have been inspired by Darwin’s 
evolution theory: the chromosomes of a set of individuals 
represent a population, and a new generation in the population 
is produced by recombining, according to specific rules, the 
genetic material. For each generation, an ad hoc fitness 
Figure 1- Screenshot from the video game Creatures 
Figure 2 - Screenshot from the video game Spore 
Figure 3 - Screeshot from the video game GAR 
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function selects the most “suitable” parents and iterate the 
reproduction process on them. To produce “children” the 
algorithm operates genetic recombination techniques 
(crossover) and mutations – similarly to what happens in the 
natural world – on chromosomes represented by bit sequences. 
Once the new generation has been created, the algorithm 
verifies whether the population registers any improvement in 
any relevant feature. If yes, parents will be discarded and their 
sons will substitute them in the reproduction process. 
Generally, these steps will be iterated until some optimal 
solution is reached (Mitchell, 1998; Mode & Sleeman, 2012; 
Koza, 1998). 
3.1 Crossover 
GAs use crossover to mix the genes of the two parents. 
Crossover can be achieved by different approaches:  
 
1. Single point crossover: the chromosome is split into two 
parts in a randomly selected point. The chromosome 
describing the offspring is composed by the first 
section of the first parent chromosome and by the 
second part of the second parent chromosome. A 
second offspring will inherit the remaining two parts; 
 
2. Two points crossover: the chromosome is split into three 
parts, the first and third part of the first parent plus the 
second part of the second parent become the genetic 
heritage of the first whelp, while the remaining parts 
go to the second whelp; 
 
3. Uniform crossover: this approach provides a higher 
genetic variation, since each gene of the whelp is 
copied – randomly – from one of the corresponding 
gene belonging to one of the parents. The second 
whelp will have the genes not chosen for creating its 
“brother” chromosome; 
 
4. Arithmetic crossover: the offspring chromosomes are the 
results of some arithmetic operations on the parents’ 
genes (e.g. an AND operation).  
 
For our aim is to generate the broadest diversity among 
monsters, we have opted for the uniform crossover approach. 
Actually, the first two techniques (single and two point(s) 
crossover) provide a limited variation in the genetic heritage 
of the offspring, while the arithmetic crossover is not suitable 
for the structure we have used to represent chromosomes (see 
§4).    
3.2 Mutation 
Genetic mutation is useful for inserting into the offspring’s 
chromosome some characteristics not inheritable from parents, 
since not present in their genetic heritage. Similarly to what 
happens in nature, mutations can introduce a new 
characteristic or modify/destroy an existing one.  
In our work we have consider only the possibility to 
create/destroy characteristics, since modifying an existing one 
(e.g. the beak of a bird that increases its length from 
generation to generation, according to Darwin’s theory), 
besides requiring more complex data structures to be 
managed, would not have made much sense in a typical 
MMOs. Moreover, representing such a mutation would create 
more than one headache to someone in charge of developing 
graphics 3D models and animations for the monsters. 
4. Selecting and describing monsters  
To provide a significant population of monsters, we have tried 
to describe them accordingly to the characteristic and skill 
structures used in the most popular MMOs and MORPGs 
(such as World of Warcraft). Since these games can be set in 
very different periods (ranging from the most remote past, to 
the far future), also the types of mobs present can vary widely, 
and may require a different representations of their genes. 
This implied to make some choices, such as selecting an 
historical setting and sticking to it.  
Since the vast majority of successful video games are based 
on a fantasy setting, we have opted for it. This, inevitably, led 
to lose some generality in the monsters representation, but on 
the other side offered the advantage to guarantee coherence 
and meaningfulness. Moreover, a generative algorithm based 
on fantasy setting, probably is more likely to be inserted into a 
video game. Finally yet importantly, such an exploited setting 
offers a greater variety of ready-to-use monsters.   
An accurate description of mobs (e.g. numerical values for 
their skills) is generally difficult – or quite impossible – to 
extrapolate from commercial MMOs. Luckily, these games 
are generally more or less sophisticated derivations of paper-
and-pen Role Playing Games (RPGs), such as the renowned 
Dungeon and Dragons (D&D) (Bartle, 2003). This offered us 
the opportunity to exploit the huge corpus of information 
about physical aspect, characteristics and skills present in the 
manuals of tabletop RPGs games. In particular, the description 
of the monsters population we have adopted is based on the 
mobs described in the Dungeons and Dragons (D&D) 
manuals: (Dungeons and Dragons, 2000, 2003). We have 
analyzed more than 150 fantasy monsters (see Fig. 4 for an 
example), and we have created a “candidate” list of monsters 
that could have been represented and used as input for a GAs. 
We have not included in the list both immortal (e.g. angels, 
quasi-divine creatures, etc.) and undead (e.g. zombies, 
vampires, ghosts, etc.) monsters: the first ones could have 
caused overpopulation, while the second ones usually do not 
reproduce (at least in a “natural” way).  
Figure 4 - Fantasy mobs: an Ent and a Beholder 
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Each monster is described by a chromosome, which maps 
its characteristics and skills. Characteristics can be: physical 
(e.g., number of legs, eyes colour, etc.), natural abilities (e.g., 
breathing water, ability to swim, etc.), and magical abilities 
(e.g., immunity to fire, ability to cast spells, etc.), as detailed 
in Tab.1. The maximum number of variations for each 
characteristic has been fixed to 8 (i.e., a monster cannot have 
9 or 10 arms), thus constraining the possible mutations, in 
order to guarantee the algorithm performances.  
Monsters’ characteristics can be clustered into three main 
groups, each of which has a different relevance or goal in the 
reproduction process: 
  characteristics that must be different in candidate parents 
(e.g., sex); 
  characteristics that must be present in order to create a 
living monster (e.g., type of breathing, number of legs 
and heads, etc.); 
  optional characteristics, useful to better define the 
monster (e.g., resistance to spells, lycanthropy, etc.).   
The whole complex of these characteristics can be described 
using 37 genes, which are the basic building blocks of each 
monster chromosome. The dimension of each gene depends 
on how many disjunctive variations it can express. When the 
gene represent a non-disjunctive characteristic (e.g. the mobs 
breaths both air and water, like in the case of the mermaid), it 
has been duplicated: this solution allows the offspring to 
inherit none, one or both the characteristics.  
Moreover, 16 more characteristics (generation, current 
generation, challenge rating, life, strength, dexterity, 
constitution, intelligence, wisdom, charisma, armour class, 
speed, attack, reflexes, temper, will) are necessary. Each of 
them is described by a number, since they may assume values 
too big for being easily managed by binary code: for example, 
the “generation” characteristic (which represent the maximum 
number of generations to which the monster is allowed to 
survive – i.e. it is a proxy for its lifespan) may ideally vary 
between 1 and infinite. As a consequence, any monster used in 
the GOLEM project is represented by a chromosome 
composed by 53 genes (37 basic plus 16 special). To notice 
that not all the characteristics used to describe monsters in 
D&D have been mapped into the chromosome, since several 
among them are not relevant for a MMO and/or cannot be 
properly managed through reproduction (e.g. horse-riding 
ability).  
5. Creating and balancing a monsters 
population 
Usually, GAs are used to solve optimization problems. In our 
work, instead, we have investigated to which extent GAs can 
be fruitfully exploited to generate a variety of new and 
unpredictable monsters for MMOs, in order to increase fun for 
players. To obtain this effect, our algorithm, that we have 
called GOLEM (Generator Of Life Embedded into MMOs), 
selects a male and a female candidate parent, mixes up (using 
uniform crossover) their genes, produces some mutations and 
creates two whelps, each of which possesses a subset of the 
parents’ genome, plus a possible mutation. At this point, the 
algorithm ends, without applying any optimality criterion.      
Characteristic Type Range
Sex physical 2
Head number  physical 0-7
Arms number physical 0-8
Legs number  physical 0-8
Eyes number  physical 0-8
Skin colour physical 0-8
Eyes colour physical 8
Tail number  physical 0-8
Wings  physical yes/no
Fins  physical yes/no
Gills  physical yes/no
Scales (fish-like) physical yes/no
Scales (dragon-like) physical yes/no
Feathers  physical yes/no
Hair/fur  physical yes/no
Size  physical 8
Type (animal, magical creature, etc.) nat. ab. 8
Movement: swimming nat. ab. yes/no
Movement: flying nat. ab. yes/no
Movement: digging nat. ab. yes/no
Movement: climbing nat. ab. yes/no
Breathing: air nat. ab. yes/no
Breathing: water nat. ab. yes/no
Breathing: fire nat. ab. yes/no
Breath and type (e.g. fire, ice, etc.) mag. ab. 6
Natural weapons and type (e.g. claws) mag. ab. 8
Aura and type (e.g. fire, etc.) mag. ab. 7
Casts spells  mag. ab. yes/no
Immunity ad type (e.g. to poison) mag. ab. 6
Lycanthropy   mag. ab. yes/no
Shapeshifter   mag. ab. yes/no
Fast healing mag. ab. yes/no
Regeneration  mag. ab. yes/no
Resistance to spells mag. ab. yes/no
Resistance to dispel mag. ab. yes/no
Damages reduction (e.g. thick skin) mag. ab. yes/no
Poisonous  mag. ab. yes/no
Table 1 - Genes of the main mob's characteristics 
 
ECAL - General Track
ECAL 2013 588
To implement GOLEM, besides creating a proper structure 
for representing the chromosome, we had to deal with some 
other design problems. Namely: 
  choosing the number of whelps produced by each couple 
in each generation; 
  defining some parameters to verify whether freshly 
created species are suitable for survival; 
  balancing the population numerosity. 
5.1 How many whelps? 
Choosing how many whelps each couple of parents should 
generate in each generation has been a crucial point in the 
design of GOLEM. We ended up in deciding to generate two 
puppies. Actually, producing only one whelp implied a certain 
probability that several characteristics would have disappeared 
(since casually never transmitted to the offspring), thus de 
facto partially nullifying the effect we wanted to obtain 
(maximizing variety). On the other side, one single puppy 
would have meant a linear increase in the population 
numerosity and a better scalability of the software application. 
At the opposite end, a large number of puppies guarantees that 
practically every possible characteristic is preserved in the 
offspring, but also causes a steady and rapid increase in the 
population, which would reach its upper limit in a bunch of 
generations. As a result, we would end up with a group of 
individuals close relatives and presenting quite similar 
characteristics. For example: a starting population of 30 mobs, 
producing 8 whelps for couple in two interactions per 
generation, with an upper bound of 78 individuals for the 
population, would saturate in 3 generation. As a consequence, 
only 12 individuals have had the possibility to interact (around 
the 40% of the starting population).      
5.2 Are new species suitable for survival? 
Crossover and mutation could produce a mob with 
characteristics that could diverge significantly from those of 
its parents. Since the mob should be inserted in a game world, 
it is necessary to verify its “credibility”. In particular, we want 
to be sure that the newly created specie is able to survive in its 
habitat. Think, for example, to the offspring of a mermaid and 
a human: it could be born on the mainland, but be suitable 
only for marine life. In the GOLEM project we have 
considered four possible habitats: forests, mountains, lava 
flooded areas and water. Whelp’s characteristics that must be 
checked against its habitat to verify its survival probabilities 
are: breathing (e.g. a mob breathing water will not survive in 
a forest) and movement type (e.g. a mob only able to swim, 
will not survive on a mountain). To notice that several 
monsters could have more than one respiratory system (e.g. 
mermaids), thus they suffer some malus when outside their 
primary habitat, but they do not die.  Moreover, some other 
characteristics may provide a bonus/malus to the whelp 
according to the surrounding environment: fins, gills, scales 
(both fish and dragon-like), feathers and fur.   
5.3 How many individuals in the population? 
Although some whelp will die due to unsuitability to the 
environment, it is necessary to keep a control on the 
population numerosity, in order to avoid overpopulation. This 
implies defining an upper bound to the number of individuals 
alive, and some criteria to “kill” several mobs when their 
number reaches a certain threshold. For this reason, we have 
introduced both death by old age and by chance.  
5.3.1 Death by old age. In this case, for each generation and 
mobs, GOLEM verifies whether the mob has reached the end 
of its lifespan (in terms of number of generations to which it 
can survive). In particular, each monster has a longevity that 
can assume one value among short, medium and long, to 
simulate the different lifespans of different monsters. 
5.3.2 Death by chance. In a game world, a mob can die also 
because it has been killed by a player (and generally this is 
one of the main goal of players!) or, in few cases and under 
special game design conditions, due to illness. To avoid under 
populating the world, GOLEM applies casual death only when 
the population numerosity reaches the 70% of its maximum. 
This threshold has been defined by trials. To decide whether a 
mob should die by chance, we have grouped monsters into 
four categories, according to their “challenge rating” (a 
numerical value representing a proxy of the monster hardiness 
and stamina, usually adopted in large number of RPGs): 
stronger mobs get killed with a lower probability. Once the 
challenge rating level has been (randomly) chosen, an 
individual in that category is randomly extracted to die.   
6. The GOLEM algorithm 
The GOLEM algorithm takes as input a starting population 
(whose numerosity grows constantly, generation after 
generation), and executes four main functions: selection, 
crossover, mutation and evaluation, after which a new 
generation is added to the population. All the functions have 
been implemented using C++, since it is one among the most 
diffused languages in the video game industry. 
6.1 Selection 
This function main goal is to select couples of candidate 
parents. Its first action is verifying whether some mobs should 
die by old age or by accident. That is to say, firstly GOLEM 
compares each mob lifespan against the current generation 
number, and then verifies if the population numerosity has 
reached the 70% of its maximum value. If yes, death by 
chance occurs as described in §5.3.2. Once this verification is 
concluded, the function selects candidate parents: if the 
“challenge rating” of the two mobs in a couple is too different, 
they do not mate. This check simulates the fact that, in a 
fantasy world, powerful mobs (e.g. a dragon) generally are 
uninterested in mating with weaker creatures (e.g. a kobold). 
The challenge ratings of our mobs have been grouped in four 
main classes: low, medium, high, invincible.   
6.2 Crossover  
The function takes as input the chromosomes of the parents 
selected by the Selection function and operates a uniform 
crossover (§3.1) on them. The chromosomes of the two 
resulting whelps are randomly filled with their parents’ genes.   
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6.3 Mutation  
Once we have the offspring chromosomes, we apply mutation 
in order to increase variety and avoid the possibility of 
obtaining a population too uniform. GOLEM mutation 
changes randomly the value of one (and only one) randomly 
chosen characteristic; the mutation happens in the 90% of the 
cases, in order to add variation in the population. The 
possibility to generate randomly exactly the starting value for 
a characteristic is not excluded; hence, obviously, the 
probability to have an actual mutation increases with the 
length of the string representing the specific characteristic. 
Lethal or impairing mutations have not been introduced, since 
it would not have made any sense in a population of mobs for 
a video game. 
6.4 Evaluation  
It is now necessary to evaluate whether whelps can survive the 
habitat were they are born, as described in §5.2. If yes, the 
function checks if some bonus/malus applies: e.g., a water-
born mob devoid of fins and scales can survive in the sea, but 
is weakened; as a consequence its skills (which are 
represented by numerical values – see §4) will suffer a 20% 
malus. The evaluation is applied to every whelp created in the 
current generation. 
6.5 Ending condition  
Generally GAs end when a certain condition – which 
determines the “optimum solution” – is met. The GOLEM 
algorithm is not intended for optimization, nor it has to 
evaluate the quality of the offspring (our goal is to maximize 
diversity), hence its ending condition is met when it reaches a 
predefined number of generations.  
6.6 GOLEM fine tuning 
In the definition of GOLEM we had to face several 
criticalities. In particular, we had to fine-tune by hand the 
value of several parameters in order to obtain useful results (in 
terms of mobs generated) and good performances. As a matter 
of fact, the outcomes generated by the algorithm are affected 
by:  
  the number of characteristics represented by the 
chromosome; 
  the probability to have a mutation; 
  the probability to have death by chance; 
  the probabilities, for a low/medium/high/invincible 
challenge rating mob, to be chosen for death by 
chance (respectively 0.8, 0.6, 0.3 and 0.1); 
  the maximum numerosity of the population; 
  the number of generation to produce; 
  the number of whelps for each mating. 
7. GOLEM primary results 
As an example of what can be obtained from GOLEM, let’s 
see what happens when crossing two very different monsters: 
a griffin and a goblin (see Fig.5). By recombining and 
mutating their chromosomes, we obtain two whelps, whose 
genome differs from those of their parents respectively 18.8% 
and 28.3% (see Tab.2– not binary values in greyed cells).  
To estimate the level of diversity among generations, the 
variation should not be calculated taking as reference the 
starting couple, since offspring genes, after a certain amount 
of generations, could – by chance – configure (partially or 
completely) exactly as those of the ancestors. Consequently, 
these variations would not be included into the total amount of 
variations. Hence, the degree of diversity provided by the 
algorithm should be evaluated taking into consideration the 
differences between each couple of two subsequent 
generations. If we adopt this approach, we can notice that, 
with a starting population composed by 2 individuals, after 10 
generations, the average genetic difference among two 
subsequent generations is of 7.1 genes (that is to say the 13%), 
while after 20 generations this value increases till the 7.15 
(13.4%). This value then decreases in the following 
generations till it becomes constant, due to an increasing 
similarity in the genetic heritage (see Fig. 6; note that, since 
the comparison is made on only 1 puppy, the figure shows 
only half the generations on x axis). After 100 generations, the 
difference between parent and son is only of 1.9 genes (3.5%).  
If the staring population increases to 18 different 
individuals, the algorithm performs better. As Fig.7 shows, the 
difference among contiguous generations is of 7.4 genes 
(13.9%) on average, and, even after 100 generations, the 
genetic mixing is still substantial.  
After a dozen of tests, we have established – by trials and 
errors – that GOLEM performances are at their best in the 
following situation: 
  population starting numerosity: 18; 
  maximum population: 200 individuals; 
  number of generation: 100; 
  number of whelps per generation: 4 or 8; 
in this case, the final numerosity of the population is 170, with 
a good diversity among mobs.   
In the case a larger number of monsters is required, a quite 
good performance is provided by this configuration: 
  population starting numerosity: 18;  
  maximum population: 400 individuals; 
  number of generation: 150; 
  number of whelps per generation: 4 or 8; 
in this latter case, the final numerosity of the population is 
330, with a quite good diversity among mobs: approximately 
30 individuals have a very similar genome (that is to say the 
difference is no more than 2 genes), thus only the 10% of the 
population is represented by very similar  – or even identical –
monsters. A further increase in the population numerosity 
causes the appearance of too many very similar chromosomes.   
Figure 5 - A griffin and a Goblin 
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Characteristic   Goblin  Griffin  Whelp 1  Whelp 2 
Max. generations  20 30 30 20 
Current generation 1 1 1 1 
Challenge rating 1 4 1 1 
Life (hits) 5 59 59 59 
Strenght  11 18 11 11 
Dexterity  13 15 15 15 
Constitution 12 16 16 16 
Intelligence  10 5 5 10 
Wisdom  9 13 9 13 
Charisma 6 8 6 8 
Armour class 15 17 15 15 
Speed 9 9 9 9 
Attack  1 7 7 1 
Reflexes  1 7 7 7 
Temper    3 8 3 3 
Will  0 5 5 0 
Sex  1 0 1 0 
Breathing: air 1 1 1 1 
Breathing: water 0 0 0 0 
Breathing: fire 0 0 0 0 
Head number 0000 0000 0000 0000 
Arms number 0001 0000 0001 0000 
Legs number 0001 0101 0001 0101 
Eyes number 0001 0001 0001 0001 
Skin colour 100 000 100 000 
Eyes colour 100 101 101 100 
Tail 0000 0001 0000 0001 
Wings  0 1 1 0 
Fins  0 0 0 0 
Gills 0 0 0 0 
Scales (fish-like) 0 0 0 0 
Scales (dragon-like) 0 0 0 0 
Feather  0 1 1 0 
Hair/fur  0 0 0 0 
Spells 0 0 0 0 
Size  100 100 100 100 
Type  111 011 111 011 
Movement: swimming 0 0 0 0 
Movement: flying 0 1 0 1 
Movement: digging 0 0 0 0 
Movement: climbing 1 0 1 0 
Breath and type 000 000 000 000 
Natural weapons 000 001 000 001 
Aura and type  000 000 000 000 
Immunity and type 000 000 000 000 
Lycanthropy   0 0 0 0 
Shapeshifter   0 0 0 0 
Fast healing 0 0 0 0 
Regeneration  0 0 0 0 
Resistance to spells 0 0 0 0 
Resistance to dispel 0 0 0 0 
Damages reduction  0 0 0 0 
Poisonous  0 0 0 0 
Table 2 - Genes of a Goblin, a Griffin and of their offspring 
 Nonetheless, it is important to underline that a similar 
chromosome – or even identical – not necessary implies that 
the mobs are “the same”. For example, a population whose 
maximum is fixed to 250 individuals produces 218 whelps in 
100 generation (4 or 8 puppies for each generation): among 
them only the 20% have similar chromosomes. In fact, genes 
describing physical traits can described in the same way 
monsters that have very different skills; e.g. both a panther 
and a mouse have four legs, fur, a tail, and breathes air, but 
their strength and hazard is deeply different.    
 
 
8. Conclusions and future development 
In this work, we have tackled the issue of increasing diversity 
and unpredictability of mobs by developing an ad-hoc GA, we 
have called GOLEM – Generator Of Life Embedded into 
MMOs. In particular, we have provided a detailed general-
purpose description of fantasy creatures, based on genes and 
chromosome, developed functions aimed at generating new 
species by uniform crossover and mutation on the genome of 
monsters parents, implementing an overall logical architecture 
that partially mirrors a biological ecosystem. Only several 
specific aspects of an actual ecosystem have been modelled: 
those relevant for mimicking a meaningful virtual 
environment for a video game. We have then tested and fine-
tuned the algorithm in order to obtain outcomes – in terms of 
monsters population – useful for a MMOs.    
The GOLEM project provides only the GA algorithm and 
the database of the monsters characteristics used to create the 
chromosomes. To be embedded into an actual MMOs – or, 
Figure 6 – Genetic difference (starting population: 2) 
Figure 7 - Genetic difference (starting population: 18) 
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more in general, in a video game –, it could, and should, be 
expanded in many directions. In particular, we have envisaged 
several possible future developments for the GOLEM 
algorithm: 
  adding dominant and recessive genes: this development 
needs a careful design and a fine tuning, since it may 
imply a decrease in the number of characteristics 
actually expressed (phenotype) by the genetic heritage 
(genotype);  
  introducing more significant mutations, which, e.g., may  
increasingly modify in time a specific characteristic; 
  adding interdependence among specific genes: e.g. a 
mobs able to breath water will also have gills;  
  refining the death by old age/by chance function, to 
better simulate monster aging (e.g. older monsters will 
not reproduce and will have more chances to succumb 
by illness).  
Moreover, several refinements and simulations will also be 
developed to test GOLEM performances under the following 
conditions: 
  the algorithm is embedded into a client-server 
architecture, designed to support a MMO, hence real-
time interactions; 
  the game environment is populated by players, which 
interact with the mobs (and kill them); 
  the number of players varies (hence the population of the 
monsters should adapt). 
Last, but not least, some corollary – but nonetheless of 
fundamental relevance for using GOLEM in a video game – 
imply such complex issues to generate several autonomous 
research areas: 
  creating tools able to provide automatically – and in 
quasi real-time – graphic 3D representations and 
animations of GOLEM-generated monsters; 
  adapting GOLEM as a basis for generating game maps 
directly related to the monsters characteristics; 
  measuring the impact of monsters diversity generated by 
GOLEM on players’ overall satisfaction with the 
game. 
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Abstract
We use genetic algorithms to evolve trading strategies for it-
erative bilateral negotiations between buyers and sellers. In
contrast to previous work we evolve purely reactive strate-
gies that base decisions on memories of behaviour in previ-
ous negotiation rounds. We find that simulations lead to three
main types of behaviour: (i) cooperative outcomes in which
bargaining leads to an agreement and equal sharing of prof-
its, (ii) uncooperative outcomes in which negotiations are not
successful and (iii) outcomes in which one party profits at
the expense of the other. The frequencies of each type of
behaviour vary when the probability for negotiations to ter-
minate is changed, confirming our hypothesis that coopera-
tion should decrease as this break-off probability increases.
Comparisons of the results to tit-for-tat (TFT) strategies and
previous research on the iterated prisoner’s dilemma (IPD)
are used to understand simulation results, and we observe the
emergence of TFT behaviour during periods of agent cooper-
ation.
Introduction
Trading over the internet and other communication networks
continues to grow ever more prevalent in both high-income
economies and emerging markets. Research in e-commerce
is relevant to high frequency trading, supply chain man-
agement and many areas that involve some sort of online
transaction. Automated negotiation is central to many of
these systems. The application of game theory to auto-
mated negotiation is well-established (Binmore & Vulkan,
1999) with practical uses in e-commerce realised early on
(Oliver, 1996). The core mechanics of this type of negoti-
ation are retained in a widely used, simple bilateral negoti-
ation model with alternating-offers (Rubenstein, 1994). We
use this framework in conjunction with evolutionary compu-
tation to make a fresh contribution in a field neglected by the
literature in recent years: behaviour-dependent negotiation.
Previous work (Gerding et al., 2004) has focused on us-
ing GAs to investigate the emergence of time-dependent
negotiation strategies. In the framework of Matos et
al. (1998) and Faratin et al. (1997), an agent’s strat-
egy can be determined by closeness to a negotiation dead-
line (time-dependence), the scarcity of a diminishing re-
source (resource-dependence) and the actions of an agent’s
opponent (behaviour-dependence). However, regarding
behaviour-dependence the authors only consider variations
of TFT. The intention of this paper is to address this gap in
the literature and develop behaviour-dependent negotiation.
Building on previous work in the context of the IPD (Lind-
gren, 1992) we aim to test for the emergence of cooperative
behaviour within a framework of reactive strategies.
Related Research
Automated negotiation has been shown to be vital to e-
trading (Sierra et al., 1997) and the use of GAs to iden-
tify the most successful negotiation strategies has long been
widespread (Matos et al., 1998). GAs use the powerful
processes observed in biological evolution: selection of the
best-performing (fittest) individuals to replace a population,
combined with a small probability of these new individuals
undergoing mutations in order to generate diversity and ex-
plore the strategy space. GAs have been popular in many
fields because they make no assumptions about agent ratio-
nality, or the fitness landscape in general. The propagation
of agent strategies into new generations is purely based on
their fitness.
The complexity and capability of these agent-based mod-
els has progressed over time such that, in addition to bar-
gaining over the price of goods (single-issue negotiation),
agents can argue over additional properties such as dead-
lines, cope with multi-issue negotiation (Gerding et al.,
2000) and incomplete information (Fatima et al., 2004).
This model attempts to take a simple approach that only in-
volves bargaining over a price for the goods; fitness is sim-
ply defined in terms of agent utility.
In the context of iterated social dilemma games like the
IPD, the situation we consider has been studied extensively
by the artificial life community. The prisoner’s dilemma is
a classic one-shot game, where cooperation rewards higher
utility but the rational choice is to defect. In the IPD agents
play each other repeatedly, which introduces the potential
for more complex behaviour, such as punishment for defec-
tion in previous games. Theoretically for a finite number of
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games, backwards induction implies that the rational choice
is to defect each time, although this reasoning does not hold
if the number of negotiation rounds played is uncertain and
not a priori known to agents. When strategies were tested
against each other in an IPD tournament (Axelrod, 1980),
the most effective and robust strategy was for an agent to
cooperate on the first move and then retaliate with the op-
ponent’s previous action. This strategy, TFT, was successful
because it rewarded cooperation and punished defection. It
should be noted that with the IPD there is a payoff at the end
of every negotiation round, whereas in the bargaining model
we consider there is only a chance of a payoff at the end of a
full negotiation between two agents. Hence results from the
IPD can not be translated directly to the simulation results
we present in this paper.
Contributions
We have seen that most related research on bilateral nego-
tiation has focused on time-dependent strategies. Our main
contribution is to remedy the lack of behaviour-dependent
research: the actions of the agents in this model depend
entirely on their own past behaviour, and their opponent’s
past behaviour. The approach we take is similar to Lind-
gren (1992), where the author models a single population
of agents playing the IPD against each other. Lindgren al-
lows the mutations to make the agent strategies more com-
plex, and finds that selection favours cooperative strategies.
This exploration of the strategy space via mutations allowed
the author to observe extinctions, periods of stasis and other
phenomena. Our research also uses a one-population model,
but the agents interact via the bilateral negotiation method
instead of the IPD. We define cooperation as the sharing of
profits equally, meaning exactly equal utility for both agents.
Furthermore mutations are only used to randomly select
among existing strategies, not to change the size of agent
chromosomes. This means the strategy space remains un-
changed throughout a simulation, unlike in Lindgren (1992)
where the author allows the strategy space to increase.
Despite using a simple negotiation framework, the model
produces agent strategies that can be compared to well-
known results from the literature (see Results section). The
extensibility of the model means the existing framework can
be easily built up to further complement the automated ne-
gotiation literature from a behaviour-dependent perspective.
Overview
The following section will describe the model in detail, first
tackling the negotiation framework and then explaining how
the GA works. The section after that reports the results, stat-
ing the experimental setup and the parameters used in the
simulations. We then present and discuss the observed types
of agent behaviour, including analysis of a frequency dis-
tribution showing how the different classes of evolved be-
haviour change over time. The final section summarises the
paper including the results, and we suggest several avenues
for future research.
Model Description
The model can be understood best by treating it as two dis-
tinct components: a negotiation framework and a GA. This
section will describe how these components work in detail
(see Figure 1 for an overview). The negotiation framework
has the bilateral alternating-offers protocol at its core, but the
discussion will also include a description of agent strategies
and their time-independent nature. The GA is essentially a
search algorithm that is applied to the framework; it finds
the best performing agents and ensures there is a high prob-
ability of them being passed onto the next generation.
new populationoriginal population
NEGOTIATE
starter replier
repeat until all agents 
have played both roles
against all other agents
selected using the GA,
with a small probability
of mutation for new agents
Figure 1: An overview of the interaction between the nego-
tiation framework and GA. One full circuit of the diagram
comprises a single generation, i.e. the complete interaction
and replacement of an agent population.
Negotiation Framework
The bilateral negotiation protocol involves two agents bar-
gaining over goods. The mechanics of how they make of-
fers, counter-offers and contemplate agreement varies con-
siderably over the field of research. In this paper we use a
specific protocol with a small strategy space, which keeps
analysis relatively simple.
Negotiation between two agents means a Buyer agent and
a Seller agent proposing offers and counter-offers to each
other, in an attempt to agree on a price for the item. The
Buyer initiates proceedings and the Seller replies with a
counter-offer. During a negotiation, the Buyer will always
begin by offering 0 for the item, while the Seller will make
an initial offer of 10. An agent’s reserve price is defined as
his opponent’s initial offer, so the price of the goods stays
between the range [0, 10] even though there are no explicit
constraints on its value. To simplify matters, the agreed price
is converted to utility in the following way. If the Buyer ac-
cepts the Seller’s offer,
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U b = Ots→b (1)
Us = 10−Ots→b (2)
where U is an agent’s utility, and Ots→b is an offer from
the Seller (s) to the Buyer (b), at negotiation round t. Hence
utility for both agent types follows the same convention. An
inability to come to an agreement results in both agents be-
ing punished with zero utility.
There are only two actions, concede and non-concede,
available to agents in this model because only two are nec-
essary for bilateral negotiation. Including further actions
would be interesting but an area for future work; a spar-
tan philosophy was used for the base model in an attempt
to reduce unnecessary complexity. The actions are the same
for Buyers and Sellers, but the concede action has different
outcomes depending on the agent.
For the Buyer the concede (C) and non-concede (N ) ac-
tions are as follows,
C :Ot+1b→s = O
t
b→s + 1, N :O
t+1
b→s = O
t
b→s (3)
While for the Seller,
C :Ot+1s→b = O
t
s→b − 1, N :Ot+1s→b = Ots→b (4)
This incremental approach to modifying offers is used in-
stead of other approaches, such as making a complete offer
every time, because it restricts the strategy space and limits
the complexity of the model.
The alternating-offers protocol is sequential in nature,
which means the Buyer will make an offer, followed by a
counter-offer from the Seller. The Seller compares the util-
ity it could get by accepting his opponents offer, to his own
counter-offer. If the Buyer’s offer is more favourable, the
Seller will accept. Otherwise, the Seller will decline and
the process will continue.The negotiation method M is de-
scribed in more detail in Eq. (5) from the perspective of a
Buyer b who has received an offer Ots→b from a Seller s at
round t,
M b
(
Ots→b
)
=

Quit if t > tmax
Accept if U b (Ots→b) ≥ U b
(
Ot+1b→s
)
Ot+1s→b otherwise
(5)
where tmax is the deadline. The notation used to describe
the bilateral negotiation protocol is borrowed from (Fatima
& Wooldridge, 2002). To lessen the impact of a hard dead-
line on the negotiation mechanics, the model uses the equiv-
alent method of a break-off probability. This means there is
a very small chance of the negotiation ending in each round.
Another motivation for using break-off probabilities is that
this removes defection via backward induction (see Related
Research) as a rational choice, because agents do not know
how long a negotiation will last in advance. Using a break-
off probability p, we have the expected utility,
〈U〉 = U
[
1− (1− p)T
]
(6)
where T is the number of negotiation rounds until agree-
ment. The break-off probability p can be varied: this is
likely to have an effect on cooperation if cooperative strate-
gies evolve. Raising the break-off probability limits the time
left to negotiate, which would mean fewer strategies can lead
to equal sharing, lowering chances for cooperation to de-
velop. We would therefore expect to see less cooperation at
higher break-off probabilities, and an increased likelihood
of negotiations that end with no agreement at all.
The novel extension of this model involves each agent
having a memory consisting of its own and its opponent’s
previous offers. These memories are central to the strate-
gies that define agent behaviour. An agent’s strategy is a
mapping of every possible memory to the actions concede
(C), or non-concede (N ). These actions correspond to those
defined in (3) and (4). Every agent’s strategy holds the in-
formation shown in Table 1 below.
Initial Main
Buyer
Memory S C,C C,N N,C N,N
Action C orN
Seller
Memory C N C,C C,N N,C N,N
Action C orN
Table 1: A representation of how agents’ strategies are en-
coded. The order of memories is important: C,N means an
agent conceded and his opponent did not. N,C means the
opposite.
It should be noted that every agent carries a Buyer and
Seller genome, as in Table 1. These genomes are separate:
the Buyer genome is used when the agent plays as a Buyer,
and similarly for the Seller genome. In a single generation,
every agent will play once in both roles. An agent’s utility
is calculated as the average of the utility from its roles as a
Buyer and Seller.
In the first round of a negotiation, the Buyer has no real
memories to base an action on. So the special initial S mem-
ory is used by the Buyer, only for the first round. In the
second round, the Seller does not have a full memory, only
a memory of its opponent’s move. This means the Seller
needs its own initial special case, which depends on what
the Buyer did. After the two initial offers, an agent’s deci-
sion depends on any combination of its own last move, and
its opponent’s.
Throughout this paper we assume that agents have a one-
step memory. This means agents only remember the pre-
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vious round. A strategy with two-step memories would be
much longer: the first two possible memories in the main
body would be (CC,CC), (CC,CN), and so on.
Genetic Algorithm
Selection of the fittest agents (those with the highest utility)
is achieved using fitness proportionate selection, also called
roulette wheel selection in the literature. Unlike some other
types of GA, there is still a small probability of choosing
less fit agents. This is important because a strategy that is
weak against particular strategies may be strong against oth-
ers, making it slightly more realistic than completely dis-
carding unfit strategies as with truncation selection. See the
algorithm below for pseudocode showing where the GA fits
in relation to the negotiation framework and the rest of the
model.
Algorithm 1 A simplified representation of the one-
population model and GA. nmax is the agent population and
xmax is the number of generations for which the simulation
continues. Offers, counter-offers and utility calculations are
made in the NEGOTIATE subroutine. All agents play each
other in both Buyer and Seller roles, but are not allowed to
play against themselves.
Require: nmax, xmax
while n < nmax do
agents⇐ INITIALISEAGENTS()
while x < xmax do
if AGENTSPLAYED() = False then
buyer, seller⇐PICKAGENTS(agents)
NEGOTIATE(buyer, seller)
RESETMEMORIES(buyer, seller)
end if
GETUTILITY(agents)
agents⇐SELECTION(agents)
end while
end while
Agents also have a small chance of undergoing single-
gene mutation during the selection process, and are given a
smaller probability of being completely replaced by a new
random agent, to properly explore the strategy space with-
out having to run extremely long simulations. Gene muta-
tions are simply the possibility of an action in an agent’s
strategy to switch randomly. For example, a Buyer’s initial
move could change from N to C. If the Seller’s two ini-
tial moves (see Table 1) are identical, the change will make
no difference to the negotiation. On the other hand if they
are different, it could change the effective behaviour com-
pletely. Since mutations can affect genes that are not used
during negotiations, it is possible that mutants could invade
populations via neutral drift. This is a possibility because
certain types of behaviour use very few genes of an agent’s
genome (e.g. Table 2 in the Results section), making them
potentially vulnerable to drift.
Results
In this section, the different types of agent behaviour are
categorised and the change in strategies, and agent utilities,
over a simulation are plotted. The stability of the distinct
negotiation scenarios are analysed, and some specific strate-
gies are discussed in depth. Finally, the relationship between
cooperative behaviour and the break-off probability is plot-
ted and explained.
Experimental Setup
The key parameters for the following simulation results (un-
less specified otherwise) are given below :
• Population size 100.
• Simulation length of 2000 generations.
• Mutation rate of 10−5 for every gene per generation, and
10−4 for the mutation of an entire agent. These values
were arrived at by slowly decreasing from a large muta-
tion rate, to reach a point where noise from mutations did
not dominate the system. For example, there is approx-
imately one gene switch per population every 10 gener-
ations, and the introduction of a new randomised agent
happens roughly a few times over 100 generations.
• Single time-step memories, i.e. agents only remember the
previous negotiation round.
• A break-off probability of p = 0.005 (see Eq. (6)) is
used for the simulations shown in Figures 2, 3 and 4. This
probability gives agents 200 negotiation rounds on aver-
age to come to an agreement. Figure 6 uses a larger break-
off probability of p = 0.05 and the parameter is varied in
Figure 5.
Strategy Analysis
Three main negotiation outcomes have been observed in the
model. We define these as follows:
• Domination is the category of outcome where one agent
type has finished a negotiation with a higher utility than
the other.
• Cooperation is the label for negotiations that finish with
both agents walking away with equal utility, if agent util-
ities are above zero.
• Zero Utility outcomes are when both agents finish the ne-
gotiation with no utility. This outcome represents a failure
to negotiate successfully, so it is treated as distinct to co-
operation.
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Figure 2: A long simulation run showing the change in agent
utilities over time, and the volatility caused by the persistent
instability of strategies.
A long simulation using the parameters set out above is
shown in Figures 2 and 3. In our analysis of the negotia-
tion outcomes we use two types of plot to clarify the agent
dynamics. Figure 2 is a plot showing the average expected
utility against the number of generations. The utilities pre-
sented in the plot were calculated using Eq. (6) for each
agent, with a different utility value for the Buyer and Seller
agent types. The expected utilities are then averaged over the
population every generation to produce the following plots.
Since utilities can range from 0 to 10, the expected utilities
will always be less than 10, and often considerably less.
Figure 3 shows the fraction of negotiation outcomes at
every generation. Every negotiation is classified as one of
the three categories mentioned previously. This type of plot
is more sensitive to the strategy dynamics, while the utility
plots give a clearer idea of how agents are being selected
over the generations.
The most obvious property of Figure 3 is that the sim-
ulation never reaches a stationary point, i.e. the strategy
fractions never stabilise. In situations where the zero util-
ity (total defection) strategy is in the majority, this lack of
stability could be because these agents are scoring no util-
ity, so the population can be invaded by mutants that use any
other strategy because no strategy can perform worse. This
behaviour highlights a difference to the IPD where defec-
tion clearly matters, because agents have the opportunity to
punish their opponent straight away.
Invasions of these strategies consist of a build-up of mu-
tants, followed by a swift replacement of the population as
soon as utility-scoring mutants start to be selected. Although
Initial Main
Buyer
Memory S C,C C,N N,C N,N
Action N C N C N
Seller
Memory C N C,C C,N N,C N,N
Action N N C N C N
Table 2: A strategy table corresponding to the most stable
kind of zero utility strategy. Due to becoming locked in a
cycle, only the actions in bold are taken by the agents.
Figure 3: A plot showing the strategies corresponding to the
simulation in Figure 2, displaying the changes in agent be-
haviour.
zero utility strategies are all inherently unstable, some are
more resistant to invasion than others: an interesting case is
that of a population using the genomes in Table 2.
The most common type of behaviour after the initial stage
of the simulation is cooperation. There are many types of
strategy that can lead to cooperative behaviour, including
all-concede strategies and TFT-like behaviour. Table 3 is an
example of the emergent TFT strategies we observed during
periods of cooperation.
Initial Main
Buyer
Memory S C,C C,N N,C N,N
Action C C N C N
Seller
Memory C N C,C C,N N,C N,N
Action C C C N C N
Table 3: A strategy table corresponding to cooperative be-
haviour. Both agents employ TFT-like strategies to arrive at
a cooperative outcome.
The Buyer uses a pure TFT strategy, as it initially co-
operates and thereafter responds with its opponent’s previ-
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ous move (Axelrod, 1980). The Seller effectively follows
the same strategy, resulting in mutual conceding until an
equal agreement is reached. For the Seller’s strategy to be
pure TFT, its initial actions would need to be C → C and
N → N . The TFT strategies are not stable, possibly because
groups of TFT agents are vulnerable to conceders creeping
into the population via neutral drift. The concept is similar
to the findings described in Nowak & Sigmund (2005): once
non-discriminating conceders invade a population, they are
in turn vulnerable to non-conceders (defectors). This has
the effect of temporarily replacing a cooperating population
with a dominating Buyer or Seller population. A sharp tran-
sition of cooperation to domination (and the reverse) can
be seen at certain points in Figure 3; the abrupt nature of
these transitions may be due to the relatively small size of
the agent population.
We have seen from the strategy tables that, during a nego-
tiation, an agent’s actions are only determined by a fraction
of its entire strategy. By tracking all possible actions avail-
able to agents and comparing this to what agents are doing,
we can investigate the vulnerability of a majority-conceder
population and check for neutral drift. The top plot of Figure
4 shows the fraction of all possible actions in every agent’s
strategy. The bottom plot shows actual agent behaviour. For
the first 300 generations, as cooperative behaviour increases
the fraction of concede actions also increases. Shortly af-
ter 300 generations have passed, these majority conceders
are exploited: this can be seen in the dip of cooperative be-
haviour in the bottom graph and the corresponding reduction
of conceders in the top plot. An indicative example of the
neutral drift effect can be seen in the period between 400 and
600 generations, where non-conceding actions increase until
they represent over 70% of all actions despite the prevalence
of cooperative behaviour.
The analysis so far has focused on simulations that use
a low break-off probability. Figure 5 tests our earlier pre-
diction that higher break-off probabilities, corresponding to
shorter negotiations, would mean cooperation has a lower
chance to evolve. The figure was generated by recording the
outcome of each negotiation (cooperation because an agree-
ment was reached, or zero utility because negotiation termi-
nated before agreement) every 100 generations. The fraction
of each outcome was calculated at the end of the simulation,
and this result was then averaged over 10 simulations to ac-
count for variance.
As expected, we find that the fraction of cooperative
games with a small break-off probability is notably larger
than when a larger break-off is used. Furthermore, Figure 5
shows zero utility outcomes are not typical until the break-
off probability is increased: the trend for this type of be-
haviour is roughly inversely proportional to the fraction of
cooperative outcomes.
Figure 6 illustrates this point further, showing how the
zero utility outcomes take precedence when there is less time
Figure 4: Top: A plot showing the fraction of possible ac-
tions for all agents over 1000 generations. Bottom: The be-
haviour of agents throughout this simulation.
to reach an agreement. The stark difference between Fig-
ures 3 and 6 makes sense because cooperative negotiations,
which can show transient TFT-like behaviour, are often more
complex (since they are discriminatory) and thus need more
time to come to an agreement. Non-discriminatory strate-
gies, such as pure defection that results in zero utility out-
comes, thrive when there is less time to negotiate.
Concluding Remarks
We built a model using evolutionary algorithms and the bi-
lateral negotiation framework with alternating-offers proto-
col. Motivated by the literature discussed in the introduction
and the relative lack of research on behaviour-dependent ne-
gotiation, agents were given behaviour-dependent strategies
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Figure 5: A plot showing the fraction of cooperative and
zero utility outcomes as a function of the break-off proba-
bility. The error bars give the standard deviation for every
averaged point.
that base their actions on the behaviour of their opponents.
These reactive strategies were evolved and agents selected
based on their performance against all other agents in the
population.
Three distinct types of negotiation outcomes were ob-
served: cooperation, zero utility and domination outcomes,
although the first two types were far more common overall.
Simulations proved to be unstable even when left to run for
several thousand generations; this is likely due to the neutral
drift discussed earlier. Analysis of agent strategies revealed
the emergence of TFT-like behaviour during periods of co-
operation, although direct comparisons with TFT strategies
in the IPD are not possible due to the different way pay-
offs are handled. In particular, the concept of cooperation
as discussed in this paper refers to the bilateral agreement
on a price for goods; this is not entirely analogous with its
meaning in the evolutionary game theory literature. Finally,
the assumed relationship of cooperative behaviour with the
break-off probability was verified: cooperation is observed
more often when negotiations can continue for a longer pe-
riod of time.
Although this paper was partly motivated by research that
used game theoretic concepts like the IPD, our model is
not limited to applications within evolutionary game theory.
The negotiation framework can essentially be used with any
search algorithm in order to select the agents that perform
best, not only a GA. The results reported in this paper vali-
date our model as an effective way to investigate the emer-
gence of cooperation in the context of a sequential, bilateral
bargaining framework.
Figure 6: The change of strategy types over time, using a
high break-off probability (p = 0.05) and otherwise identi-
cal parameters to the simulation shown in Figure 3, where
the break-off probability was lower (p = 0.005).
Future Work
In this paper we developed a general modelling framework
that allows for straightforward extensions in several direc-
tions. The first priority in future work would be to verify if
it is possible to produce evolutionary stable strategies in our
model. One aspect worth more detailed investigation is that
of longer agent memories. So far preliminary results from
doubling agent memories have mainly shown an extended
initial period of noise, before the simulation continues into
the familiar patterns of constant strategy invasions discussed
above. However, an evolutionary stable solution should not
be ruled out and there may be potential in an analytic ap-
proach due to the relatively small strategy space.
There are also many ways of increasing the strategy space,
such as adding a third action. An interesting possibility is
to make it a random choice between the existing two ac-
tions. This would allow us to explore if deterministic strate-
gies are more favourable when pitted against unpredictable
agents. Explicitly expanding the strategy space can be done
by making time a parameter of the agent strategies, making
the model both behaviour- and time-dependent. Currently a
strategy is a single line of mappings; introducing time would
effectively add another dimension, giving a line of possible
actions for every round until the deadline.
References
Rubenstein, A. (1994). A Course in Game Theory. MIT Press.
Fatima, S. and Wooldridge, M. (2002). Optimal Negotiation
Strategies for Agents with Incomplete Information. Intelligent
ECAL - General Track
599 ECAL 2013
Agents VIII, Springer Verlag.
Binmore, K. and Vulkan, N. (1999). Applying game theory to
automated negotiation. Netnomics, 1(1):1–9.
Oliver, J. R. (1996). A machine learning approach to automated
negotiation and prospects for electronic commerce. Journal of
Management Information Systems, 13(3):83–112.
Sierra, C., Jennings, N. R., Noriega, P. and Parsons, S. (1997).
A Framework for Argumentation-Based Negotiation. Proc. 4th
Int. Workshop on Agent Theories, Architectures and Languages
(ATAL-97), pages 177-192.
Matos, N., Sierra, C., and Jennings, N. R. (1998). Determining
successful negotiation strategies: An evolutionary approach. Proc.
3rd Int. Conference on Multi-Agent Systems (ICMAS-98), pages
182–189.
Faratin, P., Sierra, C., and Jennings, N. R (1998). Negotiation de-
cision functions for autonomous agents. Robotics and Autonomous
Systems, 24(3): 159-182.
Gerding, E. H., Somefun, D. J. A. and La Poutré, J. A. (2004).
Automated bilateral bargaining about multiple attributes in a
one-to-many setting. Proc 6th Int. Conf. on Electronic Commerce,
pages 105-112.
Fatima, S., Wooldridge, M. and Jennings, N. R. (2004). Optimal
negotiation of multiple issues in incomplete information settings.
3rd Int. Conference on Autonomous Agents and Multi-Agent
Systems, pages 1080-1087.
Gerding, E., Bragt, D. van, and Poutre, J. La. (2000). Multi-issue
negotiation processes by evolutionary simulation. Workshop on
Complex Behavior in Economics, pages 1–28.
Axelrod, R. (1980). Effective Choice in the Prisoner’s Dilemma.
Journal of Conflict Resolution, 24(1):3–25.
Lindgren, K. (1992). Evolutionary phenomena in simple dynam-
ics. Artificial life II, 10:295–312.
Nowak, M. A., and Sigmund, K. (2005). Evolution of indirect reci-
procity. Nature, 437:1291-1298.
ECAL - General Track
ECAL 2013 600
Behavior as broken symmetry in embodied self-organizing robots
Ralf Der and Georg Martius
Max Planck Institute for Mathematics in the Sciences, Leipzig, Germany
{ralfder—martius}@mis.mpg.de
Abstract
Self-organization—ubiquitous in nature—is a major chal-
lenge for both artificial life and modern robotics offering in-
triguing perspectives for practical applications utilized so far
only incipiently. There is some progress, though, in formulat-
ing general objective functions for driving systems into self-
organization (SO). Based on general principles like informa-
tion maximization, these approaches are domain invariant and
free of arbitrariness. However, and this seems to be a major
source of concerns, if nothing is specified from outside, will
SO simply make the robot an arbitrary subject that is com-
pletely unpredictable in its behaviors and thus rather a thread
than a hope. The aim of this paper is to show that this attitude
is not justified. Instead, we develop an understanding of what
happens if the system is self-organizing, what the role of the
embodiment is and how we can find clues for predicting and
shaping the behavior patterns emerging in a genuine SO sce-
nario. The approach is based on a new unsupervised learning
rule staging two antagonistic activities—driving systems to-
wards instability while preserving the physical symmetries of
the system as much as possible. This leads to spontaneous
symmetry breaking, the leading phenomenon of SO known
from nature that has been overlooked by the robotics com-
munity so far. It is shown by a number of examples that
the unsupervised learning rule induces an amazing variety of
behaviors—patterns in space and time that can be interpreted
as broken symmetries.
Introduction
Self-organization (SO) is a ubiquitous phenomenon in na-
ture and a promising challenge to the creation of artificial
autonomous systems. In particular, in embodied artificial
intelligence, SO may provide an essential progress in the
realization of embodied control. Viewing a robot in its en-
vironment as a complex dynamical system, SO can help to
let highly coordinated and low dimensional modes emerge
in the coupled system of brain, body and environment. In
this way, instead of being programmed for solving a spe-
cific task, the robot may find out by itself about its bodily
affordances and then, in a second step, one may focus on the
exploitation of the emerging motion patterns—by guiding
the SO process into the directions of potential benefits.
While there are many approaches toward structural SO,
in particular self-assembly, the SO of behavior still is con-
sidered more as wishful thinking than as a true and system-
atic approach toward autonomy. A principled way toward
the SO of behavior faces essentially two challenges. One is
how to organize a robotic system in such a way that it starts
to self-organize its behavior. Actually, the situation in that
point is not too bad. There are several approaches based
on formulating objective functions (OF) for SO. In recent
years, several such OFs have been proposed, ranging from
the maximization of predictive information Ay et al. (2008);
Der et al. (2008); Ay et al. (2012); Martius et al. (2013) or
empowerment Klyubin et al. (2005, 2007); Anthony et al.
(2009); Jung et al. (2012), to the minimization of free en-
ergy Friston and Stephan (2007); Friston (2012, 2010) or the
so called time-loop error in the homeokinesis approach Der
(2001); Der and Liebscher (2002); Der and Martius (2012),
see also Prokopenko (2008, 2009) for more details on how to
organize SO. Given an objective function, the optimization
process can be translated into a learning rule that is driving
the SO process.
These OFs all fulfill the prerequisite of a principled ap-
proach to SO: as they are formulated in a domain invariant
way, they do not determine specific directions for the au-
tonomous development, avoiding to put in what one actually
wants to get out. But this achievement creates a dilemma
which is the second, more serious challenge to SO. In fact,
and this seems to be the argument, if nothing is specified
from outside, will SO simply make the robot an arbitrary
subject that is completely unpredictable in its behaviors and
thus rather a thread than a hope. The aim of this paper is
to show that this attitude is not justified. Instead, we will
develop an understanding of what happens if the system is
self-organizing, what the role of the embodiment is and how
we can find clues for predicting and shaping the behavior
patterns emerging in a genuine SO scenario.
In this paper we study how a self-organizing approach
to robot control can break symmetries of the robot-envi-
ronment system such that structured behavior emerges. Our
approach is based on a new learning rule, see Der (2013), ap-
plied to two robotic systems. By these examples, we want to
make the reader aware of the phenomenon of spontaneous
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symmetry breaking that is in our opinion instrumental for
understanding how SO can be effective in robotic systems.
We think that the robotic community so far has overlooked
the importance and substance of that phenomenon. It is one
aim of this paper to contribute to the dissemination of this
prospective ingredient for modern embodied robotics, see
also Pfeifer and Bongard (2006); Pfeifer et al. (2007).
This paper is organized as follows: The next section
describes the control framework which is the basis for
the definition of the unsupervised learning rule in the fol-
lowing section. Then we present the first robotic sce-
nario in section “Vehicles: behavior as broken symmetry”
with examples of behaviors from sparse symmetry brak-
ing events. We formulate a “rule of thumb” for self-
organizing behavior from symmetry breaking. It follows
the section “The HEXAPOD” in which we study the emer-
gent behavioral modes and control structures using a six-
legged robot. Finally we conclude with a discussion. Sup-
plementary material, especially videos, are available at
http://playfulmachines.com/ECAL2013.
Control Framework
Fundamental to our approach is the closed loop control
setup. The controller of the robot is given by a one layer
feed-forward neural network transforming sensor values x ∈
Rn into motor values y ∈ Rm as
y = K (x,C, h) = g (Cx+ h) (1)
where C and h are the parameters (synaptic strengths and
bias values, respectively) and gi(z) = tanh(zi) is the sig-
moidal activation function. The translation between the ex-
ternal and the internal world can be done by a forward model
predicting future sensor values on the basis of the current
sensor and motor values. Here we use a linear network:
xt+1 = φ (xt, yt, ) + ξt+1 = Ayt + Sxt + b+ ξt+1
where ξ is the prediction error and the parametrized func-
tion φ : Rn ×Rm → Rn is the predictor with the parameter
matrices A and S, and the parameter vector b. The forward
model can be adapted on-line by a supervised gradient pro-
cedure to minimize the prediction error as
∆A = ηξy> , ∆S = ηξx> , ∆b = ηξ . (2)
In the applications, the learning rate η may not be small such
that the low complexity of the model is compensated by a
fast adaptation process. It is one message of this paper that,
due to the strong interplay with the embodiment, these very
simple control structures can produce amazingly complex
behaviors.
One-Dimensional Example
Let us consider a wheeled robot on a rail with a single mo-
tor and a single wheel-counter measuring the wheel velocity.
Connecting the simple controller given by equation (1) and
interpreting the motor values as target velocities we can an-
alyze the dynamical properties of the system. Let us first
consider h = 0. For C < 1 there exists only one fixed point
for x = 0, corresponding to the standing robot whereas for
C > 1 there are two fixed points one for forward and the
other one for backward driving. The system is fully sym-
metric in this respect assuming that also the morphology is
perfectly forward-backward symmetric. More formally the
system is invariant against inversion of the x-axis. For h 6= 0
there is an asymmetry in the bifurcation structure, which we
will not discuss further, see Der and Martius (2012) for de-
tails.
At this simple example we can understand how symme-
tries can be broken by noise. Let the controller be given by
C = 0, h = 0, such that the robot is in total rest. When we
now increase C to a value larger than 1 we cross the bifur-
cation point and the resting state becomes unstable and the
perturbations by e. g. noise decide to which fixed point the
system goes.
Unsupervised learning for self-organization
In recent work, the so called predictive information (PI) was
introduced as a general objective function for SO (Ay et al.,
2008, 2012; Zahedi et al., 2010). In Martius et al. (2013),
a modification of the PI, the so-called time-local predic-
tive information (TiPI) was introduce for better coping with
the problem of non-stationarity in continually learning sys-
tems. By maximizing the TiPI, a general learning rule for
the synaptic strengths of a neural controller network was de-
rived. Different from infomax principles derived so far, the
method interrelates the principle formulated at the level of
behaviors directly down to the synaptic level.
In Der (2013), starting from the learning rule given in
Martius et al. (2013), a new rule was presented. Compared
to the TiPI, this new rule was shown to drive the system to-
ward self-organization in a more sensitive way, giving rise
to a rich scenario of spontaneous symmetry breaking. This
was argued to open ways to new classes of self-organized
behavior. A discussion will be given below.
The rule is written as (all quantities are at time t)
1
ε
∆Cij = δyiδxj − γiyixj (3)
1
ε
∆hi = −γiyi (4)
where δxt is the prediction error based on time t− 1
δxt = xt − φ (xt−1, yt−1)
or some other perturbation quantity1. δyt is defined in terms
1The new rule is not restricted to using δx as the prediction er-
ror. Instead we are free to consider δx as any convenient change
in or perturbation of the sensor dynamics. In the experiments de-
scribed below we used the change of the sensor values in one time
step.
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of the world model as
δyt = J
>δxt+1 (5)
where
J =
∂φ (x, y)
∂y
is the Jacobian matrix of the forward model expressing the
sensitivity of its output on the input y. In our linear model,
we simply have J = A.
Moreover, γi is a neuron specific learning rate defined as
γi = 2αδyiδzi (6)
where α is an empirical quantity controlling the sensitivity
with α > 1, and δz = Cδx is the change in the postsynaptic
potential caused by δx.
Discussion of the learning rule: self-induced
symmetry breaking
The specific form of the learning rule allows for a very basic
interpretation. Let us start with the last term γiyixj con-
tributing to ∆Cij which is easily recognized as a Hebbian
term since it is the product of the input xj into the synapse
Cij and the activation yi of neuron i. As such it would
strengthen all paths in the SM loop for which there is a
strong output of the motor neuron combined with a strong
response from the outside world as reported by the sensor
value xi. This would drive the neurons into saturation. How-
ever, with the negative sign (and γi > 0, in standard situa-
tions), the term actually is anti-Hebbian, counteracting the
saturation of the neurons.
The first contribution, δyiδxj is Hebbian again, formu-
lated, however, not in the activations itself but in their devi-
ations from the predicted values as generated by the model.
Given the relation between δyt and δxt+1, see equation (5),
∆Cij is strengthened if there is a strong correlation be-
tween δxt,j and the components of δxt+1 being fed by δyt,i.
Roughly speaking, in that way the first term in the learning
rule tries to increase the propagation of perturbations δx,
driving the system towards instability. Here we can draw
a parallel to homeokinetic learning (Der and Martius, 2012),
where we also have two antagonistic terms which together
should drive the system towards an exploratory behavior.
The structure of the learning rules are similar but differ in
details, as discussed below.
In the bifurcation scenario discussed above, the symmetry
breaking was induced by changing the controller parameter
manually. With the unsupervised learning rule, we have a
self-referential system, a dynamical system that changes its
parameters by itself, see also Der and Martius (2012). The
decisive point in this scenario is the fact that (i) the learn-
ing rule does not introduce explicitly any violations of sym-
metries of the physical system it is applied to, but that (ii)
A B C
Figure 1: The TWOWHEELED as a 3D physical object. The
motor values are interpreted as wheel velocities, however
the simulated motors have a maximal force. The ground is
elastic so that the wheels sink into the ground depending on
their load. Additionally there is friction and slip. The sen-
sors measure the actual wheel rotation velocity. (A,B) wheel
size 1: the robot is lying more or less flat on the ground
when driving straight. When moving in a curve, there is an
inclination due to the physical forces making the effective
radius of the wheels different, see the video S1. Note the
wheels are about 2% off center, so the robot is not fully for-
ward/backward symmetric. (C) Wheel size of 1.2 the body
can tilt to the front and back. These 3D effects would make
both odometry and the execution of motion plans very diffi-
cult as they involve the full physics of the robot.
the learning drives the physical dynamics towards instabil-
ity, eventually causing a spontaneous breaking of existing
symmetries.
To give an example: consider a hexapod robot (see
e. g. Figure 7 below) where the parameters Cij represent the
couplings between the sensors and the motors. Intuitively
the δx and δy contain some information of the current mode
of behavior, that is not already modeled perfectly by the for-
ward model. Combined in the driving term the learning rule
will amplify a latent (easy to excite) mode of behavior.
Vehicles: behavior as broken symmetry
Let us now apply the new learning rule to the specific ex-
ample of a TWOWHEELED robot (Figure 1) such that the
characteristic properties of the self-organization process are
illustrated. For the simulations the LPZROBOTS simula-
tor (Martius et al., 2010) was used.
Least biased initialization
In applications, a first point is about the choice of the initial
parameters of the networks and the initial configuration of
the robot. With our specific choice of the controller net-
work, the initialization with C = 0 seems most natural
because this corresponds to a controller that is completely
numb, i. e. deprived of any functionality. Putting addition-
ally h = 0, we find that all motor neurons send the command
yi = 0 to the motors, independently of any inputs.
Choosing the initialization in the described way has dif-
ferent effects on the initial pose the robot is taking. For
example, in the TWOWHEELED case this means that all
wheels are held at rest (velocity control). In robots with
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joint-position control, y = 0 means that all joints are driven
towards their center position.
The combined system, comprising the physical and the
synaptic dynamics, is fully deterministic. If starting in the
least biased initialization the combined system may be in
an unstable fixed point. We can either add small noise to
the sensors for a short time interval or position the robot ini-
tially such that sufficient perturbation occur. Without further
noise, the actual initial condition is fixed and the time evo-
lution of the entire system is deterministic.
Symmetry breaking—a rule of thumb
Before going on to present the experiments, let us formu-
late a simple rule of thumb on the development of the robot
when starting from the least biased condition: in typical
experiments we observe that the behavior of the robot can
be described as being active (caused by the driving term
in the learning rule (δyiδxj)) while conserving as much of
the original symmetries of the system as possible. When
only few of the symmetries are broken we call it the parsi-
mony (or economy) of symmetry breaking. Note that sym-
metries involve not only the geometry of the robots body
but also all the symmetries of the physical dynamics. In
the two-wheel robot case the body geometry is described by
left-right and forward-backward symmetries. The physical
symmetries are based on the robot being an object in space
and time, the physics being invariant against both transla-
tions and rotations of the frame of reference, taking how-
ever account of the physical boundaries (objects, walls, and
ground). To give an example: If the robot drives in a straight
line back and forth, the rotational symmetry of the space is
broken, whereas the forward-backward, left-right symme-
tries are conserved. However, if the robot drives in a circle
the rotational symmetry is conserved and the others are bro-
ken. So a ’good’ behavior in the sense of parsimoniously
broken symmetries would be driven in a circular pattern with
both forward and backward driving.
Let us also emphasize that symmetry breaking observed
in this scenario is emerging as a phenomenon “from in-
side” the deterministic system itself so that we may speak of
a spontaneous symmetry breaking (SSB). As an additional
feature, the breaking of the symmetries can largely be influ-
enced by external impacts (physical forces in the sense of a
desired mode) and/or by choosing specific sensor combina-
tions that help to organize the symmetry breaking scenario.
We will give an example with the HEXAPOD further below.
Results
The learning starts in the least biased way, so that the sym-
metry breaking should follow the principle of parsimony
mentioned above. In particular, the physical system is invari-
ant against spatial transformations, i. e. translations or rota-
tions of the spatial frame of reference. With the constraints
given by the (elastic) surface, the remaining symmetry oper-
A B
C
Figure 2: Deterministic trajectories of the robot in the
ground plane emerging with different learning rates ε. If
learning is fast (ε > 0.01), irregular trajectories occur (A).
With lower rates (here ε = 0.001), after a transient phase
of irregular motion through metastable attractors (B), the
dynamics is converging toward a limit cycle behavior (C),
called the master cycle below. The width of the robot is dis-
played by the small scale-line at the bottom. See also video
S2. Parameters: α = 3.
ations are rotations around the z axis and translations in the
x − y plane. Remember that the learning rule gives no clue
of how symmetries are to be broken.
When using the controller (equation (1) with the learn-
ing dynamics given by equations (3) and (4) (and fixed for-
ward model with A = I, S = 0, b = 0, for simplicity),
we expect the robot to start moving after some time2 while
trying to conserve as much of the original symmetries as
possible. However, when using a learning rate ε above a
certain value, the robot is seen to engage in a sequence of
left and right turns combined with motions back and forth
along curved lines, without any regularity to be seen, see
Figure 2(A). Still, note that these trajectories are fully deter-
ministic. Nevertheless, our rule of thumb obviously is not
valid in this regime as there is no visible footprint of the un-
derlying symmetries—the invariances against rotations and
translations of the physical space.
The situation changes drastically when using smaller
learning rates so that the interplay between learning and
physical state dynamics is given time to unfold. Fig-
ure 2(B,C) is demonstrating a typical behavior of the robot.
After starting, the robot is running through a kind of
metastable patterns converging after some time toward a
2When using low learning rates, this time can be very long so
that we often start the robot with an initialization close to the bifur-
cation point, choosing C = cI with c close to 1. Contrary to the
HEXAPOD treated below, in the TWOWHEELED case, no substan-
tial differences in the behaviors were observed.
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Figure 3: The circular pattern formation (Figure 2(C)) is hid-
den in the dynamics of the controller parameters as driven by
the general learning rule. TheC-matrix (A) is seen to be of a
nearly perfect SO(2) structure (rotation matrix), which can
be described by a single rotation angle and a scaling, so in-
stead of four parameters there are only two required. The h
dynamics is seen to be periodic with a slight bias. (B) the
two sensor values (wheel velocities).
Figure 4: Patterns for frozen controller parameters occurring
along the master cycle, Figure 2(C). Depicted is a selection
of such patterns from parameter snapshots in one period of
the state-parameter dynamics (about 200 time steps in Fig-
ure 3). If the learning is switched on again, the full dynamics
is converging back to the master cycle.
large scale circular pattern (CP).
The parameters of the controller during the CP (Fig-
ure 2(C)) are not constant but run themselves through a limit
cycle as displayed in Figure 3. This is an immediate conse-
quence of the close and persistent coupling between learn-
ing and physical dynamics. What happens if we keep them
fixed at any time? The answer is quite astonishing: a vari-
ety of different patterns emerges, as displayed in Figure 4.
This also illustrates that the parameter dynamics within the
limit cycle is actually important for the particular pattern.
The former can be seen as a transient along the many stable
patterns with fixed parameters. Upon switching on learning
again, the system rapidly returns to the original CP (with a
different spatial position). This so called pattern spin-off ef-
fect was for the first time reported in Der (2013), this paper
presents additional results demonstrating the richness of that
phenomenon.
At present we do not have a complete microscopic un-
Figure 5: The emerging patterns also depend sensitively on
the learning parameters. The figure shows the emerging
patterns with changing α parameter (from left to right) as
α = 1.0, 1.3, 1.9, 2.0.
A B
Figure 6: The role of embodiment. (A) Wheel size 1.1 (de-
fault 1.0). After a very irregular initial phase, the robot en-
ters an aligned wiggly pattern, running at first to the right
and then back toward the left lower corner. (B) Wheel size
1.125 leads to a circular pattern again. Parameter: ε = .001,
α = 3.
derstanding of the effects. Still, at the level of phenomena,
there is a number of observations. One is that the very na-
ture of the emerging patterns depends in a most sensitive
and intricate way on both the embodiment and the learning
dynamics. For instance, by varying the so called sensitivity
parameter α (equation (6)) of the learning rule we obtain a
set of quite different CPs as shown in Figure 5.
Alternatively, we may change the embodiment and ob-
tain another class of behaviors. One option is to increase
the wheel size that causes the trunk of the robot to tilt more
when accelerating, see Figure 1. Two exemplifying trajec-
tories are presented in Figure 6. For certain wheel sizes we
may get also linear patterns, as they are predominant with
a fully forward/backward symmetric robot. On the general
level we may argue that for the linear pattern not the rota-
tion symmetry is partially conserved, but the translational
one along the line. However only a small change in the
wheel size yields a CP again but with a very different fine
structure.
Are we lost? Confronted with such an overwhelming va-
riety of emerging patterns, are we faced with a robot that is
behaving completely unpredictable confirming just the con-
cerns against self-organizing robots we wanted to dispel?
One answer is found by taking a look at the controller pa-
rameters. As Figure 3 shows, the controller matrix C is of
a very specific structure, it is a nearly perfect (scaled) rota-
tion matrix. Any such matrix rotates a vector by an angle
and stretches it by a factor, so it is parametrized by only two
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Shoulder
Joint
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Knee Joint
Figure 7: The HEXAPOD. 18 actuated DoF: 2 shoulder and 1
knee joint per leg. Fully forward/backward and lateral sym-
metric.
variables. This specific structure of the controller matrix,
obtained by the learning, also seems to be responsible for
the specific pattern creation effects. In principle, there are
essentially three possibilities for the asymptotic system dy-
namics with a fixed controller matrix: fixed point, limit cycle
and chaotic attractor. As we have observed in a series of ex-
periments, the limit cycles are most likely to occur with a
rotation matrix. This is intuitively understandable given that
the physical space is invariant against rotations.
In a sense, this specific controller structure is like a foot-
print left by the symmetries of physical space, imprinted into
the controller by spontaneous symmetry breaking, driven
by the unsupervised learning procedure that does not break
any symmetries by itself.
So, from looking inside, there is a coarse explanation of
how the robot achieves the patterns—by discovering, so to
say, the world of rotation matrices. However, the point of
major interest is that the learning finds those specific struc-
tures. On a general level, an understanding may be given by
the rule of thumb: a pattern in space can only emerge from
breaking the spatial symmetries inherent in the physics of
the robot. When trying to make this symmetry breaking as
parsimonious as possible, a circle is nearly perfect: while it
has broken the translational symmetry (the center is a fixed
point in space), rotation symmetry (around that center) is
fully conserved. Yet, because of its fine structure, the actual
patterns emerging in the learning scenario are not circles but
CPs. Nevertheless, they are still invariant against rotations
about a definite angle, see in particular the patterns of Fig-
ure 4 and Figure 5. This may be seen as a noteworthy paral-
lel to the hexagonal patterns known from many phenomena
in nature. So, the observed patterns apparently are the ones
with a high degree of preserving the spatial symmetries of
the physical system.
The HEXAPOD
Let us now follow the trace of symmetry breaking with a
high-dimensional six-legged robot: the HEXAPOD, see Fig-
ure 7. We choose this robot because it will be seen to reveal
symmetry breaking phenomena in a particularly clear way.
The robot has six legs, each one with three degrees of free-
dom (DoF). Each of the 18 joints is actuated by a servo mo-
Figure 8: Initially, after about 20 min the robot develops a
swaying motion pattern (top row), as if it is very actively try-
ing to move the legs in a coherent way while keeping ground
contact. 50 min later a raising behavior develops where the
trunk is repeatedly being lifted from the ground.
tor and contains a sensor that is measuring the actual joint
angle. The effective torques acting on the joint axes are de-
termined by a PID controller with a limited force. To enable
a body feeling (some useful feedback from the interaction),
this force limit is proportional to the deviation from the set
point, such that there is an elastic reaction to external forces,
similar to a system controlled by muscles.
In a typical experiment, the HEXAPOD is falling down
from a starting position a little above the ground. With the
least biased initialization the motor values are zero (y = 0)
so that all joints are in their center positions. When hitting
the ground, the robot gets into a damped vertical oscillation
due to the elasticity of the joint-motor system. This is suf-
ficient for providing an initial perturbation δx that is further
amplified by the learning dynamics.
What can we expect to happen? Depending on the con-
crete situation (e. g. particular ε) different behaviors may
emerge. In most cases the robot starts with a swaying motion
pattern, see Figure 8 and video S3. We may claim again, that
this is in agreement with our rule of thumb since in this mo-
tion the joint angles are changing with a pretty high degree
of coherence as allowed by the physical constraints enforced
by the ground contacts.
More interesting behaviors emerge after some time, for
instance a raising behavior, see Figure 8. The entire devel-
opment can be followed in short pieces in the videos S3-S6.
There is another surprise—when looking at the parameters
of the controller. In the TWOWHEELED case the C-matrix
developed into a rotation matrix. Of course, we can not ex-
pect such a clear result in the case of our HEXAPOD because
of the much higher dimensionality of the physical space and
the interaction with the ground.
Yet, as Figure 9(A) shows, the emerging sensor-to-motor
coupling matrix is highly structured, reflecting the original
symmetries to a high degree. Both the shoulders vertical di-
rection and the knees are seen to follow essentially the same
strategy for moving the body. This is in agreement with
our rule of thumb since this collective strategy allows the
body to be moving, but with a maximum degree of coher-
ence between the individual constituents of the body. More-
over, the coupling matrix reveals the whole-body nature of
the behavior—the control for each body part is generated by
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Figure 9: The parameters of the controller (C-matrix) for
two scenarios. Element Cij represents the coupling from
sensor j to motor i. Indices: 1-12: shoulders (verti-
cal/horizontal), 13-18: knees. (A) Swaying motion, Fig-
ure 8. (B) Seesaw motion with velocity sensor (index 19),
see Figure 10. The difference between the swaying and see-
saw behavior are clearly visible in the structure of the matri-
ces. While in swaying all legs follow the same strategy, the
antiphase nature of the seesaw behavior is reflected in the
different sign distribution of the matrix elements.
Figure 10: Seesaw motion pattern with forward/backward
speed sensor (top row), see video S7. Jumping motion pat-
tern emerging with vertical speed sensor (bottom row), see
video S8. Note the robot is in the air in the frames 2-4.
combining both excitatory and inhibitory signals from the
sensors of all joints in a systematic manner.
The formative power of exteroceptive sensors
Up to now we were using only proprioceptive sensors so that
the orientation of the robot in space can only be measured
very indirectly, e. g. by additional load to the joint motors
due to gravity forces. By including exteroceptive sensors,
the development of the modes can be influenced and driven
into desired directions. Adding a sensor measuring the for-
ward velocity of the robot generates a seesaw motion. In
contrast, a sensor measuring the vertical velocity of the robot
leads to a pronounced jumping behavior, see Figure 10. Also
here, we find highly structured controller matrices, see Fig-
ure 9(B) for the seesaw case. Note the strong coupling of the
exteroceptive sensor to the motor neurons showing the func-
tional role of that sensor. It distinguishes forward and back-
ward motion and thus this symmetry is lost, so that in the
learning process behaviors with broken forward-backward
symmetry are favored.
Discussion
This paper tries to answer essentially two questions. The
first question is about how to organize self-organization, in
other words, how can we find intrinsic mechanisms that
make a system able to self-organize. The answer was given
by the unsupervised learning rule (ULR), see equations (3)
and (4), which fulfills the main criterion for a genuine SO: it
is universal in the sense that the only necessary information
about the system is given by the number of sensors and that
of motor neurons, any further information being acquired by
the co-learning self-model in a bootstrapping process.
The second question we want to answer in this paper is
suggested by exactly that bootstrapping scenario: with noth-
ing specified from outside, what can we expect the learning
system to do. What will the emerging behaviors look like
and what will the relation to the embodiment of the robot
be? How and to which extent are the emerging behaviors
determined by the embodiment; and can we find systematic
criteria for those behaviors?
Several answers could be given by looking into the role of
the underlying symmetries of the system in space and time
which induces, given the constraints, corresponding symme-
tries in the physical system. The point then is that, while
driving the system towards instability, the ULR is preserving
these symmetries. As a result, the evolution of the system
in the learning process is realized by a sequence of sponta-
neous symmetry breaking steps, following—similar to what
we know from nature—a kind of parsimony principle. This
leads to our rule of thumb: the emerging behaviors in phys-
ical systems (robots) driven by our ULR are qualified by
a high activity while preserving as much of the underlying
symmetries as possible.
This rule brings the embodiment to the foreground. The
symmetries are embodiment specific and, moreover, break-
ing the symmetries is a process that is related to the very
physics of the system. This was demonstrated by a number
of examples. The first and probably the most surprising one
was given by the TWOWHEELED robot. Controlled by two
neurons with a fast synaptic dynamics given by the ULR,
the system in many cases was converging towards a limit cy-
cle behavior with the trajectories of the robot forming nearly
perfect geometric patterns. The emerging geometric patterns
where seen to depend on the embodiment (like the wheel
size) in a very intricate and sensitive way. Interestingly, the
limit cycle acts as a pattern factory: the parameters occur-
ring along the limit cycle produce a great variety of spin-off
patterns. While this effect has already been reported in Der
(2013), this paper presents further results and gives addi-
tional insights into this interesting effect.
Continuing the work started in Der (2013), similar effects
of symmetry breaking were obtained in the example of the
HEXAPOD. We observed the excitation of body related, high
activity modes with a high degree of coherence between the
body parts. These modes were argued to be in nice agree-
ment with our rule of thumb: emerging behaviors are qual-
ified by high activity while preserving the underlying sym-
metries of the system as far as possible (the principle of par-
simony in spontaneous symmetry breaking). In future work
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we will be looking for a parallel of the pattern spin-off ef-
fect, hoping to thereby uncover a kind of pattern factory for
these more complex systems, too.
These results are a step forward as compared to the state
of the art. Previous work in self-organizing robot behav-
ior was either restricted to small, easy to analyze systems
or produced—like with the principle of homeokinesis—
behaviors which looked interesting and were often com-
pletely surprising (Der and Martius, 2012), as it should be.
However, by the same argument, it was often not clear what
the robot is actually doing. With the new learning rule and
the concept of behaviors as broken symmetries, this is now
(a little) different. The essential difference between home-
okinetic learning and the ULR is the dynamics with the least
biased initialization (“do nothing” region with all synapses
zero). While the time-loop error of homeokinesis has a pole
there, the infomax based objectives are smooth in that re-
gion. It is basically this smoothness that makes the learning
to integrate the responses of the system dynamics in a sen-
sitive way. As compared to the TiPI (Martius et al., 2013),
the learning dynamics used here is even smoother and even
more concentrated on system responses which explains the
prevalence of spontaneous symmetry breaking effects. At a
more formal level, we see the difference also in the drift of
the local Lyapunov exponents: while homeokinesis drives
small exponents stronger than larger ones, the situation is
inverted in the present learning dynamics. Given the forma-
tive interplay between state and learning dynamics, this has
important consequences for the emergence scenario of the
behaviors.
The principles and examples given in this paper—in
particular the emergence of coherent modes, the TWO-
WHEELED as a pattern factory and the various modes re-
alized by the HEXAPOD—may help us to better understand
and exploit the synergy between embodiment and SO of au-
tonomous robots.
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Abstract
This paper presents a novel and bio-inspired algorithm for
distributed division of labour in swarms of artificial agents
(e.g., autonomous underwater vehicles). The algorithm is in-
spired by division of labour via local interactions in social
insects. The algorithm is successfully implemented in virtual
agents and simulated robot swarms and demonstrates a high
adaptivity in response to changes in the workforce and task
demands in the swarm level as well as a high specialization
to tasks in the agents level.
Introduction
In the field of swarm intelligence and collective robotics,
social insects are promising sources of inspiration due to
their capabilities in self-organization and and self-regulation
in the colonies. Division of labour is one of the prominent
characteristics of social insects such as honey bees (Seeley
(1982); Huang and Robinson (1992)) and ants (Ho¨lldobler
and Wilson (2008); Julian and Cahan (1999)). The insect
colonies maintain plasticity that adapts the division of labour
to the status of the colony and, in parallel, also to environ-
mental situations, e.g. to the number of workers or task-
demands. The flexibility and quick response to the changes
in the status of the colony and environment in one hand and
specialization of workers for the tasks in the other hand are
interesting properties of the methods driving behaviour in
the colonies.
Several models have been proposed to explain the mech-
anisms of division of labour in social insects, e.g. foraging-
for-work (Tofts (1993)), response-threshold reinforcement
(Bonabeau et al. (1997); Theraulaz et al. (1998)), and
common-stomach models (Karsai and Schmickl (2011)) (for
a good review of such models see Beshers and Fewell
(2001)). These models have been also used as inspira-
tion for distributed algorithms in application areas such as
swarm robotics. For example, in Gross et al. (2008) and
Labella et al. (2006), models of ants-foraging behaviour
have been implemented for maintaining division of labour
in a group of robots performing an object retrieval task or
response-threshold reinforcement model (Bonabeau et al.
(1997); Theraulaz et al. (1998)) that is inspired by wasps
is applied for swarms of robots (e.g. in White and Helferty
(2005); Yang et al. (2009)), or in Schmickl et al. (2007) a
trophallaxis-inspired strategy which is inspired by food ex-
change of honeybees and ants is applied to a simulated robot
swarm.
In this paper, we are interested in a mechanism of divi-
sion of labour that is inspired by behaviours of honey bees
(Huang and Robinson (1992, 1999)). A honey bee under-
takes different tasks during its life-time in a process of be-
havioural development. In earlier weeks of its adult life, a
honey bee performs nursing, then it performs other tasks in-
side the hive, and only in its final weeks it leaves the hive for
foraging (Johnson (2010)). This behavioural development
can be delayed, accelerated, or even reversed in response
to changes in colony or environmental conditions. Social
inhibition is proposed (Huang and Robinson (1992)) as a
conceptual method for maintaining this adaptive behaviour
of the colony. In this method, tasks are considered in an
ordered sequence. The behavioural development of an in-
dividual that determines when the worker switches to the
neighbouring task in the sequence is regulated via local in-
teractions with other individuals.
In this paper, a distributed algorithm of division of labour
based on local communication is inspired by social inhi-
bition. The algorithm considers the spatiality of the task-
regions that restrict the possible local interactions between
the individuals as it is more realistic regarding many appli-
cation areas and also the biological system. For example, in
a honey bee colony, the workers of the tasks which are early
in the sequence stay inside the hive while the workers of the
tasks later in the sequence work outside the hive. The very
early workers do not have much contact with the out-of-the-
hive workers. In other words, the interactions are restricted
to some extent to the individuals of the tasks which are next
to each other in the sequence.
Despite the biological source of inspiration of the pro-
posed algorithm, we aim for applications in swarm robotics.
In particular, where there is a spatial clustering of the robots
based on their tasks that limits the local communications
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to the robots of the same or neighbouring tasks. The pro-
posed algorithm is simple and easy-to-implement. It is im-
plemented in swarms of virtual agents as well as swarms of
simulated robots that perform several tasks. The behaviour
of the swarm in response to the changes in the number of
agents in each task and the task-demands are investigated
representing adaptability that is achieved by the algorithm.
Social Inhibition
In honey bee colonies, division of labour is mainly based on
the age of the workers. This mechanism is called tempo-
ral polyethism. In temporal polyethism, there is a correla-
tion between the age of the workers and the tasks they per-
form; e.g. older workers perform tasks outside of the hive
and younger workers perform tasks within the hive (Wilson
(1971); Robinson (1992)). The behavioural development of
the bees is associated with their physiological development
such that the physiological age of a bee indicates the main
task that it performs (Winston (1987); Beshers et al. (1999)).
As it is shown in different studies (e.g. Huang and Robin-
son (1996)), honey bee colonies are flexible to changes in
age distribution of the colony and task demands. For exam-
ple, in a colony of young honey bees, the age in which a
bee starts foraging (an outside task) is lower than in a nor-
mal colony. It means the behavioural development in such
colony is accelerated. On the other hand, presence of older
bees delays or inhibits the development of physiological age
of other bees in the colony. Another example is the be-
haviour of the colonies when the hive workers are removed.
In this case, the development of physiological age decreases
and inverts resulting in transformation of out-of-hive work-
ers into inside-the-hive workers.
Huang and Robinson (1992) proposed that worker-worker
interactions drive mechanisms of hormonal regulation in
bees resulting in a social inhibition that explains temporal
polyethism and adaptability of the colony to different age
distributions. The concept is then used in other researches
toward developing models of social inhibition, e.g., Besh-
ers (2001); Naug and Gadagkar (1999); Gadagkar (2001).
In this work for some reasons Naug and Gadagkar (1999);
Gadagkar (2001) are not used as a source of inspiration.
Previously Suggested Algorithm: Evolution Maps
One of the models of social inhibition following Huang and
Robinson (1992) is the model of evolution maps proposed
by Beshers (2001). In this model, a “map” which is a set
of curves describing changes in the physiological age of the
individual is introduced. A state variable x represents the
physiological age of every individual. In addition to that,
the individuals also contain an auxiliary variable y. In every
time-step (day for bees), an individual has a number of in-
teractions with others. y is a weighted average of x values
of all the interacted individuals. The weights are set based
on the task the individual is performing. Every curve of the
“map” describes changes of x based on its current value and
the value of y.
In the reported work (Beshers (2001)) two tasks are im-
plemented. A threshold is set to indicate which task is cho-
sen by the individual based on its x value. The threshold is
augmented with higher and lower margins providing more
stability for the system. The curves are derived based on
experimental data from real bees.
Although the model might be extendible to more tasks,
global-range interactions (interactions between individuals
irrespective to the task they are performing) would be a nec-
essary condition for the stability of the model. The reason is
that if the interactions are restricted, e.g. to the neighbour-
ing tasks in the task-sequence, the y value is no longer an
estimation of the x in the whole system and will have in-
stantaneous changes when an individual switches between
two tasks leading to endless back and forth switchings.
Apart from the complexity of generating a proper map,
the global-range interaction is usually not the case in both
insects and robotic tasks, since workers of different tasks
are usually separated spatially and interactions are restricted
to individuals of the same or neighbouring tasks.
New Proposed Algorithm
One of the properties that we are interested in them are the
ability of the decentralized algorithm to divide the swarm
into groups relative to the task-demands while the system
is flexible to changes in the demands and workforce. In
addition, the number of switchings between different tasks
should be limited due to practical costs (e.g., a robot may
need to spend some energy to change its working area in or-
der to perform a different task). Therefore, specialization of
the individuals is also of our interest.
In the proposed model, every individual contains a state
variable x as its physiological age. This variable is restricted
to a defined range of (xmin, xmax). There is a number of
tasks with their associated demands. The tasks are ordered
in a sequence such that an individual can only switch to the
previous or the next task in the sequence.
An individual chooses a task based on its x and a set
of defined thresholds that separate the tasks (see Figure 1).
The thresholds are used together with lower and upper mar-
gins. For an individual that is performing taski, in order to
switch to taski+1, its x value should exceed thi:i+1+ up-
per margin. For an individual that is performing taski, in
order to switch to taski−1, its x value should become lower
than thi−1:i- lower margin. The lower and upper margins
prevent the individuals from instant back and forth switches
between two consecutive tasks due to noisy changes in x.
The main idea of the algorithm is to spread the x values of
the whole swarm uniformly over the range of (xmin, xmax).
With such a uniform distribution of x throughout the swarm
and setting the thresholds such that the range is split into
segments relative to the task-demands, the required number
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xmin xmax
x
th1:2 th2:3
...
thn−1:n
task1 task2 ... taskn
Figure 1: x changes with small steps in a range of
(minx,maxx). A task is assigned to the individual when
its x variable passes the respective thresholds.
xmin xmax
x th1:2 th2:3
task1 : 25% task2 : 50% task3 : 25%
Figure 2: An example uniform distribution of x and proper
thresholds that split the range relative to the task-demands.
In this example, eight agents are divided into three tasks.
The relative demands for the three tasks are 25%,50%, and
25% respectively.
of agents will be assigned to each task (see Figure 2).
Regulation of x values in the swarm occurs through local
interactions between the individuals. Every individual con-
tains two variables that keep track of its experience in the
swarm. In an ideal case, these two variables stand for the
closest higher and lower x values belonged to other individ-
uals in the swarm. In practice, these variables have to be
estimated during interactions. Let these variables be xlow
and xhigh. In the ideal case their variables are as follows:
xlow = argmin
xi
(|x− xi|), where xi < x
xhigh = argmin
xi
(|x− xi|), where xi > x
(1)
The value of x is updated for each agent in the direction
towards the average of its xlow and xhigh, as follows:
x =

x+ δ if x− xlow < xhigh − x
x− δ if x− xlow > xhigh − x
x±X otherwise
(2)
where δ is step-size which is a constant parameter with a
small value in terms of the size of segments for every task.
In the current implementation X ∼ δ × U(0, 1).
Since there is no global information about the x values in
the swarm, agents update their xlow and xhigh values gradu-
ally during time and in every interaction with another agent.
Say agent i interacts with agent j. xlow and xhigh are
updated as follows:
xlowi =

xj if xlowi < xj < xi
xlowi otherwise
(3)
xhighi =

xj if xi < xj < xhighi
xhighi otherwise
(4)
xlow and xhigh also slowly drift away from x in every
time-step in order to be adaptable to changes in other agents’
x values as well as the environment:
xlowi = x
low
i − ϕ
xhighi = x
high
i + ϕ
(5)
where ϕ is a value smaller than δ in Eq. 2.
After every update of x, an individual considers switching
to the previous or next tasks in the task sequence. For an
individual with taski, new task is chosen as follows:
new task =

taski+1 if x > thi:i+1 + lu
taski−1 if x < thi−1:i − lb
taski otherwise
(6)
where thi−1:i and thi:i+1 represent the threshold values be-
tween taski−1 and taski, and taski and taski+1 respec-
tively. lu and lb are the upper and lower margins for the
thresholds.
The Algorithm The following actions are performed by
any agent i in every time-step of running:
1. update xlow and xhigh using Eq. 5.
2. if there is an interaction with agent j:
(a) update xlow and xhigh using Eq. 3 and Eq. 4.
(b) update x using Eq. 2.
(c) update the assigned task using Eq. 6.
Experiments
A number of experiments are performed in order to investi-
gate the performance of the proposed algorithm, its adaptiv-
ity to changes, and specialization of the agents to the tasks.
In the first set of experiments a swarm of virtual agents is
simulated and the interaction between the agents performing
the same task or in the adjacent tasks occur based on defined
probabilities. The sensitivity of the algorithm to the chosen
values for the step-size δ is also investigated.
In the second experiment, a simulated swarm of moving
agents (robots) is investigated and the interactions are based
on the location of the agents in the arena in every time-step
of the simulation.
Virtual swarm experiments
The algorithm is first tested in a number of virtual swarms
of agents.
In all of the following experiments a sequence of five dif-
ferent tasks is considered. Every experiment is repeated for
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25 independent runs. Every run is simulated for 50000 time-
steps while each agent runs the proposed algorithm. Inter-
actions are possible between the agents of the same task or
neighbouring tasks. In every time-step of the simulation, 30
interactions are sampled from a uniform distribution over all
the possible interactions. All the agents are initialized by
xmin for the state variable x. Experimental settings of the
algorithm are represented in Table 1.
Investigation of the algorithm with fixed settings In the
first experiment the demands for the five tasks are equal. The
progress of the number of robots in each task over time is
represented in Figure 3 (left). Since the agents start with the
same initial value for x (xmin), they all start with task1. By
occurring interactions during time the x values are spread
in the range and the swarm is split for performing different
tasks.
In the second experiment the demands for the five tasks
are 10%, 40%, 10%, 30%, 10% respectively. Figure 3 (right)
represents the results.
All the runs reached the stable desired status for both ex-
periments. The experiments were also repeated while the
possible interactions between the agents of neighbouring
tasks were limited to a fraction of the agents in each task in-
stead of the whole agents and similar results were achieved
(data not shown).
Investigation of adaptivity to changes in task-demands
In order to investigate adaptability of the swarm to changes
in the task-demands, another experiment is performed start-
ing with equal demands for every task. The task demands
are then changed at time-steps 20000 and 40000.
Figure 4 (left) represents the results for this experiment.
As the figure demonstrates, the swarm immediately reacts
to the changes in the demands. The reason is that the x val-
ues of the swarm are spread almost uniformly in the range
(in the ideal situation they are spread uniformly). By chang-
ing the task-demand, the thresholds over the range of x are
changed such that the range is split relative to the new set-
tings. Therefore, proper fractions of agents are reassigned
for different tasks while the x values do not need to change.
Investigation of adaptivity to changes in work-force In
the next experiment the adaptability of the swarm to the
changes in the number of agents presented in each task is
investigated. In order to do that, the experiment starts with
a swarm of 30 agents. In time-step 15000, 20 agents includ-
ing all the agents in task2 and taks3 are removed from the
swarm. Later on in time-step 30000, 10 more agents are
introduced in the swarm in the task1.
Figure 4 (right) represents the behaviour of the swarm in
response to these changes. As the figure demonstrates, the
swarm reacts to these changes by switching the tasks of the
proper number of agents. The mechanism behind this reac-
tion is as follows: When a number of agents are removed
from the system (or new agents are introduced), the unifor-
mity of the distribution of x in the swarm is violated. The
agents with x values close to the low-density (or high den-
sity) regions in the distribution react to this situation by shift-
ing their x value towards the region (or in opposite direc-
tion). The process continues until the distribution becomes
uniform again.
Investigation of specialization In order to investigate spe-
cialization of the agents for the tasks in the swarm, the num-
ber of non-necessary task-switchings of every agent is eval-
uated during the run-time. The settings are the same as the
first experiment: fixed equal demands for all the five tasks.
Since all the agents start with task1 due to initial value for
x, a certain number of switchings from a task to the next
one is necessary for a certain number of agents. Moreover,
any switching to a previous task (switch-back) is not desir-
able. Figure 5 represents the frequency of switch-backs dur-
ing 50000 time-steps for all runs and agents for different
values of step-size (δ).
Investigation of the effects of step-size The step-size δ in
Eq. 2 is a predefined parameter in the current implementa-
tion of the algorithm. Therefore, the sensitivity of the algo-
rithm to this parameter is investigated by repeating the first
experiment with different values for δ. Figure 6 represents
a comparison for different values. The main figure demon-
strates the median error of the task allocation (number of
agents in wrong tasks) over time. The inline figure com-
pares the time required for reaching a swarm-state stabilized
in maximum of 5% error.
As it is represented in Figure 6, for very small values of
δ, error decreases slowly. It is more quick for middle values.
For high values of δ, the error decreases quickly regarding
the main figure, but regarding the inline figure the time to
reach the stable status with maximum of 5% error is high.
In addition, the sizes of quartiles are big indicating that in
different runs different values are calculated for the time-to-
reach. The instability of the high values is also visible in
Figure 5 that represents the frequency of switch-backs for
different δ for all the runs during 50000 time-steps. In this
figure, for δ = 0.01 there was not a single switch-back in
all the runs. As δ increases, the frequency of switch-backs
also increases. In short, if the step-size (δ) is too small, the
system is less reactive, and convergence takes longer. But
if the value is too big, the system gets instable and results
differ from case to case.
Simulated robot experiment
In this experiment a simulated robot swarm running the pro-
posed algorithm is investigated for its behaviour and adapt-
ability to the changes in the workforce and task demands.
A square arena is set up with a light source located in one
side (see Figure 7). A swarm of robots is supposed to be split
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Figure 3: Medians of the number of agents in each task over time for 25 independent runs. All of the runs reached the stable
solution for both experiments. Tasks are represented by t1, t2, t3, t4, t5. The left figure represents five tasks with fixed equal
demands. The right figure represents five tasks with fixed demands of 10%, 40%, 10%, 30%, 10% respectively. Number of
agents in both experiments are 30.
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Figure 4: Medians of the number of robots in each task in 25 runs. All of the 25 runs reached the solution for both experiments.
In both experiments the swarm starts with 30 agents. The left figure represents changes in the demands in time-steps 20000 and
40000. The right figure represents changes in the number of robots. In time-step 15000, 20 agents including all the agents in
second and third task and randomly chosen agents are removed from the system. In time-step 30000, 10 agents are added to
the system in the first task.
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on 25 independent runs. Main figure represents the median of the number of agents in wrong tasks (errors) over time for 25
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agents (more than 95% correct task-assignment) (*:p < 0.01 for all pairs of δ except (0.01,0.07) where p < 0.25; Wilcoxon
signed-rank test, unpaired date, ”two.sided”-hypothesis). Box-plots indicate median and quartiles, whiskers indicate minimum
and maximum, circles indicate outliers.
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Figure 5: Frequency of number of switch-backs in 50000
time-steps for all the 30 agents and 25 runs. The figure rep-
resents the frequency for different values of step-size δ.
Table 1: Experimental settings for the proposed social inhi-
bition algorithm
virtual scenarios robot scenario
xmin 0 0
xmax 100 100
δ 0.03 0.1
ϕ δ/30 δ/3
lu, lb 1 1
up into three regions of the arena in order to cover the arena
with different densities. Every robot has a luminance sensor
perceiving the brightness of the light sensor. The three re-
gions are located in different distances from the light source
and the robots identify them based on their brightness. Each
robot is able to rotate or move forward. When a robot de-
cides to switch the task, it moves uphill or downhill the lu-
minance gradient until it reaches the appropriate working
region. Robots move randomly in their working region and
do not leave it unless they decide to switch the task. A robot
can interact with another robot which is located in its com-
munication range by exchanging the x values. The arena is
of size 32 × 32 and the communication-range is five times
bigger than the robots diameter.
Every robot i in the simulation performs the following:
• If the robot is in the region of its assigned task:
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– Perform a random walk inside the task-region.
• Otherwise (the robot is out of its task-region):
– turn towards the proper task-region based on the bright-
ness gradient and step forward.
• regulate the state variables:
1. update xlow and xhigh using Eq. 5.
2. if there is a robot j in the communication range:
(a) update xlow and xhigh using Eq. 3 and Eq. 4.
(b) update x using Eq. 2.
(c) update the assigned task using Eq. 6.
At the beginning of the experiments, the number of robots
is 16 and the task-demands are 25%, 50%, and 25% respec-
tively which means 4, 8, and 4 robots are desired for each
task-region. At time-step 20000, all the 8 robots in task2
are removed from the arena but the proportional demands are
fixed. At time-step 40000, the demands are changed to 25%,
25%, and 50% respectively. The experiment is repeated for
25 independent runs.
Figure 8 represents the progression of the number of
robots in each task over time. As it is demonstrated in the
figure, the swarm reacts properly to the changes in the num-
ber of robots by switching a proper number of robots from
task1 and task3 into taks2. The system also quickly re-
sponds to the changes in the task-demands by switching two
robots from task2 to task3.
Figure 9 represents the frequency of switch-backs during
the first 10000 time-steps of all the runs. The figure repre-
sents that about 0.47% of the robots have not a single switch-
back during the whole evaluation-time and very few robots
had more than 10 switch-backs representing specialization
for the robots in the tasks they perform.
Conclusion
This paper introduces a novel decentralized, self-organized
and self-regulated division of labour in artificial swarms in-
spired by temporal polyethism in honey bees. The algorithm
is based on local communication while the communications
need to be possible only between the agents that perform
the same task or neighbouring tasks. The logic behind the
algorithm is simple and it is easy to implement while the
interesting properties are maintained for the swarm. Experi-
ments investigating the behaviour of the swarm in response
to changes in the swarm members or task-demands repre-
sents that the algorithm provides a high adaptivity for the
swarm. In addition, it is demonstrated that the agents are
specialized in the tasks and unnecessary switchings between
the tasks are limited. The sensitivity of the system to a pre-
defined parameter of the algorithm (step-size) is also investi-
gated indicating that there is a trade-off between the speed of
approaching the solution and stability of the swarm. In the
future the algorithm will be extended for more complicated
requirements and will be used in real-robot scenarios.
Figure 7: A screenshot of the robot arena. Three different
task-regions are located based on their distances from the
light source.
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Figure 8: Medians of the number of robots in each task in
25 runs. The system starts with 16 robots while the demands
for the three tasks are 25%, 50%, and 25% respectively. At
time-step 20000, all the robots in the second task are re-
moved from the arena. In time-step 35000, the demands
change to 25%, 25%, and 50% respectively. Tasks are rep-
resented with t1, t2, t3.
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Figure 9: Frequency of number of switch-backs in the first
10000 time-steps for all the 16 agents and 25 runs.
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Abstract
The evolution of language has been the subject of much de-
bate and speculation. It is difficult to study in a scientific man-
ner and remains an open research question. This paper pro-
poses an integrated computational framework for investigat-
ing possible scenarios of genetic and cultural evolution of lan-
guage. Specifically, our framework aims to capture cultural
evolution to allow for investigation phylogenetic dynamics of
language, and at the same time to capture genetic evolution of
phenotypic plasticity to allow for investigation of the role of
the Baldwin effect in language evolution, while keeping the
framework as simple as possible. In our evolutionary experi-
ments and analysis, we discovered a coevolutionary scenario
involving biological evolution of phenotypic plasticity, and a
cyclic coevolutionary dynamic between genetic and cultural
evolution, mediated by phenotypic plasticity.
Introduction
Language distinguishes humans from other animals. Of
course, other animals also engage in vocal communication.
For example, Velvet monkeys can convey some simple in-
formation using alert calls (Sayfarth et al., 1980). How-
ever, such animals’ vocal communication lacks the complex
grammar and high expressiveness that characterizes human
languages. Why do only humans have sophisticated lan-
guage? This is one of the core questions on the path to un-
derstanding the human identity. This paper focuses on the
evolution of the fundamental traits underlying communica-
tive interaction in the context of biological evolution (ge-
netic evolution of the language faculty), such as the rules
or conventions for the effective communication necessary
for collective behaviors. We assume that such traits can
evolve under directional selection because the traits can be
modified incrementally to increase the benefit from commu-
nicative interactions. We also assume such traits must be
shared between individuals for communication to succeed.
Accordingly, at least some of the selection will be posi-
tively frequency-dependent. This might obstruct evolution
based on directional selection. We believe that this captures
a fundamental and general problem in the evolution of com-
municative traits. For example, in the context of language
evolution it has been pointed out that mutations in grammar
cannot be beneficial because the peers of an individual with
a grammar mutation may not understand the mutant form
(Pinker and Bloom, 1990; Glackin, 2010).
We believe that nature’s solution to this challenging prob-
lem is found in the evolution of phenotypic plasticity. Phe-
notypic plasticity refers to the variability in the phenotype
obtained from a given genotype resulting from development
in different environments (West-Eberhard, 2003). In recent
evolutionary biology, ontogenetic adaptation1 based on phe-
notypic plasticity is recognized as one of the key factors
that brings about adaptive evolution of novel traits (West-
Eberhard, 2005; Gilbert and Epel, 2009). Wund provided
a summary of eight hypotheses on how plasticity might in-
uence evolution (including several pieces of empirical sup-
port), focusing mainly on adaptation to new environments
(Wund, 2012). For example, the hypothesis that pheno-
typic plasticity promotes persistence in a new environment,
and the hypothesis that a change in the environment can re-
lease cryptic genetic variation via phenotypic plasticity, in
turn impacting the rate of evolutionary responses. Zollman
and Smead (2010) analyzed simple models of language evo-
lution based on Lewis’s signaling game and the prisoner’s
dilemma game. They observed that the presence of plas-
tic individuals alters the trajectory of evolution by direct-
ing the population away from a non-adaptive signaling and
toward the optimal signaling. They termed this the ”Bald-
win optimizing effect”. Suzuki and Arita also showed that
such an adaptive shift can occur repeatedly, using a compu-
tational model of the coevolution of signal sending behavior
and signal receiving behavior, that incorporated behavioral
plasticity (Suzuki and Arita, 2008, 2012, 2013). These stud-
ies indicate that learning could be an important driving force
for adaptive evolution in the context of communicative inter-
actions.
This paper also looks at the relationships between two as-
pects of language evolution: biological evolution and cul-
tural evolution. The relationship between genes and lan-
1Adaptive changes that occur during the lifetime of an organism
(e.g., learning).
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Figure 1: Coevolution between language and language abil-
ity. The upper arrow represents the evolution of language
ability in general. The lower arrow represents the evolution
of language itself. Language ability and language are repre-
sented by AL and LG, respectively. ALi controls the selec-
tion pressures shaping LGi+1 and conversely LGi controls
the selection pressures shaping ALi+1. Universal gram-
mar (the theory proposing that the ability to learn linguis-
tic grammar is hard-encoded into the brain) and Linguistic
universals (general pattern that potentially exists in almost
all of natural languages) may have emerged as an inevitable
result of this coevolution.
guage is extremely complex and shrouded in controversy.
Furthermore, rather than viewing language as a monolithic
and independent entity, modern researchers typically break
it down into its component mechanisms and analyze these
independently (Fitch, 2011). Steels (2011) discussed var-
ious computational models of cultural evolution. He con-
cluded that cultural evolution is a more powerful process
than usually assumed, and that human language evolution’s
dependence on genetic evolution is relatively limited. Sev-
eral researchers argue that cultural evolution has fundamen-
tally limited influence on the genetic evolution of the lan-
guage faculties. This contrasts with various results that indi-
cate that genetic biases are essential to language evolution.
For example, Chater et al. (2009) have shown using a com-
putational model that there are strong restrictions on the con-
ditions under which the Baldwin effect can embed arbitrary
linguistic constraints, and that the effect only emerges when
language provides a stable target for natural selection. These
approaches should be seen as complementary. There is a
need to integrate these efforts and explore the relevant gene-
culture coevolutionary interactions (Mesoudi et al., 2011).
We suggest the insights from these studies of language
evolution together can be brought together using the con-
cept of coevolution between language and brain, as it lets us
integrate biological and cultural evolution. The idea of co-
evolution was originally suggested by (Darwin, 1871), and
others have taken up his lead (Deacon, 1997), As illustrated
in Fig. 1, the main idea is as follows: On one hand, a lan-
guage is continuously changed its users, which brings about
the linguistic variation much like mutation brings about ge-
netic variation. Language variants that can easily be learned
by their users can survive and thus spread in the population
of languages. On the other hand, having innate linguistic
abilities (e.g., universal grammar) that equip an individual to
handle the existing language variants and language changes
provide a fitness advantage. Thus, genes for an innate lan-
guage faculty will spread in the biological population. So we
have two intertwined adaptation processes: language adapts
to the brain, and the brain adapts to language. We believe
that this insight is crucial to a comprehensive understanding
of language evolution.
In this paper, we employ the coevolutionary framework
described above, and propose a bottom-up computational
model for investigating possible scenarios of the genetic and
cultural linguistic evolution. We aim to capture cultural evo-
lution to investigate the phylogenetic dynamics of language
evolution, while at the same time capturing genetic evolution
of phenotypic plasticity. The latter allows us to investigate
the role of the Baldwin effect (typically interpreted as a two-
step evolution of the genetic acquisition of a learned trait
without the Lamarckian mechanism (Peter Turney and An-
derson, 1996)) in language evolution, all the while keeping
the framework as simple as possible. In order to do this, we
extend our previous works on language evolution (Suzuki
and Arita, 2008, 2012; Azumagakito et al., 2011, 2012). The
main idea is to express the linguistic space as a polar coor-
dinate system, in which individuals and languages gradually
move about by genetic evolution and cultural evolution, re-
spectively, as follows: 1) the more an individual can commu-
nicate, and the higher the expressivity of its languages, the
more offspring it can produce. This nudges the population
toward the locations of fit individuals. 2) Languages move
towards the center of their user base, and divide, merge or
go extinct in accordance with the distribution of their users.
Recently, there is much research on the diversification
processes of real human language(Pagel, 2009; Lupyan and
Dale, 2010; Atkinson et al., 2008; Atkinson, 2011). Levin-
son and Gray (2012) reviewed various methods to investi-
gate the diversification of languages, and observed that phy-
logenetic analysis techniques from evolutionary biology are
useful tools for elucidating the diversification of language.
Phylogenetic patterns of language evolution were uncovered
using such analyses, but the causal mechanisms of diversifi-
cation are still unclear. These previous investigations pro-
ceed within the observational and deductive realm. The
framework proposed here provides the means for experi-
mentation, and a method to generate phylogenetic trees that
can help elucidate the causal mechanisms of language diver-
sification (see Fig. 2).
2) Analyze the feature of estimated tree, for example
word-order relation between language families.
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Figure 2: Phylogenetic comparative analysis using the pro-
posed framework. Simulation results based allow us to gen-
erate phylogenetic tree of language families. By comparing
the experimentally generated trees with the trees inferred
from real linguistic data sets (such as standard word-lists),
we can elucidate how and what causal mechanisms may
have brought about the features of the inferred trees, and
verify the validity of our simulation model. In this paper,
we generate a phylogenetic tree from an evolution experi-
ment. A comparison of it with the inferred trees from the
real linguistic data is our future work.
Model
We propose an integrated computational framework for in-
vestigating possible scenarios of genetic and cultural evo-
lution of language. This framework allows us not only to
capture coevolutionary interactions between languages and
agents, but also to track the phylogenetic evolutionary pro-
cess of languages.
The Linguistic Space
There are N agents in a population, and they can commu-
nicate with each other using their shared languages. Agents
and languages exist in a two-dimensional linguistic space,
represented as a polar coordinate system, as shown in Fig. 3.
Each language (L) is defined as a point in the space. The dis-
tance rL from a language to the coordinate system’s origin
represents the language’s expressiveness, which contributes
to the expected fitness benefit of a successful communica-
tion in that language. The angle of the language θL to the
origin represents its structural character. Each agent (A)
is represented as a point and a field surrounding the point.
This point represents the agent ’s innate language ability,
determined by its genotypes rA and θA. The agent can use
the corresponding language in the linguistic space without
learning. The field represents its linguistic plasticity (i.e.
the range of its linguistic learning ability), as a pA× pA fan-
shaped field determined by its genotype pA. The agent can
use any language that falls within its plasticity field for com-
munication. This polar coordinate system captures the fact
that, as expressivity increases, the space of possible linguis-
tic structures grows, such that agents with more expressive
languages will be harder to communicate successfully with,
due to the limited size of the plasticity field.
Figure 3: The linguistic space.
Linguistic Interactions
In each generation, all possible pairs of agents make an at-
tempt to communicate. If the two agents of a pair share one
or more languages, they can communicate successfully. The
fitness of each agent depends on its number of successful
communicative interactions, the expressiveness of the lan-
guages used in those interactions, and the cost of its linguis-
tic plasticity. The fitness function is defined as:
Fitness = Nw1ca · (
∑Nul−1
i=0 rLi
Nul
)w2 − (p2A)w3 , (1)
wherewi (i=1, 2 and 3) are weights for the three components
of the fitness function. The first component represents the
benefit from successful communicative interactions, which
is proportional to the number of agents with which the focal
agent successfully communicated Nca. The second compo-
nent represents the benefit from the expressivity of the lan-
guages available to the agent. Nul is the number of lan-
guages within the plasticity field of the focal agent, and rLi
is the expressiveness of the i-th language among them. The
second component is an approximation of the average ex-
pressiveness of the languages used for successful commu-
nications. We adopted an approximation in order to reduce
the computational cost. The third component represents the
cost of linguistic plasticity. It is proportional to the area of
plasticity (pA2), because the further a language is removed
from an agent’s innate language ability, the bigger the de-
mands on the agent’s plasticity, and thus plasticity for fur-
ther and further removed languages comes with higher and
higher costs for maintaining the requisite plasticity. Overall,
this fitness definition reflects that agents who can commu-
nicate with many other using expressive languages acquired
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with limited linguistic plasticity will have high fitness.
Biological Evolution of Language Ability
After the communicative interactions of agents, biological
evolution of language ability occurs as follows: 1) Parent
agents for the next generation are selected using roulette
wheel selection (i.e. the probability that an agent is picked
as a parent is proportional to its fitness). 2) Each genotype
of each offspring is mutated with probability Pm. Mutation
adds a small random value of R(0.01) to the values of rA and
pA, and of R(0.01/rA) to θA, where R(x) produces random
numbers between −x and x with a triangular distribution.
Note that the range of a random value for θA is inversely
proportional to rA of the parent. This keeps displacement
of the innate language ability of an agent and the change in
plasticity independent from the location of the agent in lin-
guistic space.
Cultural Evolution of Language
Subsequently, the language population evolves according to
four cultural processes: extinction, cultural change, division
and fusion.
Extinction Any language that was not used by any agents in
this generation do not appear in the next generation, and
thus are removed from the linguistic space. This models
the extinction of unused languages.
Cultural change The users of a language change its char-
acteristics. We model a cultural change of language as a
change in the location of the language within the linguis-
tic space. Each agent creates, for every language it used,
an attraction force (vector) F that drags the languages to-
ward the agent’s location, as shown in Fig. 4(a). The
length F is fmax/Nul, where fmax is the parameter that
determines the maximum length of F andNul is the num-
ber of languages within the plasticity field of the agent.
Each language moves to the location determined by the
resultant vector of all the forces exerted on it. Fig. 4(a)
shows an example of cultural change of language.
Division A language is divided into two languages if the
forces of cultural change strongly pull it in opposing di-
rections. Fig. 4(b) shows an example process of a lan-
guage division. To determine the direction of a division
of a language, we adopt ”Principal Component Analy-
sis” (PCA) (Pearson, 1901). Because the first component
axis of PCA on the forces working on a language corre-
sponds to the direction of the forces’ maximum variance,
we use the second component axis (L) to divide the forces
into two groups. We calculate the resultant force for each
group. A division process occurs when the length of either
or both resultant forces is larger than the threshold param-
eter Divf . These resultant forces are then used to deter-
mine the locations of the two languages resulting from the
division.
(a)
Changed language
Drag forces 
toward agents
fma
x
fmax
2
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Divided languages
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Figure 4: Panel (a) shows an example of a cultural evolution
step of a language. Note that agents (i), (ii) and (iii) can
each use another language (not shown) besides the focal one.
Therefore, their pulling forces are only half that of agent (iv).
Panel (b) shows an example of a language division process.
Fusion When the distance between two languages is close
enough, these languages are united into one language.
This process occurs when two languages’ difference in
distance to origin and angle to origin are smaller than the
thresholds β and γ respectively.
Through the above processes, the agent population and
the language population coevolve.
Simulation Results
We conducted evolutionary experiments for 30000 gener-
ations and visualized the results in the linguistic space.
The following parameters were used: N=2000, w1=1,
w2=1, w3=30, Pm=0.01, Divf=0.00003, β, γ=0.001 and
fmax=0.00003. The initial values of rA and rL were picked
at random from [0, 0.001]. θA and θL were picked at random
from [0, 2pi].
Fig. 5 shows an example run of this experiment. We ob-
served a typical evolution scenario, which we summarize in
Fig. 6. From the initial population, both agents and lan-
guages are aggregated around the origin of the linguistic
space. At this stage agents communicated successfully with
each other using just a few languages at around the origin,
because their innate linguistic abilities were quite similar.
From there onward, we observed that (0) the number of lan-
guages rapidly increased until the 250th generation, reached
to around 40 languages. This could be interpreted as a ”Lin-
guistic burst”. This is thought to be due to the high concen-
tration of agents around the origin easily leads to opposing
cultural pull and hence frequent language division.
After the 250th generation, we observed cyclic coevolu-
tion processes of languages and agents. Let us look at the
evolution process from the 7500th to the 13500th generation
(i-iii) as example. Around 7500th generation, we see agents
with smaller plasticity fields clustered densely together. In
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Figure 5: An example evolution process. (a) Several snapshots of coordinate distributions of languages and agents. Each agent
is shown as a colored circle, with its color representing its fitness, and a fan-shaped field representing its linguistic plasticity.
Languages are shown as white circles. (b) Evolution plots. The x-axis shows the generation number.
this situation, there is only weak selection pressure on innate
language ability, because agents can already communicate
successfully. This lack of selection leads innate language
abilities to scattered by neutral evolution. This in turn leads
to a gradual increase in phenotypic plasticity until around the
11500th generation (i), because additional plasticity became
necessary for the agents to keep their communication suc-
cessful. Then, around the 11500th generation, some agents
with more expressive innate language ability and lower phe-
notypic plasticity appeared (ii), and occupied the population
quickly. Instead of communicating with many agents in less
expressive languages while incurring high plasticity costs,
these agents communicate with a limited number of neigh-
bors using more expressive languages while incurring only
a small plasticity cost, which results in a net relative fitness
gain. Thus, the average expressiveness of the innate lan-
guage ability became larger than that of the existing lan-
guages, and the number of successful communications de-
creased drastically. Note that the number of languages in-
creased because languages where dragged by two groups:
the group of agents with more expressive ability of language
and the group of the agents with less expressive ability of
language.
After that, from the 11800th generation until the 14700th
generation, the language population evolved toward the lan-
guages used by these adaptive agents, via a process of cul-
tural evolution arising from the increased use of the more
Figure 6: Typical scenario of evolution process.
expressive languages (iii), increasing the number of success-
ful communications among agents again. Languages now
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Figure 7: The generated phylogenetic network of languages (from the 250th to the 20000th generations). Each black node
represents a language, and each link between the left node and the right node represents the genealogical connection between
the ancestral language and its offspring language. There are 64389 nodes and 91976 links in this tree. The language division
occurred 45838 times and fusion of language occurred 23802 times. The death of language occurred 22036 times.
distant from the agents’ (shifted) innate language abilities
go extinct, leading to a gradual decrease in the number of
languages. As a result, language expressivity caught up with
the expressivity of innate language ability, i.e. both the agent
population and language population moved outward from
the origin, and the overall system state was back at the ini-
tial state of a cycle. As this cyclic coevolution processes
repeated, the expressiveness of languages and agents’ innate
language ability increased, while overall the number of lan-
guages decreased. This could be interpreted as the emer-
gence of major dominant languages (Abrams and Strogatz,
2003). The cyclic mechanism can be summarized as fol-
lows: (i) The phenotypic plasticity of the agents increases
gradually due to the selection for the robustness of success-
ful communications against the increased genetic variation
of the innate language ability by a genetic drift (caused by
the previous step). (ii) Some agents with the more expres-
sive innate language ability and the smaller plasticity occupy
the population quickly because they can communicate us-
ing more expressive languages than other agents with the
larger plasticity. (iii) The expressiveness of languages in-
creases and the diversity of languages decreases because the
languages are dragged by the agents with more expressive
language ability. This brings back to the process to the be-
ginning, because the small fitness differences due to the very
few number of different languages creates the variation of
the innate language ability of agents.
However, (iv) the evolution process eventually halts once
the expressiveness of languages reached the high value of
0.2 after the 20000th generation. This is thought to be due
to the fact that it became increasingly difficult for agents
with relatively high expressiveness to maintain enough plas-
ticity for successful communications, as the increasing cost
cancels out the benefit of their expressivity.
In addition to the above analysis, we show the phyloge-
netic network of languages for our basic simulation experi-
ment (Fig. 7). We found that a process of diversification and
unification of languages emerged through repetition of the
interaction processes between genetic and cultural evolution
that we described in the previous section. In previous studies
of language change, the phylogenetic relations of language
families is generally represented as a tree (Gray and Atkin-
son, 2003). Fusion of languages cannot be captured using a
tree representation. However the generated network showed
that language fusion occurred frequently. This shows the
important role the cultural processes of fusion plays in the
evolution of language within our model.
Finally, we conducted experiments to study the effects of
the model’s parameters on the evolution process. First, to
investigate the effect of learning cost, we conducted exper-
iments with various settings of the weight on the learning
cost, w3. We found that the duration until the population
reached the coevolution phase increased as w3 increased. A
higher cost of learning puts the population under stronger se-
lection pressure for low plasticity. Because individuals with
the low plasticity were less robust against mutations and of-
ten failed to leave offspring, evolution speed dropped. Also,
the speed of the increase in the expressiveness of languages
was inversely proportional to w3, due to the increased du-
ration until the start of the coevolutionary phase. For ex-
ample, in the case of no cost (w3 = 0), the duration was
quite short: the coevolutionary phase started after about one
hundred generations. In the case of a huge learning cost
(w3 = 100000), the evolution of language and population
stagnated around the origin, because individuals could not
increase their plasticity at all. It also should be noted that
higher values of w3 lead to shorter cycle period. This is
thought to be due to the fact that the rapid decrease in phe-
notypic plasticity (ii) tends to occur more often as the cost
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of plasticity increases.
We also investigated the effects of fmax which determines
the strength of the attraction force that pulls a language to-
ward its users. Because this parameter is used in the pro-
cesses of cultural change and division of languages, we as-
sumed the condition in which the threshold for the division
Divf was proportional to fmax (Divf = fmax ∗ 300) in
order to mainly focus on the effects of change in fmax on
the process of cultural change. Experiments with different
settings of fmax (from 1.0 ∗ 10−7 to 1.0 ∗ 10−4) showed
that the chances of all languages dying off during the early
generations increase with increasing fmax. This is because
at large fmax, when there are many individuals pulling on
a language, the resultant of the attraction forces tend to be
so large that it displaces the language outside the plasticity
ranges of the agent population. However, once the initial
increase in the number of languages (0) has started success-
fully, we see a more rapid increase in the expressiveness of
languages in the cyclic processes, because the larger pulling
force facilitates rapid adaptation of in the language popu-
lation. Especially in trails at high fmax (1.0 ∗ 10−5), suc-
cessful evolution was only observed when by chance the ini-
tial population had high plasticity. At extremely high fmax
(1.0 ∗ 10−4), all trials failed in about 10 generations.
Discussion
Cultural linguistic change is often assumed to be much faster
than biological change. Chater et al. (2009) showed, using a
computational model, that genetic natural selection may not
keep pace with a language change. Conversely, Sza´mado´
and Szathma´ry (2012) argued that there are many ways for
organisms to adapt to quickly changing targets, and showed
numerous examples of rapid evolutionary change. For ex-
ample, the rate of biological adaptation depends on the pop-
ulation size and genetic variation. This means that there is a
possibility that biological adaptation too can be quick. Also,
the phenotypic plasticity of a genotype effectively could fa-
cilitate adaptation, via the Baldwin effect. On the other
hand, they also pointed out the possibility that the rate of lan-
guage change could slow down. Historically the rate could
have been much slower than it is now, due to smaller popu-
lation sizes, slower rates of technological innovations, more
limited contexts of language use, and much smaller vocab-
ulary. Furthermore, the rate of linguistic change depends
on frequency of use: words and rules used more frequently
evolve far slower.
The experimental results obtained using our framework of
genetic and cultural evolution of language demonstrates that
the rate of language evolution could change through cyclic
coevolutionary processes. This partly support Sza´mado´ et
al.’s claims, especially with regards to the way phenotypic
plasticity promotes adaptation. In addition to Sza´mado´ et
al.’s claims, we obtained the following insights from our
simulation: 1) Diversity across language groups increases
fitness variance, which accelerates the rate of biological evo-
lution. 2) The rate of cultural evolution tends to be restricted
by the plasticity of individuals, as languages cannot sur-
vive outside of the linguistic plasticity range of individu-
als. 3) The rate of cultural change can be slow, especially
when individuals reduce their learning cost as they cluster
around existing languages with sufficient expressiveness for
communication. In contrast to situations with no linguis-
tic conventions among speakers, this tends to lead language
evolution to stagnate. We think that the rate of cultural
change may be faster when there are no linguistic conven-
tions among speakers, and slower when some shared con-
ventions exist among them.
Conclusion
This paper proposed an integrated framework for investi-
gating genetic and cultural evolution of language. On ba-
sis of this framework, we constructed an agent-based model
capturing both cultural evolution of languages and biolog-
ical evolution of linguistic faculties, expressed on a two-
dimensional linguistic space. Our evolutionary experiments
showed that, after an initial rapid increase in the number of
languages, a cyclic coevolution process occurs in which bi-
ological evolution and cultural evolution proceed in alterna-
tion. Here we observed genetic assimilation of language into
innate linguistic ability. Eventually, the population reached
languages with high expressiveness. Our model can be re-
garded as an ”emergent computational thought experiments”
(Bedau, 1999), or ”opaque thought experiments” in which
the consequences follow from the premises in such a non-
obvious manner that the consequences can only understood
through sytematic enquiry (Di Paolo et al., 2000). We be-
lieve our model can also be extended to function as a real-
istic simulacra type of simulation model. For this purpose,
we should further investigate what parameter settings cor-
respond best to reality, especially in regard to the relative
speeds of cultural and biological evolution.
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Abstract
Ecosystems are subjected to a range of perturbations that
have the potential to induce relatively sharp transitions in
states. These can be referred to as regime shifts or critical
transitions. They may be driven by perturbations that vary
over a wide range of spatial and temporal scales, from re-
sponses to deforestation within a small field to responses to
the gradual increase of carbon dioxide in the Earth’s atmo-
sphere. Here we investigate potential early warning signals
that may presage regime shifts in model ecosystems. We
hypothesise and model a relationship between biodiversity
and community structure that influences ecosystem structure.
We argue that Artificial Life methodologies have potential to
make substantial contributions to efforts searching to predict
large changes in ecosystems and other elements in the Earth
system, as there is a recognised limitation in empirical data
and ability to conduct experiments in the real-world. Con-
sequently simulation and exploration of the low-level mech-
anisms that give rise to regime shifts in artificial in-silico
ecosystems represents a useful line of enquiry.
Introduction
The relationship between complexity and stability is a well
established topic in ecology (McCann 2000). Much of this
discourse stems from May’s seminal paper that found an in-
verse relationship between diversity and stability in simple
model ecosystems (May 1973). As the number of linear con-
nections between species increased, the probability that the
ecosystem would be stable decreased.
Here we explore to what extent the complexity of artifi-
cial systems, and by extension real-world ecosystems, can
be used to provide early warning signals of impending large
changes in their states - sometimes referred to as regime
shifts. That is, we do not explore the (causal) relationships
between complexity and stability, rather we seek to leverage
the maximum amount of information from very often com-
plex systems in order to give an indication of how stable the
system is to perturbations and how close they are to collapse.
Dynamical systems theory has been applied to a range of
real-world systems in order to determine to what extent they
exhibit bistability and the potential to undertake catastrophic
fold bifurcations, and thus rapid changes from one attractor
to another (Scheffer et al. 2001). One example of this phe-
nomenon is the eutrophication of a lake. When a lake is
subject to nutrient loading, changes may occur from a state
of clear water with rich submerged vegetation to a turbid
one without submerged vegetation and loss of animal bio-
diversity. At early stages, water clarity seems little affected
by increased nutrient concentrations until a critical threshold
is reached. Once this threshold is passed, the lake abruptly
shifts to a turbid stable state.
Given the range of perturbations facing ecosystems and
an increasing awareness of their contribution to human well
being in the terms of the services they provide, a great
deal of research effort is being devoted to formulate robust
early warning signals (Scheffer et al. 2012; Lenton et al.
2012). Leading indicators of impending regime shifts have
been identified that operate regardless of the underlying pro-
cesses driving the change (Scheffer et al. 2009; Carpenter
and Brock 2006; Guttal and Jayaprakash 2008). Some stud-
ies however, have identified the potential for false positives
or even an absence of signals (Hastings and Wysham 2010),
and studies of the drivers of regime shift reveal other signals
in community composition (Scheffer and Nes 2007). The
sooner a warning can be detected, the more time is available
to act on it. The challenge is to find signals that warn at the
earliest opportunity but do not provide false alarms.
Our ability to conduct experiments on real-world ecosys-
tems is often very limited. For example, studies of regime
shifts in the Lake Erhai, Yunnan Province, in China involved
gathering then analysing sediment cores along with the inte-
gration of large amounts of socio-economic data (Wang et al.
2012). At this scale, it is effectively impossible to manip-
ulate ecosystem variables let alone ensure control systems
are available to compare experimental results. One way to
increase our understanding in this area is to perform simula-
tion experiments on artificial ecosystems. Such simulations
can be understood as conceptual models that produce data
appropriate for statistical analysis and so allow the develop-
ment of proof of concepts and initial hypothesis testing.
Our starting assumption is that regime shifts in real-world
ecosystems are often a consequence of changes in the abun-
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dance of keystone species. A keystone species is a species
that has large effects on its environment and consequently
plays a key role in the maintenance of the structure and in-
tegrity of its ecosystem. The loss of a keystone species will
be expected to produce changes in a large number of other
species such that the entire ecosystem may transition to a
new state: a regime shift.
If we seek to undertake interventions and so avoid fu-
ture regime shifts, waiting to observe changes in key-
stone species may be too late as the transition is already
in progress. We propose instead monitoring properties of
ecosystems that includes measures of complexity and struc-
ture. The novelty of our method is in using as detectors
the species most vulnerable to extinction, which we term
the ‘ecosystem canaries’, whose response to the perturba-
tion precedes the approach to a critical tipping point. Pro-
vided they are correctly identified as sensitive to the driver
of environmental change, they are not prone to false alarms.
Provided they are not keystone species, their signal precedes
those of the leading indicators for imminent critical transi-
tion.
Nestedness and biodiversity analyses
We hypothesise that biodiversity has a relationship with
ecosystem structure that depends on important properties of
the dynamical system. In this section we define ways to
measure both the biodiversity and the structure of a com-
munity. Then we correlate these measurements over time to
investigate the relationship between these quantities under
different stress regimes.
Hill’s biodiversity analyses
Species diversity has two main components: abundance of
each species and species richness (Magurran and Magur-
ran 1988). Hill’s biodiversity indices incorporate these two
components in a single value and are easy to interpret eco-
logically. The index value increases when either the number
of species or the evenness of the community increases. In
this study, we use Hill’s biodiversity index N2,
N2 =
1∑S
i=1 p
2
i
, (1)
which is the inverse of the commonly used Simpson’s diver-
sity index
∑S
i=1 p
2
i (Simpson 1949). Here S is the number
of species and pi is the proportion of the ith species in the
community (Hill 1973).
Simpson’s diversity index indicates the probability of
finding an already observed individual by randomly choos-
ing it from the community (Simpson 1949). Hence, the
larger the value of Simpson index, the less diverse the com-
munity will be. Contrastingly, the higher the value of Hill’s
biodiversity index N2, the more diverse the community will
be.
Nestedness analyses
If we assume that a community is an assemblage of meta-
communities, where each meta-community contains a sub-
set of the species found in richer meta-communities, then
we can ask: how much information about the structure of the
community can we obtain when we observe a single species?
The answer is potentially a surprising amount, if we also un-
derstand how nested the community is.
The concept of nestedness was first introduced as an ex-
planation of insular faunal structure where species abun-
dances decrease with distance of islands from a continent
and species in distant islands are a subset of species in prox-
imate ones (Patterson and Atmar 1986). Latterly, the con-
cept has been applied extensively to terrestrial communities
(Cutler 1991; Fischer and Lindenmayer 2005).
Nestedness is a characteristic of the interconnectedness of
species in a community (Ulrich et al. 2008). If a community
is completely nested, the community structure and composi-
tion may be predicted entirely from the presence of the least
abundant species; if it is completely un-nested, its composi-
tion is unpredictable, as in the case of communities with a
high flux of species.
In general, nestedness studies focus on the analysis of
spatial data (Rodrı´guez-Girone´s and Santamarı´a 2006), or
spatial analyses replicated through time (Timi and Poulin
2008; Heino et al. 2009). However, nested temporal as-
semblages can occur when most species respond similarly
to inter-annual variation in conditions. In contrast, assem-
blages might be non-nested when different sets of species
occur in different years (Elmendorf and Harrison 2009).
Here we develop a novel approach in which measures of
nestedness are computed for communities that change only
temporally and not spatially (see Fig. 1).
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Figure 1: Nestedness in the structure of insular communities
shows decreasing species abundance S with distance from main-
land. Island S(ln) contains a subset of the species found in previ-
ous islands so S(ln) ∈ S(ln−1) ∈ ... ∈ S. Analogously, a given
community S(tn) at t = tn can be seen as a subset of the commu-
nity S(t0) at t = 0, such that S(tn) ∈ S(tn−1) ∈ ... ∈ S(t0).
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One way to measure the nestedness of a community is via
its incidence temperature (Patterson and Atmar 1986). This
temperature ranges from 0 (completely nested) to 100 (com-
pletely un-nested), and provides a measure of the species
richness across non-chronological times with respect to their
incidence. The use of the term “temperature” can be under-
stood from physical analogy: as the temperature of a col-
lection of molecules increases then this additional energy
will typically lead the molecules to occupy a larger volume.
Knowing the position of a single molecule in a low temper-
ature systems provides more information about the location
of all the other molecules than higher temperature systems.
Originally, the nestedness temperature was presented as
a measure of the degree of uncertainty in species extinction
order and was linked in perfect analogy with the entropy
of a system (Atmar and Patterson 1993). Recently, it has
been argued that the nestedness temperature does not in-
crease with extinction disorder (Almeida-Neto and Ulrich
2011) and therefore it cannot be explained as the inverse
of the entropy (Almeida-Neto et al. 2007). However, nest-
edness temperature does gives a measure of the commu-
nity structure dependent on the community distribution. In
this sense, nestedness temperature may be measured in non-
dimensional units of entropy where a completely structured
community would have the lowest entropy while completely
disordered communities would have maximum entropy val-
ues.
Hypothesis
According to Montoya et al. (2006) the interaction between
species in an ecosystem may be so complex as to be im-
possible to understand. Here we argue that, although inter-
actions between species in a community are very complex,
the underlying mechanism of their dynamics are reﬂected
in the structure and biodiversity of the system. If we think
of an ecosystem as a complex network where each species
may (or may not) be associated to other species, the struc-
ture of this network will certainly affect the function of the
system (Strogatz 2001). Inter-species connections may be
trophic in the sense of who eats whom, or competitive in the
sense of who competes for whom over a food or resource.
They may also emerge from ecosystems engineering effects
(Jones et al. 1994) where one species alters the environment
for another. As we are motivated to produce a general hy-
pothesis in which if the structure of a community at a given
time is affected by its biodiversity, we deliberately do not
prescribe on the type of interactions among species. Instead,
we propose that a correlation between nestedness tempera-
ture and Hills Biodiversity index may exist.
We assume that a community is composed of different
types of species among which we can ﬁnd keystone species,
interacting species and “canary species”. The keystone
species are those with a large effect on the system, the in-
teracting species will also be linked to other species in the
community, while the presence or absence of canary species
will have little impact. Canary species are also the most vul-
nerable to extinction. Consequently they will be rare in the
community and will have little or no interaction with other
species (see Fig. 2).
Keystones 
Interacting 
Canaries 
Figure 2: A community of species represented by their interac-
tions with each other. Red dots represent keystone species, which
are the species with the most links in the community. Blue and
black dots are interacting species with fewer links to other species.
Green dots are canary species, which are relatively isolated from
the community and have very few links with other species. The
lines between dots correspond to the links between species. Modi-
ﬁed from Krebs (2012).
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Figure 3: Increase of phosphorus inﬂux into a lake drives the sys-
tem from an oligotrophic state (clear water) towards a regime shift
characterised by a eutrophic state (turbid water) passing through
three stages (a) – (c). We propose that a negative correlation of
nestedness temperature to biodiversity arises in stage (b) because
rising stress on the community (phosphorus inﬂux in this case)
causes species accumulation rather than turnover with the loss of
canaries and consolidation of strong competitors. During and after
the regime shift (stage (c)), both the biodiversity and the nestedness
temperature decrease and the system becomes a compact, nested
community with very few species left. This produces a positive
correlation.
For a potentially broad range of ecosystems that are char-
acterised as having well-mixed or homogeneous environ-
mental variables, we propose three key stages towards a
regime shift (see Fig. 3).
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(a) Long before the regime shift: Temperature and biodiver-
sity both fluctuate without obvious trend in biodiversity
and temperature. However there is a weakly positive cor-
relation (i.e., more biodiversity correlates with more dis-
order). This represents a healthy community that adds and
loses canary species more or less at random.
(b) Prior to the regime shift up to its cusp: Temperature and
biodiversity fluctuate without obvious trends in either, but
now with a strongly negative correlation (i.e., more bio-
diversity correlates with less disorder). Upward fluctu-
ations of biodiversity add competitively dominant (key-
stone) and fast-fugitive (weedy) species at the expense of
canaries, thereby also raising order. In effect, the out-of-
phase fluctuations of biodiversity and temperature ratchet
out the canaries and replace them with more strongly con-
nected species, reflecting a tightening of the community
in response to stress.
(c) During and after the regime shift: Temperature falls dra-
matically with biodiversity in a strongly positive corre-
lation, as keystone species are lost, leaving only the few
most abundant and robust (weedy) species that have al-
ways been present.
These hypotheses and assumptions are consistent with
empirical results obtained from Lake Erhai, Yunnan
Province of China. A dataset for changes in a diatom com-
munity over time was obtained from a 63-cm sediment core
in Lake Erhai, representing about 500 years of sedimenta-
tion prior to a critical transition in 2001, and 8 years post-
transition. We developed a temporal analysis of the di-
atom community to obtain information about the community
composition and structure before and after a critical transi-
tion that took place in 2001, according to results found by
(Wang et al. 2012).
Before the critical transition, the community shows rel-
atively high temperature (low levels of nestedness), though
decreasing gradually towards the tipping point. During and
after the critical transition, temperature decreases drasti-
cally. We correlated nestedness temperature with commu-
nity biodiversity, finding that the sign of the correlation
switched from positive to negative at about 50 years prior to
the tipping point, and then back to positive immediately after
the tipping point. We interpret these changes as a potential
signal of ecosystem stress, which leads to the community
tightening up as it loses first the canary species and finally
the keystone species as it goes over the critical transition.
These empirical results provide a benchmark for the gen-
eration and analysis of the artificial ecosystems presented
below. With limited capacity for further progress through
analyses of empirical datasets, because of the financial and
time costs involved in obtaining them, we perform numer-
ical simulations of communities similar to the ones found
empirically, and we test our assumptions on them. Such
simulations can be understood as an initial evaluation of our
hypothesis. A next step would be the development of more
detailed agent based models that would explicitly capture
the important processes that we identified in (a), (b) and (c)
above.
Methods
Simulation experiments
We generated artificial ecosystem matrices, that simulate
community distributions of species under the influence of
different types of stressors. The objectives of these simula-
tions are: (1) to test for variations in the nestedness tempera-
ture in response to stressors, and (2) to identify relationships
between nestedness and biodiversity through time. We an-
ticipate that the results of these numerical models may point
towards a robust early warning signal for regime shifts in
community composition.
Calculating nestedness
Nestedness temperature measures how much the incidence
matrix departs from perfect nestedness. To calculate this
metric, the list of species present in a series of times is sum-
marised in an incidence matrix of presence–absence. The
rows and columns of the incidence matrix are reordered so
that nestedness is maximised, using the algorithm proposed
by Rodrı´guez-Girone´s and Santamarı´a (2006). The matrix
is re-arranged to show species presences on the top left cor-
ner and the absences away from the top left corner. This
creates a matrix where the columns rank species rarity (in-
creasing from left to right) and the rows rank species rich-
ness (increasing bottom to top). Then an isocline of perfect
nestedness is calculated to show the expected distribution of
presences if the matrix were perfectly nested.
Absences to the top and left of the isocline are defined
as unexpected, and so are presences below and to the right
(see Fig. 4). The matrix nestedness temperature is cal-
culated as the sum of squared deviations from the isocline
of unexpected presences and absences divided by the max-
imum value possible for the matrix, multiplied by 100.
Thus, the temperature is a non-dimensional index measur-
ing how much the matrix departs from the perfectly nested
state (Rodrı´guez-Girone´s and Santamarı´a 2006; Almeida-
Neto et al. 2007).
Generating power-law population distributions
Many populations follow power-law frequency distribu-
tions with respect to their abundance across time (Mitzen-
macher 2004; Allen et al. 2001). Accordingly, we generated
power-law frequency distributions of theoretical communi-
ties which we used as the basis of numerical experiments.
We generated a matrix with 150 rows and 150 columns,
where theM(i, j) represents the species in column j at time
i. Each row is an independently generated power-law com-
munity distribution of 150 species.
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Figure 4: Incidence matrix of m species identities (ranked from
most to least often present), in n samples (ranked from most to
least species rich, bottom to top). The isocline curve corresponds
to the theoretically perfect nested structure of the system. All the
red squares are presences and white squares denote absences. Tem-
perature is calculated from the sum of all squared deviations of un-
expected presences/absences uij = (dij/Dij)2. Modiﬁed from
Oksanen 2012.
Once a core matrix was generated, we applied a number
of forcing functions to it. By doing this we introduced what
would be analogous to stressors of change in the environ-
ment (e.g. changes in nutrients, salinity, pH). The proposed
functions had an immediate effect in the change of nested-
ness temperature across the nested blocks over the temporal
scale. Equally, these changes in the community structure,
affected Hill’s biodiversity index. The main objective of
these numerical simulations was to obtain correlations be-
tween these quantities to compare to the empirical data on
diatoms from Lake Erhai.
Core matrix analysis
Using the method proposed in the previous section, we gen-
erated 100 matrices with power law distributions. Each
core matrix was transformed into a presence–absence matrix
from which we found an average nestedness temperature of
T ≈ 87.57. Figure 5 shows the nestedness temperature for
a matrix with these characteristics. The high temperature of
the community matrix does not show any type of structure.
However, as we will see in the next section, when the system
was subjected to external perturbations, the community ac-
quired structure and the nestedness temperature decreased.
Forcing functions
We have limited knowledge of the type of stressors acting
on a real ecosystem. Consequently, we formulated a series
of forcing functions that reduce the number of species in the
community proportional to the value of parameter, z. The
different forcing functions affect the abundance of species in
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Figure 5: An example of a high incidence temperature system
that shows little structure. A dataset with 150 species following
a power law distribution for 150 times depicts an incidence tem-
perature of 87.5. The continuous black line represents the isocline
for a perfectly nested structure. The empty squares above the iso-
cline denote surprising absences, while the red squares below the
isocline denote surprising presences.
different ways. For example one forcing function will pref-
erentially remove species with high abundance, another will
reduce species with low abundance. We are motivated to do
this as we seek to understand how the correlation between
nestedness temperature and biodiversity changes under dif-
ferent perturbations and stressors.
Max Eliminates the species with the highest number of in-
dividuals in each row: f(z) = Mi,K − max(Mi,K)2 − z.
These species are located in the peak of the distribu-
tion, and must exceed max(Mi,K)2 because the number of
species with such high abundances is very small.
Min Eliminates the species with the lowest number of in-
dividuals in each row: f(z) = Mi,K − min(Mi,K) + z.
These species are located in the tail of the distribution and
comprise a large percentage of the community.
Middle Eliminates the most abundant and the least abun-
dant species, retaining those in the middle of the distribu-
tion: f(z) = min(Mi,k) + z < M <
max(Mi,K)
2 − z.
Outﬂux Decreases the number of individuals of each cell in
the matrix by a percentage z given by a ﬁxed parameter
f(z) = Mij − z.
In-Out This function simulates the inﬂux and outﬂow of in-
dividuals f(z) = Mij−z+ i. The population in each cell
increases with time (row number i) and decreases with the
size of z.
Here we have assumed that Mi,K corresponds to the ith
row for all the columns of the matrix M , Mij correspond
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Figure 6: Changes in nestedness temperature of an artiﬁcial com-
munity of 150 species, over 150 time steps in response to increas-
ing intensity (z) of each of six stressors. The stressors that elimi-
nate the rare species ﬁrst (e.g., Min-Outﬂux) tend to reduce nest-
edness temperature most rapidly, reﬂecting an increased ordering
and predictability in species composition. Function In-Out sim-
ulates a continuous ﬂux of species through the community, which
raises nestedness temperature from zero, reﬂecting the reduced pre-
dictability of composition induced by the turnover of species.
to the cell (i, j) of the matrix and z is a scalar parameter
of ﬁxed value. These functions are not an exhaustive selec-
tion; they give general indications of what responses stres-
sors might induce in an originally well-mixed community.
In order to calculate how nestedness temperature changed
over time in response to the different forcing functions, each
matrix was divided in 135 consecutive nested subsets, where
each subset had 15 rows (i.e. rows 1 to 15, then rows 2-
16, 3-17, and so on). The nestedness temperature was then
obtained for each subset.
Results
The nestedness temperature varied with respect to the forc-
ing function and the size of the forcing parameter z (see
Fig. 6). In the cases of functions Max, Min, Middle and
Outﬂux, the temperature decreased as the intensity of the
forcing function increased (as z increases), with differently
decreasing curves depending on the forcing function. This
is expected since as the number of species decreases loosing
the canary species, the community becomes more nested. In
the case of function In-Out, we observed that the nested-
ness temperature increased from 0 to 34.57. The reason for
this is that the competing in- and out- ﬂuxes balance each
other as the parameter z increases. When z = 0 the popu-
lation in each row increases with the row number, e.g. each
species in row i will increase in i% adding more individuals
to the community. As z increases, individuals leave the row
community i, balancing out the ﬂuxes into and out of the
community. Consequently, when z ≥ 100, the population
only decreases until it eventually vanishes.
As a preliminary analysis, we choose three matrices from
the whole set displayed in Fig. 6 and investigate the possi-
ble correlations between the community structure and bio-
diversity. We analysed relatively nested communities with
nestedness temperature of about 25 units for three forcing
functions in order to determine how a drop/increase in tem-
perature and Hill’s biodiversity changes the correlation be-
tween these two quantities. The results for these analyses
are summarised in Table1.
We chose functions Min and Middle since they best ac-
count for a linear loss of canary species, while In-Out shows
drastic changes in nestedness temperature. Our analysis
shows that a linear increase or decrease in nestedness tem-
perature maintains the sign of the correlation between tem-
perature and biodiversity. This implies that changes in com-
munity structure will maintain the same type of dynamics on
the biodiversity. Conversely, we found that a sharp decrease
or increase in nestedness temperature changes the correla-
tion sign. The best example for this change of sign in the
correlation is given by function In-Out displayed in Fig. 7.
Function Rows T H r P
20− 75 + n.t. +0.228 0.0940Min
80− 110 − n.t. +0.287 0.1229
2− 82 n.t. n.t. +0.164 0.1444Middle
82− 112 − n.t. +0.320 0.0897
1− 7 n.t. + −0.620 0.0657
8− 20 ++ ++ +0.856 0.00001In-Out
21− 32 −− −− +0.428 0.0016
33− 60 n.t. − +0.665 0.0425
Table 1: Trends in nestedness temperature (T) and Hill’s biodi-
versity (H) and their correlation coefﬁcient (r and signiﬁcance P).
Trends are + or ++ for weakly or strongly positive, − or −− for
weakly or strongly negative, n.t. for no trend. Correlations be-
tween nestedness temperature and Hill’s biodiversity index show
that linear changes maintain the sign of the correlation, while dras-
tic changes result in a correlation shift.
A sharp change of temperature and Hill’s diversity in-
dex results in a change of correlation sign from negative
(while the biodiversity starts increasing the nestedness re-
mains more or less constant due to the species ﬂow into and
out of the system) to positive (a sharp increase in biodiver-
sity results in a higher temperature due to the large inﬂux
of individuals into the community), then a sharp drop in
the temperature and Hill’s diversity index results in a pos-
itive correlation (as biodiversity decreases sharply the tem-
perature decreases as well as only few structured species re-
main). Notice that after this decrease in temperature and
biodiversity, the correlation remains positive. This is due to
the continued decrease of biodiversity and temperature after
the shift. Notice also that, when the drop of the temperature
is abrupt, the correlation is stronger.
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Figure 7: Nestedness temperature and running average of Hill’s
diversity index N2 for the numerically generated matrix In-Out
with a stress intensity of z = 30. Both, the temperature and the
Hill’s index increases and decreases very drastically between row
8 and row 30. The arrows between vertical dotted lines show the
regions analysed to obtain the correlation between these two non-
smoothed quantities. These correlations are summarised in Table
1.
Discussion
Our study of the biodiversity and nestedness of an artiﬁcial
ecosystem aims to identify sensitive detectors of changes in
environmental processes that drive regime shifts. Our hy-
pothesis assumes that “canary species” (those most suscep-
tible to extinction) function as detectors of drivers of change,
preceding the approach to a critical tipping point.
We generated artiﬁcial populations with power law distri-
butions and subjected them to a number of drivers of change.
We correlated nestedness with biodiversity and established
which conditions of external stress produced which correla-
tions. We found that large changes in biodiversity and nest-
edness can lead to signiﬁcant changes in the sign and mag-
nitude of the correlation of the two measures. Such a change
is qualitatively similar to that observed in a real-world lake
ecosystem. We hypothesise that the change in correlations
in the lake system are produced by the loss of ecosystem
canary species in response to external perturbations. As
these vulnerable species are lost the community ’tightens’.
Increasing the intensity of perturbation would lead to fur-
ther changes such that keystone species were affected. This
would not only change the correlation between biodiversity
and nestedness, but also lead to an imminent collapse in the
systems as major ecosystem level properties and structure
would rest.
Our analysis presented here was performed for a small
number of systems. In order to further explore the utility of
an early warning signal of an impending regime shift that
is generated by the correlation of biodiversity and nested-
ness we propose the development of a series of agent based
models that would build on this initial work. These mod-
els would allow the inclusion of traits such as growth rate
and competitive ability. In doing so we would be able to ex-
plore the interactions between competitively dominant but
slow growing keystone species, fast growing but competi-
tively week species and canary species that are both poor
competitors and slow growing. If our initial assumptions are
correct, then what would emerge in response to progressive
perturbations on the population would be a robust indicator
of a regime shift.
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Abstract
In studies of social behaviour it is commonly assumed that
individual complexity is the origin of intricate social interac-
tions. In primates for example, social complexity is attributed
to their intelligence and it is argued by many that the cogni-
tive capacity of primates are especially manifest in the way
they regulate their social relationships. Whereas the complex
societies of non-human primates are considered to be as a di-
rect result of their cognitive abilities this assumption is not
made about social insects. In the absence of certain cognitive
abilities their complex societies and structurally sophisticated
nests are thought to arise from self-organisation. Since it is
unlikely that cognitive capacities are all-or-nothing, usually
integrating a range of mechanisms, it is possible that different
species use similar cognitive mechanisms resulting in differ-
ent behavioural outcomes.
Introduction
When observing and analysing complex systems, such as
social structure, scientists tend to use separate explanations
for each observed part or component of that system. Fur-
thermore, they tend to explain the cause of complex pat-
terns of behaviour observed at a higher lever (such as the
relationship or the group) as if it resides within individu-
als, Hemelrijk (2004). In studies of social behaviour it is
commonly assumed that individual complexity is the ori-
gin of intricate social interactions. In primates for exam-
ple, social complexity is attributed to their intelligence and
it is argued by many that the cognitive capacity of primates
are especially manifest in the way they regulate their social
relationships, Tomasello and Call (1997). In contrast, the
complex organisations of social insects with large colonies
and structurally sophisticated nests (honey bees for exam-
ple) are not attributed to intelligence, their cognitive abili-
ties are known to be limited and so any complex traits dis-
played are thought to arise from self-organisation, Hemel-
rijk and Puga-Gonzalez (2012). Explaining aspects of be-
haviour as different intelligent or rational decisions, leads
scientists to come up with theories to integrate these sep-
arate aspects. The problem with such theories is that they
tend to be complicated and assumption loaded. There are
considerably more possible reasons why cognitive capacity
might not be found than there is evidence of their existence.
Until such evidence is found the most parsimonious assump-
tion should be that species, closely related or not, that show
similar solutions to similar problems are likely to use similar
cognitive mechanisms. It is therefore, theoretically possible
that different species achieve similar outcomes in different
ways and that unique outcomes do not always mean unique
processes, de Waal and Ferrari (2010).
This paper describes an individual-orientated, agent-
based model called SimianWorld. SimianWorld can be rea-
sonably called an example of Artificial Life, Artificial be-
cause it is not designed to be in close correspondence with
any previously observed life forms; Life because it expands
our observable universe with entities who “live lives” in
which we can observe patterns normally pre-eminently as-
sociated with real life, Hogeweg (1988).
As is typical for Artificial Life, the present study uses a
bottom-up approach to generate hypotheses and alternative
explanations for complex behaviour and social relationships
in terms of simple behavioural rules, limited cognitive as-
sumptions and environmental structure.
SimianWorld incorporates a simplified version of some
aspects of animal behaviour and represents a kind of carica-
ture. The advantage of a caricature is that by exaggerating
patterns they become more visible, Hemelrijk (1999). In
contrast to the naturally incomplete explanation of animal
behaviour, SimianWorld’s complete description allows us to
establish what factors and dynamics are responsible for the
emergent social patterns. If patterns of behaviour happen to
correspond to those observed natural systems new hypothe-
ses for existing explanations may be derived from the model.
Such hypotheses are often counter-intuitive and innovative.
Non-Human Primates as Study Objects
To understand the role of positive and negative affect-based
interactions in the formation of social relationships as a re-
sponse to internal state and environmental conditions, non-
human primates are good study objects. This is because
the social organisation of many nonhuman primate species
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relatively simple compared to that of humans but complex
enough to be interesting. Primates have varied and diverse
ways of expressing themselves socially and form various
kinds of relationships. Furthermore, studies of non-human
primates have illustrated the link between negative and posi-
tive affect-based interactions and social structure by relating
dominance hierarchy to despotic and egalitarian societies.
From the observation that most primates live in groups,
the rational deduction is that sociality must be a beneficial
trait. The main advantage of group life is assumed to be
protection, either against predators, van Schaik (1983) or
against conspecific rival groups, Wrangham (1987). Com-
petition plays an important but different role depending on
your viewpoint. To van Schaik, competition for food with
other group members is an inevitable consequence of group
life and this, together with its benefits, determines optimal
group size. Wrangham (1980; 1987), in contrast, sees com-
petition between groups as the ultimate cause of sociality,
in that large groups can displace smaller ones from vital re-
sources. van Schaik combined within-group and between-
group competition in an extended model, van Schaik (1989),
to arrive at more detailed predictions on social relationships.
He also added two different types of competition, contest
competition, which occurs when individuals compete di-
rectly over resources, and scramble competition, which is
based on the assumption that individuals lose resources be-
cause other group members have already used them. From
the resulting combinations, van Schaik drew up a classifica-
tion of primate social systems into competitive regimes. The
matching types of social organisations in terms of “despotic”
or “egalitarian” societies, Vehrencamp (1983), are then in-
terpreted as predictions. For example, if ecological condi-
tions lead to contest competition between groups, the forma-
tion of alliances will be important and therefore dominants
must relax contest competition within the group. Otherwise
subordinates might either refrain from taking any risks in
between-group contests or even defect to another group, van
Hooff and van Schaik (1992). Thierry et al. (2004) suggests
that macaques are a particularly good model genus for study-
ing the above model of primate social organisation. There
are approximately 21 genetically closely related macaque
species that can be classified both by diet (type of food
available), distribution of food and by social relationships
(despotic or egalitarian), Thierry (2006), van Hooff and van
Schaik (1992).
Artificial Life Models of Primate Social
Organisation
te Boekhorst and Hogeweg (1994) used individual oriented
models of “artificial apes” to study the formation of social
groups based on simple gender differences in looking for
food (by females) or females (by males). Limited manipu-
lations of the rules and the environmental conditions lead to
the emergence of chimpanzee-like or orangutan-like group
structures. The model thus arrived at alternative explana-
tions for observed social structure without the need of ei-
ther neo-darwinist assumptions about kinship selection, re-
ciprocal altruism and optimal foraging theory or conjectures
about sophisticated cognitive capacities. Hemelrijk (1999),
has shown that dominance hierarchy, spatial social structure
(with dominants in the centre of the group and subordinates
at the periphery) and social organisation (despotic versus
egalitarian societies) all emerged in an artificial world in
which the behaviour of the agents was steered by only a few
basic social rules (if lonely approach others, if others are too
nearby either flee or chase them away), limited cognitive ca-
pacity (chase away another agent if its perceived dominance
is lower than that of your own) and simple social dynamics
(dominance of an individual increases especially if it wins
by accident against expectation). The model also resulted
in similarities and new insights about the relationship be-
tween aggressive behaviour, dominance and social structure
as found in the macaque species studied by Thierry.
In summary, the above mentioned Artificial Life models
studied either the effect of food type and food distribution on
the composition of groups, but did not address social rela-
tionships, te Boekhorst and Hogeweg (1994) or they studied
the emergence of social relationships and structures based
on dominance interactions but without modelling food re-
sources, Hemelrijk (1999). As such they incompletely ad-
dressed the framework of van Schaik (1989). One of the
objectives of this research is to combine the social aspects
of the Hemelrijk model with ecological resources modelled
by te Boekhorst and Hogeweg (1994).
Higher-levels of Affective States
The above mentioned Artificial Life models adopt a very
simple implementation of affective states and affect-based
interactions (mainly leading to group members moving
away or staying close to other agents). However, in real life
affective states are more complex and include for example
emotions, drives, pleasure, pain, attitudes, moods and val-
ues. At this point it is important to distinguish between mo-
tivations and emotions. Motivational states such as hunger
and thirst, for example, are drives that constitute urges to
action based on internal needs related to survival and are
seen as homeostatic processes which maintain a controlled
physiological variable with a certain range. Emotions how-
ever, can be regarded as second-order modifiers or amplifiers
of motivation, Can˜amero (1997). Neurobiology attempts to
characterise emotions as complex reflexes that regulate con-
trol mechanisms to excite or inhibit response to stimuli -
both internal and external.
Motivational and emotional mechanisms have been at-
tributed with complementary roles - while motivation is con-
cerned with the operations of appetitive processes that try
to activate action as a response to deprivation, emotion is
derived from processes that try to stop ongoing behaviour
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i.e. it is concerned with satiation and equilibrium, Can˜amero
(1997). Disciplines as diverse as psychology, neurobiology,
and philosophy have studied the nature of emotions. These
diverse disciplines have focused on different aspects of emo-
tional phenomena, sometimes proposing incompatible theo-
ries about them. However, they all share the same under-
lying idea: that emotions, whatever they are, have an adap-
tive value – they serve a purpose. This hypothesis is known
as the functional view of emotions, Can˜amero (2001). At-
tempts to integrate higher level affective states into agent
architectures has been receiving increasing attention in Arti-
ficial Life and Cognitive Science. Proposed reasons for this,
Can˜amero (2001), are that affective agent-based systems can
be used in the following ways:
1. As a test bed for theories about affective states in animals
and humans, a synthetic approach that complements ana-
lytical studies of natural systems.
2. To explore the role that affective states plays in biology in
order to develop and exploit mechanisms that ground and
enhance autonomy, adaptation and social interactions.
Implementation of Affective States in the
SimianWorld Model
The SimianWorld agent architecture consists of motiva-
tional states and behaviours. There are two homeostatic vari-
ables that correspond to the internal resources of energy and
sociability. Together these variables represent the internal
state of an agent and each has an “ideal state” (i.e. a set
point or norm value). The degree to which each variable
deviates (the error) from this ideal state constitutes internal
stimuli and directly influences agent behaviour. The agent’s
motivational states are abstract representations of a propen-
sity to behave in a particular way as a result of a combination
of internal and external stimuli.
The Agent Architecture
External stimuli comes in two forms, the first of which is
clumps of food. By eating the food agents modify both the
external environment and their own internal level of energy.
The other type of stimulus is the agents themselves. The
presence of other agents stimulates social behaviours (like
groom and attack for example) that modify the agent’s inter-
nal level of sociability.
So, the motivational state is the mechanism that corrects
the level of error in the homeostatic variables representing
physiology through the execution of appropriate behaviours.
How the agents react in social situations such as eating or
resting for example, and how they interact, will largely de-
pend on the distribution pattern of food (the amount, distri-
bution and renewal rate of food can be closely controlled).
Interactions can be of either a positive nature, like groom-
ing for instance or be negative in nature, as in the case of an
attack. When calculating motivation intensity and thereby
activating a behaviour it is fundamental to define a rule com-
bining external and internal stimulus. SimianWorld uses the
following method:
1. The motivation j is calculated in the following way: For
each motivation j:
i Calculate the intensity of the motivation’s drive, pro-
portional to the error of its homeostatic variable
v(evj ∈ [0, 1])
ii Calculate the effect of the presence of external stimuli
k influencing the intensity of the motivation j (an in-
creased incentive): skj ∈ [0, 1]
iii mj = evj + (skj × evj ) is the final intensity of j
The motivation with the highest intensity is selected and an
appropriate behaviour activated.
2. The error is calculated in the following way:
i Calculate the distance between the set point and the
limit: ldv = abs(lv − pv)
ii Calculated the distance between the actual variable and
the set point: vdv = abs(vv − pv)
iii Calculate the normalised error
ev =
{
vdv/ldv if ldv > abs(lv − vv)
0 otherwise
The way in which motivation and behavioural intensity are
combined is a problem that has been extensively researched
by ethologists. citetA24 demonstrated that a simple adaptive
rule, Cue × Deficit: mj = skj × evj gives the behaviour of
an agent both opportunism and persistence.
The problem with this rule is the lack of motivational
arousal in the absence of external stimuli. This model
would prove fatal in models in which the motivational state
leads to the selection of appetitive1 behaviours.
Therefore SimianWorld uses the following extension
to the formula proposed by Tyrrell (1993):
Deficit + Cue × Deficit: mj = evj + (skj × evj )
1Animal searching behaviour. The variable introductory phase
of an instinctive behaviour pattern or sequence, e.g., looking for
food or looking for others.
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Homeostatic Variables
Behaviour Energy Sociability
with others ↑
Eat ↑ alone ↓
Groom (source) ↑ ↑
Groom (target) ↓ ↑
Attack (source) ↓ ↓
Attack (target) ↓ ↓
Find Others ↓ ↓
Find Food ↓ ↓
Wander ↓ ↓
Avoid ↓ ↓
with others ↑
Rest ↓
alone ↓
Table 1: Behaviours and their Effect
on the Homeostatic Variables
Using the above method agents select a behaviour most
likely to satisfy their immediate needs. For instance an agent
whose energy level is satisfied (above the set point or norm
value) but whose level of sociability is low may seek other
agents (Find Others). However, finding others uses energy
and at some point the agent may need to alter its behaviour.
Every agent’s levels of energy and sociability are calculated
at each time tick, time ticks are regulated using the GetTick-
Count function in C++ which returns the system time in mil-
liseconds. The sequence in which each agent is scheduled to
activate its selected behaviour is reordered at each time tick.
Agents in SimianWorld are “individuals” possessing a be-
havioural repertoire that includes sensing their local environ-
ment, changing the environment and changing their own po-
sition in the environment. Each agent is initialised with the
set point values of energy and sociability, in addition they
are given a random starting position on the grid and a ran-
dom direction. The grid squares that immediately surround
each agent are designated as personal space with a further
number of grid squares designated as their vision range, see
Figure 1. The behaviours modelled by SimianWorld are:
eat, attack, groom, wander, rest, find food, find others and
avoid others, see Table 1.
The System Architecture
The system architecture has two elements; the agents and
a simple ecology. The agents are homogeneous and live in
a flat, boundary restricted world, their territory. The land-
scape has no features apart from clumps of food. The size
of the territory can be altered but for the all the simulations
Figure 1: Snapshot of agents in SimianWorld
run to date this has been set to the maximum size of 130
x 115 (14950 grid locations). Agents can move in any di-
rection – randomly choosen when the boundary is reached.
The amount and distribution of food can also be closely con-
trolled through the interface, as can the population size and
vision range of the agents. There is a full graphical display
of the simulated environment that shows the agents (display-
ing their field of vision is optional but is costly in terms of
visual rendering) position within the grid and the location of
food clumps, see Figure 2.
Figure 2: The Graphical Interface
Experimental setup
As a first experiment, we investigated the possible relation-
ships between on the one hand measures of distribution and
amount of food and on the other hand the reciprocation of
dominance interactions (as a reflection of negative affect)
and friendship interactions (as a reflection of positive affect).
Reciprocation was crudely measured as the correlation coef-
ficient between row and column totals of “dominance” and
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Figure 3: The SimianWorld Architecture
“friendship” matrices. These correlation coefficients were
calculated for the following environmental conditions:
1. A large amount of food highly clumped
2. A small amount of food highly clumped
3. A large amount of food widely distributed
4. A small amount of food widely distributed
The distribution of food in clumps is calculated in a very
simple way, the amount of food (set to between 1 and 500
grid squares occupied by food) is divided by the distribu-
tion level of food (set to between 1 and 25). Thus, 400 grid
squares of food, divided by a distribution factor of 5 pro-
duces 5 clumps of food in 80 grid squares. At the start of
a simulation, each clump begins at a randomly chosen grid
square about which the required number of grid squares of
food are closely grouped. Food is “consumed” by agents and
can be renewed, rejoining a previously established clump at
set time intervals (ticks). All the above mentioned variables
are set at the start of a simulation run through an Options
panel in the interface. The renewal rate of food is dependent
on each combination in order to maintain initial conditions
where possible.
For each of the 4 environmental conditions 5 runs were
conducted with a population of 10 agents and 5 runs with
20 agents (40 runs in total). Each run consisted of 26010
time ticks and at every time tick each agent’s internal state
was assessed and an appropriate behaviour executed. During
each run and at every time tick the agent’s spatial position,
behaviour, levels of sociability and energy were recorded. In
addition, at intervals of 600 time ticks during the run a log
was taken of all the positive and negative interactions and
these were stored in the form of a matrix.
Each time two agents meet, their interactions were charac-
terised as either negative or positive and these outcomes are
summarised respectively in a “dominance” and a “friend-
ship” matrix. The values of the cells in the matrix, read-
ing from left to right, are the frequencies by which a row-
labeled agent initiated an interaction with a column-labeled
agent. Reading from top to bottom, the values are the fre-
quencies by which a column-labeled agent received an inter-
action from row-labeled agents.
Accordingly, row-totals are the total frequencies agents
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started interactions irrespective the identity of the receivers,
and column-totals are the overall count of interactions agents
received (summed over all the initiating agents). In this
sense a positive correlation between row and column totals
implies that agents that initiated more interactions also re-
ceived more of those interactions and thus functions as a
crude measure for reciprocity.
Results
Although there were four different environmental conditions
each tested with both large and small populations only some
produced results that could be considered interesting. Inter-
esting in the sense that the emergent social patterns indicated
either despotic or egalitarian social structures.
1. With a large amount of food and a small population (10),
negative reciprocation of dominance interactions implies
agents initiate a greater number of “aggressive” interac-
tions than they receive. Thus indicating a more “despotic”
social structure. See Figure 4.
2. With large clumps of food and a large population (20)
there is a negative reciprocation of dominance interac-
tions. This implies that under these conditions agents
tend to initiate more “aggressive” interactions than they
receive. Indicating a more “despotic” social structure (re-
sults are not significant p = 0.06). See Figure 5.
3. With a low amount of food and a large population (20),
negative reciprocation of friendship interactions implies
agents tend to initiate a greater number of “friendly” in-
teractions than they receive (results are not significant p =
0.09). See Figure 6.
Conclusion
Models of Artificial Life have in the past been used to study
the effect of food type and food distribution on the composi-
tion (fission/fusion) of groups, te Boekhorst and Hogeweg
(1994), but did not include any details of social relation-
ships. They have also been used to study the emergence of
social relationships and structures based on dominance in-
teractions but without modelling food conditions, Hemelrijk
(1999). The main objective of this research is to combine
aspects of social relationships and ecological resources in
one model and to study the structure of the societies that
emerge.
One specific aim of this research is to relate the results
of future tests to that of social structures found in nature
(macaques).
Work to date has concentrated on building an individual-
orientated, agent-based software prototype(Simian World)
that uses an Artificial Life approach that incorporates a sim-
plified version of some aspects of animal behaviour. In con-
trast to the naturally incomplete explanations of animal be-
haviour, the model’s complete description allows us to estab-
Figure 4: Analysis of Dominance Reciprocity under 4
Environmental Conditions (small population)
lish what factors and dynamics are responsible for emergent
social patterns.
If patterns of behaviour happen to correspond to those ob-
served natural systems new hypotheses for existing explana-
tions may be derived from the model. Such hypotheses are
often counter-intuitive and innovative. SimianWorld studied
the impact of food availability (profuse/scarce) and distri-
bution (clumped/dispersed) on the types of affective, dyadic
relationships agents developed. This was based on the hy-
pothesis that competition for resources in an environment
influences the types of society (egalitarian or despotic) that
emerge - results were statistically significant for reciprocity
of social relationships when there is a large amount of food
available and the population is relatively small. Negative
reciprocation of dominance interactions implied that agents
initiated a greater number of aggressive interactions than
they received indicating a more despotic social structure. It
is planned to include in the model a second order modifier
in the form of a hormone-like mechanism. This will intro-
duce a more biologically plausible sigmoid rather than a lin-
ear decrease/increase of the levels of energy and sociability,
and will be designed to influence levels of aggressive ver-
sus friendly behaviour which characterise the types of social
relationship of egalitarian or despotic societies. It is hoped
that results will show statistical significance in tests for reci-
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Figure 5: Analysis of Dominance Reciprocity under 4
Environmental Conditions (large population)
Figure 6: Analysis of Friendship Reciprocity under 4
Environmental Conditions (large population)
procity and bi-directionality of social relationships.
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Abstract
We propose the use of an exploratory self-organised policy
to initialise the parameters of the function approximation in
the reinforcement learning policy based on the value func-
tion of the exploratory probe in a low-dimensional task. For
a high-dimensional problems we exploit the property of the
exploratory behaviour to establish a coordination among the
degrees of freedom of a robot without any explicit knowl-
edge of the configuration of the robot or the environment.
The approach is illustrated by a learning tasks in a six-legged
robot. Results show that the initialisation based on the ex-
ploratory value function improve the learning speed in the
low-dimensional task and that some correlation towards a
higher reward can be acquired in the high-dimensional task.
Introduction
Reinforcement learning aims at solving dynamical opti-
misation problems which may be formulated in terms of
discrete or continuous variables (Sutton, 1988; Sutton and
Barto, 1998; Doya, 2000). It is based on an utility function
and/or the construction of a control policy such that opti-
mal performance can be reached asymptotically under cer-
tain conditions. Particularly, in continuous time and space
the use of function approximation is imperative to match
the complexity of the problem. Various techniques have
been proposed in order to approximate the relevant func-
tions, e.g. kernel-based methods (Xu et al., 2007; He et al.,
2011), normalised Gaussian networks (Sato and Ishii, 2000;
Doya, 2000), Fourier basis function (Konidaris et al., 2008)
and echo state networks (Jaeger, 2001; Szita et al., 2006).
The initialisation of the parameters of the function ap-
proximator becomes non-trivial when — as in most robotic
tasks — a high learning speed is required. Ideally, the ini-
tialisation should be such that the learning trajectory can fol-
low the gradient without being trapped in undesired optima.
Often, the approximator is initialised by small random val-
ues, which in some cases aids the exploration of the state
and action space. Other approaches assign optimistic value
to every position of the state space which also provides an
initial incentive to explore until values in a more realistic
range are found. Often, however, these value will not be
close to the true expected future rewards, because the op-
timistic values decay linearly while sufficiently exploration
takes usually longer, such that, at least in the more complex
problems, more flexible exploration strategies are worth be-
ing considered.
We propose a self-organising exploration mode that will
discover coherent behaviour in a robot in an autonomous
learning stage before reward signals are used or are avail-
able. This behaviour will be used here to pre-shape the
parametric representation of the policy in an actor-critic re-
inforcement learning scheme. The exploration method pro-
duces an on-policy estimate of the value function, such that
its value can be a good indicator of how well the robot will
perform in a specific task later if only the promising actions
of the policy are used. The exploration will in particular
introduce a bias that can reduce the complexity of the prob-
lem by using information that was inexpensively obtained
earlier. In our robotic application this means that the robot
preferentially guided to regions in the state space where con-
trollability and predictability of the dynamics is high.
Nevertheless, function approximation does not easily gen-
eralise to high dimensions unless independence or hierar-
chical structures can be assumed. In robotic problems as
well as in biological examples, however, such assumptions
are rarely justified, i.e. often the exploitable structure is not
explicitly known. As the main contribution of this study,
we propose a combination of homeokinetic and reinforce-
ment learning which uses for high-dimensional reinforce-
ment learning tasks a combination of autonomous explo-
ration with a reward-weighted extraction of information.
In the case that the exploitable structure is known in ad-
vance, a similar effect has been shown before (Martius and
Herrmann, 2011). In this study, it was shown for a track-like
robot (“armband”) that the learning time can decrease even
for an increase of the mechanical complexity of the robot
if the complexity of the control problem was relatively low.
The reason for this observation was in addition to the built-
in interaction structure that the robot was less likely to self-
obstruct in the high-dimensional case. The speed-up satu-
rated at a few tens of dimensions and the remaining learning
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time was low due to the homogeneity of the robot’s configu-
ration. Here we will study a more complex problem, namely
a hexapod with twelve degrees of freedom which require a
measure of coordination for ambulation or navigation.
The ambivalence of training and self-organisation reflects
an important principle in biological learning. Although in
many cases the external event distribution is sufficient to
drive learning successfully, there are often intrinsic mecha-
nisms available as a more or less equally successful fall-back
option which the organism can rely on when the environ-
ment deviates from the evolutionarily anticipated standard.
We will not discuss, how the organisms deal with the unfor-
tunate latter case, but with the potential benefits of a prepa-
ration before environmental reward signals are available or
while they are not yet critical such as in play in a protected
environment. In addition to this consideration and particu-
larly in robotic applications, the prior-learning scheme can
add naturalness to the movements and simplify the search
space when the purposeful movements are to be learned sub-
sequently.
The early-learning algorithm relies on a self-organising
control paradigm (Martius et al., 2007). This controller
creates coherent exploratory behaviour by maximising the
predictability of the robot action at the same time that it
tries to maximise the sensitivity of each motor command.
In order to propagate the best actions from the exploratory
mode to reinforcement learning, we let the value function
to be learned by the critic while the actor is fixed to the ex-
ploratory policy. The on-policy property of the actor-critic
algorithm, i.e. the fact that the value function is learned
based on the actual policy, makes this method suitable to
asses the performance of the exploratory regime. In a first
low-dimensional experiment the exploration policy is prop-
agated directly to the actor’s policy when the value func-
tion is positive. For negative values of the value function
we propagate the opposite actions. In reinforcement learn-
ing the value function invokes the beneficial actions but it
gives us little information about where to explore next if
its value is not sufficient for the task. Another experiment
is realised with a high-dimensional case. In order to over-
come the curse of dimensionality, a closed-loop controller is
learned which can function similar to a central pattern gen-
erator (CPG), where its coordination factors are shaped fol-
lowing the instantaneous reward.
We present a comparison of our approach with a standard
version of continuous reinforcement learning (Doya, 2000)
in low-dimensionality, whilst in high-dimensionality the di-
rect reward is used to propagate the correlation between the
degrees of freedom. The reward of the tasks is the horizontal
speed of a six-legged robot.
Reinforcement learning in continuous domains
For continuous reinforcement learning (Doya, 2000), we
will have to adjust the weightswA that determine the output
u of a controller U which is given by
ut = Ut (xt) = s
(
A
(
xt;w
A
)
+ σnt
)
, (1)
where s is usually a sigmoidal or an identity output function,
n is a probing input signal of strength σ and
A
(
xt;w
A
)
=
1
N(xt)
∑
i
wAi exp
(
−‖xt − µi‖
2
2ρi
)
(2)
represents the approximator function with parameter wA of
the actor’s policy. The values of ρi and µi represent the size
and centre of a basis function, here are assumed to be fixed.
The factor N (xt) =
∑
i exp
(
−‖xt−µi‖22ρi
)
normalises the
output. The parameters wA are updated according to
w˙i
A = εAδtnt
∂A
(
xt;w
A
)
∂wAi
, (3)
where εA is the actor’s learning rate. The last term in Eq. 3
can be obtained directly from the explicit form of the policy
in Eq. 2. The essential part of the learning rule includes the
correlation of the probing input n and the delta error,
δt = rt − 1
τ
Vt + V˙t, (4)
where rt is the instant reward at time t, τ is the time con-
stant for discounting future rewards and the utility function
V is approximated by another parametrised function which
is updated based on the approximation of the critic by the
relation
V˙t ∼= (Vt − Vt−∆t)/∆t
which can be obtained from Eq. 4. The update of the pa-
rameter wVi of V follows the gradient descent with respect
to δ,
w˙Vi = εV δ (t)
∂V
(
xt−∆t;wV
)
∂wi
, (5)
with εV learning rate.
The alternatives for choosing the probing signal of the
robot control in Eq. 1 range from the use of noise (Gullapalli,
1990) to high-frequency oscillatory modulations of the mo-
tor command (Wiener, 1948). Our experiments (Smith and
Herrmann, 2012) confirm that the type of the probe does
not matter in low-dimensional problems. The dynamics of
the correlation among the degrees of freedom of the con-
trolled system becomes crucial for robots with many degrees
of freedom, such that the choice of the probing stimulus be-
comes non-trivial. In high-dimensional problems it is not
possible to test all actions in all states infinitely often as it
would be required in discrete reinforcement learning algo-
rithms. Also for continuous algorithms orienting the explo-
ration to promising directions is essential. We propose to
use an approach in the present context that has previously
developed in a different setting (Martius, 2010).
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Learning in motor space
As exploration signal we propose the exploratory controller
yt = K (xt) = g (Cxt + c) . (6)
This controller receives the current sensory input vector
xt ∈ Rn and determines the direction of exploration in de-
pendence on the multidimensional parameters C ∈ Rm×n
and c ∈ Rm and the nonlinear function g, where yt ∈ Rm.
In order to adapt the parameters C and c, the new sensory
inputs are compared with a prediction xˆt ∈ Rn by a world
model M based on previous inputs or outputs. For sim-
plicity, we use a linear predictor that uses only the motor
commands from Eq. 6 and receives thus information about
previous inputs only indirectly,
xˆt+1 =M (yt) = Dyt + d, (7)
where D ∈ Rn×m and d ∈ Rn.
The comparison of the corresponding sensory input xt+1
and its estimate by the internal model xˆt+1 results in the
prediction error ξt+1 = xˆt+1 − xt+1 which is a vector in
the perceptual space where ξt ∈ Rn.
In order to formulate a learning rule for the exploratory
controller of Eq. 6, we will follow the procedure in (Martius,
2010) and express the error in the motor space which can be
achieved by defining a transformed error ηt ∈ Rm via
M (yt) + ξt+1 =M (yt + ηt) . (8)
BecauseM (yt) + ξt+1 = xt+1, the motor error ηt can be
interpreted as the control correction required to compensate
the inaccuracy of the modelM . The vector ηt is a retrospec-
tive error that can be determined only after the event of re-
ceiving the new stimulus xt+1. Nevertheless, minimisation
of η is a relevant goal for the adaptation of the system. The
definition in Eq. 8 is implicit and may be empty which calls
for the use of a regularised inverse of M to explicitly ob-
tain an approximation of η. Practically, Eq. 8 is transformed
into a motor level error exploiting the assumed linearity of
the model in Eq. 7,
ηt =M
′+ξt+1, (9)
where M ′+ is the pseudo-inverse of the derivative of the
model in Eq. 7, i.e. the pseudoinverse of D. In analogy
to (Der et al., 2002) this defines a homeokinetic error func-
tion in the motor space
Et = η

t
(
JtJ

t
)−1
ηt (10)
where J is the Jacobian of the sensorimotor loop, see below.
We are going to perform a gradient descent with respect to
this error function in order to adapt the parameters of the
controller defined in Eq. 6.
To calculate the Jacobian, we use the derivativesM ′y = D
and K ′x = g
′ ◦ C, with ◦ defined as element-wise multipli-
cation, such that we find from Jt = g′t ◦ CtDt = g′t ◦ Rt,
withRt ∈ Rm×n andRt = CtDt. This gives rise to the fol-
lowing formulation of the shift ν, i.e. the change in motor
command that would have been required to correctly predict
the following motor command, namely
νt−1 = J−1t ηt.
While the interpretation of η (Eq. 9) as retrospective error
connects sensor and motor space, we have here a connec-
tion between the two points in time within the motor space
that reflects the dynamical properties of the full sensorimo-
tor loop. The error function in Eq. 10 becomes thus simply
Et = ν

t−1νt−1
which lead to a convenient update rule of the controller ma-
trix C. Omitting the time indices we find
1
εC
∆C = −∂E
∂C
= −2ν ∂ν
∂C
= 2νJ−1
∂J
∂C
J−1η − 2νJ−1 ∂η
∂C
using the rule ∂Y
−1
∂X = −Y −1 ∂Y∂X Y −1. The derivative ∂η∂C
cannot be determined, because we have no information of
the dependence of the prediction error on the controller pa-
rameters, therefore we set ∂η∂C = 0 and are left with
1
εC
∆C = 2νJ−1
∂J
∂C
J−1η = 2νJ−1
∂J
∂C
ν
where
∂Jt
∂C
=
∂
∂C
(
∂D
∂x
+ g′t ◦ Ct
)
Dt.
We may ignore the effect of the controller on the sensi-
tivity of the actor in the reinforcement learning component,
i.e. set ∂∂C
∂D
∂x = 0. We may also assume that the details
of the actor are not specified by the reward but will follow
essentially the homeokinetic control. In this case the term
∂
∂C
∂D
∂x is parallel to the remainder and the resulting numer-
ical factor can be absorbed into the learning rate. We have
thus arrived at essentially the same learning rule as in (Mar-
tius, 2010),
1
εC
∆C = χ (Dν)
 − χ ∂g
′−1 ◦ η
∂C
,
where εC is a learning rate and χ ∈ Rm as χ = R−1ν.
Inserting the correct time indexes we obtain
1
εC
∆Ct = χt−1(Dtνt−2)

− 2(χt−1 ◦ gt−2 ◦ (g′t−2)−1 ◦ ηt−1)xt−2, (11)
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with χt−1 =
(
Rt
)−1
νt−2. The update rule for c can be
found similarly,
1
εC
∆ct = −2
(
χt−1 ◦ gt−2 ◦
(
g′t−2
)−1 ◦ ηt−1) . (12)
Direct learning of the actor
The exploratory controller presented above can provide a va-
riety of coherent behaviours based solely on the interaction
of the agent and its environment. We propose that such be-
haviours can be used to shape the action space for an actor-
critic reinforcement learning problem by shaping the struc-
ture of the search space.
Initially, the agent is controlled by the homeokinetic con-
troller (Eqs. 6, 11 and 12) giving the motor signal to the
agent and also shaping the action space. Following home-
okinetic motor command in Eq. 6, the implementation of
the actor in reinforcement learning shown in Eq. 2 with
learning rule from Eq. 3, the difference between the ac-
tual motor command and the actor’s output eAt ∈ Rm,
eAt = yt − A(xt;wA), gives rise to the objective func-
tion, Et = 12 ‖ eAt ‖2. The weights wA of the actor’s ap-
proximator are updated with a gradient descent algorithm,
w˙Ai = −εH ∂E∂wi with εH the learning rate.
After the adaptation, the function approximator has sta-
bilised, the reinforcement learning algorithm is activated and
the policy calculated from the actor following Eq. 1, and the
actor’s parameters are updated based on Eq. 3 using random
noise as probing signal.
Figure 1: Simulated robot in the lpzrobots simulation envi-
ronment. The design of the robot is inspired by M. C. Es-
cher’s lithograph Wentelteefje (1951).
Self-organisation for parameters initialisation
In order to test the described approach, we will study a
low-dimensional control problem for a simulated six-legged
robot, see Fig. 1. Switching from the initialisation mode to
reinforcement learning is triggered by the amplitude of the
error in the approximation which is required to be below a
threshold for a certain time. The propagated values from the
self-organised policy to the initialisation of the actor’s policy
is directly translated when the value function has a positive
value as this part of the policy already shows the suitability
to perform the task. When the value function is negative we
propagate the opposite values of the self-organised policy.
The justification for this is that the reward only tells what is
a beneficial (we want to propagate) and what is not (we only
know that this behaviour should not be propagated), since
we have all the action state to choose from (except from the
actual not beneficial behaviour) we assume that the opposite
of the actual command is a better guess than a random ac-
tion. This will carry the coherence found by the probing but
in the opposite direction in our servo motor robot. To illus-
trate this point we present a toy example where the reward is
directly related to the y-axis position of one leg of the robot.
In Fig. 2a, the random initialisation of the reinforcement
learning policy can be seen, in Fig. 2b, the shape of the ex-
ploration signal, in the Fig. 2c, the value function of derived
from the exploration policy and in Fig. 2d, the propagated
values from the exploration signal to the initial conditions
of the actor’s policy. The values of the exploration signal
that have positive (blue) value function are propagated di-
rectly while the exploration signal with negative (red) value
function is inverse propagated.
(a) (b) (c) (d)
Figure 2: Shape of the approximation of the actor. The x-
axis of the position of the leg is represented in the horizon-
tal axis, the y-axis is represented in the vertical axis. For
(a), (b) and (d) the colour represents a motor command with
blue values closer to 1 and red values closer to−1; for (c) the
colour represents the value function with same range. Figure
(a) represents the random initialisation, (b) is learned from
the homeokinetic controller, (c) is the value function and (d)
the initialised actor’s policy based on the exploratory signal
following the value function. It can be seen how the propa-
gated values from (b) to (d) depend on (c).
In the low-dimensional set-up the task of the robot will
be to walk forwards as fast as possible and the rewards will
be directly proportional to the absolute value of the velocity
of the centre of mass of the robot. A virtual leg is trained
and will form a CPG whose motor signal is transmitted to
the rest of the limbs either as an in-phase or as and anti-
phase signal. While the random initialisation in of the two
degrees of freedom may lead to local minima or slow con-
vergence, a smoother function is brought about due to the
training with the homeokinetic controller, This may allow
for a faster learning once the information about the task is
available by the reward signal.
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The results shown in Fig. 3 demonstrate that the homeoki-
netic learning indeed improves the performance in the learn-
ing task.
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Figure 3: Results of reinforcement learning with random
initialisation (red continuous line) of the parameters and
with parameters shaped by homeokinetic controller (green
dashed line). The six-legged robot receives reward based
on horizontal speed. For the green dashed curve the first
600 seconds (shown as the first 120 point of averaged speed
over 5 seconds) are used to pre-train the robot, i.e. no re-
ward is available, which can be seen in detail in the inset.
With the homeokinetic pre-training, the time to achieve the
highest velocity achievable by reinforcement learning is sig-
nificantly decreased. If the two systems continue to learn for
much longer times, our experiments show that both arrive at
a very similar reward level.
The basis for the comparison is the reinforcement learn-
ing initialised with random weights in the function approx-
imator. An increment in the learning speed can be noticed
as a result of the exploratory learning due to homeokinetic
control.
Reward-weighted correlation
A more flexible method will be discussed in the following
as a generalisation of the previous approach. At the same
time we generalise the variants in (Martius and Herrmann,
2012) by including the reward signal in the extraction of the
interaction structure. We consider the correlation between
sensory inputs and motor commands,
Wij =
〈(xi,t − 〈xi〉)(yj,t − 〈yj〉)〉√
〈(xi,t − 〈xi〉)2〉〈(yj,t − 〈yj〉)2〉
, (13)
where 〈·〉 denotes a sliding temporal average with time con-
stant τW . Eq. 14 can be transformed into a reward-related
quantity by an appropriate weighting based on the rectified
reward signal r[+].
W r
[+]
ij,t =
〈r[+]t (xi,t − 〈xi〉)(yj,t − 〈yj〉)〉√
〈(r[+]t −〈r[+]〉)2〉〈(xi,t−〈xi〉)2〉〈(yj,t−〈yj〉)2〉
,
(14)
As before the reward signal r is determined by the forward
speed of the centre of mass of the robot. The factor r[+]
equals r for positive forward speed and is zero if the robot is
actually moving backwards. In this way only those sensori-
motor couplings that directly contribute to the reward enter
the average. The control weights are a smoothed version of
the result of Eq. 15.
W¯ij,t+1 = εWW
r[+]
ij,t + (1− εW )W¯ij,t. (15)
where εW < 1 is the adaptation rate.
Learning gait patterns in a hexapod
In the high-dimensional task, instead of learning with a clas-
sic reinforcement learning approach we try to discover the
correlation between the different degrees of freedom based
on the instantaneous reward. The exploration is produced
by the homeokinetic controller and the learning rule is based
on Eq. 16. In the following experiment we compare the re-
sults obtained from the behaviour of the robot for differently
obtained controller matrices in a close-loop setting. Closed-
loop feedback control is realised by a controller output re-
lated to the current input via yt = Hxt, where xt and yt
are the input sensors and output motor commands vectors
respectively. In the first case served as a baseline, the matrix
H is obtained from a hand-crafted CPG matrix that was de-
signed to control the robot in a smooth and highly rewarded
fashion. The CPG matrix can be used to perform an open-
loop control of the robot, but by a minor phase shift it func-
tions also in closed-loop. In the second case the feedback
matrix was learned from the correlations observed in the first
case (Eq. 14), i.e. without taking the reward in consideration,
while in the third case the matrix was learned by the robot
while exploring based on a homeokinetic controller. The
three matrices are shown in Fig. 4, where the sensor inputs
are presented as rows and the motor commands as columns.
All matrices are scaled appropriately such that resting state
becomes unstable and the legs of the robot start to move.
In order to characterise the behaviour generated in these
cases we show in Fig. 5 the behaviour of one leg of the robot
with its x and y position. Fig. 6 is added to show the phase
relations between the two degrees of freedom for one leg.
The CPG-style matrix produces the desired behaviour for
the legs with a tripod gait and maximising the use of the leg
state space. The second matrix inherits from the behaviour
of the first case a consistent relation between the degrees of
freedom, however, the matrix is blurred due to hardware-
induced deviation from the ideal interaction matrix. In some
cases white boxes representing the absence of a correlation,
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Figure 4: The matrix on the left contains the coefficients
similar to a coupled CPG, which is sufficient to perform a
tripod gait. With the small changes this matrix can also be
used as a closed-loop controller. The matrix on the middle
has been learned by the system actuating over a close-loop
disregarding the reward. On the right is the re-estimated ma-
trix that was obtained from Eq. 15 while the robot was ex-
ploring with the self-organised probing signal. In Fig. 9, the
reward obtained by the left and middle matrices can be seen.
while in other cases the correlations values appear blurred,
see the centre image in Fig. 4.
The third matrix is learned based on the reward (Eq. 16)
while exploring using the homeokinetic adaptation rule.
Correlations in one leg can be seen in the bottom graphic of
Fig. 5, this behaviour has been learned within a small time
of exploration and the rotational displacement of the leg can
be seen in the blue line in Fig. 6. The contact in the ground
is less and the exploited state space is smaller, although this
still generates a behaviour that is positive towards reward.
The relationship between degrees of freedom from differ-
ent legs is illustrated by Fig. 7, where we show the relation
between a front leg with the lateral middle leg in the horizon-
tal direction. The tripod gait generated by the CPG -the up-
per and middle graph of the figure- shows the expected phase
relations. The same relation is observable in the learned ma-
trix outlining an incipient tripod gait. This generation of
the later behaviour is not influenced by the designed matrix
which is shown here only for comparison.
The result of the longer experiment can be seen in Fig. 8
where the averaged reward of the tripod gait produced by
a designed matrix, the homeokinetic controller, and the
learned from reward matrix has been collected for 30 min-
utes of closed-loop exploitation. The reward of the CPG-
style matrix is consistent and positive for all the experiment
as expected. The homeokinetic reward is small and also con-
sistent in time, since this controller is not promoted to follow
any specific action other than explore coherently. The big-
ger amplitude of the reward in the learned approach is inter-
preted as the robot behaving with a bigger variety of actions
that tends to maximise the reward but still not completely
removing all the actions that leads to a negative reward be-
haviour. The relations shown in Figs. 5, 6 and 7 holds for
some of the degrees of freedom but not for all of them. The
final behaviour of the robot produces movement to the front
and to the side as well. It can be seen that the homeokinetic
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Figure 5: Considering a single leg controlled by a designed
coupling matrix (top) we observe a phase shift between the
horizontal (red continuous line) and vertical (green dashed
line) actuation pattern. The movement of the leg (middle)
does not follow the trajectory precisely, but keeps a similar
phase shift. Using the present approach (bottom, Eq. 16) the
movement pattern becomes more smooth which may point
to a reduced energy consumption, but the phase shift has
increased, the speed of the robot (as implied by the guidance
matrixW r
[+]
Eq. 15) being in the same range, see Fig. 8
exploration produces a small quantity of reward so the cap-
tured behaviours are an average of good but still not maxi-
mum rewarded actions. Note that the learned matrices have
been normalised and multiplied by a factor in order to make
the robot responsive in the closed-loop mode, this is required
as the acquired results tend to be not big enough given the
averaging nature of the approach.
Discussion
We should note that the effect of the discovered structure
may not always be beneficial for the robot by itself, but the
potential misguidance can be diminished by a manipulation
of the value function. As the shape of the robot’s body dis-
tinguishes one of the directions of movement, there is also
a bias in the exploration towards the forward direction. If
the goal was instead to move backwards, then our algorithm
would fail to provide a direct advantage, but the propagation
of the opposite policy values of the policy may still provide
a better starting point than random initialisation. Neverthe-
less, our results confirm that even if the exploration does not
directly bring about a coherent behaviour that will receive
high reward, it can still induce an acceleration of the learn-
ing of the task.
Obviously, also the learning scheme based on Eq. 15 will
not be effective for all systems and that more complex rela-
tions between reward and sensorimotor coupling than stud-
ied here are clearly possible, but it is not the goal to im-
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Figure 6: Configuration space representation of the trajec-
tories from Fig. 5. The red continuous line represents the
CPG-style matrix, the green dashed line is for the behaviour
learned by following the first case without reward and the
blue-dotted line represents the rotation learned by the sys-
tem following Eq. 16.
pose these relations precisely, but rather to introduce a bias
into the self-organising system such that any deviations be-
tween the true sensorimotor couplings and the relation that
is implied by the guidance matrix W r
[+]
are resolved by
the exploratory behaviour of the self-organising controller.
We should remark, however, that a substantial deviation be-
tween guidance and realisable behavioural modes may com-
promise the efficiency although usually not the effectivity of
the control.
The use of the rectified reward signal in Eq. 15 avoids a
critical step in the low-dimensional case that was considered
in the first part. If the reward signal is negative, taking the
opposite action might not always be beneficial or even pos-
sible. We have, thus implicitly assumed in the first part, that
the opposite action is meaningful and in the second part that
all positive rewards are actually relevant for the task which is
not required in many other algorithms were only difference
of reward signals enter.
Conclusions
We have studied an exploratory self-organised mechanism
for discovering promising initialisations for a parametrised
policy and to establish coordination among the controllable
degrees of freedom of a robot. We used a homeokinetic con-
troller that is based on sensible and predictable exploration
and does not require explicit knowledge of the robot’s con-
figuration or the environment. The approach is illustrated
by a low and a high dimensional tasks implemented in a
six-legged robot. The results imply that the initialisation
of the parameters for the function approximation by a self-
organised approach improves the learning of the proposed
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Figure 7: In tripod gait, opposite legs follow an antiphase
movement (red continuous line represents front-right leg and
green dashed line represents middle-left leg horizontal po-
sition), which can be enforced by a designed matrix (top).
A similar pattern is discovered by the system following the
designed matrix (middle). For the present approach (bot-
tom, Eq. 16) the movement pattern is similar but does not
reproduce the same trajectory for all expected DoF as in the
designed matrix.
tasks and that in high-dimensional set-up the correlation be-
tween degree of freedom can be acquired to improve the
long-term reward.
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Abstract
The Ant Colony Optimization (ACO) meta-heuristic is a
proven approach for solving complex distributed problems,
being the routing problem one of such. By exploring the sur-
roundings and indirect communication through pheromones,
ants can find and follow the shortest path between a food
source and its nest. Based on these characteristics, we present
an ant-based algorithm for performing in-network resource
search in a swarm-like Peer-to-Peer network. By mark-
ing connections that share same interests with a synthetic
pheromone, a node can easily find a resource without hav-
ing a significant impact on the network performance. Our
approach focuses on decreasing the number of messages gen-
erated by each search, without having a negative impact on
user experience. To achieve this, we present an algorithm that
dynamically adapts based on the information a node has of its
surroundings. The more information a node has of its neigh-
bors, the higher the probability of choosing an exploitation
strategy over an exploration one. Furthermore, the higher the
number of nodes visited by an ant (and thus different paths
followed), the lower the number of nodes explored in an ex-
ploration strategy. In order to decrease the number of mes-
sages sent to nodes that have already processed it, the par-
ent ant informs each of its cloned ants about all the nodes
to which each of these cloned ants will be sent to. Through
simulation, we show the impact of these design choices in the
algorithm’s performance and discuss how it can be configured
in order to adapt it to different networks.
Introduction
Peer-to-Peer (P2P) protocols rely on decentralized architec-
tures for providing a large number of services like VoIP,
video streaming, file sharing, etc. This architecture allows
P2P networks to be extremely scalable, since every node can
connect and exchange resources with every other node (be-
ing storage, processing power, content, etc). Due to these
characteristics, P2P protocols account for a high percentage
of Internet traffic (Cisco, 2011)(Sandvine, 2011). One of
the most popular architecture in P2P networks are swarms,
where the resource sharing is done by grouping peers shar-
ing a same resource in a swarm. These swarms are isolated
from each other, and for a peer to share different resources,
it has to participate in several different swarms. Due to this
swarm-like architecture, in-network search becomes diffi-
cult to implement. Although it is still possible to search for
the resource identifier, in most cases, a peer needs to hold
that resource in order to generate the identifier or search for
it outside the network. This means that this identifier has
to be either known at start or be generated with specific
resource information that might not be known while per-
forming a search. As for keywords search, these networks
usually rely on outside services. However, there are several
techniques that can be used to implement in-network search
through keywords. Many of these techniques are nature-
inspired algorithms that try to reproduce behaviors observed
in nature. This work presents ASAP: an Ant Resource
Search Algorithm for swarm-like P2P networks based on
the Ant Colony Optimization (ACO) meta-heuristic (Dorigo
and Caro, 1999)(Dorigo and Gambardella, 1997). By send-
ing messages (ants) over the network and marking with a
synthetic pheromone the links between nodes that lead us to
a search response, we can forward future searches through
those same links. By carefully choosing to whom the search
messages should be forwarded to, we minimize the impact
on network performance since flooding is avoided and less
data is exchanged, resulting in lower bandwidth consump-
tion in order to perform a search. As for user experience,
it can also be improved since more and faster results can be
achieved. Our approach focuses on dynamically adapting
to the query results obtained. The algorithm was designed
to evolve gradually from an exploration strategy, where a
search is forwarded to many nodes in order to gather net-
work information, to an exploitation strategy, where only the
ones with the highest pheromone value receive and process
the search message. However, the strategy choice also de-
pends on the number of nodes already visited by the ant. If
an ant knows that it or some clone already visited a high
number of nodes, the possible number of paths the search is
following increases and thus we can focus on forwarding the
ant to the nodes that have a higher pheromone value. This
way, we avoid flooding the network until the time-to-live
(TTL) of the ant is reached. Furthermore, we also focus on
minimizing the total number of messages sent between two
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nodes that have already processed that same search. Dis-
carding these messages has a significant impact on the net-
work performance but none on the user experience.
Through simulation, we evaluate the algorithm’s perfor-
mance and show how the parameter configuration should be
done based on some network properties. The simulated en-
vironment ran on peersim(Montresor and Jelasity, 2009) in
a simulated swarm-like content sharing P2P network with
a total number of 10000 nodes distributed over 50 differ-
ent swarms, with each of the swarms sharing different con-
tent. As in real networks, nodes enter and leave the network
throughout the experiment. Our results show the impact of
the algorithm in both network performance and user experi-
ence. We show how the parameter configuration and varia-
tion affects the algorithm’s performance and also show the
importance and impact of some choices made during the de-
velopment of the algorithm.
This paper is organized as follows: Section II gives a brief
explanation on swarm-like P2P networks and Section III de-
scribes an overview of some of the related work done in this
area. Then Section IV presents the algorithm, design and
choices made during development, and Section V describes
the simulation environment and obtained results. Finally,
Section VI presents the final conclusions.
Swarm-like P2P networks
Swarm-like P2P networks aggregate nodes that share the
same resource in a swarm. These swarms are isolated and
independent from each other, where the nodes that belong
to it only share a single resource among themselves. How-
ever, nodes can participate in as many different swarms as
they please, as long as they are willing to share different re-
sources. These multiswarm nodes can operate as a bridge
between different swarms, connecting the isolated swarms
with each other. In these P2P networks, despite being ag-
gregated into swarms, nodes are not necessarily connected
to all others that participate in the same swarm. Figure 1
illustrates a swarm-like P2P network, where the lines repre-
sent the connection between two nodes.
Swarm A Swarm B
Swarm C
Figure 1: Swarm-like P2P network architecture.
Although proving to be a successful architecture for re-
source sharing, these networks usually do not provide an
in-network keyword search mechanism due to their charac-
teristics. In a swarm-like P2P network, in order for a node
to make a specific in-network keyword search, it needs to
send a message with the desired keyword to all or some
of its neighbors, who will then forward it until a result is
found or the nodes stop forwarding the message. One of
the biggest problems with this approach is its impact on net-
work performance as it can consume a great amount of the
available bandwidth if the number of messages generated by
each search is too high. On the other hand, if the number of
messages is too low the search algorithm might have diffi-
culty in finding resources that the node’s closest neighbors
don’t have. In order for the algorithm to achieve best results,
it needs to have as little impact on the network as possible
and, at the same time still be able to find resources in the
network. Furthermore, the search algorithm also needs to
be able to adapt as nodes enter and leave the network. For
this reason, in-network search is usually made through the
resource identifier that, in most cases, is generated based on
specific resource information that a node might not have if
it does not hold that resource. As for keyword search, it is
usually provided by services outside the network.
Figure 1 shows the message flow for a keyword search
initiated by Node 1 in swarm A. The message is forwarded
from swarm to swarm by the bridge nodes (the ones that par-
ticipate in multiple swarms) until it reaches a node that has
that resource, then a response message is sent back through
the same path to Node 1.
Related work
The Ant Colony Optimization (ACO) meta-heuristic has
been adopted by many to address complex distributed prob-
lems like routing problems in computer networks. One such
work is SemAnt (Michlmayr, 2006), an ant-based algorithm
to provide a distributed search engine in an unstructured
P2P content sharing network. In SemAnt, each peer holds
a table with a pheromone value associated with a specific
keyword and a node. These keywords are predefined for
the whole network. When an ant finds a desired content,
it generates a backward ant that will follow the same path
backward and update each corresponding pheromone value.
From time to time, there is an evaporation rule that decreases
the pheromone values in the tables. Though simulation, the
author shows how the SemAnt outperforms the k-random
walker approach (Lv et al., 2002). However, the simulated
environment was based on a static network. One other work
that focused on using the ACO for search in unstructured
P2P networks is ERAntBudget (Wu et al., 2008). This work
combined the Budget mechanism (Gkantsidis et al., 2005)
and the ACO principle in an attempt to avoid generating a
large amount of network traffic when searching for popular
content, since there is a high probability of a query return-
ing too many results. One other objective was to improve
the query hit ratio for unpopular objects. Though simula-
tion they compare ERAntBudget with other used techniques
and showed that it can achieve a higher success rate using
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less bandwidth. Later, the same authors presented a modi-
fied version called AEAntBudget (Chen et al., 2010). This
new version inherited the characteristics of ERAntBudget
and also provided mechanisms for progressively expanding
the search scope based on previous results. With this mod-
ification, AEAntBudget can achieve better results than ER-
AntBudget. AntSearch (Wu et al., 2006) also adopts an ACO
technique for query flooding in a P2P network. However, the
authors’ focus is in identifying free-riders, peers that con-
sume but do not share their resources with the network. To
do so, AntSearch uses pheromone values to identify these
free-riders and avoid sending messages to the same, gener-
ating a smaller number of messages and getting query hit
from peers that have a higher probability of sharing their re-
sources with others.
Model
ANT colony’s foraging behavior
Every living organism shows a foraging behavior which can
be defined as: (1) search for a food source, (2) catch the
food source and (3) ingest food source. Although it can
be defined by the previous three steps, every organism has
adopted and developed its own way of performing each ac-
tion, optimizing it as needed. A well-known example is the
ant colony. Ants by themselves are animals that do not ap-
pear to have much of an intelligent behavior, however, when
in colony, they show a remarkable intelligent behavior. Ants
always follow the shortest path between their nest and a
food source. When searching for a food source, ants drop
small amounts of pheromones so others can follow. When a
food source is found, ants drop a significant larger amount
of pheromones. When other ants leave the nest, the paths
with larger amounts of pheromone have higher probability
of being chosen. However, pheromone evaporates over time
which results in larger amounts of pheromones for the short-
est paths, as they are traveled by more ants.
The study of this complex behavior has resulted in many
intelligent algorithms that have been successfully used for
resolving complex and time consuming problems. The Ant
Algorithm has been used to solve many different problems.
This work will focus on the usage of an ant algorithm for re-
source searching in swarm-like P2P networks. By marking
desired links with a synthetic pheromone, message forward-
ing will be done through the shortest path with higher prob-
ability, and thus save network resources such as bandwidth.
Peers processing power can also be saved by processing less
undesirable messages.
ASAP
Although P2P networks are based on decentralized archi-
tectures, many still depend on a centralized server for re-
source search within the network. Despite data exchange be-
ing done between nodes, resource search is done outside the
network and depends on centralized services. The objective
of this work is to study how this dependency could be bro-
ken by implementing in-network resource search through an
ANT algorithm for query routing. Based on the ant foraging
behavior, a distributed search engine can be implemented in-
side a P2P network. By marking, with synthetic pheromones
nodes and connections that share same interests, a node can
easily find the resource it is looking for, without having sig-
nificant impact on the network’s performance.
In order for a node to persist the routing information, each
node needs three tables:
1. A table with pheromone values for each category, for each
node. Each node can have different resources or know
others with same, similar or very different resources. For
this reason it is important to differentiate the nodes based
on the category of the resources.
2. A table with an association between each category and its
strategy weight value. Each node needs different strate-
gies for processing different category searches, depending
on the amount of information it has already gathered from
previous searches for that category.
3. A table with the TTL value for each category. In order
to improve network performance, the TTL value can be
different for each category based on the information gath-
ered by previous searches.
When a node searches for a specific resource in the net-
work, it creates a query with a keyword and its respective
category. The keyword can be any sequence of characters.
As for the categories, they are predefined for the whole net-
work and cannot be changed for a single node. Every re-
source has to be assigned to a category, otherwise it cannot
be found.
When a node receives a query message, it checks if it
holds any resource for the searched category. If the node
is sharing resources for that category and it matches the
searched keyword, then the node sends a reply message back
through the same path. The reply message is responsible for
updating the routing tables for each node it visits on the way
to the one that started the query. This information will then
be used by future searches for message routing optimization.
The algorithm is divided into three stages:
1. State transition: When ants choose the path to follow. De-
pends on the amount of pheromone the path has and the
number of resources the end node has.
2. Pheromone update: When an ant finds what it is looking
for, it drops an amount of pheromone that depends on the
cost of the path.
3. Pheromone evaporation: Over time, pheromone evapo-
rates and decreases for each of the marked paths.
The first step, state transition, is defined by two strate-
gies: (1) exploration, where the ant explores the surround-
ing nodes and (2) exploitation, where the ant exploits the
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existing information collected by its predecessors. The ex-
ploitation strategy selects the node, to which the message is
sent, by choosing the one that has the highest combination
of both pheromone value and number of resources. As for
the exploration strategy, instead of choosing only the one
with the highest combination of both values, it selects a set
of nodes which have not yet been visited by the ant and cal-
culates the probability distribution for all of them, based on
both pheromone and number of resources values. If their
probability is above a pre-determined threshold, the ant is
cloned and sent to each one of these nodes. In order to select
one of the strategies, the node uses the following equation:{
Exploration, if rand > wc
Exploitation, if rand ≤ wc (1)
where rand ∈ [0, 1] is a random generated number and
wc ∈ [0.2, 0.8], a threshold to define the probability of each
strategy being chosen for category c. This parameter starts at
its minimum value of 0.2 and is incremented each time there
is an update to the pheromone tables for a given category,
to a maximum value of 0.8. When there is a pheromone
evaporation, this value is decremented. This forces the algo-
rithm to use an exploration strategy during the startup phase
and, as the node gathers more and more information about
its sorroundings, the exploitation strategy is preferred, in an
attempt to increase network performance. Equation 2 shows
how this value is modified, where τupdate and τevaporate are
weight values that determine how much the wc parameter
should increment and decrement over time.
{
wc = τupdate · wc , for pheromone update
wc = τevaporate · wc , for pheromone evaporation
(2)
After choosing the strategy, if exploitation, the ant
chooses its next node s through Equation 3.
s = MAXu∈U∩u/∈s(Fq)
(
τcu
γu
10
)
, (3)
where U is the set of all known and active nodes, s (Fq)
is the set of nodes already visited by this ant and others that
it might know of, τcu is the amount of pheromone for cate-
gory c in node u, γu represents the total number of different
resources node u has.
If the choice was exploration, then the node chooses a set
of neighbors to send the ant to, instead of sending just to the
one with the highest pheromone concentration and highest
number of resources. First, the node calculates the proba-
bility distribution for all neighbor nodes, through Equation
4.
pj =
τcu
γu
10∑
u∈U∩u/∈s(Fq) τcu
γu
10
, (4)
then, with the number of nodes already visited by the ant,
a percentile q is calculated using Equation 5.
q =
 1, if β ∗ Count(Fq) ≥ 1β, if β ∗ Count(Fq) = 0
β ∗ Count(Fq), Otherwise
(5)
where β is a constant, such that β > 0 and Count(Fq) is
the total number of nodes that have been visited by this ant
and others that it might know of. After this, all the probabil-
ity distribution values, calculated in Equation 4, are sorted
in ascending order where the value k corresponds to the per-
centile q for that list of values. For every node j that satisfies
the condition pj ≥ k, the ant forwards its clone to that node.
The exploration strategy will gradually evolve into an ex-
ploitation strategy as the ant visites more and more nodes,
being β the value that defines the speed at which this hap-
pens. Furthermore, in an exploration strategy, when the ant
clones itself it passes all its information to its clones, includ-
ing the nodes that will be visited by each of its clones. For
example, node A send two cloned ants to node B and node C.
The cloned ant that reached node B will know that there was
another ant that was sent to node C and thus will not send
new ants to that node as it has already processed the query.
These methods are mainly used for improving network per-
formance, since it is expected to result in a lower number
of messages sent and processed by each node. These meth-
ods decrease the number of messages between two nodes
that have already processed the message, thus decreasing re-
dundant cross-communication. For identifying a message as
corresponding to an already processed one, each message is
associated with a unique identifier and nodes keep a record
of all the messages they already processed. This way, nodes
discard messages that have already been processed. In both
strategies, the total number of different resources, the neigh-
bor node has, is also used to calculate if an ant should be
forwarded to that same neighbor node. The nodes with a
higher number of resources are more likely to have a re-
source a node is looking for. Furthermore, since they partic-
ipate in multiple swarms, the query will be sent to a higher
number of swarms, increasing the probability of finding an
answer. This is also increasing the speed of convergence of
the algorithm to find the shortest path.
A message is also associated with a time-to-live (TTL).
This parameter is used so that the query does not continue
endlessly. If the TTL is reached during a search, the ant
stops and dies and no result is found. However, if the ant
finds a result, it stops and goes back the same path. In
swarm-like networks, where nodes are grouped into swarms
that share the same resources, you only need to find one node
to be able to join the swarm(s) that node is participating in.
For this reason, the ant does not need to continue after find-
ing a result. When returning after finding a result, the ant
updates all the pheromone values for the searched category
in each node it passes through. The pheromone value is up-
dated as shown in Equation 6.
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{
τcu = τcu + Z,
Z = γq
TTLmax
2·hqr
(6)
The pheromone update equation depends on: the num-
ber of nodes visited by the ant from the response node
to the current node ( hqr), the maximum TTL for the ant
(TTLmax) and the value γq which represents the total num-
ber of swarms the response node participates in. This equa-
tion was designed to differenciate the responses to a query
based on the total amount of different resources the response
node holds as well as the number of nodes between ori-
gin and destination. This means that a path to a node that
has a higher number of resources will have a higher incre-
ment in the pheromone values than another node that, de-
spite also having the desired resource, has a lower number
of resources. The pheromone increment is also higher for
smaller size paths, that is paths with a lower number of nodes
between origin and destination.
As for the pheromone evaporation, a global update rule
was used. For every predefined interval T , each node ap-
plies the pheromone evaporation rule shown in Equation 7
for every row in its routing table. In this rule, τ ∈ [0, 1], is
the amount of pheromone that should evaporate in this inter-
val.
ηu = ηu · (1− τ) (7)
Many of the parameters used in the algorithm should be
tuned based on network properties. For example, parameters
such as TTLmax or β need to take into account the network
size and average swarm size, so that the search does not have
a negative impact on both network performance and user ex-
perience.
Use case
In order to fully understand the algorithm’s workflow, we
present a use case scenario where a node participating in a
P2P network queries for a given resource. Figure 2 repre-
sents the network for this use case, where the lines represent
the connection between two nodes. There are three swarms:
A, B and C. While there are some nodes that only partici-
pate in a single swarm, nodes B1 and C1 participate in two
swarms and work as a bridge between swarms A and B and
swarms B and C, respectively. Each of the swarms repre-
sents a different resource. Node A1 just joined the network
and has no information on its neighbors.
In this scenario, Node A1 initiates a query for the resource
being shared in swarm C by Nodes C1, C2 and C3. First, the
algorithm calculates rand value and determines the usage
of exploration and, since it has no information on its neigh-
bors, it sends an ant to both Node A2 and A3. Since both
ants know that they were sent to all of Node A1’s neigh-
bors, no messages are exchanged between Node A2 and A3,
since they are already processing the search query. Node A2
Swarm A Swarm B
Swarm C
Figure 2: Swarm-like P2P network for use case.
does not have the content and does not have any other neigh-
bors so it discards the message. As for Node A3, it uses the
exploitation strategy and forwards the ant to Node B1. Af-
ter this Node determined the use of exploration strategy, it
calculated the following probability distribution values for
its neighbors: [B3 - 90 ; B2 - 103 ; B4 - 250]. Then it
calculates the percentil q = 0.5 that, when applied to the
probability distribution values, results in k = 103. Since
both Nodes B2 and B4 have a value equal or greater than
k, the ant is forwarded to these nodes and not to Node B3.
In Node B1, the ant only passed through one node thus the
percentil q is low. However, if the ant had already passed
through a high number of nodes, the percentil value would
be much higher and the ant would only be sent to Node
B4. After receiving the ants, Nodes B2 and B4 don’t ex-
change messages between each other since each one knows
that the other is already processing that same search, avoid-
ing sending redundant messages. After receiving the ant,
Node B4 forwards it to Node B5 which forwards the ant to
Node C1. Node B2 also forwards the ant to Node C1. In
this case, Node C1 can actually receive the query two times
since Node B2 and Node B5 don’t share the same parent
ant so they cannot know that the other one also sent an ant
to Node C1. Since Node C1 has the desired resource, the
search ants are not forwarded anymore and a response ant
is sent through both paths. The response ants will increase
the pheromone values for every link they pass through, fol-
lowing the paths: (1) C1-B2-B1-A3-A1 and (2) C1-B5-B4-
B1-A3-A1. Despite the pheromone increase in both paths,
path (1) will have a higher increase than path (2) since the
ant passes through a fewer number of nodes. The paths A1-
A3 and A3-B1 will have their pheromone value increased
twice since both responses pass through these paths. This
pheromone value is only increased for the category to which
the desired resource belongs to. Future queries initiated by
Node A1, for a resource with that same category, will have
a higher probability of following the previously discovered
paths.
Simulation and Results
The simulated environment consisted of a content sharing
swarm-like network topology with a total number of 10000
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nodes randomly distributed over 50 swarms, according to
the values in Table 1. Each swarm had a minimum size
of 200 nodes and each node was connected to at least 10
other nodes. Each swarm was also associated with a dif-
ferent keyword that identified the content being shared on
that same swarm. Since swarms are independent and unre-
lated with each other, some nodes participated in multiple
swarms, working as a bridge between the different swarms.
Table 1 shows the number of nodes that participated in mul-
tiple swarms.
Number
of swarms 1 2 3 4 5 6
Number
of nodes 2000 4000 2500 700 500 300
Table 1: Number of nodes that participate in one or more
different swarms.
The experiment ran on a dynamic network, where a ran-
dom number of nodes entered and left the network at any
given time. However, no more than 5% of the network
size (in this case, 500 nodes) could leave the network at the
same time. Whenever the nodes reentered the network, they
joined the same swarms they were previously participating
in, since the node already had or was interested in those re-
sources. However, the node established new connections
different than the previous ones. The pheromone tables and
other dynamic parameters, such as the strategy weight value
were also set to default values upon reentering the network.
As for the categories, we defined five: movie, music, ap-
plication, tv show and book. During the experiment, 12000
queries were made.
Table 2 shows the initial parameter values. Since β de-
fines the speed at which the algorithm evolves an ongoing
search from an exploration strategy to an exploitation strat-
egy, we varied this parameter in order to show how impor-
tant its correct configuration is for the algorithm to achieve
best performance.
Parameter Value
Initial weight strategy for each
category (wc)
0.2
Weight strategy update (τupdate) 1.25
Weight strategy evaporate (τevaporate) 0.85
Initial pheromone value (τcu) 0.009
Pheromone evaporation (τ ) 0.03
TTL 24
β
1; 0.1; 0.01;
0.006
Table 2: Algorithm parameters value.
As explained in Section IV-B, the strategy weight value
changed throughout the experiment, from a minimum value
of 0.2 to a maximum value of 0.8. This allows a node to
explore with higher probability its surroundings during the
startup phase, when it enters the network and has no infor-
mation whatsoever. This will lead to a higher number of
messages exchanged during the startup phase. However, as
the node gathers information about its neighbors, the pre-
ferred strategy changes to exploitation, which in turn will
reduce the number of exchanged messages, as well as the
paths an ant follows that do not lead to an answer, thus im-
proving network performance. Figures 3 and 4 show this
behavior.
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Figure 3: Number of messages generated by each query,
with β = 0.01.
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Figure 4: Number of paths that do not lead to an answer per
query, with β = 0.01.
The first experiment ran with a β value of 0.01 and the al-
gorithm’s performance was compared to two modified ver-
sions of it, in order to show the importance of two choices
made during the algorithm’s development. In the first mod-
ified version (No parent memory), we modified the way the
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cloned ant keeps the memory from its parent ant. When an
ant cloned itself, it did not pass to its clone the information
referring to all the node’s neighbors that it would also be
sent to. This way, an ant only knows the nodes that it vis-
ited and not the nodes visited by its first clones. As for the
second modified version (No number of resources), the pa-
rameters γu10 (the total number of different resources node u
has) were removed from the algorithm. This way, the explo-
ration/exploitation strategy equations were modified to only
take into account the pheromone value. The first measure-
ment made was the average number of messages processed
by each node. Table 3 shows the results.
Number of
swarms node
participates in
Original No numberof resources
No parent
memory
One 49,56 1119,17 3212,34
Two 224,05 1750,16 6253,71
Three 1365,15 2603,32 9132,34
Four 3438,31 3636,62 12959,42
Five 6625,93 4875,91 17700,18
Six 11272,8 6398,05 23340,49
Table 3: Average number of messages processed by each
node that participates in one or more swarms.
Network performance is achieved by reducing the number
of messages generated by each search to a minimum value
so that a resource is still discovered. Table 3 shows just that.
By passing to the cloned ant the information about all the
node’s neighbor the other cloned ants are also going to be
sent to, the ant has more information about which nodes
have already processed the search, avoiding visiting again
these nodes. This way, the number of messages in the net-
work decreases without affecting the search algorithm per-
formance. As for the removal of the γu10 parameter, it allows
the algorithm to explore more the nodes with a fewer num-
ber of resources, thus distributing the workload more evenly
in the network. However, the nodes with more resources are
the ones that have a higher number of connections and have
the highest probability of holding a resource or knowing
someone that holds a resource that is desired. Although the
usage of this parameter might have an impact on the network
performance, as it does not distribute the workload evenly,
it increases the probability of a node finding a resource in
the network. Figure 5 shows the importance of the memory
passing mechanism and differentiating nodes based on the
number of different swarms they participate in, and how it
can affect user experience when searching for resources in
the network.
Both Table 3 and Figure 5 also show the tradeoff there
needs to be between network performance and search perfor-
mance. When distributing more evenly the workload in the
network, we also decrement the number of queries that find
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Figure 5: Cumulative distribution function for the queries
with a hit.
at least one result. When focusing the workload in the nodes
that have a higher probability of having a resource, we incre-
ment the number of queries that find the search resource, at
the expense of network performance. Figure 5 also shows an
unexpected behavior. When removing the memory mecha-
nism, the algorithm generates a much higher number of mes-
sages (Table 3), however it achieves a lower hit rate than the
original version. This can be explained by the large num-
ber of generated messages that are sent to nodes that have
already processed the message, and thus are discarded.
After showing the importance of these algorithm’s behav-
iors, we ran the simulation with four different β values: 1,
0.1, 0.01 and 0.0061. The β parameter defines how the ex-
ploration strategy evolves into an exploitation one, having
direct impact on both network and algorithm performance.
First, we compared how this value affects both the distribu-
tion of the workload in the network and the average number
of messages generated by each search. Table 4 shows the
results.
Number of
swarms node
participates in
β
1 0.1 0.01 0.006
One 1,63 29,29 49,56 78,76
Two 1,88 51,2 224,05 720,54
Three 2,25 64,67 1365,15 3853,47
Four 2,7 96,32 3438,31 7322,91
Five 63,25 656,66 6625,93 11798,08
Six 781,49 4954,7 11272,8 16987,04
Table 4: Average number of messages processed by each
node that participates in one or more swarms.
As expected, by increasing the β value, the exploration
strategy evolves more rapidly into an exploitation strategy,
1Simulator limitations forced the lowest value to be 0.006
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generating a lower number of messages and focusing most
of these messages in the nodes with the higher number of
resources. As the value decreases, the algorithm makes a
larger use of the exploration strategy, thus generating more
messages and exploring more the nodes with a lower num-
ber of resources. This exploration strategy is very impor-
tant in gathering information from the surrounding network
so that more paths can be explored and the desired resource
found. This has a direct impact on the search results and con-
sequently the algorithm’s performance. However, having a
β value too low will result in a network flooding and con-
sequently have a negative impact on network performance.
Figure 6 shows a CDF with the percentage of queries that
find the searched resource.
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Figure 6: CDF for the queries with a hit, with different val-
ues for the β parameter.
In order to configure the β parameter, the average swarm
size in the network and the percentage of nodes that actually
participate in multiple swarms need to be taken into account.
If a network has a low percentage of multi-swarm nodes, the
β value should be low enough so that the algorithm does not
focus all its messages on these nodes and distributes its load
throughout all other nodes. This behavior can be observed
in Table 6 for β = 1. On the other hand, if the network
has a high percentage of multi-swarm nodes, the β value
should be high enough so that it does not flood the network
with query messages. The β parameter can have a significant
impact, either positive or negative, on network and algorithm
performance and thus should be configured accordingly to
each network it is used in.
Conclusions
This work presents an ant-based algorithm capable of pro-
viding a search mechanism inside swarm-like P2P networks.
The algorithm focuses on minimizing the impact it has on
network performance without affecting the user experience.
This is done through pheromone marking, strategy and mes-
sage forwarding adaptation, based on the total number of
nodes already visited by the search ant. This way, the num-
ber of messages generated by each search query decreases
as the node has more information about the surrounding net-
work. Our simulations show how the algorithm behaves and
reacts to different parameter configuration and how it can be
configured to achieve best network performance and results.
The simulation results also show the reason for some design
and development choices made upon creation.
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Abstract
We simulate the swarming behavior of three synthetic animal
species that differ only by the degree of perception they have
on their fellow animals. The species are called mosquitoes,
birds and fish. The swarms that comprise many individuals
of each species in turn move randomly in a rugged poten-
tial landscape. The mosquitoes pay no heed to one another.
The birds follow a bunch of their nearest neighbours in front,
based on strictly limited visibility. The fish, in turn, sense
also far-away neighbors through their lateral line, as mod-
eled by an exponentially decaying perception function. The
simulations show that such local differences in perception by
swarming individuals have global macroscopic consequences
to the geometry of the corresponding swarms. These conse-
quences are of persistent nature across many simulations with
each species.
Introduction
Humans, like many other animal species, are social. We
are fundamentally geared to living in a herd of some 20
- 100 individuals, from our nearest primate cousins to de-
cide. Many other animal species have much more intense
social lives, with flocks extending to thousands of individu-
als. Large flocks - or swarms - have their own requirements
as to the means of imposing collective social control over the
individuals involved. The process of social co-ordination is
bi-directional: on the one hand, swarm dynamics exerts con-
trol over each individual. On the other, swarm dynamics is
a direct consequence of the collective motion of all of its
individuals.
In this article, we compare the consequences on collec-
tive dynamics of different degrees and forms of perception
of swarming animals through computer simulations. Many
studies indicate that the bi-directional flow of information
described above has an important defining role in determin-
ing the nature of swarm dynamics. The impact of informa-
tion flow boils down to the question of how do the individu-
als in a swarm perceive the collective dynamics of the swarm
- and to the reciprocal question of how does the reaction of
individuals influence the collective dynamics of the swarm.
We shall study this question with computer simulations
of the collective motion of swarms of three different types
of animals, all capable of moving in two spatial dimensions.
These synthetic species are labeled as mosquitoes, birds and
fish. They are set to move in a similar synthetic world with
some external forces and constraints. But the way they per-
ceive their fellow passengers is different, which has a funda-
mental impact on the nature of the corresponding collective
motion of the swarm.
Swarm dynamics with a difference
Collective swarm dynamics can be described in many
ways, such as using ordinary or partial, deterministic or
stochastic, differential equations. Classical models of Eu-
lerian type (e.g., see Milewski and Yang (2008), Mur-
ray (2002), Mogilner and Edelstein-Keshet (1999) and Na-
gai and M. (1983)) are based on the diffusion-advection-
reaction equation, governing the spatio-temporal dynamics
of the population density:
∂f
∂t
=
∂
∂x
(
D(f)
∂f
∂x
)
− ∂
∂x
(V (f)f) +B(f), (1)
where the first term on the right-hand side introduces a
Brownian motion with diffusion coefficient D(f), the sec-
ond term stands for advection with density-dependent ve-
locity V (f) and the last reaction term may include birth or
death processes.
Convection term results in attraction and repulsion ef-
fects, reflecting forms of social interaction between popula-
tion members which implies that the direction and speed of
motion of a particular individual is determined by the popu-
lation density of the surrounding environment. One advan-
tage of continuous models is the diversity of readily avail-
able analytic tools that facilitate their study.
Since the sensory systems of animals are limited, it is
typically assumed that interactions have finite spatial in-
fluence. In most PDE-based models advection velocity is
specified as a convolution (Mogilner and Edelstein-Keshet
(1999),Edelstein-Keshet et al. (1997)):
V (f) = K ∗ f =
∫
R
K(x− x′)f(x′, t)dx′, (2)
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where the kernel K relates to the strength of animal-animal
interaction per unit density with a distance x − x′ between
two sites, see Mogilner and Edelstein-Keshet (1999).
Another common approach is based on modeling the
movement of each individual member of the total popula-
tion comprising N identical members. In this so-called La-
grangian approach each individual member follows simple
rules of motion, specified by either a system of stochastic
differential equations, as was done in Burger et al. (2007),
Morale et al. (2005), or via a hierarchical algorithm with a
probabilistic decision-making mechanism, see Gueron et al.
(1996).
In our simulations of synthetic animal swams, swarm-
ing mosquitoes do not affect each other. The main fac-
tor that determines their motion is sensing features of a
potential prey or heat source. Host-seeking behavior of
mosquitoes was thoroughly considered in Cummins et al.
(2012). Mosquitoes were treated as a number of indepen-
dent agents, sampling concentration of attractive odor emit-
ted from host individuals via mechanism of klinotaxis. The
concentration is given by the convection-diffusion equation.
In the present study, the mosquito case is modeled with a
similar approach, but by different means.
In order to focus our study on the influence of percep-
tion on collective dynamics, we use an identical environ-
ment for all the swarms. This environment consists of a two-
dimensional landscape that resides at the bottom of a "poten-
tial bowl" that describes the local habitat of the swarm. The
swarm is therefore confined to a limited, but boundaryless,
area. Inside the potential bowl, there are four obstacles at
the corners of a square that repel individuals and cause the
swarm to turn away from them. These obstacles can repre-
sent e.g. trees, buildings, rocks or repellents.
The dynamics of a swarm are directed both by external
forces - such as the potential bowl above that forms a basin
of attraction, and the obstacles that each constitute a repul-
sive force - and by internal forces created by the autonomous
dynamics generated by the members of the swarm through
their interaction. Both external and internal forces are rep-
resented in population dynamics as force potentials that are
mediated by perception. In our model, we assume the exter-
nal forces to be constant in time and independent of swarm
dynamics, so as to focus on the autonomous dynamics of the
swarm. In the real world, both external and internal forces
are very much dynamic, as can be seen e.g. from any movie
of dolphins chasing a school of fish.
Our autonomous swarm dynamics are broadly following
a class of stochastic differential equation models introduced
by Capasso and Morale in Morale et al. (2005) and Burger
et al. (2007). In this kind of dynamics, there is a long-range
herding force that keeps the swarm together, and a short-
range repulsion force that prevents individuals from collid-
ing.
Our three fundamental species differ only in the way that
Figure 1: General layout: global attractive potential in the
center and four local sources of repulsion.
they can perceive their fellow animals. All the three species
are only synthetic forms of life, but they are each given a
familiar name that links each synthetic species to a related
animal species.
• Mosquitoes do not perceive their fellow mosquitoes. In-
stead they move in Brownian motion, weighted by the
gradient of the external potential field alone.
• Birds do see their fellow birds, but only up to a fixed dis-
tance limit in their front.
• Fishmay see only their immediate neighbors, but because
of their special pressure sensing organ, the lateral line ,
they can feel the movement of the swarm beyond their
range of visibility. In this case, their perception function
is a radial, exponentially decaying function.
Basic dynamic equations
We consider the general layout for the three above-
mentioned cases, see Figure (1), where a source of global
attractive potential is located at the center of the experimen-
tal habitat of the species, and four short-term repulsive po-
tentials are placed separately from one another. In the case
of a mosquito swarm, we treat this setting as an indoor space
amended with four sources of repellent and one intensive
heat source at the center. In the two other cases, the layout
can be treated as a domain inhabited with a population of an-
imals which contains four obstacles, such as trees or rocks.
Mosquito swarm
The first case examines collective behavior of mosquitoes in
presence of an intensive heat source and four patches cov-
ered with repellent (e.g., spray), modeled as a system of
non-interacting particles driven by an external potential.
The heat source at xh is modeled as a Gaussian hump:
Ca(x) = exp
[
−d
2(x,xh)
2σ2a
]
, (3)
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where d(xh,x) is the distance between point x and the
position of the source xh. The standard deviation of the
Gaussian σa conditions the minimal distance at which the
mosquito is able to sense the heat.
We assume that each mosquito is driven towards the
source by the mechanism of klinotaxis, as it was conjec-
tured in Vickers (2000) for the case of host-seeking behavior
of real mosquitoes. During klinotaxis, an animal samples the
concentration of attractive substance at one location, then
changes location and repeats sampling, using its memory of
the concentration to choose its next position Cardé (1996).
In the present study, the klinotaxis mechanism is modeled
by employing a random walk. The Metropolis algorithm
was introduced in the 1950s in statistical physics literature
as a tool to sample probability distributions, see Metropo-
lis et al. (1953). The Metropolis algorithm is based on an
accept-reject step. Assume that we take a step from point
xn−1 to a candidate position xn. If corresponding probabil-
ities are pn−1, pn, we accept the new position with probabil-
ity
αa = min
(
1,
pn
pn−1
)
(4)
Hence, the upward steps (pn > pn−1) are always ac-
cepted, while steps downwards are accepted with probability
pn/pn−1. Probabilities pn, pn−1 are taken from a proposal
distribution. Applying the above-specified sampling rule
with adequate proposal distribution implies that the samples
converge towards the underlying target distribution.
In our simulations random walk is employed as a proposal
distribution. Consider a mosquito at position xn−1 at itera-
tion n− 1. It randomly selects a candidate position xn by
xn = xn−1 + dW, dW ∼ N(0,Σ), (5)
where the two-dimensional Gaussian N(0,Σ) conditions
the step length for the random walk. The probabilities
are associated with the distribution of heat, and may be
given as an exponential of the heat concentration: pn =
exp(−Ca(xn)/2σ2a). The accept/reject probability can than
be written as follows:
αa = min
(
1, pnpn−1
)
=
min
(
1, exp
[−(Ca(xn−1)− Ca(xn))/2σ2]) , (6)
where σ is a scale which governs the probability of a step
away from the source to get accepted: the smaller is σ, the
less likely they are to get accepted. Our mosquito ’sam-
pler’ is eventually supposed to roam in proximity to the heat
source.
Repellent is treated as Heaviside step function which stands
for a probability of rejection for candidate position x:
αr(x,x
r) =
1, minj∈1,...,Nrd(x,x
r) ≤ L
0, min
j∈1,...,Nr
d(x,xr) > L
, (7)
where d(x,xr) is a distance from position x to the source
of repellent, L determines the range of coverage. One way
to combine multiple repellents is to sum rates of rejection
over all sources of protection and take Metropolis-type of
probability:
αr(x
n) = min(1,
Nr∑
i=1
αr(x,x
r
i )), (8)
where Nr is a total number of repellents. A mosquito
swarm is represented as a number of individuals placed
initially at random spatial positions on a rectangular patch
[xmin, xmax] × [ymin, ymax]. After that, every mosquito
with initial position x0 changes its location in accordance
with the following algorithm:
Algorithm for swarm dynamics
1. Select a candidate position xn by adding Brownian incre-
ment to previous point, that is compute xn by formula (5).
2. Measure concentration of heat at new position as it was
specified in formula (3)
3. Compute probability of acceptance for position xn:
αa(x
n−1,xn) =
min
(
1, exp
[−(Ca(xn−1)− Ca(xn))/2σ2]) , (9)
4. Compute probability of rejection by formula (8)
5. Generate a random number r ∼ U [0, 1]; if r < αa(1 −
αr), accept the new position xn. Otherwise, remain at the
old position: xn = xn−1;
6. Move to step 1, n→ n+ 1.
Flocks of birds
Our second type of swarming behavior also features dynam-
ics under a global attractive potential. It can be viewed as
a population moving inside a wide domain of habitation.
This domain includes several areas covered with obstacles
that are avoided by population members. External attraction
and repulsion is treated as in the previous case of mosquito
swarming behavior.
In contrast to mosquitoes, this second type of animals is
supposed to coordinate with fellow-individuals, i.e. exhibit
a tendency to aggregate but to avoid over-crowding. In our
present simulations, both interactive effects are introduced
by means of Kalman dynamics, a term derived from the
statistical data assimilation method known as The Kalman
Filter, see Kalman (1960), Evensen (2003).
The Kalman filter produces a state estimate of a dynamic
system as a weighted average of a prior state or predicted
state, and of a state observation.
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Suppose that at the step n − 1 birds have occupied posi-
tions
xn−1 =
(
xn−11 ,x
n−1
2 , . . . ,x
n−1
N
)
, (10)
where N is the number of birds. Firstly, prior candidate
positions xni = x
n−1
i + dW, i = 1, . . . , N are randomly
selected and independent of one another. After that, every
prior candidate point xni , i = 1, . . . , N is amended with an
observational increment:
xni = x
n
i +Ga (y
a
i − xni ) (11)
to introduce cohesion towards closest individuals, which is
a typical way of attaining synchronization between animals,
such as schooling fishes and flocking birds.
In the current case, we assume that a long-range attraction
rule applies to the nearest five neighbors of each individual,
as has been observed in the case of real birds. Positions
of viewed fellow birds are combined into an artificial state
observation
yai =
1
No
jNo∑
j=j1
xnj , (12)
where ja, . . . , jNo are indeces ofNo closest neighbors to the
side and ahead of the agent xni .
The Kalman Gain Ga can be adjusted to achieve a par-
ticular strength of cohesion: increasingGa implies enhance-
ment of aggregative behavior.
Short-range repulsion between birds can be modeled sim-
ilarly:
xni = x
n
i −Gr (yri − xni ) , (13)
where observation y is composed as an average over the set
Nr = {j|d(xni xnj ) < dmin} of all positions located closer
than at minimum distance dmin:
yri =
1
|Nr|
∑
j∈Nr
xnj . (14)
Analogously to the above-described case of cohesion, the
Kalman gain Gr in formula (13) governs the strength of re-
pulsive interaction.
Algorithm for collective dynamics is applied to each in-
dividual agent i = 1, . . . , N separately
1. Select a candidate position randomly:
xni = x
n−1
i + dW,dW ∼ N(0,Σ). (15)
2. Compute probability of acceptance for position xni :
αa = min
(
1, e−
(Ca(x
n−1
i
)−Ca(xni ))
2σ2
)
(16)
3. Compute probability of rejection for position xni :
αr =
1, minj∈1,...,Nrd(x
n
i ,x
r
j) ≤ L
0, min
j∈1,...,Nr
d(xni ,x
r
j) > L
, (17)
where d(xni ,x
r
j) is a distance between the i-th agent and
the center of j-th obstruct patch, L stands for the width of
the patch,
4. Accept new position xni with probability αa(1 − αr), in
case of rejection, stay at the old position xni = x
n−1
i ,
5. Apply Kalman dynamics to induce interactive behavior
(cohesion and repulsion):
xni = x
n
i +Ga (y
a
i − xni )
−Gr (yri − xni ) , (18)
where observations yri and y
a
i are computed by formulas
(12) and (14), correspondingly;
6. Compute probability of rejection α′r for position x
n
i by
formula specified in the item 3, accept position (xni =
xni ) with probability 1− α′r, otherwise, remain at the old
position xni ,
7. Move to step 1, n→ n+ 1.
Schools of fish
Schooling behavior is modeled similarly to the previous
case, except for the observation stage for cohesion. Fish are
characterized by their ability to sense their fellow kin even
beyond a certain range, which is reflected in the perception
function applied at the state observation step as follows:
yni =
N∑
j=1
j =i
exp
[−λd(xni xnj )]xnj , (19)
where observation weights decay exponentially with dis-
tance.
Results
As to the pun in the title of the article - mosquitoes do not
recognize any friends. Mosquitoes, by their definition as
Markovian synthetic animals without regard for their fellow
kin, keep happily flying on top of one another. It is lucky that
they can be regarded as point-like particles in simulations!
The results of the simulations for all three species are il-
lustrated in Figure 2. The three rows of the figure represent
the three species. The columns from left to right represent
an early state, one or two intermediate states, and a late state
of the swarm, respectively, in each case. The upper-most
left figure represents the common random initial state of all
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Table 1: Values of model coefficients employed in experi-
mental runs.
parameters values
σa 1000
L 4
Ga 0.7
Gr 0.9
λ 1
σ 1e− 3
Figure 2: 1.Initial layout, 2.Mosquito swarm distribution
at an intermediate stage, 3.The final distribution of the
mosquito swarm, 4.-5. Intermediate distributions of birds,
6. The final distribution of birds ,7.-8. Intermediate distri-
butions of fish , 9. The final distribution of fish
three swarms. From these figures, we conclude that the an-
swer to the pun is not the same for birds and fish as it is
for mosquitoes. The former two species both react to their
fellow flyers or swimmers, in a manner that has a funda-
mental impact on the geometry of the swarms they form.
Despite the slightly different forms of the algorithms used
for mosquitoes and for the other two "species" of synthetic
creatures, their swarms start out similar. The disregard for
fellow mosquitoes causes them to get distributed according
to the geometry of the landscape, but concentrating on the
level contours of their potential well. Only in late stages of
the simulation do mosquitoes finally find their way to the
bottom of their potential bowl.
Birds, on the other hand, are so attached to their fellow
fliers that this property actually prevents them from reaching
the bottom of the potential bowl. Instead, they circulate in
a simply or multiply connected chain to the foreseeable fu-
ture. This is caused by the attractive potential of the nearest
birds that inexorably pull the birds away from their preferred
feeding ground, because of the "horror vacui" that surrounds
it.
Finally, fish display yet another variety of swarm dynam-
ics, since they can sense the presence of also far-away fellow
swimmers. This property allows them to cluster into groups,
instead of a continuous chain. In our rugged landscape, the
end result is not a single cluster, but two clusters of fish, held
away from each other and from the best feeding ground by
the balance of mutual repulsion that would strengthen if the
two schools would move closer to one another.
In all three cases, the final distributions of the swarms,
flocks and schools are quite stable over many cycles
of simulations. They therefore demonstrate clearly the
macroscopic geometric consequences of the local degree of
perception attributed to each synthetic species.
Increasing Kalman gain Ga induces clustering behavior
in the swarm, hence the latter parameter should be kept
sufficiently big to stimulate cohesion, but not exceedingly
large, since it annihilates the motion caused by an external
potential. To avoid this effect, Kalman gain which governs
the attraction should be smaller than matching repulsion
coefficient Gr, see Table (1).
Discussion
We have demonstrated that under similar but non-
homogeneous geometric circumstances, the degree of lo-
cal perception by swarming animals has global geometric
consequences for their corresponding swarm dynamics. In-
stead of behaving in a totally random or chaotic fashion, the
swarms adopt persistent geometric shapes that are a function
of the degree of local perception possessed by the individu-
als in the swarm, even as the individuals generally move in a
similar stochastic manner. We have demonstrated three such
geometries in the case of three synthetic species that behave
like mosquitoes, birds and fish, respectively.
This empirical result is not very surprising, in view of cor-
responding results in deterministic differential geometry. In
differential geometry, the difference between the dimensions
of the kernel and co-kernel and of a local linear curvature op-
erator, such as the Laplacian, determines uniquely the Euler
characteristic of the manifold, as is stated by the Atiyah-
Singer Index Theorem and its many analogues and gener-
alizations. The Euler characteristic describes the difference
between the number of edges and the number of vertices of
an arbitrary triangulation, or simplicial complexification in
dimensions higher than two, of the corresponding manifold
and it is a topological invariant. This means that the Euler
characteristic remains the same, no matter how the triangu-
lation or simplicial complex have been constructed. It is, in
particular, independent of the lenght of the edges in such a
triangulation, and hence on its spatial resolution.
On the other hand, there are well-known analogies be-
tween curvature operators and random walks, such as the
bijective relationship between Brownian motion and the
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Laplacian. It is not trivial to extend such results, that depend
crucially on the linearity of the curvature operator, to the
non-linear stochastic dynamics discussed in the current pa-
per. But the persistence of the limit geometry of the swarms
observed in our numerical experiments seems to indicate
that the bridge of analogies from random walks through cor-
responding differential dynamics onto the global topology
of the limit swarm on a non-trivially connected manifold
is a continuous path. But the fact that the resulting topol-
ogy is different for different perception operators testifies to
the non-trivial nature of these analogies: the topology of the
swarm is not uniquely determined by the topology of the un-
derlying spatial manifold, but also depends on the non-linear
perception operator associated with the swarm dynamics.
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Population is the fundamental basis of any evolution (No-
vak, 2006). This statement is true both in biological and
artificial evolutionary systems. Population dynamics studies
short and long-term changes of the certain population fea-
tures, and is a branch of life sciences. Here, we discuss new
properties of population of binary chromosomes evolved by
genetic algorithm (GA), which is one of the possible imple-
mentations of artificial evolutionary systems. In particular,
we introduce a theorem (Theorem 3) allowing us to deter-
mine the minimal number of simple operations necessary to
restore the entire space to explore. The work is partly based
on Pliszka and Unold (2011, 2012).
The discipline of GAs (and broadly Evolutionary Com-
putation EC) is still focused more on the empirical aspects
of algorithms than theoretical studies. Methods, which are
currently in use in theoretical studies of these algorithms,
could be classified into one of the following groups: schema
theory, Markov chains theory, dimensional analysis, order
statistics, quantitative genetics, orthogonal functions analy-
sis, quadratical dynamical systems, and statistical physics.
Simplistic assumptions have frequently been adopted in the
theoretical analyses and these have deformed the analyzed
algorithms in such a way that they question the real connec-
tion between the results obtained and the investigated algo-
rithms.
The essential step in GA/EC is to determine the represen-
tation of computational population (Hu and Banzhaf, 2010).
Another one is to define the method of gene duplication.
Most of GAs use linear binary representations, and the most
standard one is an array of bits. Due to fixed size of such
representations, their parts are easily aligned. This facili-
tates simple crossover operation.
In our approach binary chromosomes are represented as
binary, fixed-length chromosomes, using an alternative to
zero-one decoding technique, called Hadamard representa-
tion. The search space {0, 1}n was replaced by {−1, 1}n.
Thanks to use a new binary model the requirement of
orthogonal columns pairs is omitted. Subject of this study is
the following set:
Hn = {(hs,n, hs,n−1, . . . , hs,2, hs,1) :
∀s ∈ {0, 1, . . . , 2n − 1}
∀i ∈ {1, 2, . . . , n}
hs,i ∈ {−1, 1}}
Its elements represent all possible binary chromosomes
of equal length n, where n is a natural number higher than
1. Note that the Hadamard representation is in fact a trans-
formed Hamming space. The proposed representation has
one, apparently insignificant property, which distinguishes it
from the binary representation: a square of each coordinates
is equaled 1. This fact draws two subsequent conclusions:
the sum of the squares of coordinate of each element of the
Hn space is constant and equals this space dimension, and
there is no element with zero coordinates. The collection
of these simple facts allows for the formulation of rules for
phenotypes (indices) and development of automate methods
of moving frame Hn, as well as determination of the dis-
tance (level of differentiation) between the elements of this
space (Pliszka and Unold, 2011).
The use of Hadamard representation allows us to give the-
oretical proof for epistatic properties as well as exploration
possibilities of a crossover operator. We say that the popu-
lation is ancestral, if all its elements can be obtained from
a primary (initial) population as a result of the assembling
only crossing-overs.
Theorem 1. The whole space Hn is the ancestral pop-
ulation if and only if there are the elements in the primary
population P , which have the following properties: for each
locus, we have two elements from P having different (in
terms of dual opposing) values (the proof in Pliszka and Un-
old (2011)).
As a conclusion of the above Theorem 1 we have conve-
nient
Theorem 2. If a primary population P ⊆ Hn contains
the pair of polar chromosomes, then the whole space Hn is
a ancestral population, where two points ht and hk inHn are
called polar chromosomes if and only if for each coordinate
these points have opposite values.
For example, having two polar chromosomes h0 and h7
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Figure 1: Exemplary ancestral binary population in
Hadamard encoding with the primary population h0 and h7.
as a primary population from H3 we are able after three
crossovers obtain all 8 chromosomes from the space in ques-
tion, according to Theorem 2 (see Figure 1). What is inter-
esting is that more crossover operations are needed when
using natural selection and random points of crossing.
Theorem 2 allows us to determine the number of necessary
and sufficient one-point crossovers, we need to recover the
entire space Hn from the two polar chromosomes.
Theorem 3. Any algorithm established to restore the
entire space Hn from two polar chromosomes with a one-
point crossover operator needs at least 2n−1 − 1 operations
(the proof is omitted).
Moreover, it is possible to construct such an algorithm,
which reconstructs the whole binary space exactly in
2n−1 − 1 steps.
Note that introduced representation allow us to distinct
and classify different populations, what is more to penetrate
into the potential future directions of their evolution regard-
less of the selected crossover algorithms, selection of par-
ents, or the elimination of individuals. Having Theorem 3
we are able to compare GAs in terms of efficiency and opti-
mization.
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Abstract 
In this paper we challenge the notion of ‘normativity’ used by 
some enactive approaches to cognition. We define some 
varieties of enactivism and their assumptions and make explicit 
the reasoning behind the co-emergence of individuality and 
normativity. Then we argue that appealing to dispositions for 
explaining some living processes can be more illuminating than 
claiming that all such processes are normative. For this 
purpose, we will present some considerations, inspired by 
Wittgenstein, regarding norm-establishing and norm-following 
and show that attributions of normativity to non-social agents 
are deeply paradoxical. The main conclusions of our discussion 
are: (1) circular and internal explanations centred on the 
stability of living systems are insufficient to account for 
processes where the environment plays an important role, such 
as adaptation. Enactivism is not an explanatory alternative to 
evolutionary biology but needs it as a complement to accounts 
focused on the internal self-assembly of organisms; (2) though 
we share enactivism’s anti-representational spirit, we argue that 
ecological psychology can offer a better account of perception. 
 
Enactivism’s natural norms 
 
Enactivism is often presented as the new paradigm for 
explaining cognition (Stewart et al., 2010). It is based on the 
assumption that cognition, rather than being a matter of 
abstract calculus and manipulation of internal representations 
in the head, is a spatio-temporally extended and dynamical 
process in which an embodied agent is meaningfully dealing 
with its environment in order to adapt itself to it. But this is 
not enough for defining enactivism. In fact, all these 
assumptions and tools have already been endorsed and 
developed by other anti-cognitivist theories, such as 
ecological psychology (Gibson, 1966, 1979). So, what's new 
about enactivism? For some enactivists (Di Paolo, 2009) their 
theory provides a definition of agency in which the new 
embodied, extended and anti-representational cognitive 
science can rely on. Enactivism was born as a biological 
theory that emphasized the continuity between life and mind 
(Canguilhem, 1965; Maturana and Varela, 1987). Among the 
impressive achievements of the theory, perhaps the most 
important was the change of focus in thinking about living 
creatures: these are not seen as mere compounds of parts 
selected by evolution, but as whole agents individuated from 
their environment in terms of their internal structure. This 
structure or system is based on different networked processes 
(such as metabolism and the different processes of the nervous 
system, for example) and it is taken as a unity. This is to say 
that the system as a whole provides stability, and the 
processes of this system that result from its stable 
configuration are intended to keep this unity going. An agent, 
thus, is autonomous or self-sustained, and its goal is to keep 
this self-stability. This is the sense in which life is normative, 
according to enactivism. Although this idea was already being 
embraced by some philosophers (Canguilhem, 1965; Jonas, 
1966) only the explicit analysis due to Maturana and Varela 
made it into a suitable starting point for thinking about 
cognition. Cognition is one species in the wider genus of 
adaptive processes. Adaptive processes come in the form of a 
coupling typically described in mathematical terms; 
something that has been called the ‘agent-environment 
coupling’. In the context of perceptual processes, which are a 
special kind of adaptation, this coupling is called the 
‘sensorimotor loop’. A refined notion of adaptation (in the 
first, broader sense) was developed later in the enactivist 
framework for clarifying how all these concepts are 
interrelated (Di Paolo, 2005).  
Given the former definitions, we can broadly distinguish 
between two varieties of enactivism. First, those that endorse 
the biological notion of agency as a self-sustaining system 
along with the idea that perception is based on a sensorimotor 
loop. Second, those that are only committed to this way of 
explaining perception and do not hold to the theory of 
biological agency that defines the first group. Among the 
latter authors we can find Noë (2005) and O’Regan (2012). 
Conversely, among the former theoreticians we can find 
Maturana and Varela (1987), Jonas (1966) and others. We will 
focus on the notion of ‘normativity’ provided by the latter 
group, and for this purpose we will analyze the most recent 
definition of this phenomenon: the one provided by 
Barandiaran et al. (2009).  
This approach to normativity is given in terms of its co-
emergence with individuality and action, and these three 
notions work as different conditions for agency. Also, this 
agency is at the service of the autonomy of the system. So, 
given the fact that living systems are autonomous or self-
sustained, for enactive philosophers a prior assumption is 
required in order to understand how agency emerges. For the 
enactivists, the difference between machines and living beings 
is that for machines “no intrinsic force or process is lumping 
the components together, nor has the system as a whole 
(independently of us) a specific way of functioning and 
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demarcating itself from the rest” (Barandiaran et al., 2009; 
emphasis added). The individuality of the entity is not 
projected but recognized when we deal with living beings. 
The entity itself displays to us its own criterion of 
demarcation from the environment: an agent is then “a system 
capable of defining its own identity as an individual and thus 
distinguishing itself from its surroundings; in doing so, it 
defines an environment in which it carries out its actions” 
(Barandiaran et al., 2009, p. 3; the quotation appears in italics 
in the original).  
But a question remains unanswered: what is the particular 
process (or force, as it is quoted above) that allows for this 
demarcation? The answer is nothing but its own actions: 
“agents define themselves as individuals as an ongoing 
endeavor and through the actions they generate” (Barandiaran 
et al., 2009, p. 3, emphasis added). So, agents, by means of 
their acting, demarcate themselves as independent entities — 
and in doing so, they define themselves and also define the 
environment in terms of exclusion. 
Here we arrive at a crucial point: if the definition of 
individuality comes by means the agent’s actions, how do we 
differentiate mere random movements from genuine actions? 
When we talk of an action-perception loop in order to 
describe the interaction of the agent with the environment we 
cannot consider that both parts are equally active in the 
interaction. The coupling of a leaf flowing in the air 
establishes a symmetrical relation: the weight of the leaf and 
the force of the wind regulate the process with the same 
degree of implication. As we have seen, living beings are 
different: they act upon the environment and thus they can be 
demarcated from it. This is an asymmetrical relation. Agents 
and environments do not play the same role in the coupling. 
Hence the sensorimotor loop (or any other coupling) is not 
like the leaf-air coupling: it is something provoked by the 
agent. Actions are not random because the agent tries to 
achieve a certain goal with them. An action is a goal-directed, 
normative movement. That purposiveness demarcates actions 
from other movements. Thus, “agents have goals or norms 
according to which they are acting, providing a sort of 
reference condition, so that the interactive modulation is 
carried out in relation to this condition” (Barandiaran et al., 
2009; emphasis added). The statement quoted above is highly 
revealing: goals and norms are used interchangeably 
(Barandiaran et al., 2009, p. 5, footnote 2), and these norms 
are the reference condition by which we can say that agents 
are acting. Furthermore, the coupling with the environment is 
carried out in relation to this normative character that specifies 
the kind of interactions with the environment that are defined 
as ‘actions’.  
But what is a ‘norm’ from this enactive perspective? Is it a 
statement or an explicit rule like ‘the queen can move any 
number of vacant squares horizontally, diagonally or 
vertically’ or ‘do not feed the animals’? Clearly not. First, no 
linguistic competence is necessarily involved in the 
employment of this kind of norm, and nor is interaction with 
other agents required. Rather, it seems that some process is 
normative when it establishes and maintains the individuality 
or self-sustenance of the system: “self production is a process 
that defines a unity and a norm: to keep the unity going and 
distinct” (Di Paolo, 2005, p. 434; emphasis added). A process 
that benefits adaptation is a “norm given by self construction” 
(Di Paolo, 2009, p. 50).   
Now we have the whole picture of enactivist agency: agents 
are systems that individuate themselves from the environment 
by means of their actions, and those actions are described 
normatively. We can talk of a co-emergence of individuality 
and normativity: even though enactivists separate these as 
different conditions, they also explain in what sense the two 
concepts are co-extensive or interrelated. It can be useful to 
briefly return to the quotes cited above: “agents define 
themselves as individuals as an ongoing endeavor and through 
the actions they generate” and “agents have goals or norms 
according to which they are acting”. This amounts to saying 
that individuality is defined in terms of action and action is 
defined in terms of normativity. So, it is this “deep circularity 
and entanglement between networked processes, the self-
maintaining conditions they generate and the interactions that 
the system establishes with the environment what [sic] makes 
agents so challenging to model and understand” (Barandiaran 
et al., 2009. p. 8; emphasis added). Recently, Barandiaran and 
Egbert (in press) modeled the normative behaviour of a 
unicellular agent based on these criteria. In their model they 
differentiated between derived and intrinsic normativity, and 
they claim that the latter is a central feature of living beings, 
which are able to establish and follow their own norms in 
order to keep up the self-sustainability of their structure and 
their ability to adapt to their environments. That is why, for 
these authors, enactivism is a new paradigm: because it 
establishes a theory of agency through which we can 
understand cognition and, specifically, the normative aspect of 
it. 
Dispositions and norms 
The first set of examples that could clarify the notion of 
‘normativity’ defined by enactivism comes from the 
philosophical discussion of dispositions. Several authors have 
previously appealed to dispositions in order to explain the 
behaviour of physical objects but also of biological or rational 
agents (Ryle, 1949; Molnar, 2004; Mumford and Anjum, 
2011). We say that sugar has the disposition to dissolve when 
put into water, neurons have the disposition to open their 
sodium channels when they receive a stimuli, and humans 
have the disposition to laugh when they listen to a joke. For 
some authors, these dispositional properties are defined as 
intrinsic, first-order, and real properties of agents and objects 
(Molnar, 2009).  By ‘first-order’ we mean that dispositions are 
properties instantiated in individuals. The claim is that these 
dispositional properties are intrinsic to their bearers because 
they do not depend on the existence of any other object. Given 
these features, we can say for example that the fragility of a 
piece of glass is a property instantiated in a particular item, 
and also that the existence of that property does not depend on 
the existence of any object other than the piece of glass. The 
realist commitment to the property comes with the conclusion 
that, given its individuality and intrinsicality, a disposition 
does not need to manifest itself in order to prove it existence. 
Glass can maintain the property of being fragile even when it 
never breaks. We do not need the continuous manifestation of 
a dispositional property in order to assume its existence. 
Based on this, a special feature of dispositions is their 
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directedness: dispositions are directed to their reciprocal 
dispositional partners rather than to their manifestations. 
These reciprocal partners are other elements of the same kind 
that, given the right circumstances, play the role of triggering 
the manifestation of the property. For example, imagine a 
sugar cube: a sugar cube has the property of being soluble 
even when it is not able to show its solubility (let’s say, even 
when it is covered by plastic wrap while submerged in a glass 
of water). In this case, the disposition exists even when it is 
not manifested. Also, following Martin (2008), we can 
imagine that some chemical product A has the property of 
being soluble when mixed with another chemical product B 
even if product B does not exist in the universe (e.g., product 
B has never been synthesized because it would be too 
expensive to do so). In any event, our realist intuitions 
towards dispositions incline us to consider that the product A 
has the property of solubility even if it will never be 
manifested.  
An interesting feature of dispositions is that, applied to 
biological agents, they cover abilities and natural reactions as 
well as learned and innate responses. We can say that a dog 
once had the disposition to growl when the master picked up 
its bowl, but now it has the disposition to sit down when the 
master does the same thing. Also, given all the features 
mentioned above, dispositions can be useful for explaining 
interaction with the environment in a non-representational 
way: from a dispositional perspective, the basic unit of 
analysis is not the agent, but the agent-environment coalition. 
Dispositions, thus, explain the expected behaviours of certain 
agents under specific conditions.  
Given this account of dispositions, we think that these 
properties are very useful for explaining different processes 
and behaviours of living agents, which are highly context-
dependent. Thus, we are going to provide an example by 
which we can differentiate between a dispositional state and a 
normative behaviour: this will help us to show how the 
difference between following a rule and manifesting a 
disposition is blurred in the enactive account of perception. 
We will conclude that the subsumption of the dispositional 
within the normative is not helpful for explaining the different 
cognitive states of living agents. Imagine this situation: 
Manolo is a heavy smoker. To say that someone is a smoker is 
to make a dispositional attribution. Manolo is a smoker even 
when he isn’t smoking. Being a smoker is being disposed to 
smoke a cigarette in certain circumstances (being a heavy 
smoker is to be so disposed in most circumstances). For 
instance, Manolo has the disposition to light a cigarette every 
time he sees one, as if an internal force pushed him to do it. 
One day Manolo goes to the doctor and he is told that if he 
continues to smoke, he is very likely to develop a chronic 
respiratory disease. He realizes that he must stop smoking. 
This realization did not cancel his disposition to smoke, at 
least not in the short term. Nevertheless, it did stop him from 
manifesting the disposition. What was it that stopped a deep-
seated disposition from manifesting itself? The answer is 
clear: a norm. A norm can inhibit the triggering of certain 
dispositions even when the circumstances are otherwise 
entirely suitable for the disposition to manifest itself. From 
this perspective, a norm can inhibit but it can also eliminate a 
disposition after a certain number of corrections. So, the first 
difference between a disposition and a norm is that the first is 
intrinsic and internal, but the second is not. This is why the 
internal force persists even when the agent follows a rule 
imposed by another agent (such as the smoker and the doctor). 
Given these features we can understand now why a norm, 
then, is different from a disposition. It is clear when we look 
at examples involving humans, but can this notion of ‘norm’ 
be applied to neurons or bacteria? It seems that there is no 
room for this conceptual tool in the explanation of the 
behaviour of unicellular agents. Who can correct the cell for 
not behaving in a certain way? How can an intrinsic 
disposition of a bacterium be inhibited by a norm, if the only 
dispositions that we can find in bacteria are those that allow 
for its survival (or, at least, that allowed for the survival of its 
ancestors)? It seems that there is something in the context of 
bacteria that is missing if we want to apply the concept of 
‘norm’ to them. 
Wittgensteinian norms 
As we’ve seen, enactivists do not differentiate between 
biological dispositions and norms, and they label all these 
different processes ‘normative’. This would be a minor 
problem if it were only a terminological issue. However, we 
think that the problem is also conceptual and ontological: 
what we have here is a disagreement regarding what a norm 
is, how the concept works and in which context it can be 
applied. We have seen that some enactivists claim that a 
solitary agent can both establish and follow its own norm. 
Now the question is whether that claim is acceptable. Is it 
intelligible to think of an agent who is able to establish and 
follow its own rules in isolation? 
We think that Wittgenstein’s discussion on rule-following 
is still very relevant to this question. In the well-known 
sections of his Philosophical Investigations devoted to this 
issue, he offers a battery of arguments to show that the answer 
should be negative (Wittgenstein, 1953, §§ 185-242). When 
we talk of following and establishing our own norm we are 
talking of establishing and following a special course of 
action. Wittgenstein wants us to imagine a situation in which 
somebody is teaching a pupil to count in a certain way and the 
teacher wonders why, after many repetitions, the student is 
still not doing it correctly. The first explanation of the 
student’s behaviour is always to appeal to his natural 
reactions, to his natural inclinations, for answering one way 
rather than another. This suggests that we can distinguish 
between acting according to one’s natural dispositions and 
acting correctly — acting according to a rule. So, following a 
rule seems to be something much more complex than 
naturally reacting. If all there is to following a rule was to act 
according to one’s brute inclinations, then there would be no 
situation where learning could be thought to be necessary to 
coming to act in the right way.   
If equating norm-following with acting according to one’s 
unlearned natural dispositions is problematic, perhaps the 
enactivist, in her defense of the idea of biological norms, 
could appeal to the notion of interpretation. A sphere would 
be normative inasmuch as its inhabitants were capable of 
interpreting norms in such a way that their action was a case 
of following the rule under their interpretation. When 
discussing whether acting according to a norm can be 
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understood as offering an interpretation such that the action 
becomes subsumable by the rule, Wittgenstein comes back to 
the example of the pupil learning mathematics. After some 
successful exercises that seemed to show that he had mastered 
the use of the “+” sign (all involving numbers smaller than 
1000), the teacher asks him “how much is 1000 + 2?” The 
student answers “1004”. When the teacher tells him that this is 
not the right answer, he defends himself claiming that he is 
doing exactly what he was told: “I did as before. Wasn’t the 
rule: add 2 up to 1000, 4 up to 2000, 6 up to 3000 and so on?” 
The student has managed to provide an interpretation of the 
rule behind the use of the “+” sign that covers all possible 
uses of the sign and is consistent with all of the examples he 
was exposed to during his learning. It is tempting to say that 
the pupil can act in accordance with his own criterion. At the 
very least, he seems to show a personal and systematic way to 
face stimuli after a number of repetitions and encounters with 
them. A defender of the idea of non-social, natural norms 
would argue that the habitual answer to the stimulus can 
become a norm (i.e., a well-established causal connection). In 
fact, on what else would the rule-following of an isolated 
agent depend than on its personal interpretation of the norm 
(i.e., on its own systematic way of reacting to a given 
stumuli)? 
This way of understanding normativity seems deeply 
paradoxical: if acting according to a rule is no more than 
interpreting the rule in such a way that the action falls under 
it, then every action can be made out to accord with some 
interpretation of the rule and every action can also be made to 
conflict with an interpretation of the rule. Then there would be 
neither accord nor conflict here. If every idiosyncratic 
interpretation of the rule is right, then how we could say that 
somebody is wrong? It would seem that the concepts ‘right’ or 
‘wrong’, which are tightly connected to the concept of ‘norm’, 
are of no use here. So, if everything is a norm, then nothing is 
a norm at all because nobody could distinguish what is 
normative from what is not.  As Wittgenstein claims in § 201: 
“What this shows is that there is a way of grasping a rule 
which is not an interpretation, but which is exhibited in what 
we call ‘obeying the rule’ and ‘going against it’ in actual 
cases.”  
Our claim in this paper is that the idea of a bacterium 
establishing and following norms is just as problematic as the 
idea that all there is to grasping a rule is to behave in a way 
that coheres with some possible interpretation of the rule. To 
talk about norms is to talk about the possibility of being right 
and wrong, and this in turns demands that the agent be 
capable of distinguishing between “it is correct” and “it seems 
correct to me”. Could anyone make such a distinction without 
having being corrected in the past? We believe not. Given the 
fact that the aspirant to being a rule-follower cannot be its 
own corrector, we claim that rule-establishing and rule-
following need to be defined as a socially-mediated 
phenomenon. Norms can only emerge within a social context; 
norms are, then, social institutions. Norm-establishing is a 
social process. That is precisely why norms are external: 
because the criteria of correctness are shared across a 
community of agents.  
The alternative, solipsistic conception of rule following 
makes following a rule analogous to speaking a private 
language (i.e., to following private, internal linguistic norms). 
Norms must be guided by certain criteria that determine the 
correctness of their own applicability. These criteria are 
external in the sense that a single agent acting alone cannot 
establish them: if that were the case, senseless situations like 
the one discussed above would be common. But why is that 
situation ‘senseless’? Because if somebody follows a rule and 
she cannot distinguish between following it and not following 
it, she cannot guarantee that she is following the rule in the 
right way. This point is explicitly stated by Wittgenstein: 
“Hence it is not possible to obey a rule ‘privately’: otherwise 
thinking one was obeying a rule would be the same thing as 
obeying it” (Wittgenstein, 1953, § 202). So, where do rules or 
norms come from? Don’t they come from the agents that 
establish them? Sure, but this is not the same as saying that a 
solitary agent could be involved in the process of establishing 
a rule. Norms can only emerge within a social context. 
Rule-establishing cannot be a private exercise, but what 
about norm-following? The enactivist claims: “even if the 
origin of some norms does not fully lie within the individual 
(e.g., social norms) it is always the individual who internalizes 
them” (Barandiaran et al., 2009, p. 6). What sort of process 
could this internalization be? For the purpose of answering 
this question, let’s rescue another classic example from 
Wittgenstein, that of the beetle in the box (Wittgenstein, 1953, 
§ 293). Let’s assume that everyone in their own case knows 
how to follow a rule because they have internalized it. Each of 
us would walk around carrying a box and calling what is 
inside ‘a beetle’ — or, better, ‘a norm’. Nobody can see inside 
anyone else’s box, and everyone knows what a beetle (or a 
norm) is only through looking inside their own boxes. On the 
other hand, we all know how to use the concept ‘beetle’ or 
‘norm’. Suppose that in fact we all have different things in our 
boxes (or even imagine that there is nothing at all in them). 
The key point here is that the object in the box plays no role at 
all in our understanding of how to use the concept. In the 
same vein, we do not need to look inside us or appeal to any 
inner state to know what following a rule is. The criteria are 
outside the individual; they are located in the social 
community. They are shared. But they are not objects. We do 
not need to look for them as if they were part of our internal 
machinery. This is why norms are not individual-internal, but 
social-external processes, both when they are established and 
when they are followed. Being goal-oriented and having 
conditions of success and failure is necessary but not 
sufficient for being normative. Normativity also demands 
awareness of the possibility of error, training, habit and social 
learning.  
Conclusions and further work 
In this paper we have offered three inter-related arguments 
against enactivism’s insistence on talking about norms at the 
level of simple, non-social agents: (1) the co-emergence of 
individuality and normativity is just taken for granted because 
the claim that these are mutually supporting ideas is viciously 
circular. A robust notion of agency related to an evolutionary 
history of adaptation and selection is sufficient to account for 
the singularity of living systems. (2) A notion of normativity 
as vague as the one offered by the enactive theory blurs the 
distinction between dispositional, individual, intrinsic natural 
processes and the social, external and institutional ones that 
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can inhibit the former group. A clear separation between 
phenomena defined by mere conditions of success and failure 
and phenomena characterized by correctness conditions 
makes explicit such a distinction. (3) The concept ‘norm’ can 
only be applied to what enactivists call ‘social norms’: the 
Wittgensteinian discussion of rule-following shows that there 
is something deeply paradoxical in thinking of the behaviour 
of an agent considered in isolation as being governed by 
norms. As usual, we should not be led to confusion by 
etymology: full-blown normativity and self-regulated 
behaviour are to be distinguished. A single agent cannot 
establish a rule because it is acting according to its 
dispositions; acting according to one’s dispositions and acting 
according to a rule are not the same thing; and, finally, there is 
no need to appeal to any internalization of the norm to explain 
how agents follow them.  
The behaviour of a cell is manifestly suitable for 
explanation in dispositional terms, because it cannot be 
divorced from its environment. We can say that its behaviour 
is rich enough to qualify it as ‘goal-directed’. But it is not 
normative because there is no socially-established norm that 
could inhibit any of the cell’s intrinsic dispositions. Inasmuch 
as the criteria of correctness of that hypothetical norm are not 
shared, the cell could not possibly distinguish between 
instances when it is acting according to the norm and 
instances when it is not. Neither could we: the distinction 
between failure due to the cell’s behaviour and failure due to, 
say, a hostile environment cannot be made for actions that are 
mere manifestations of dispositions. Our claim is that a cell’s 
behaviour may be insufficient to guarantee its survival in 
some environment, but that such failure does not entitle us to 
consider the behaviour incorrect. This is why the only wrong 
cell is the dead one. 
Our qualms with enactivism’s excessively liberal use of 
normative considerations is no obstacle to our sympathy with 
enactivism’s anti-representationalist commitments, as well as 
its emphasis on embodiment, situatedness, the active character 
of perception, and the centrality of the agent as a whole. We 
also agree that perceptual relations with the environment can 
be explained by means of looping processes. However, we 
think that this anti-representational approach to cognition is 
better developed by ecological psychology (Gibson, 1979). 
Gibsonians gave an account of perception in a way that is 
much more externalist, biosemiotic, and structure-independent 
than the sensorimotor contingencies defended by the enactive 
view. This is the reason why ecological psychology has 
provided a better account of learning than enactivism, even 
though they start with the same anti-representational 
assumptions (Jacobs and Michaels, 2007). Enactivism is too 
closely focused on the internal structure of the organism and 
concedes too little attention to the explanatory role that the 
environment plays with respect to perception and action. We 
also depart from the enactivists regarding their faith in 
autopoiesis being the best explanation of every aspect of 
biological processes: from the emergence of agency to the 
emergence of perception.  We also do not see autopoiesis as 
being the best explanatory framework for processes such as 
adaptation and cognition. In fact, as we have seen, the 
enactive, co-emergent explanation consists in subsuming all 
biological processes into just one: the recursive loop made by 
all systems of every organism. This may well be the best 
answer to the question of how all organisms are able to 
maintain their stability through time, but that does not amount 
to defining agency, adaptation, cognition and the rest of the 
set of biological processes at once. Take the example of 
adaptation, a process the enactivists sometimes call 
‘adaptivity’ (Maturana and Varela, 1984; Di Paolo, 2005). 
This process is based on the recursive loop we have 
mentioned, and we can apply the same logic of recursivity to 
the relations of the agent with the environment: an adaptive 
capacity is one that is able to regulate its relation with the 
environment in order to keep the agent within a state of 
viability. Organisms can detect tendencies in which the agent 
approaches (or recedes from) the boundary of viability. As 
any biologist would concede, this formulation is insufficient 
to account for adaptation in the full sense. Adaptation is a trait 
that contributes to the fitness and survival of individuals but it 
also needs to be explained as the result of processes of natural 
selection, and reference eventually needs to be made to 
species and populations (Darwin, 1859; Huxley, 1942; 
Williams, 1966; Mayr, 1983). If we want to give a full 
account of why an agent is adapted, we necessarily need to 
appeal to its evolutionary history and talk about how natural 
selection works. This is a question answered only at the 
macroscopic level and by means of reverse engineering 
(Dennett, 1995), not by looking at the looping processes of 
individual agents. We think that the excessive emphasis on the 
logic of looping processes is leading enactivism towards an 
underestimation of natural selection, the role of populations, 
and the different levels of explanation involved. Not all 
questions in biology are answered by redirecting the answer to 
the looping processes of self-sustenance of individual agents. 
Some questions (why a trait has evolved this way rather than 
that way, why we have perceptual system at all, etc.) are 
answered by appealing to the supra-agential realm and this 
means by appealing to how natural selection works. Whereas 
other questions (how do we perceive, etc.) are answered 
appealing to looping processes (ecological, perception-action 
loops). There are different questions addressed by different 
levels of explanation. We do not think, as enactive theorists 
seem to endorse, that all biological processes can be explained 
by means of their looping and co-emergent logic and by 
appealing to the autopoiesis of individuals.  
We think that this philosophical discussion is clearly of 
interest for computer scientists for two very important 
reasons: it is important not to confuse levels of analysis and 
also not to misattribute properties or predicates to agents that 
do not fulfill the right criteria of application. An unicellular 
agent cannot be wrong because there is no room for norms in 
its behaviour. For following a norm some conditions are 
needed: (1) a community, (2) the possibility to err, (3) 
correction criteria for the right application of a concept or a 
right way of behaving in a certain context, (4) the possibility 
to differentiate between following a norm and thinking that 
one is following a norm, (5) to be sanctioned by a community 
in order to understand which are these criteria and how to 
differentiate between what one thought she was doing when 
following a rule and what she was really doing. Even when a 
Wittgensteinian strategy is not committed to offer necessary 
and sufficient conditions for defining a concept, these 
previous points can summarize more or less some features that 
are common to any notion of ‘norm’. We think that, 
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summarized in the previous points, a computer scientist does 
not offer anything new when he claims that a unicellular 
isolated agent can follow norms. That claim only shows that, 
even when he could design a really good model, the scientist 
never got the conceptual point of what a norm is.  Even 
though it is surely possible to describe all of the different 
levels of agency from a naturalistic viewpoint (making use of 
our best empirical evidence from the biological sciences), 
introducing the most complex concepts, such as ‘normativity’, 
when studying the most primitive forms of agency is not a 
good strategy. A better strategy would be to focus on what 
have been called the ‘major transitions in evolution’ (Maynard 
Smith and Szathmáry, 1995); that is, to focus on the 
conditions under which new organizational levels appear 
rather than taking them for granted. Unlike enactivism, we 
reject the idea that the naturalization of normativity can be 
made by normativizing nature: all that is rational is real, but 
not all that is real is rational. 
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Abstract
The MONEE framework endows collective adaptive robotic
systems with the ability to combine environment- and task-
driven selection pressures: it enables distributed online algo-
rithms for learning behaviours that ensure both survival and
accomplishment of user-defined tasks. This paper explores
the trade-off that must be reached between these two (possi-
bly contradictory) requirements, in the case where a foraging
task is defined by the user. In particular, we study the im-
pact of enforcing specialisation (i.e. the collective must ac-
quire two mutually exclusive foraging skills) as well as the
mechanism for tuning the level of specialisation in an on-line
fashion. Results show that the actual behaviour of the col-
lective system can be guided on request during the course of
evolution in order to achieve a particular distribution of spe-
cialisations, albeit within a certain range of values.
Introduction
The work in this paper is inspired by a vision of a collec-
tion of robots that evolve to survive and operate in an en-
vironment where human control can be effected only inter-
mittently. In such circumstances, the robots have to act au-
tonomously, without direct human intervention. They must
therefore survive long periods without any guidance and
when they do receive guidance, it is at a considerable de-
lay. The environment is not completely known at deploy-
ment time and it changes over time, as do the tasks that the
robots have to complete. Therefore, the robots must adapt to
survive the environment and to perform their tasks.
The environment in which robots operate indirectly cir-
cumscribes goals for the population of organisms to survive
and evolve, but does so without specifying objective func-
tions: the robots must for instance move about to spread
their genomes, or they must maintain their energy levels,
but these goals are not defined directly: it is just that ro-
bots that display this behaviour get more opportunities to
procreate. By virtue of its similarly unbounded nature, bio-
logical evolution has resulted in the high levels of adaptabil-
ity and robustness that we see in natural living organisms.
To exploit this creative potential in a system of evolving ro-
bots (or robot controllers), we would want to give evolution
as much freedom as possible, pushing for open-ended, un-
bounded adaptivity, unconstrained by user-defined objective
functions.
On the other hand, if the system is to be of any practi-
cal relevance, the robots must of course also perform user-
defined tasks, pushing for specific, crisply defined task-
related objectives.
Evolution has been employed to achieve both of these
facets. Artificial Life research abounds with examples of
objective-free evolutionary systems since the 1908s (Lang-
ton, 1989, 1995). In such experiments, evolution serves as
a force for adaptation. Evolutionary robotics research typ-
ically employs evolution as a force for optimisation when
it focusses on the task-driven aspect (Nolfi and Floreano,
2000).
Balancing these two aspects of evolution –environment-
driven adaptation and task-driven optimisation– represents a
vital step towards implementing our vision of autonomous,
functional, responsive and self-sufficient robot collectives.
In earlier work, we presented the MONEE (Multi-
Objective aNd open-Ended Evolution) to solve the problem
of combining objective-free and task-driven evolution in a
single algorithmic framework (Haasdijk et al., 2013).
The principal idea behind MONEE is to employ concur-
rently two selection mechanisms in different roles: envi-
ronmental selection for open-ended evolution and parent (or
mate) selection for task-driven adaptation. As the ’Multi-
Objective’ part of the name implies, MONEE accommodates
settings with multiple tasks. Jones and Mataric noted that
collectively tackling multiple tasks also entails a division of
work (2003). If there are multiple tasks, the population of
robots as a whole must tackle all of them, even though in-
dividual robots may specialise in only a subset. To cope
with such cases the MONEE framework uses a market mech-
anism. This mechanism regulates task-based rewards during
mate selection according to the market logic that scarcity in-
creases worth. In our multiple task context this implies that
tasks that only a few robots (can) perform yield relatively
high rewards and therefore higher selection probabilities.
We showed that the MONEE paradigm does indeed allow
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the robots to adapt their behaviour to the environment as
well as to multiple tasks. Also, MONEE’s market mecha-
nism is crucial to keep the population from focussing exclu-
sively on easier tasks, even when the environment induces
specialisation in particular tasks at the individual robot level
(Haasdijk et al., 2013).
The market mechanism offers an intriguing possibility for
intervention in the adaptive process: users can define premi-
ums for particular tasks to (de-)emphasise their importance
and promote or prevent their take-up by the robots. This
amounts to defining an exchange rate between credits earned
for the various tasks. Such premiums provide a straightfor-
ward and intuitive method for human-on-the-loop interven-
tion in the behaviour of the robot collective.
We perform an experimental analysis of the influence
of premium settings in an implementation of the MONEE
paradigm where a simulated population of robots has two
tasks: it must collect red and green pucks. The experiment
is set up so that controllers for each task must be learned
separately. In particular, our research questions are:
• To what extent can a premium direct the focus of the robot
swarm to a particular task?
• Does a negative premium prevent the robots from display-
ing particular behvaiour?
• How does swarm behaviour react to changing premium
settings?
Related Work
Bredeche et al. describe mEDEA (Bredeche et al., 2012),
an open-ended evolutionary algorithm where autonomous
robots move around an arena while continually broadcast-
ing their genome over a short range. Meanwhile, they also
receive genomes from other robots that come in communi-
cation range. When a robot’s lifetime expires, it randomly
selects one of the received genomes, modifies that using mu-
tation and starts a new life of broadcasting this new genome.
This set-up promotes, with only environmental selection, ro-
bot movement through the environment: genomes that cause
the robot to move around a lot are spread at a much higher
rate than genomes that cause their host to stand still.
Similar settings have been extended with forms of pa-
rental investment, for instance in Mascaro et al. (2005); Ven-
trella (2005); Schwarzer et al. (2010). In artificial life pa-
rental investment is often used to give the offspring a start-
ing value of (virtual) energy (Menczer and Belew, 1996;
Menczer et al., 1994; Burtsev et al., 2001; Scheutz and
Schermerhorn, 2005) and a parent’s energy level is often
linked to task performance (e.g., agents tasked with eating
grass to gather energy in Burtsev et al. (2001)). Distributed
on-line evolutionary systems such as Watson et al.’s embod-
ied evolution similarly employ task-related (virtual) energy
to determine parent and survivor selection (Watson et al.,
2002; Wischmann et al., 2007), typically considering single
tasks. These experiments showed that task-related virtual
energy (equivalent to credits for appropriate behaviour) is
an effective way to guide evolutionary adaptation to tackle
tasks.
Market-based schemes provide a well known solution to
the task allocation problem in multi-agent and multi-robot
settings, for instance in (Walsh and Wellman, 1998; Tang
and Parker, 2007).
Fitness sharing is a well-known technique that was intro-
duced to promote genetic diversity and so prevent prema-
ture convergence in evolutionary algorithms. With fitness
sharing, an individual’s fitness is reduced if there are many
similar (in terms of their genetic makeup) individuals in the
population. Traditionally, fitness sharing is not necessarily
associated with multiple objectives, but with maintaining di-
versity in general – typically, but not exclusively, in single-
objective settings.
MONEE: Multi-Objective & Open-Ended
Evolution
As mentioned above, earlier work showed that MONEE ef-
fectively combines environment- and task-driven adaptation
(Haasdijk et al., 2013). The population of robots shows sim-
ilar adaptation to the environment with MONEE as it does
with its purely environment-driven counterpart mEDEA. In
addition, the robots learn to perform puck-collecting tasks.
They equitably distribute the collective foraging effort over
different puck types, even when one type is more prevalent
than the other or when the environment inhibits individual
robots gathering multiple types of puck.
The robot –actually, their controllers’– lifecycle in
MONEE consists of two phases: life and rebirth. The robot
controllers have a limited, fixed, lifetime during which they
perform their actions; moving about, foraging, et cetera.
When their lifetime ends, they enter a rebirth phase and be-
come ‘eggs’: stationary receptacles for genomes that are
transmitted by passing live robots. This rebirth phase also
lasts a fixed amount of time, and once this has passed, the
egg selects parents from the received genomes to create a
new controller. The robot then reverts to the ‘life’ role with
this new controller. Thus, robot controllers can procreate
by transmitting their genome to eggs, and the more eggs
a robot inseminates, the more chances it has for procre-
ation. Because the transmission of genomes is continuous
and at close range (e.g. through infrared), the more a robot
moves about the arena, the better its chances of producing
offspring. This aspect of MONEE is open-ended in the sense
that it is objective-free: there is no calculated performance
measure that defines the chances of being selected as parent,
there is no task. Only the environment and robot behaviour
dictates what robots may or may not become parents.
To add task-driven parent selection to this basic evolu-
tionary process, the robots can, during their lifetime, amass
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credits by performing tasks. For instance, a robot could get
one credit for every piece of ore it collects, one for success-
fully solving some puzzle, and so on. If multiple tasks are
defined, the robots maintain separate counts for the cred-
its awarded for each task, for instance one counter for the
pieces of ore collected and another one for the number of
puzzles solved. When a robot inseminates an egg, it passes
the current credit counts along with the genome and the egg
uses that information to select parents when it revives. This
scheme is reminiscent of parental investment, but it differs
subtly yet crucially from most parental investment schemes:
a parent does not actually invest when impregnating an egg
because the credits aren’t transferred but copied at no cost
to the parent.
When a robot’s egg phase finishes, it compares the par-
ents’ credits for each genome it has received. To enable this
comparison across tasks, the egg calculates an exchange rate
between tasks. This ensures that genomes that invest in tasks
for which few credits are found overall (presumably hard
tasks) are not eclipsed by genomes that favour easier tasks.
The credits relate task performance to reproductive suc-
cess: besides the open-ended goal of ‘merely’ transmitting
genomes to eggs, robots must also become proficient at the
defined tasks for these genomes to be selected. The more
proficient a robot is at a task, the higher its chances of pro-
creating. The comparison of credits across multiple tasks
introduces an exchange rate between the earnings per task:
the more common credits are for a particular task, the less
their worth and vice versa. Thus, parent selection becomes
a marketplace for skills and features that the user requires.
This system naturally caters for multi-objective approaches.
MONEE’s market mechanism is similar to fitness sharing
in the sense that it also reappraises fitness, favouring tasks
that are less commonly tackled by robots in the population.
A crucial difference with traditional fitness sharing is that
MONEE considers an individual’s behaviour, not its genetic
make-up (reminiscent of syntactic fitness sharing in genetic
programming (Nguyen et al., 2012)). Hence, it does not pro-
mote genetic, but behavioural diversity: it modifies fitness
not to prevent premature convergence, but to ensure that the
robot population tackles multiple tasks.
It also allows the user to prioritise tasks in a straightfor-
ward manner: the user can influence the credit comparison
by defining a premium for some or all of the tasks. For in-
stance, if she deems collecting ore more important than solv-
ing puzzles, she can define a premium for collecting ore; the
credits earned through this task are then multiplied by the
premium. Compared to not defining a premium (or defin-
ing a premium of 1), setting a premium > 1 increases the
payoff for the relevant task, setting it between 0 and 1 re-
duces it, while setting it to a negative value causes the robot
adaptation to shy away from the task.
The pseudo-code in algorithm 1 details the credit compar-
ison market mechanism with premiums defined.
for every defined task do // total credits
for every received genome do
creditstask ←
creditstask + (premiumtask · genome.creditstask)
end
creditsoverall ← creditsoverall + creditstask
end
for every defined task do // exchange rate per task
ratetask ← creditsoverallcreditstask
end
for every received genome do // credits per genome
for every defined task do
genome.rating ← genome.rating + (premiumtask ·
genome.creditstask · ratetask)
end
end
// select, mutate and revive
parent ← rank based selection(received genomes)
child← mutate(parent)
reactivate(child)
Algorithm 1: MONEE’s market mechanism
Experimental Set-up
We implemented the MONEE algorithm in a simple 2D sim-
ulator called RoboRobo(Bredeche et al., 2013) In our exper-
iments, 100 simulated e-pucks are placed in an environment
that contains obstacles and pucks. The sides of the square
arena are roughly 330 robot body lengths long (1024 pixels
in the simulator), and it contains a number of obstacles (see
Fig. 1). We run 64 repeats of each experiment.
There are two types of puck: green and red, defining a
concurrent foraging scenario. Concurrent foraging is a vari-
ation of regular foraging where the arena is populated by
multiple types of objects to be collected (Jones and Mataric,
2003), rather than just a single resource. In our case, these
objects are green and red pucks and the collection of each
different colour is a different task. The pucks are distributed
throughout the arena, and they are immediately replaced in
a random location when picked up. The (re-)placement of
pucks is governed by a 2D gaussian distribution centred on
the middle of the arena and with σ of half the arena width.
Figure 1: Experiment arena.
The robots move around
the arena, spreading
their genome as they
encounter eggs and dy-
ing when their allotted
time has passed. They
collect pucks simply
by driving over them
and the more pucks
they gather, the more
likely their genome is
to be selected once an
egg they impregnated
revives.
To detect pucks, the robots have 16 sensors that detect ei-
ther red or green pucks (i.e., 8 sensors per puck-type). Each
set of 8 sensors is laid out in the same manner as the stan-
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dard e-puck infrared sensors: 6 face forward, 2 face to the
rear. Because individual puck sensors only detect a single
type of puck, collecting one type of puck is a task distinct
from (but very similar to) collecting the other type of puck.
Thus, behaviour to collect either type of puck has to evolve
separately.
Each robot is controlled by a single-layer feed forward
neural network which controls its left and right wheels. The
inputs for the neural network are the robot’s puck and obsta-
cle sensors.
The robot’s genome directly encodes the neural network’s
weights (3 types of sensor × 8 sensors × 2 outputs plus 2
bias connections plus 4 feedback (current speed and current
rotation to either output) = 54 weights) as an array of reals.
As mentioned, the robots alternate between periods of ex-
plorative puck gathering and motionless genome reception.
To prevent synchronised cycles among the robots, we add a
small random number to each robot’s fixed lifetime. This
forces desynchronised switching between life and rebirth
even though our runs start with all robots perfectly in sync
at the first time-step of their lifetime.
At the end of the egg phase offspring is created by se-
lecting a parent from the received genomes as shown in al-
gorithm 1 and mutating the weights in that genome using
gaussian perturbation with a single, fixed mutation step size
σ = 1. This single-parent, mutation-only scheme is com-
mon in evolution strategies that are known to perform well
on problems with continuous-valued genomes (Beyer and
Schwefel, 2002).
Note that MONEE does not prescribe any particular con-
troller implementation nor any choice of variation operator.
The implementationwe chose here of an artificial neural net-
work with the weights encoded as real-valued genes provide
a convenient, flexible and well-established representation.
Table 1 summarises the experimental set-up. The para-
graphs below describe our experiment’s variants in detail.
Code for the experiments is available at http://pages.
isir.upmc.fr/evorob_db/moin.wsgi.
Premium It is straightforward to (de-)emphasise particu-
lar tasks in MONEE by simply putting a premium on credits
earned for that task. To investigate how premiums influence
adaptation, we apply premiums ranging from -1 to 100 to
the task of collecting green pucks, including a number of
runs where the premium is redefined during the run. The
premium for red pucks remains constant at 1.0.
During parent selection, the premium is used as a mul-
tiplication factor for the number of green pucks collected.
Thus, with a premium set to -1, robots collecting green
pucks are penalised. A premium of 0 means that there is
no benefit to collecting green pucks: only red pucks are con-
sidered for parent selection. A premium of 1 means that
red and green pucks contribute equally to the chance of a
Experiment details
Robot group size 100
Simulation length 1,000,000 time-steps
Number of repeats 64
Number of pucks 500, 150 or 50 green, 500 or 150
red
Arena See fig. 1
Premium settigs -1,0,1,2,5,10,20,50,100
Controller details
Controller Perceptron neural net
Input nodes 8 obstacle sensors, 16 puck de-
tectors, 2 bias and 2 recurrent
nodes
Output nodes 2 (left and right motor values)
Evolution details
Representation Real valued vectors
Chromosome length 54
Mutation Gaussian N(0, 1)
Parent selection Rank-based
Robot lifetime 2000 time-steps
Egg-phase 200 time-steps
Comm. range ca. 9 body lengths
Table 1: Experimental set-up
genome being selected, and higher values increase the im-
portance of collecting green pucks.
Mutually exclusive skills Equitable task distribution is
more challenging when the tasks that the robots must per-
form are to some extent exclusive, for instance because they
require irreconcilable skills. To test how premium settings
affect the MONEE paradigm in such situations, we also run
experiments where the environment constrains multi-skilled
robots so that the robots must specialise in collecting one
type of puck. Without this constraint, robots can collect
green and red pucks equally well without any penalty when
selecting both or merely one colour. In the mono-skill exper-
iments the speed of robots depends on their specialisation
level: the robot’s speed is multiplied by the ratio of most
prevalent pucks it has collected. Thus, if a robot collects
exclusively pucks of one colour, its speed is maximal. If it
collects 75% green (or red) pucks, its speed is reduced by
25% and if it collects red and green pucks in equal amount,
the speed is halved. This penalty is recalculated whenever
a robot picks up a puck. It is important to note that this is
enforced by the environment, not during the parent selection
phase when an egg revives. The environment causes spe-
cialising robots to move faster, so that they perform better
than non-specialised robots: their higher speed allows them
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to collect more pucks during their lifetime, but more impor-
tantly, it allows them to impregnate more eggs. This results
in an increase in the proliferation of mono-skilled genomes
without altering the selection process inside the eggs.
Distribution of pucks Another determinant for the diffi-
culty of task distribution in our experiments is the ratio of
puck colours. This can be seen as a proxy for having a dif-
ficult (rare pucks) and an easy (common pucks) task. To
determine the impact of setting premiums with an uneven
distributions of pucks, we run two variants of our experi-
ments: one with 150 pucks of each colour, one with 50 green
and 150 red pucks. We perform additional runs with denser
spreads of pucks where there are 500 pucks of each colour.
Changing premium A last set of experiments explores
the evolutionary dynamics in the context of changing pre-
miums. The rationale is the following: what would be the
effect on the ratio of harvested puck colours if the premium
is reset on-the-fly by a human supervisor? Then, what hap-
pens if the premium is changed back to its initial value after
awhile? The system dynamics would be more predictable if
the harvested pucks ratio matches the original figures, that
is evolutionary dynamics always converge to the same ra-
tio values, independent from the initial conditions. It may,
however, be expected that the evolutionary dynamics are af-
fected by the behaviour fromwhere it already converged (i.e.
the ratio depends from the actual premium and from where
evolution starts). To explore the influence of changing pre-
miums on-the-fly we use the following set-up: in a setting
with the same number of red and green pucks (150 of each)
the premium is initially set to 10. After 500,000 time steps,
the premium is changed to 1 for 250,000 time steps. It is
then reset to 10 for the remainder of the experiment.
Results and Analysis
The Effect of Premiums Figure 2 shows the mean total
number of pucks collected in the experimentswith 150 green
and red pucks. Setting a negative premium predictably de-
creases the total number of pucks collected: the robots learn
to avoid green pucks, in effect halving the number of avail-
able pucks. Setting the premium to 0 in the mono-skilled
(i.e. with specialisation) environment still results in much
lower levels of collected pucks because, again, the robots
learn to keep away from green pucks and so avoid the en-
vironment’s speed penalty for generalist behaviour. This
penalty does not apply in the multi-skilled environment (i.e.
without specialisation), and the number of pucks collected
for premium 0 is markedly higher than with premium -1.
The robots now pick up green pucks accidentally and they
can take more direct paths to red pucks because they do not
have to avoid green pucks. Setting the premium to 1 in-
creases the number of pucks collected: robots now actively
Figure 2: Mean total number of pucks collected over the
whole run for different premium settings with 150 pucks of
each colour. The vertical bars indicate the 99% confidence
interval (over 64 repeats).
seek both types of puck. The mono-skilled environment still
causes individual robots to avoid one type of puck or the
other, therefore the number of pucks is lower than in a multi-
skilled setting. Higher premium values slightly increase the
number of pucks collected, but among these values it does
not change appreciably.
To assess the impact of premium settings on the task dis-
tribution among the robot collective we consider the ratio of
green pucks collected (‘green puck ratio’) over all collected
pucks. Figure 3 shows how this ratio develops over time for
different premium settings in the experiment with 150 pucks
of each colour. Initially, the robot collective always gathers
green and red pucks in a 50-50 ratio. With a premium of
Figure 3: Development over time of the green puck ratio for
a subset of the premium settings we considered. The points
indicate the median green puck ratio for 1,000 time step in-
tervals over 64 repeats, the shaded areas indicate lower and
upper quartile.
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Figure 4: Mean green puck ratio in the final 1,000 time steps
of runs with 150 pucks of each colour. The vertical bars
indicate the 99% confidence interval over 64 repeats.
1 red and green pucks are equally valuable and the collec-
tive maintains this ratio. A premium of -1 has a profound
impact: the robots learn to avoid green pucks and almost ex-
clusively collect red pucks. This setting seems similar to the
well-known poisonous food experiment, but the penalty for
collecting ‘poisonous’ green pucks is effected during parent
selection, not by the environment cutting short lifetime or
reducing speed. A premium of 0 also leads to a substantial
decrease in the green puck ratio: robots learn to focus on red
pucks, but green pucks are not avoided and circa 30% of col-
lected pucks is green. A premium of 10 increases the green
puck ratio, which levels off around 0.65. The green puck ra-
tio for premium 0 is in the same range as the red puck ratio
for a premium of 10 (circa 0.3 and 0.35, respectively). This
already indicates that larger premium values will do little
to increase the green puck ratio (a premium of 0 for green
pucks would have the same effect as a very high premium
for red pucks).
This is borne out by the plot in Fig. 4, which shows the
green puck ratio in the final 1,000 time steps of the simu-
lation for varying premiums. We see that the green puck
ratio among premium settings of 10 (or even 5) and higher
barely changes. We also see that mono-skilled environments
increase the impact of defining a premium: obviously, more
robots will specialise in the higher rewarding task.
One reason for the lack of additional impact for higher
premium values might lie in a saturation effect: if the ro-
bots simply cannot gather more green pucks than they do,
the ratio can hardly improve. To test this hypothesis, we
ran another set of experiments where there are 500 pucks of
each colour. Figure 5 shows the results of those experiments.
They show the same levelling off of premium impact, so it
doesn’t seem to result from a saturation effect.
Figure 5: Mean green puck ratio in the final 1,000 time steps
of runs with 500 pucks of each colour. The vertical bars
indicate the 99% confidence interval over 64 repeats.
Uneven Distribution of Pucks We use a setting where
there are more red than green pucks (150 vs. 50) as a proxy
for having easy and hard tasks. In these experiments, the
‘natural’ green puck ratio is 0.25, which is what we see in
Fig. 6 when the premium is set to 1 in a multi-skill environ-
ment. When the environment discourages generalists, the
ratio is slightly lower because robots tend to specialise in
the simpler task (earlier work showed that MONEE’s market
mechanism plays a crucial role here (Haasdijk et al., 2013)).
As was the case in the two scenarios where the puck distri-
bution is balanced, increasing the premium past 5 or so has
little further effect. The green puck ratio levels off between
0.3 and 0.4 for all premium values of 5 and greater.
Figure 6: Mean green puck ratio in the final 1,000 time steps
of runs with 50 green and 150 red pucks. The vertical bars
indicate the 99% confidence interval over 64 repeats.
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Figure 7: Development over time of the green puck ratio
with changing premiumwith specialisation. The vertical red
lines indicate when the premium is reset from 10 to 1 and
back to 10. The points indicate the median green puck ratio
for 1,000 time step intervals over 64 repeats, the shaded ar-
eas indicate lower and upper quartile. Green puck ratio for a
constant premium of 10 shown for reference.
Figure 8: Development over time of the green puck ratio
with changing premium without specialisation. The vertical
red lines indicate when the premium is reset from 10 to 1
and back to 10. The points indicate the median green puck
ratio for 1,000 time step intervals over 64 repeats, the shaded
areas indicate lower and upper quartile. Green puck ratio for
a constant premium of 10 shown for reference.
Varying Premium Settings Figures 7 and 8 show the
puck ratio over time with changing premiumwith specialisa-
tion enforced and a multi-skilled setting, respectively. Note
that we ran the experiment with changing premium for a fur-
ther 1 million time steps to gauge long-term effects of chang-
ing premiums. With or without specialisation enforced, the
green puck ratio initially develops unsurprisingly similar to
the control experiment (using a constant premium of 10).
Then, as soon as the premium is set to 1 after 500,000 time
steps, the green puck ratio drops to reflect the new priori-
tisation of tasks. When the initial premium is restored at
750,000 time steps, with or without enforced specialisation,
the green puck ratio starts to rise again quickly and levels
off where it was before the premium was changed. Hence,
there is no memory effect when we change the premium in
the course of a run, advocating for stable attractors that de-
pend only from the premium value at hand. The change in
puck ratio as a reaction to varying the premium is consider-
ably more pronounced in the single-skill setting than when
robots can collect both types of puck.
Conclusions and Future Work
Experimental results on the effects of premium settings with
the MONEE algorithm showed that setting premium values
stand as an efficient mechanism to allow the user to control
the prioritisation of tasks. On the one hand, setting negative
premiums dramatically decreases the take-up of tasks. One
the other hand, positive premiums enable to promote tasks,
at least to some extent. Indeed, the relation between premi-
ums and task distribution is not linear as the influence of in-
creasing premium values is dampened after an environment-
dependent threshold.
In the particular case of foraging with two kind of pucks,
further experiments showed that controlling the evolution of
a particular foraging behaviour is sensitive to the distribution
of resources. Enforcing specialisation (i.e. penalising robots
that forage both resources) can greatly increase controllabil-
ity whenever both resources are available in equal amount,
while dramatically decreasing controllability whenever an
uneven distribution of resources is considered.
Lastly, controllability was also tested from the perspective
of on-line tuning, i.e. changing premium values during the
course of evolution to match user requests. Results revealed
that premium values actually matched very stable attractors
towards (expected) foraging behaviours.
Although the work presented here shows that collective
foraging behaviour can be controlled to some extent through
setting premium values, the non-linear (and thresholded) re-
lation between premium values and task distribution remains
to be further explored. We are indeed currently investigat-
ing the thresholding of the premium effect. Also, we are
addressing the problem how to actually use premiums to au-
tomatically achieve a particular state of task distribution. To
some extent, this is an inverse problem: while the desired
task distribution may be known before hand, the method for
tuning the premium values may well depend on the environ-
ment and the task at hand.
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Abstract 
 
This paper examines the relationship between flocking 
behaviour and leadership. In order to achieve this aim, we 
simulate two co-evolving populations of robots: predators and 
prey. Behavioural and quantitative analysis indicate that a well-
structured hierarchic leadership emerges in the population of 
predators after the evolution. The emergence of leadership 
relates to high levels of fitness, so leadership seems to be a 
winning strategy. We show that the leader role has been 
assumed by more explorative individuals. Moreover, 
exploratory behaviours mostly appear when there is a low 
following behaviour. Therefore, exploratory and following 
capabilities seem to be complementary both within every 
replication and within simulations with different perceptual 
conditions. On the other hand, leadership seems to be a strategy 
to enable followers to be more explorative.   
Index Terms: Leadership, Evolutionary Robotics, Flocking 
Introduction 
 
For the modern ethology and biology, groups of animals are 
autonomous units, enabling members to synchronize some 
activities, such as collective foraging and coordination in 
moving (Reebs, 2000). Specifically, the role of Leadership 
involves different degrees of conflicts. Across species, 
individuals are more likely to emerge as leaders if they have 
particular morphological, physiological, or behavioural traits 
increasing their propensity to act first in all the coordination 
problems. The consistent correlation between leadership and 
personality suggests the intriguing possibility that personality 
differences are maintained in populations, because they foster 
social coordination (King, et al., 2009). Many theoretical 
works have focused on how navigational information is 
exchanged between group members and how such 
information flow depends on the knowledge held by each 
member (Couzin, et al., 2005). In one study, the authors have 
examined the factors contributing to the formation of 
leadership/followership patterns in flocks of pigeons, focusing 
on the role of previous navigational experience (Flack, et al., 
2012). The results prove that, in order to negotiate joint 
routes, pigeons make use of a complex decision-making 
system based on leadership mechanisms. Basically, less 
experienced birds are likely to follow more experienced con-
specifics. All the pigeon groups exhibited a flocking 
behaviour. Flocking behaviour can be defined as the 
capability of group’s members to follow other individuals 
drawing those typical “lines”, which are called “flocks”. 
These behavioural patterns have been extensively identified 
by biologists and ethologists in the animal world: researchers 
tend to make distinctions between the “shoaling” behaviour of 
fish, the “swarming” behaviour of insects and the “herding” 
behaviour of land animals. Generally, flocking behaviour is 
used to identify groups of flying birds, the lines they trace are 
named “flocks” for this reason (Barnard, 1980). Recently, 
flocking has been simulated in many computer simulations 
with the aim of understanding the fundamental mechanisms 
(Kwasnicka, et al., 2007). 
Researchers in robotics and agent-based modelling have 
usually focused on homogeneous groups. In one approach, 
they have evolved a team of four homogeneous robots for 
dynamically allocate roles through bodily and communicative 
interactions (Gigliotta, et al., 2009). In particular, evolved 
robots show a differentiation in both their communicative and 
non-communicative behaviours so that only one robot 
assumes the role of group leader. In another experiment, a 
group of agents were simulated for the task of reaching a 
target in a two dimensional environment (Gigliotta, and 
Miglino, 2007). Lastly, some researchers have evolved a robot 
colony to study the possibility for the evolution of leadership 
patterns (Lee, et al., 2011). In this work each robot has a 
prearranged social position, such as, leader, follower, and 
stranger.  
In the present paper we discuss an experiment focused on 
spontaneous leadership emergence mechanisms (namely 
without any prearrangement of the social roles). The Robots 
were evolved by the use of Evolutionary Robotics techniques. 
This experiment has a two-pronged value, one for robotics, 
one for social science. In robotics: the genetic differentiation 
of robots’ control systems could contribute to build a new 
generation of autonomous robots with a 
leadership/followership hierarchic structure needed for 
navigational tasks in an undiscovered environment. For social 
sciences and artificial life, it may be possible to answer some 
interesting questions related to leadership, such as: Is 
leadership unavoidable for a social decision-making problem? 
What are the characteristics and skills of a leader? How 
environmental and individual characteristics affect the 
emergence of leadership? What is the ratio between the 
leaders’ portion and followers’ portion in a group? The final 
two questions would be: What is the relationship between 
flocking behaviour and leadership patterns emergence? Does 
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leadership arise in any flocking groups or flocks without 
leaders could exist?  
 
Experimental Setup 
The Task 
A group of 40 simulated robots live in an environment 
consisting of a 550cm x 550cm squared arena surrounded by 
walls. Each robot is inspired by the Khepera Robots bodies, 
which have circular chassis with a diameter of 5.5cm. The 
robots’ bodies are equipped with visual sensors and two 
wheels by which the robots move in the environment (see 
Figure 1). Figure 2 depicts a schematisation of the 
experimental setup. The environment contains 20 predator 
robots and 20 prey robots. The only physical difference 
between the predators and the prey is the colour: blue for 
predators and green for prey. Both predators and prey are 
evolved using Evolutionary Robotics methodology (Nolfi, and 
Floreano, 2000). When a predator robot bumps against walls 
or against another predator robot, it bounces back in the 
neighborhood of the contact point facing a new (i.e. randomly 
chosen) direction.  
 
Figure 1: Schematisation of top and bottom view of the 
robot chassis. 
These bumping rules are followed by the prey robots too, with 
the exception of bumping into  the predators. In fact, there are 
further behavioural difference between predators and prey: 
whenever a predator’s body approaches and touches a prey’s 
body, the prey disappears, meaning that the predator eats it 
and the prey consequently dies. On the other side, predators 
cannot die, in this model. Another substantial difference 
between prey and predators consists of the different fitness 
function (which will be illustrated in the next paragraph). The 
vision system of both prey and predators is based on a linear 
retina made of 9 photoreceptors (R0-R8) that perceive gray 
scaled colours. The field of view (FOV) of each robot is 90 
degrees wide and represents the extent of the observable 
world that the robot is able to see at any moment. The FOV 
ranges from -45 degrees to +45 degrees with respect to the 
face direction (0°), which is the robot’s moving direction. In 
this way, each photoreceptor manages a 10° wide portion of 
the FOV: the first photoreceptor is associated to a range of [- 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2: The environment and the robots. 
 
45°,-35°] with respect to the direction faced, the second one 
to [-35°,-25°], and so on. 
When an object (for instance another robot) is located in front 
of a photoreceptor (within its own vision angle), it is activated 
to a value encoding the colour of the object. Perceived colour 
values are grey-scaled by the retina system and normalised in 
the range [0,1]. Therefore, the prey’s green colour activates 
the photoreceptors at 0.26, which is the normalised value 
relating to the gray scaled green. The predators’ blue colour 
enables photoreceptors at 0.97. The maximum vision distance 
for each retina sensor is 55cm. So, if an object is further from 
a photoreceptor than 55cm, it cannot be detected.  
 
Neural Controller 
An Artificial Neural Network (ANN) controls the behaviour 
of each robot. The neural network consists of 3 layers with 13 
neurons in total: each neuron is connected to the other layers 
with no recurrent connections. This feed forward topology is 
schematised in Figure 3. The input layer contains 9 neurons 
which encode the output from the 9 retina’s photoreceptors. In 
other words, input units receive values (normalised in a range 
between 0 and 1) from the retina’s sensors depending on the 
gray level of the perceived image. The hidden layer consists of 
2 units, and the output layers are the controllers for the motor 
units: output neurons encode the speed of two wheels which 
enable the robot to move within the environment. The 
activation of all the network’s units are in the range [0,1]. 
Internal and output neurons are characterised by a sigmoid 
activation function (logistics).    
 
Artificial evolution 
The evolutionary process for the robots is based on a ranking 
type genetic algorithm. Each individual is identified by a 
genotype that encodes the neural network’s parameters. These 
encoded parameters represent the synaptic connection weights 
and biases. 
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Figure 3: The control system of predator and prey 
robots. 
 
Furthermore, initial parameters are randomly generated in the 
range [–5,+5]. Lastly, each parameter is encoded as a 
sequence of 8 bits. Thus, initially, the environment is 
populated by a generation of completely “naive” robots 
(namely, with a randomly generated genome) with no skills on 
how to move and detect the food sources. In each generation, 
40 individuals are inserted into the environment and left to act 
randomly there. The originality of the algorithm is that 
individuals are evaluated all together in the environment. In 
this way, all the robots present in the environment (both prey 
and predators) in a given moment are characterised by a 
different genotype that makes them unique in the population 
(genetic heterogeneity). At the end of each generation, a 
different ranking and mutation process is applied to both prey 
and predators, in order to simulate two different species. Each 
generation is made of 20 epochs. At the beginning of each 
epoch, every robot starts from random positions. The life time 
consists of 3,000 time steps. At the end of their life, all the 20 
predators are ranked according to the average number of prey 
eaten in all the epochs. Each of the 4 higher-ranked predators 
generates 5 offspring which inherit the genotype of their 
father. The first preserves its father’s genotype entirely 
(elitism) whereas the rest of the offspring’ genomes receive a 
random mutation with a rate of 2%. The total number of new 
predators (4 x 5=20) populates the next generation. Similarly, 
the 20 prey robots are ranked separately. All the evolutionary 
process carries on for 300 generations. All the simulation is 
repeated for 10 replications (or seeds).  
The Fitness function is computed differently for predators and 
prey: when a predator bumps against a prey robot, the prey 
disappears from the environment (i.e. it is dead) and the 
predator’s fitness score is increased by a value of +1.0.  
Each predator robot always lives 3,000 time steps. Whereas 
each prey robot can die at any time, so prey can have a shorter 
life span than the predators. A prey’s fitness is calculated by 
the number of time steps in which it can survive.  
Results 
After the evolution, we observed that the predators evolve the 
ability to run after the prey, and preys evolve the skill of 
escaping from predators. Moreover we have noticed the 
emergence of a flocking behaviour between the predators. On 
the other hand, the prey do not display any specific grouping 
behaviour, they just tend to explore the environment. The prey 
simply avoid the predators when they are in the 
neighbourhood.  
Average predators’ fitness curves reveal a constant trend for 
the best and average populations, as showed in Figure 4.  
 
 
 
Figure 4: Visualisation of the average of all 10 
predators’ fitness curves, bests (black) and averages 
(light grey).  
 
The steadiness of fitness curves is present for both predators 
and prey. In spite of fitness constancy, predators and prey 
improve their skills and performances throughout the 
generations. This effect has been explained in other related 
works by the “arms-races” effect (Nolfi, and Floreano, 2006).  
In practice, arms-races may emerge in every situation where a 
co-evolution of two species is present. That is why, in our 
simulation, fitness curves appear stable. Nevertheless, robots’ 
strategies and skills improve and become more efficient 
during the evolution: predators become faster to hunt prey and 
prey become smarter to avoid predators. Another factor that 
makes predators’ fitness curves constant in time, is the fact 
that, in each generation, only 20 prey can be eaten in total, 
because the prey will not be replaced in the environment after 
they die.  
To find a single indicator on the fitness reached by robots in 
each replication, we have calculated the average of average 
fitness over the last 20 generations (Fitness Indicator) .  
Apparently there is an unexpected inter-replication variation 
of fitness. So the first question we have tried to answer is: 
What is the phenomenon behind the substantial inter-seed 
variation of average fitness? In order to understand the reason 
of this variation, we have tried to calculate a static aggregation 
measure of the predators’ populations in the ecological 
environment. From this point we only consider the predators’ 
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population for further analysis, as there are no interesting 
emerging social behaviours in the prey population for our aim. 
The “Aggregation Measure” has been calculated by measuring 
the distance between each robot and the nearest robot, in each 
time step, for the last generation’s populations. All the time 
steps and epochs measures have been averaged. The lower 
values correspond to more aggregation and, vice versa, higher 
values correspond to less aggregation.  
By running a correlation between the Fitness Indicator and the 
Aggregation Measure, the Pearson’s Correlation Coefficient 
between those two series of data is ρ = -0.7, which indicates 
high reverse-correlation between Fitness and Aggregation. 
This means that the higher the aggregation, the higher the 
fitness. In Figure 5 all the series are reported on a plot with 
the correlation coefficient.  
To better understand the mechanisms underpinning the 
flocking, we have tested each single predator in a reduced 
environment called “Laboratory”. Laboratory is a square with 
a size of 150cm x 150cm. Firstly, we have inserted a single 
predator into the environment, and we have plotted the 
individual trajectory, as illustrated in Figure 6a.  
 
 
Figure 5: Correlation between Aggregation Measure and 
Fitness Indicator. 
 
Some robots display a small exploratory ability, others a 
medium exploratory ability, and other robots have a large 
exploratory ability. By placing the robots side by side in the 
same environment, we observed the behaviour illustrated in 
Figure 6b. We have noticed that, almost in every couple, one 
robot always leads and one robot follows. From these 
observations it appears that the flocking seems to be regulated 
by a hierarchy among the predators and this is predetermined 
in advance by the evolution, this hierarchy is numerically 
proved by exploration measures illustrated later on. We have 
supposed the hierarchy is guaranteed by every single 
trajectory (i.e. by every single exploratory ability). On the 
other hand, the hierarchy cannot be regulated by the colour, 
because all the 3 robots have the same colour. Exploiting the 
information from retina photoreceptors, each robot is able to 
discern the angle of another robot’s movements. In other 
words, each robot is able to discriminate the arching 
amplitude of the curvilinear trajectories that another robot is 
able to draw. By this amplitude information, robots can 
recognize the hierarchic degree of their partners.  
Thus, every robot is capable to decide whether to follow or to 
lead, by using this strategy. The leadership appears to be 
“relative”, namely each leader is not an absolute leader but 
may be a follower of another robot. 
To clarify and support these hypothesis returned by the 
behavioural analysis, we have developed a series of analytical 
measures. The first Measure, that we have conceived, is called 
“Leadership Measure by Vision”, which measures each 
predator’s leadership hierarchical rank by exploiting the 
vision system. We have inserted all the possible predator 
couples into the Laboratory Environment. Each of the 20 
predators have been paired with each of the 19 others. For 
each sub-test, only 2 robots are present in the environment, in 
the same time. Then, we have counted in how many time steps 
each predator sees something, namely how many time steps at 
least one retina photoreceptor is activated. The hypothesis is 
that if there are only two individuals in the same environment, 
the leader will see less than the follower, if there are no other 
objects.  
 
 
A)    
B)    
Figure 6: (A) Trajectories of some predator exemplars. 
They are predator number 27, 29 and 39. Trajectories of 
predators couples. 
 
In fact, the leader should more likely be at the head of the line 
whereas the follower should be on the tail.  
Correlation Coefficient between “Aggregation” and 
“Leadership Measure by Vision over replications” has 
returned a ρ = -0.8 that proves a strong reverse-correlation 
between leadership and aggregation. This correlation is shown 
in Figure 7. This means that the higher the leadership, the 
stronger the aggregation in the group. The reverse-correlation 
appears because of the design of the leadership measure: the 
higher the leadership measure, the lower the vision value. 
We can argue that, if the aggregation correlates with the 
fitness, and fitness correlates with leadership, then the 
leadership correlates with the fitness. That is, high levels of 
fitness correlate with high levels of leadership 
Another interesting issue is in which way is the leadership 
role connects with the exploratory ability. Predator robots 
seem to display different exploratory skills. Hence, we have 
calculated the exploratory ability for each single robot. 
ECAL - General Track
ECAL 2013 682
 Figure 7: Correlation between Aggregation Measure and 
Leadership Measure. 
 
Each test has been performed on the last generation’s 
population of predators for 20 trials lasting 3,000 time steps. 
Each value has been averaged over all the trials and reported 
on the bar-plot The ability to explore has been then related 
with the ability of the predators to follow other robots in the 
environment.  
To this end we have identified a “Exploratory Ability 
Measure” which is depicted in Figure 8, dark grey bars and a 
“Followership Measure”. We have measured the exploratory 
ability of each robot in ecology by counting how many 5.5cm 
x 5.5cm sized cells each robot visits only once. (we call 
ecology the evolutionary environment to distinguish it from 
the smallest laboratory environment) in two different 
conditions: vision condition, in which the robot can see any 
other robots in the environment and no-vision condition, in 
which a robot can only see the prey and it is blind to the other 
presence of the other predators in the environment. 
This test has been executed, both conditions, on the last 
generation’s predators for 20 trials.  
We noticed that, the vision condition produces an increase of 
exploratory abilities, especially in those cases where robots 
were not good at exploration in the no-vision condition. The 
increase of exploratory ability has been schematised in Figure 
9. As we can observe in the vision condition the less 
explorative robots became more exploratory. It may indicate 
that,the ability to follow other predators in the group  seems to 
be a mechanism to make the entire group able to become more 
exploratory with respect to the situation in which they are 
alone. This could arguably be an effect of the social 
relationship in the group. We can then suppose that, in those 
situations where there are many individuals who are not 
genetically predisposed to assume exploratory behaviours, 
leadership may facilitates the group cohesion and 
performance by increasing the exploration.    
Another interesting insight derives from measuring the 
exploratory gap between the no-vision condition and the 
vision condition, replication by replication. Essentially, we 
have averaged all the values of the no-vision exploratory 
ability over replications.  
A gap appears between replications (light grey bars): the gap 
can be regarded as the average ability “to follow” of the 
robots in one replication. 
 
 A) 
B   )  
Figure 8: (A) Exploratory Ability Measure. In the picture 
there are the values of Replication no.7 and Replication 
no.10. (B) Exploratory Ability Measure over replications 
(average).  
. 
Indeed, we can consider that, from the no-vision to vision 
condition, each robot gains an increase of their exploratory 
abilities, which is directly proportional to the propensity of the 
robot to follow someone else. If we “isolate” this gap, we 
acquire a measure of robots’ following abilities over 
replications: the “Followership Measure”.   
By calculating the Pearson’s correlation coefficient between 
Leadership Measure and Followership Measure the value is ρ 
= -0.79 confirming a strong correlation.  
 
 
 
Figure 9: Exploratory Ability Measure in no-vision (dark 
grey) and vision condition (dark + light grey). The light grey 
values indicate the Followership Measure.  
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In Figure 10 this correlation is graphically visualised. This 
indicates that the stronger is the leadership in a replication, the 
stronger is the followership in the same replication, as 
indication of the fact that leadership only emerges where the 
social group is based on a clear leader-follower organization 
and someone leads and other follows. 
 
 
 
Figure 10: Correlation between Followership Measure and 
Leadership Measure. 
The motivation for the flocking emergence is determined by 
the fact that every predator robot is characterised by a 
maximum limit of vision distance (55cm), when predators 
cannot see any prey, they tend to follow another predator 
rather than doing nothing. This fact is proved in Figure 11 
where a chart shows that increasing the vision distance, the 
following behaviour decreases and vice-versa. The specificity 
of flocking behaviour is also suggested by the fact that 
following another predator is notably different than hunting a 
prey. In fact, when predators move after another con-specific, 
they do not tend to bump against it, but they just limit 
themselves to follow keeping a safe distance. Instead, hunting 
consists of following the prey until the predator reaches it and 
bumps against it, in order to eat the prey. A careful analysis of 
the exploratory and following abilities, by means of previous 
charts, shows another interesting piece of information: the 
exploratory ability and following ability are reciprocally 
complementary. This means one ability excludes the other 
one. For example, in the seed 7, all the predators appear to be 
explorers rather than followers, whereas in the seed 10 they 
display an inclination for following rather than exploring. For 
this reason, we have implemented an analysis of exploration 
and following abilities depending on different perceptual 
conditions. In substance, we have re-evolved the robots with 
different vision conditions, namely by varying the vision 
distance limit: 13.75cm, 27.5cm, 41.25cm, 55cm, 82.5cm, 
165cm and 220cm. We have not been able to sample many 
more vision conditions because of the elevated computational 
and time costs of each single evolution. Anyway, the number 
of completed samples has seemed to be sufficient for the 
present. The limit of 55cm has been used as the default 
condition, because it was adopted in the initial evolution. 
Therefore, we have considered the condition “55cm” as 
baseline for the comparisons. Again, every simulation has 
been evolved for 300 generations and for 10 replications in 
every vision condition. When all the evolutions have been 
accomplished, we have calculated the average of the 
“Exploratory Ability Measure over replication” and of the 
“Followership Measure”, for each condition. 
The result for the “Exploratory Ability” and “Following 
Ability” through different vision conditions is depicted in 
Figures 11. We have graphically interpolated all the points in 
order to highlight the data trend.  
 
 
 
 
Figure 11: (A) Exploratory Ability through different 
Distance Vision Limits. (B) Followership Ability through 
different Distance Vision Limits.  
Conclusions 
In conclusion, the experiment reported here indicates that in a 
population of two co-evolving species of robots, with a 
genetically variable distribution of skills, flocking and 
leadership are often observed. Although the fitness keeps 
constant over the generations for the “arms-races” effect, each 
species’ skills appear enhanced at the end of the evolution: 
predators are better at hunting prey and prey are better at 
escaping. An inter-replication variation is present in the 
indicators of predators’ fitness and aggregation, which 
underline a different “social” organisation among the 
predators that we interpret as leadership, which is mainly due 
to different initial genetic traits (which are randomly selected). 
In replications where there is a strong component of 
leadership, there seems to be a stronger aggregation. 
Furthermore, a strongly structured hierarchy appears in the 
predator’s population: the rank of each robot is regulated by 
the explorative attitude of each robot (namely, the amplitude 
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of movements). Fitness, leadership and followership measures 
are in strong correlation.  
In this way, we guess it is possible to conclude that a group of 
artificial agents exploit leadership/followership patterns to 
solve the task of exploring the environment and moving  
collectively toward the position of the prey. These leadership 
patterns correlate with higher fitness, which suggests 
leadership is a winning strategy. In other words, a “peer-to-
peer” flocking behaviour is not enough to guarantee a smart 
movement of the group, but the emergence of leadership is 
needed for achieving better performances.  
Another interesting result is that all the exploratory 
individuals do not tend to be good followers and vice versa. 
This indicates that there is a specialisation of skills in 
populations, according to different simulated conditions. This 
suggests a theoretical limit: exploration and following are two 
complementary skills.  
Other interesting future directions could be investigating if the 
bigger the group size, the smaller the leaders portion. 
Furthermore, some improvements might be achieved in this 
simulation by examining, in depth, some of the unclear 
aspects such as the correlation between leadership emergence 
and fitness and the relationship between genetic variability 
and leadership emergence.  
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Abstract
Agent-based simulation is a valuable tool for biologists
studying animal behavior, however constructing models for
simulation is often a time-consuming manual task, and val-
idation of these models requires a principled approach. We
present a framework for using machine learning techniques
to automatically construct behaviors from tracking data of
live animals from video that can be run in a simulated en-
vironment. Using this framework, we provide results for au-
tomatically learning the schooling behavior of Notemigonus
crysoleucas.
Introduction
The motivation for this work has been to enable the work
of biologists that study collective behavior through agent-
based models. Agent-based models have been successful
in analyzing the behavior of social insects such as ants and
bees (Pratt et al., 2005; List et al., 2009), although cur-
rently such models are constructed after manual processing
of video of the collective behavior of the animal. An auto-
mated method for constructing these models would enable
more rapid iterative refinement of biological theories by al-
lowing researchers to test hypotheses in silico with param-
eters that would be difficult to manage in real animals, as
well as provide a tool for performing principled validation
as outlined by Yang et al. (2012).
Live Animals
Tracks
Simulation
Multi 
target 
tracking
Model 
Learning
Executable 
Model
Validation
Figure 1: Workflow for automatically constructing exe-
cutable behaviors from observation
The manual process of model creation usually consists of
frame-by-frame annotation of video of the animals in ques-
tion and statistical analysis of the resulting data, and the au-
tomation of this process can be decomposed into two corre-
sponding subproblems: multi-target tracking of animals in
video, and learning an executable model from those tracks.
This workflow is outlined in Figure 1. The computer vision
community has developed a number of algorithms for solv-
ing the multi-target tracking problem in specific domains, in-
cluding tracking biological agents such as humans and ants
(Feldman et al., 2012). Given a tracking algorithm that can
produce tracks of individual agents with reasonable accu-
racy, the task is then to construct an executable agent-based
model of behavior from the given data.
Learning fish schooling behaviors
The schooling of Notemigonus crysoleucas is an interesting
collective behavior, one example of many types of “flock-
ing” behavior found in nature. While the motion of the
group as a whole is generally very complex, Reynolds
(1987) has shown that individuals following fairly simple
local rules can result in global flocking behavior. If we can
then correctly learn a model of how the fish react to the
features of their local surroundings, we should be able to
reproduce the global schooling behavior by simulating fish
in a similar environment that react according to the learned
model. This means we need to identify which features of the
environment the fish are reacting to, compute those features
for each track in the tracking data, learn a mapping from fea-
tures to reactions, and compute the identified features as part
of the simulation.
Fish sensor features
There are several important features of the environment that
effect how individual fish act as part of a school, and how
the schooling phenomenon arises in groups of fish. We took
inspiration from both classic flocking literature (Reynolds,
1987) and more recent work by Katz et al. (2011) in deter-
mining which features to include. From the collected track-
ing data we compute 13 features: 8 proximity sensors, the
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Figure 2: Sensor model for Notemigonus crysoleucas
x and y components of the normalized vector to the school
center, the x and y components to the nearest obstacle, and
a binary (near-far) distance to the school centroid that is one
if the fish is within 3 body lengths of the school centroid and
zero otherwise. The proximity sensors are thresholded at 4
body lengths, and the obstacle vector and school centroid
calculation are both limited to objects within 1m.
These specific features can be thought of roughly corre-
sponding with three of the classic components proposed by
Reynolds: the 8 proximity sensors are useful for determin-
ing separation, the obstacle vector provides a mechanism
for avoiding environmental obstacles, and the group center
vector influences cohesion. Notice that we do not include
any alignment term, and as Katz et al. suggest, the apparent
group alignment is an emergent phenomenon, not a deter-
mining feature that the individual fish react to.
Fish actuators
In order to learn how the fish should react to a given feature
vector, we must also quantify how the observed fish actually
moved in response to the computed features. The tracking
data includes the position (x, y) and orientation (θ) of each
fish at each time step (see Figure 3). From consecutive time
steps, we can calculate the change in position and orientation
as a rough estimate of the velocity of the fish in reaction to its
local environment, as long as the time interval is relatively
short (the tracking data we use is computed frame-to-frame
from video running at 30Hz).
Learning
Using the paired feature vector and velocity estimate as
training data, we can construct a k-NN which maps any new
feature vector to the k most similar training instances and
Figure 3: Actuator model for Notemigonus crysoleucas
the associated observed motions. One interesting difference
from the standard k-NN in this instance is that the output
associated with each feature vector is a continuous set of
values describing how the fish moved, rather than a discrete
class. In the standard k-NN with discrete output, each of
the k nearest neighbors to a given query q votes for one of
the possible discrete outputs and the output with the highest
number of votes is returned as the class for the query. We
can generalize this by returning the output of an arbitrary
function g of the k nearest neighbors for a given q:
f(q) = g({qi | d(qi, q) <= d(qj , q), ∀i < j, i = 1 . . . k})
where d(qi, q) is the distance between q and qi. In the
standard k-NN, the function g just returns the class with the
maximum number of votes, or the mode of the classes of
the k neighbors. Other choices for g include the mean, or
median. Empirically, we’ve found that sampling randomly
from the k neighbors works better than taking the mean.
This might be due to the fact that the animals do not behave
in a completely deterministic manner: In the case where the
fish is approaching a wall head-on it may turn left or right
to avoid it, but the average of both cases would be to head
straight forward, leading to a collision with the wall. On the
other hand, sampling randomly from the neighbors would
produce both left and right turns, and in the proportion that
they are represented in the data.
Simulations of learned behavior
For our training set, we used tracking data collected from a
54 minute video of 30 Notemigonus crysoleucas schooling
in a shallow tank 2.1 meters long by 1.2 meters wide1. From
1This data was one replicant from the experiments performed
in Katz et al. (2011).
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the tracks we computed the 13 features and 3 velocities de-
scribed previously. The collected data amounted to roughly
2.6 million input/output pairs, which we used as training
data for a k-NN. We constructed a simulation with 30 fish in
a similar environment using BioSim, a freely available simu-
lation toolkit2. At each time step, each fish computes the 13
features described earlier and sets its velocity by selecting
from the k nearest neighbors. Figure 4 shows screenshots
from the simulation and the resulting schooling behavior.
The fish are initially placed in the environment at random
locations moderately spread out, but they quickly form into
a single dense school. The school tends to stay close to the
boundaries, tightly clustered. This is very similar to the be-
havior of the real fish in the training data, as shown in Figure
5.
As discussed in our motivation, one reason such agent-
based simulations are useful is the ability to run experiments
in simulation that would be difficult or time consuming to
perform using live test animals. To illustrate this capability,
we ran a simulation of 300 fish in a larger (3m by 5m) tank.
Figure 6 shows a screenshot of the 300 fish simulation.
Notice how the fish have separated into several distinct
schools.
Conclusion and Future work
This work has illustrated how the process outlined initially
can be applied to learn the schooling behavior of fish from
video: by applying a standard multi-target tracking algo-
rithm to video to produce tracks of position and orientation,
then computing a set of input/output (features/motions) pairs
from the tracking data, then using those pairs as training data
for a learning algorithm (k-NN) to construct a mapping be-
tween observed features and agent output, and finally using
that mapping as the basis for a simulation. Our experimental
results show that the collective behavior of agents following
the learned behavior is qualitatively similar to the schooling
behavior which generated the training data.
It’s important to note that the choice of algorithm for both
the tracking and learning components are crucial. The noise
inherent in the tracks produced by the tracking algorithm
must be relatively small, otherwise the training data used by
the learning algorithm may be so noisy as to not permit an
accurate mapping. The tracking algorithm must also be able
to account for all the variables of interest, such as orienta-
tion. The choice of learning algorithm also has a profound
effect. In the case of schooling fish, it is apparent from flock-
ing models that the collective schooling behavior can arise
from purely local and reactive rules. In other words, the
mapping we’ve discussed so far is stateless in that the out-
put is dependent only on the observed features, and not any
internal memory or state. However there are many inter-
esting types of behavior that are not stateless in this sense,
2https://github.com/biotracking/biosim2
such as foraging in ants (Yang et al., 2012) or the honey bee
“waggle dance” (Oh et al., 2005). Learning these types of
behaviors requires an algorithm that can handle state such
as presented by Balch et al. (2006), and such algorithms are
a focus of our current and future work.
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Figure 4: Simulated fish at consecutive intervals. The fish have a strong tendency to stay with the school, and congregate near
the walls of the tank much like the real fish.
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Figure 5: Replayed tracking data of real fish.
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Figure 6: Simulation of 300 fish in a large tank using the same 30 fish training data
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Abstract 
Acquisition of the opponent’s model and achieving mutual trust 
with others are notable traits of humankind's intelligence. 
Achieving mutual trust is a big challenge for artificial 
intelligences, and it is a key factor in trading. However, how 
players observe each others’ behaviors and how they achieve 
mutual trust are not fully known. In this study, we researched 
the growth of a mutual trust protocol in a trading game in a 
human-based simulation. We designed and implemented web-
based multi-player trading game based on the refusable iterative 
Anti-Max Prisoner's Dilemma game (rAMPD). In the game, 
each agent's strategy is described by an automaton and 
periodically modified by human players. We conducted a long-
term human-based evolution of mutual trust using this trading 
game for approximately one month and observed how the 
agents’ automata changed. Analyses of the high-ranking agents’ 
automata and introspective reports by the human players 
revealed that the mutual trust protocol is achieved by using the 
initial trade as a signal for mutual recognition. 
Introduction 
Intentional reading by an agent is an important topic in the 
field of artificial life. Learning the other's intention is called 
the Theory of Mind (ToM), and under the social brain 
hypothesis, it is thought to be a main factor in the evolution of 
our brains (Premack & Woodruff, 1978) (Byrne & Whiten, 
1989). Being able to estimate the intentions of other people 
and trust them are important factors in trading in the real 
world and require intelligence. The "power of trust" becomes 
larger if an agent's reward is maximized or its penalty is 
minimized through trading; i.e., trading is encouraged when a 
winning agent gets a large reward and the losing one incurs 
only a small loss. Fisher and Shapiro used iterative arm 
wrestling for teaching the importance of trust in trading 
(Fisher & Shapiro, 2005). They demonstrated that if two 
players play an iterative arm wrestling game and the winner 
gets a reward in each match, it is better for both players to fix 
the game rather than engage in a real fight. They also showed 
that the key factors in agreeing to fix a game is that each 
player needs to be intelligent and trust that after if he or she 
intentionally loses a match, his or her opponent will 
intentionally lose the next match. They showed that mutual 
trust sometimes emerges even without words being exchanged 
between players. 
The Iterative Prisoner's Dilemma (IPD) is a typical game in 
game theory, and it is designed in such a way that the reward 
is maximized if both players cooperate (Axelrod, 1984). A 
cooperative strategy in the IPD is achievable without players 
having to estimate each other's strategy. This kind of game 
model is appropriate for simulating ecological behaviors of 
animals that do not relate to ToM (Le & Boyd, 2007). On the 
other hand, it is insufficient for representing mutual trust in 
trading situations because mutual trust requires delayed 
actions. A human player can lose an arm wrestling match and 
still believe his or her opponent a will lose in the next match. 
The current study is on a human-based multi-agent simulation 
of a refusable iterative Anti-Max Prisoner's Dilemma game 
(rAMPD). It was conducted to see how mutual trust in trading 
arises. The Anti-Max Prisoner's Dilemma (AMPD) was first 
proposed by Angeline (Angeline, 1994). He modified the 
reward table of IPD so that it could cover the mutual trading 
behavior of Fisher and Shapiro's iterative arm-wrestling game. 
We included refusal as the third choice of the agent in AMPD 
(hence, refusable AMPD, or rAMPD). This extension can 
simulate real-world trading because each player has the right 
to ban opponents in free trade. We recruited 74 people to play 
the rAMPD in a simulation lasting 28 days, and the results of 
our analyses show how mutual trust arose during this game. 
The following sections are organized as follows. Section 2 
explains game rule of rAMPD. Section 3 explains how we 
implemented the system for human-based evolution and 
conducted experiments and the result of the experiment is 
shown in section 4. Section 5 analyzes the result and discusses 
how mutual trust and other strategies are acquired by agents. 
Section 6 describes how our result contributes to other 
research field and section 7 describes our method's limitation. 
Section 8 concludes the paper. 
Game Rules 
Table 1 is the reward table of the trading game.  The 
standard IPD conditions are shown in equation 1, and the 
AMPD conditions are shown in equation 2.  
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Table 1. Reward table of Trading Game 
B        A Cooperate Defect 
Cooperate ):,:( cBcA  ):,:( bBaA  
Defect ):,:( aBbA  ):,:( dBdA  
 
bdca  ,  cba 2  (1) 
bdca  ,  cba 2  (2) 
 
We also added ‘refusal to trade’ as a choice for each agent. If 
the refusal is selected by an agent, the two agents finish their 
trade with no chance of retrying. We modified Axelrod's 
reward table (a = 5, b = 0, c = 3, d = 1) because it is 
commonly used in game theory simulations. To increase the 
value of refusal selection, we averaged four constants. We 
subtracted 3 from c and subtracted 2 from the remaining three. 
The reward table for rAMPD was thus (a = 3, b = -2, c = 0, d 
= -1). The average of the four constants was 0, and this 
satisfied equation 2. The value c (=0) represents an example of 
Fisher and Shapiro's arm wrestling that both player's 
cooperative hands do not make sense.  
In the rAMPD game, all agents traded with each other 
iteratively. We also selected the maximum matches in one 
trade up to 100 times. All agents traded in a round robin 
fashion. The round robin was repeated several times. The 
human participants could improve their agent's strategy 
between each round robin. 
Human-based Evolution 
Notation of the strategy by automaton 
Each participant got his/her own agent and input strategy of 
the agent through an automaton. We selected automaton-
based description of strategy in three reasons. First, 
automaton-based strategy is understandable to participants 
especially who are not familiar about programming. Second, 
the automaton is easy to analyze because of its simple 
notation. Third, the automaton has enough describable for 
complex strategy.  
Each participant input their agent's strategy by using a finite 
state automaton. Each state in the automaton had numbers 
representing cooperation and defection of the agent. Even 
states represented cooperation, odd states represented defect, 
and 0 represented a refusal. The transition arrows between 
states were described with triplets numbers. The first number 
represents the present state, the second number represents the 
opponent's hand (0 means cooperate and 1 means defect), and 
the third state represented the next state (even, odd, or 0 state). 
Each participant described their strategy using the start state 
number and several triplets. For example, {{2}, {2,0,2}, 
{2,1,2}} means a strategy that is anytime cooperative. {{1}, 
{1,0,1}, {1,1,0}} means coward exploiter. If it is once 
attacked, it refuses trade. {{2}, {2,0,2}, {2,1,1}, {1,0,2}, 
{1,1,1}} shows the strategy of tit-for-tat which is famous in 
IPD. We found that the finite state automaton made it easy for 
players to understand each others’ behaviors, and that it is 
enough descriptive to maintain mutual trust. 
Implementation of the game: how to motivate 
participants 
For motivating participants, we designed the simulation as an 
online game. All games were implemented in AJAX style, 
and participants input their strategies using a web form shown 
in Fig. 1. Each participant could download his/her agent's 
trade history from the website at any time (shown in Fig. 1 
top). The results of a trade were calculated on the server side 
and feedback to participants both ranking page and interactive 
result viewer. Each participant could replay their previous 
result in viewer mode (shown in Fig. 1 bottom). 
 
 
Figure 1. Implemented game screen. Top figure shows the 
input form of the automation code of the text. Bottom figure 
shows the viewer mode. Both figures are captured from web 
browser. 
 
We also wrote a cover story for the game to nurture the 
imagination of the participants and motivate their play. In the 
cover story, the participants were residents of an island, and 
they traded fish in a poisoned pond. Each fish became edible if 
it had been dipped in a different pond. Each agent could 
choose between three selections, to wait at home (C), to go to 
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an opponent’s home and take fish (D), or to lock the door 
(refusal). If both agents wait at home, there was no reward and 
no penalty (0, 0). If both went the other's home, the doors were 
locked and both became tired (-1, -1). If one went to the 
opponent's home and the opponent was waiting there, he or 
she could eat the fish and the opponent lost it (+3 ,-2). If one 
of the players refused, the communication and trading 
stopped. This story is a bit artificial. However, every 
participant understands how the rule works. 
Participants 
We conducted an experiment in a class learning about 
automata, and the participants were students from that class. 
In total, 74 participants played the game. The experimental 
period ran from 2012/5/29 12:30 to 2012/6/26 8:30. Trading 
was conducted four times a day during breaks between classes 
(8:30, 12:30, 16:30, and 20:30), and the ranking table was 
updated during this period. The chances for updates totaled 
112 times. Because updates were done during breaks, each 
participant had enough time to input strategies and confirm 
the update’s result before and after trading. 
All participants were given scores for their class work 
according to their ranking at the end of the simulation. We 
divided up the participants who took more than 1 point into 16 
groups (these agents were survivors which ate fish and were 
not hungry). Each group member got from 20 points to 5 
points in order to his/her agent's score. The rules were 
described to the participants before the game started.  
It was important for us to confirm that there were no ethical 
problems in conducting this experiment as a part of the 
automaton class because it was designed as both an 
experiment and as a means for students to learning the basic 
behaviors of automata. The experiment also included an 
evaluation of the students. 
Results 
There were 1109 updates of the automata. The average 
number of update accesses per trade was 9.9. The average 
number of updates per player was 15 times. 68 agents 
achieved more than 1 point at the time of the last update, and 
their programmers were given bonus points in the class. 
According to their acquired score, we named each agent in 
order of highest score A01 to lowest score A74, categorized 
the 68 participants whose agents exceeded 1 into groups 20 
(G20) to 5 (G5), and put 6 participants with less than 0 points  
in group 0 (G0). The average length of the agents' automata 
was 33.7. The average length of  automata with more than 1 
point was 36.5. Figure 2 shows the average length of 
automaton and average points in each group. 
We categorized each player's state using the following rules. If 
both players each got more than 40 points and less than 60 
points, we considered that both players trusted each other and 
categorized them into the mutual trust (MT) group. If one of 
the players got more than 50 points and the other got less than 
-50 points, we considered that one of the players exploited 
(EX) the other player and that other player was exploited 
(EXd). If both players got less than -50 points, we considered 
that both players could not trust each other and mutual 
destruction (MD) occurred. If both players got less than 10 
points and trading was stopped by one of the players, the 
trading was banned (BA). If both players got less than 10 
points and trading continued until the end of the simulation, 
trading resulted in stagflation (ST). All categories are shown 
in Fig. 3. ST only happened in the lower-rank group G0. There 
are trends on Fig. 3 that higher-ranked agents achieve more 
mutual-trust than lower-ranked agents (note that BA in high-
ranked agents are still required to prevent lower-ranked 
agents' attacks). 
 
 
Figure 2. Average states of automaton and average points for 
each group. The right axis shows the number of automaton 
states, and the left axis shows the average number of points. 
The bottom axis shows the 17 groups. 
 
 
Figure 3. Average number of categories in each group. The 
bottom axis shows the 17 groups. 
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Discussion 
The General strategy of the high-ranked agent 
 Figure 4 shows a strategy of the high-ranked agent as a meta 
automaton. All high-ranked agents (in the G20, G19, and G18 
groups) had four phases of their strategy. First, the agent 
repeated cooperate or defect in a determined order. This 
determined order was different in each agent. If the opponent 
selected a different hand, the agent transited to the mutual 
trust phase. In the mutual trust phase, the agent tried to take a 
complementary hand. If the opponent selected C continuously, 
the agent transited to the exploiting phase and tried to exploit 
the opponent. On the other hand, if the agent detected D 
continuously, the agent transited to the refusal phase and 
finished the trade 
The detailed transition rules depended on the agent. Note that 
in this game, two identical automata do not succeed because 
they cannot change to different hands. This restriction 
discourages users from cheating and accelerates the evolution 
of the identification process.  
From the participants' reports, we confirmed that participants 
gradually came to understand the several dilemmas in this 
game. For example, if the identification process is too strict 
(using lots of confirmation before mutual trust), the opponent 
may regard that it is impossible to cooperate and simply refuse 
the trade. This loses the chance of possible cooperation. 
However, if the identification is too loose, the opponent may 
think that the agent is too foolish to cooperate and start to 
exploit it. This also loses the chance to cooperate and reduces 
rewards. 
 
 
Figure 4. Example of strategy in high-ranked agent (the 
identification code is extracted from A02) 
 
We studied the results of these three methods by conducting a 
statistical analysis, manual analysis (where the author input 
hands manually, traded with each agent, and observed the 
behaviors), and collecting reports from the participants. The 
next subsection discusses the analyses conducted during each 
phase. 
Identification Code Phase  
We confirmed that at least 30 agents (A01-A30) had an 
identification code phase of manual analysis and the 
participants' reports. Each agent in 30 agents has a different 
set of hands on the start process (CDDCC, DCDC, etc.). If 
each agent's hand is different, they start to go mutual trust 
phase.  
The length of the identification code loop was less than five 
pairs (For example, A02 had 5 loops and A04 had 3 loops). 
Theoretically, a 52 bit unique code is required to identify 32 
agents. This result corresponds to the fact that the agents that 
had identification phases numbered less than 30.  
57 participants selected D as the first hand of the agent and 17 
participants selected C. Most participants selected D because 
the agent had a chance to get a higher score than the opponent. 
On the other hand, the participants who selected C reported 
that selecting C in the first hand had an advantage because it 
was easier to start up a mutual trust situation with it than D. 
One of the participants reported that his strategy followed an 
old proverb "win by losing." 
Mutual trust phase  
Theoretically, mutual trust arises in a longer loop, like CCDD, 
CCCDDD, etc. However, all agents used short mutual trust 
loops (CDCDCD...). 42 agents (A01-A41 and A61) had 
mutual trust phases. As shown in Fig. 3, high-rank agents had 
more mutual trust (MT) and fewer refusals (BA). This result 
suggests that lower-rank agents lost the chance through their 
own  or their opponent's (BA) refusal, whereas high-ranked 
agents could use the chance to make a mutual trust loop (MT). 
A larger set of states in an automaton weakly suggests that 
mutual trust requires each automaton to have more complex 
states. This result suggests the validity of the social brain 
hypothesis wherein evolution of intelligence (approximated by 
the number of states) is accelerated through identification in 
society (Byrne & Whiten, 1989). 
Exploiting Phase 
The exploiting phase was observed in almost all agents (A01-
A71). There were 4 exploited agents (A71-74, all agents were 
in G0). Continuous Cs was a trigger for transiting to the 
exploiting phase. We confirmed that all agents who had an 
exploiting phase transited to the exploiting phase after 2 to 4 
continuous Cs. As shown in Fig. 3, almost all agents attacked 
during the transit from the exploiting phase to the refusal 
phase.  
Keeping the exploiting phase has a risk in that it may 
imprudently trigger the opponent's refusal phase. However, the 
exploiting phase was preserved until the end of the game 
because there are big rewards for exploiting phase. There were 
three participants who input only C regardless of their 
opponent's hand and did not change strategies (A72-A74). 
A71 had a simple strategy that selected a CCDCCD... loop 
unrelated for the opponents' hands. These weak agents kept 
being exploited. 
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Refusal Phase 
The refusal phase was inevitable because if the opponent 
selected continuous D regardless of its hand, the agent 
prevented a negative score just by selecting refusal (C,D and 
D,D are both negative). 41 agents had a refusal phase (A01-
A41).  
All of these agents reacted to more than 3 continuous Ds. On 
the other hand, several agents allowed 1 or 2 Ds. These 
behaviors kept the opponent cooperative and not "be anger" 
(for triggering opponent's refusal attitude).  
Difference between rAMPD and AMPD 
Each agent acquired more complex strategy in rAMPD 
compared with a strategy in AMPD game proposed by 
Angeline (Angeline, 1994). There are three factors for 
generating different results from previous research. 
The first factor is difference of simulation. Angeline uses 
computer-based simulation for evolving each agent's strategy. 
On the contrary, we used human-based simulation. The latter 
condition expands the possibility of each agent's strategy. The 
second factor is the description of the strategy. Angeline uses 
set of four hands (CCCC-DDDD) for describing strategy of 
each agent. On the other hand, we used automaton for 
describing strategy. The automaton makes it possible to use 
more complex strategy. The third factor is the refusal hand of 
each agent. Refusal phase creates "point of no return" in each 
trade and it makes communication complex. In Angeline's 
AMPD game, each agent has no refusal selection and a trade 
continues to determined cycle. If an opponent plays continue 
Ds (which means two or more continued D hand), most 
appropriate strategy is replying with continuous D. If the 
opponent stops continuous D, the agent just needs to stop 
continuous D. In our situation, a most appropriate hand for the 
opponent's continuous D is just refusal. However, if 
continuous D are produced mistakenly by the opponent, there 
is still a chance for creating mutual trust in each other. We 
hypothesized that the refusal phase is the critical factor for 
evolving complex communication between agents. As a future 
work, we will confirm the hypothesis by using computer-
based simulation. 
Contributions 
We tried a human-based multi-agent simulation instead of a 
computer-based one. The human-guided approach is used in 
several fields, from artificial life, cloud sourcing, and human 
interfaces (Kosorukoff, n.d.)(Paolacci et al., 2010)(Osawa & 
Imai, 2012). Our results suggest that this approach also works 
if the motivations of the human players are carefully designed.  
Our findings revealed two important factors related to game 
theory and multi-agent simulation. The first is in regard to the 
emergence of mutual trust in trading itself. In game theory, the 
possibility of mutual trading can be analyzed in the Cheap 
Talk Game that divides a trading game into an initialization 
phase and a main trading phase (Wärneryd, 1991). Our results 
suggested that identification of others and mutual cooperation 
can be achieved even without “cheap talk" by using the reward 
itself. This finding may lead to multi-agent simulations 
becoming simpler as far as their requirements go. The second 
factor is the importance of being able to refuse during free 
trade. Previous studies mainly focused on the locality of the 
agent as a way of avoiding agents they were not confident 
about and this leads to agents forming clusters (Suzuki & 
Arita, 2001). This approach is good for ecological simulations. 
However, general free trade is not dependent on the distance to 
the others, but rather on the mutual intention of trading. Our 
results suggest that agents come to believe each other and 
reject agents they are not confident about not by using 
additional information (like cheap talk and location) but rather 
through behaviors. 
In light of the above discussion, we think that our human-
based multi-agent simulation of the rAMPD game reflected 
the essence of real-world free trading and gave us good 
insights about how identification of others and mutual trust 
arises in humans. 
Last, we want to note that human-based multi-agent 
simulation quickly proceeds analysis for the game space 
because we can collect agent's process of evolution by 
participants' introspections. We want to emphasize that most 
participants are motivated by this gamification method 
(students involved in our "homework" make good scores in 
class). We believe that motivated participants are very good 
research factors for estimating the possibility of game space 
especially in earlier stages of study. 
Limitations  
Human-based simulations are dependent on capricious 
humans. To handle human resources properly, we need to 
design the experimental setup carefully. 
Although there were 112 updates in this task, almost all of 
them happened during the first week and final week. To 
maintain motivation during the whole game period, we may 
need to back-reward the participants (for example, by scoring 
on a weekly basis). 
Three participants did not update their agents, and this 
sabotage influenced the other participants. Several participants 
complained in the report that the authors did not evict these 
three agents. We think that these variable motivations also 
reflected a real simulation. However, this result also shows the 
importance of a good motivation design in human-based 
multi-agent simulation. This underscores the need to carefully 
design the agent's goal - each participant's motivation - in a 
human-based multi-agent simulation. 
Knowing the number of trades may increase the unwanted 
factors . The top scoring groups (G20 and G19) had more than 
100 states in their automata. The analyses of the automata and 
the reports from the participants showed that a large number 
of states were prepared for the 100th match. Defect or refusal 
is the optimal strategy even if mutual trust arises because the 
100th match does not have a succeeding match. There were 
also three agents that prepared the 100th match in G11, G14 
and G16, as the spikes in Fig. 1 show. The reward (<5 points) 
for defect or refusal in the 100th match was relatively small 
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compared with the points from MT (around 50 points) and EX 
(around 300 points). The main ranking seemed dependent on 
the amount of mutual trust and the 100th match did not 
influence mutual trust. The increasing trend in MT in going 
from G10 to G20 (Fig. 2) supports this idea. These unwanted 
evolutions can be avoided if the number of matches is 
indefinite in each update. 
Human-based simulations sometimes encounter ethical 
problems. For example, we could not regulate 
communications between participants, unlike in the case of a 
computer based multi-agent simulation. In this experiment, 
the participants were rivals and there was no real motivation 
to cooperate. Moreover, cloning was meaningless in this task. 
These two facts restricted communication between 
participants. The participant reports also suggested that there 
was no cooperation between the participants. However, it is 
hard to monitor the sorts of strategy that could have been 
generated through discussions with other participants. This 
problem may be avoided if the game is conducted online 
anonymously and all behaviors are monitored. Anyway, the 
experimenter must be careful about regulating human 
behaviors. It is important to ensure that the experiment is 
profitable for the participants themselves. 
Conclusion 
We designed and implemented a web-based multi-player trading 
game based on the refusable iterative Anti-Max Prisoner's 
Dilemma game (rAMPD). In this game, each agent's strategy is 
described by an automaton and is periodically modified by 
human players. We conducted a one-month human-based multi-
agent simulation using this trading game lasting approximately 
one month and observed how the agents’ automata changed. 
Analyses of high-ranking agents’ automata and introspective 
reports from the human players revealed that a mutual trust 
protocol arises using the initial trade as a signal for mutual 
recognition. 
Acknowledgements 
Our work was supported by the diligent students at Keio 
University. This work was supported by the JST PRESTO 
program. 
References 
Angeline, P. J. (1994). An Alternate Interpretation of the Iterated Prisoner’s 
Dilemma and the Evolution of Non-Mutual Cooperation. 
Proceedings of 4th artificial life conference (pp. 353–358).  
Axelrod, R. (1984). The Evolution of Cooperation. Basic Books.  
Byrne, R. W., & Whiten, A. (1989). Machiavellian Intelligence: Social 
Expertise and the Evolution of Intellect in Monkeys, Apes, and 
Humans. Oxford University Press, USA.  
Crawford, V. P., & Sobel, J. (1982). Strategic Information Transmission. 
Econometrica, 50(6), 1431 – 1451.  
Fisher, R., & Shapiro, D. (2005). Beyond Reason: Using Emotions as You 
Negotiate (p. 256). Viking Adult. 
Kosorukoff, A. (n.d.). Human based genetic algorithm. 2001 IEEE 
International Conference on Systems, Man and Cybernetics. e-
Systems and e-Man for Cybernetics in Cyberspace 
(Cat.No.01CH37236) (Vol. 5, pp. 3464–3469). IEEE. 
doi:10.1109/ICSMC.2001.972056 
Le, S., & Boyd, R. (2007). Evolutionary dynamics of the continuous iterated 
prisoner’s dilemma. Journal of theoretical biology, 245(2), 258–67. 
doi:10.1016/j.jtbi.2006.09.016 
Nowak, M. A., & May, R. M. (1992). Evolutionary games and spatial chaos. 
Nature, 359(6398), 826–829. doi:10.1038/359826a0 
Osawa, H., & Imai, M. (2012). Possessed Robot : How to Find Original 
Nonverbal Communication Style in Human-Robot Interaction. 
International Conference on Agents and Artificial Intelligence 
(ICAART) (pp. 632–641). INSTICC. 
Paolacci, G., Chandler, J., & Ipeirotis, P. G. (2010). Running experiments 
on Amazon Mechanical Turk. Judgment and Decision Making, 
5(5), 411–419. doi:10.2139/ssrn.1626226 
Premack, D., & Woodruff, G. (1978). Does the chimpanzee have a theory of 
mind? Behavioral and Brain Sciences, 1(04), 515–526. 
doi:10.1017/S0140525X00076512 
Suzuki, R., & Arita, T. (2001). Evolutionary Analysis on Spatial Locality in 
the N-person Iterated Prisoner’s Dilemma. Proceedings of 
inaugural workshop of artificial life, 105 – 114.  
Wärneryd, K. (1991). Evolutionary stability in unanimity games with cheap 
talk. Economics Letters, 36(4), 375–378. doi:10.1016/0165-
1765(91)90201-U 
?
?
ECAL - General Track
697 ECAL 2013
Hebbian Learning In A Multimodal Environment
Julien Hubert, Eiko Matsuda and Takashi Ikegami
The University of Tokyo, Ikegami Laboratory, Tokyo, Japan
{jhubert,eiko,ikeg}@sacral.c.u-tokyo.ac.jp
Abstract
Hebbian learning is a classical non-supervised learning al-
gorithm used in neural networks. Its particularity is to tran-
scribe the correlations between couple of neurons within their
connecting synapse. From this idea, we created a robotic
task where 2 sensory modalities indicate the same target in
order to find out if a neural network equipped with Heb-
bian learning could naturally exploit the relation between
those modalities. Another question we explored is the dif-
ference in terms of learning between a feedforward neural
network(FNN) and spiking neural network(SNN). Our results
indicate that a FNN can partially exploit the relation between
the modalities and the task when receiving a feedback from a
teacher. We also found out that a SNN could not complete the
task because of the nature of the Hebbian learning modeled.
Introduction
One important aspect of our everyday life is our capacity to
acquire knowledge by experiencing our environment. Ani-
mals possessing the capacity to learn can detect and exploit
the correlations present in their environment. This gives
them, among other advantages, the capacity to predict their
world and avoid undesirable outcomes, which is akin to Fris-
ton’s free energy theory where living systems try to mini-
mize their free-energy in order to increase their capacity of
prediction of their environment(Friston (2010)).
The neurobiology of learning in the brain is driven by
synaptic plasticity, also referred to as Hebbian plasticity or
Hebbian learning after Donald Hebb who first proposed a
theory of how learning could take place(Hebb (1949)). The
general idea drawn from Hebbian learning states that when
2 neurons are connected together by a synapse, the corre-
lated activity between the two would evoke structural mod-
ifications within the synapse such the capacity of the pre-
synaptic neuron to cause potentiation in the post-synaptic
one would increase(see Abbott and Nelson (2000) for a com-
plete introduction). This phenomenon was observed at the
neuronal level by Kelso et al. (1986).
The task we are interested in is a multi sensory integration
task where a robot must reach a target indicated by a sound
and a light source. The main question we want to address
is if a neural network equipped with Hebbian learning can
naturally extract and exploit the correlation between the two
sources. Indeed, sound and light are two sensory modalities
with different properties and different yield. It would then be
interesting to know if Hebbian learning has the potential of
integrating them transparently, that is without any external
mechanism for this task. It is generally expected that Heb-
bian learning can detect correlations at the neuronal level,
but our question is if it can also integrate the correlations
present in the environment in order to convey additional
properties or abilities to its host. For instance, in this par-
ticular task, we are interested in the robustness that Hebbian
learning can provide when noise is added on the sensors.
Another aspect we explore is the effects of asynchronous
activation of the sensory modules on the behaviour of the
robot. The particularity of our experiment is that no mecha-
nism helping the integration of the two sensory modalities is
provided, and any emergent property of the system can only
be the result of the Hebbian learning.
As a side experiment, we were also interested in the com-
parison between classical rate based neural networks and
spiking based neural networks when it comes to Hebbian
learning. Spiking neural networks(SNN) are a relatively re-
cent paradigm where information transferred between neu-
rons is no longer a continuous value, but a temporally lim-
ited event representing a neuron discharging its membrane
potential (Maass (1997)). SNNs represent a model closer
to the neurobiology of the brain, and as such possess also
a model of Hebbian learning directly drawn from neuro-
physiological recordings. The particularity of this learning
is that it incorporates a window of time where a synapse can
be modified, which differs from the Hebbian learning used
in classical NN where the changes are instantaneous. Our
question is whether this architecture would lead to different
behaviors. We will see that SNNs could not reproduce the
behavior obtained by the traditional neural network, and we
will discuss the causes and the impact of this result.
The article is divided in 3 sections. The first presents the
experimental setup and includes a description of the task and
of the controllers. In the second section are presented the
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results for both controllers which are discussed in the last
section.
Experimental Setup
The Task
Our experiments use a robot whose task is to move toward a
target area in its environment. The robot moves in an open
environment where one light source and one sound source
are located at the same position. Facing those sources is a
grid of 7x7 cells(see figure 1). Those are used as starting
positions for the robot. The task of the robot is to navigate
its environment using its sensors until it reaches a point at a
maximum distance of 1 grid cell from the sources. The robot
has 6 minutes to complete this task. If the robot reaches the
goal within that time period, the trial is considered a success;
otherwise, the trial is counted as a failure.
The robot and its environment are simulated in all the ex-
periments. The simulation of the robot is based on the e-
puck robot equipped with light and sound sensors(Mondada
et al. (2009)). The simulation of the environment is based
on data obtained from a real robot in a real environment.
A model of the light and of the sound has been built us-
ing sensor readings gathered from a robot moving in the
environment. This has consequences on the simulated sen-
sors. The simulated light sensor can not perceive the emitted
light from the source outside of its field of view. The sim-
ulated sound sensor does not only perceive the sound from
the source, but also the sound from the motors of the robot.
The noise generated by the motors can be louder than the
emitted sound, preventing the robot from perceiving it. The
real source of the light is a white neon bulb while the real
sound source emits white noise. Figures 2 and 3 show re-
spectively the light and the sound perceived by the robot at
the different positions in the grid, the goal being located at
coordinates (3.5, 7) on the graphs, i.e. at the center column
of the top row. The frequency of update of the simulation
depends on the neural network. In the case of the feedfor-
ward neural network, a timestep of 0.05s is used. For the
spiking neural network, a timestep of 0.001s is used.
The performance of the robot is measured by its capacity
to reach the goal in less than 6 minutes. For a single trial, the
performance of a robot would be one if it reached the goal
and zero otherwise. The duration of the trial is not consid-
ered in the performance measure.
The Controller
As mentioned in the introduction, two controllers are tested
in this task. The first one is a standard feedforward neu-
ral network(FNN). The second is a spiking neural net-
work(SNN). Both are equipped with plastic synapses fol-
lowing a Hebbian rule. The number of input, hidden and
output neurons remains the same with both controllers. The
next subsection describes the implementation using the feed-
forward network. The differences with the spiking neural
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Figure 1: Experimental arena. Each cell of the grid is a
possible starting position for the robot.
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Figure 2: Robot’s perception of the light.
network will be explained later on. The next section will
detail the FNN.
Feedforward Neural Network The FNN possesses 7 in-
puts and 4 outputs. No hidden neurons are present. The in-
put and output layers are fully interconnected. The weights
are tuned using Hebbian learning(Hebb (1949)). A visual-
ization of the network is shown in figure 4.
The inputs of the FNN are divided into two groups. The
first group is composed of 4 inputs and handles the percep-
tion of the sound. The second group contains 3 inputs and
receives the perception of the light. In both cases, the in-
puts are not the outputs of the sensors, but a pre-processed
version. Each sensor is connected to a memory containing
the past readings of each sensor. In the case of the sound,
the size of the memory is 30 readings. For the light, it is
only 10 readings. The difference in memory size can be ex-
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Figure 3: Robot’s perception of the sound.
plained by the difference in noise between the two sources.
The data from the sound sensor shows a higher level of noise
while the light sensor shows a more gradual increase. This
difference will become important when explaining how the
inputs are computed. The light sensor also possess a single
value memory updated every 120 timesteps and containing
a single reading. We will refer to it as imprint later on. This
imprint serves as an ambient light measure used by the con-
troller to discriminate the light coming from the source.
Figure 4: Network composed of 7 input neurons(top) and 4
output neurons(bottom). The lines represent the synapses.
The colors used represent the ideal connections between
nodes. For instance, both red inputs should be ideally con-
nected to the red output.
The controller described below has been first designed on
a real robot and then transposed to simulation. Because the
noise in a real environment differs from a simulated one, this
approach guarantees that the behavior in simulation remains
the same as in reality.
Inputs Pre-Processing The inputs of the FNN are pre-
processed in order to obtain binary inputs. The pre-
processing is necessary for the Hebbian learning to be stable
and is different for each type of sensor. Only one input can
be activated for each sensor at every timestep. Practically
this means that among the 7 inputs, 1 input from the first 4
and 1 input from the last 3 can be activated simultaneously.
The following equations describe the activation rule for
the first 4 inputs relating to the sound perception:
I0 = 1 if S(t) > S(t− 30) + 0.03 (1)
I1 = 1 if S(t) < S(t− 30) + 0.03 (2)
I2 = 1 if S(t) ≥ S(t− 30) (3)
I3 = 1 if S(t) ≤ S(t− 30) (4)
where I are the inputs and S(t) refers to the sound sensor
reading at time t. Those equations are evaluated in order
and the evaluation stops when one input is set to 1.
The inputs relating to the light sensor follow a set of rules
also. Before deciding which input to activate, the imprint
must be subtracted from every reading used. The following
equations describe the activation rule the last 3 inputs relat-
ing to the light perception:
I6 = 1 if L(t) < 0.01 (5)
I5 = 1 if
{
L(t) < L(t− 10)− 0.01
the robot goes backward (6)
I6 = 1 if
{
L(t) < L(t− 10)− 0.01
the robot goes forward (7)
I5 = 1 if if the robot goes backward (8)
I4 = 1 if if the robot goes forward (9)
where I are the inputs and L(t) refers to the light sensor
reading at time t. As for the sound, those equations are eval-
uated in order and the evaluation stops when one input is set
to 1.
The equations for the sound and the light sensors differ
because of the properties of the sensors. For the sound, equa-
tions 1 and 2 target cases when the current level of sound
differs from the past by more than a threshold. Equations 3
and 4 are used when the current level is below this thresh-
old. For the light, equation 5 is applied when the light has
no significant differences from the ambient light. Equations
6 and 7 deals with the case where the current level of light
is lower than 10 readings ago. Finally equations 8 and 9 are
used when there is no important change in the current light
level. For the light, the direction of movement of the robot
had to be taken into account as the sensor is directional.
The parameters used in the above equations were deter-
mined experimentally for our setup.
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Outputs The outputs are squashed to a range of [0; 1] us-
ing the sigmoid function and are used to activate specific
behaviors. Each output is attached to one behavior through
a winner-takes-all strategy, i.e. the output with the highest
activation activates its corresponding behavior. The four be-
haviors are:
1. Output 0 maintains the current behavior.
2. Output 1 inverts the current behavior. If the robot is going
forward, it will go backward at the next timestep and vice-
versa.
3. Output 2 modifies the current behavior to create a left turn
while maintaining the same direction.
4. Output 3 modifies the current behavior to create a right
turn while inverting the current direction.
Learning As mentioned previously, the weights of the
FNN are tuned through learning using Oja’s Hebbian
rule(Oja (1982)). The rational behind this choice is to allow
the possibility for different couplings between the different
sensory modalities. Despite the unsupervised nature of Heb-
bian learning, we cannot expect that the FNN will learn the
task without supervision. For that purpose, we implemented
a crude controller that will indicate which output should be
activated based on the activated inputs. Once the FNN’s out-
puts have been read and a behavior activated, those are re-
placed by the outputs advised by the teacher. It is possible
that 2 outputs be activated at the same time as the light in-
puts does not necessarily indicate the same behavior as the
sound inputs. In that case, two outputs are activated with a
strength of 0.5. If both set of inputs concur on one behavior,
its assigned output will receive an activation of 1. This will
express the certainty of the decision of the teacher and in-
fluence the learning. Once the outputs have been modified,
the Hebbian rule is applied and the weights are modified.
The taught connections between inputs and outputs are as
follows:
• Output 0 should be connected to input 0 and input 4
• Output 1 should be connected to input 1 and input 5
• Output 2 should be connected to input 2 and input 6
• Output 3 should be connected to input 3
Those ideal connections are also shown in figure 4, where
inputs and outputs sharing similar colors should be ideally
connected by the synapse of the same color.
Spiking Neural Network The SNN is based on Izhike-
vich neurons(Izhikevich (2003, 2004). Contrary to feedfor-
ward neurons who possess a membrane potential that is con-
tinuous and transferred directly to other neurons, a spiking
neuron transfers information in the form of spike. A spike
is an electrical impulse sent by a pre-synaptic neuron to all
its post-synaptic neurons. The synaptic plasticity follows
the model of STDP proposed by Song et al. (2000). This
model differs from Oja’s Hebbian rule used for the FNN as
it incorporates a time window during which 2 spiking events
will produce a synaptic modification. In other words, the
firing of the pre- and post-synaptic neuron does not have to
be simultaneous to produce a synaptic modification. The
temporal sequence of firing is nevertheless important. If
the pre-synaptic neuron fires before the post-synaptic one,
the synaptic strength is reinforced. In the opposite case, the
synapse is weakened.
The Izhikevich neurons are determined by 4 parameters.
The values we chose to use correspond to the regular spiking
model(a = 0.02, b = 0.2, c = −65mV and d = 6). The
parameters for the STDP are A+ = 0.02, A− = 0.021,
τ+ = τ− = 0.02. For the SNN to be mathematically stable,
the time step of the simulation has been increased to 0.001s.
All the timings of the simulation have been adapted to reflect
this change and to provide the same setup with the SNN than
with the FNN.
Results
Feed Forward Controller
Using the FFN as controller, the robot manages to reach the
target from all positions within the grid. The average suc-
cess rate from every starting point in the grid, over 1000
repetitions, is shown in figure 5, where the target is located
on the middle top position in the arena. The 3 graphs show
the success for 3 different conditions. In the top left graph,
the light sensor is the only one activated which gives us an
idea of its usefulness to reach the target. It is interesting to
notice that our robot appears to be better at picking the light
coming from its right, as the performance is higher on the
left side of the arena. The top right graph shows the success
when only the sound sensor is activated. We can see that the
performance is not symmetrical but is much more regular
over the whole arena than for the light sensor. Neverthe-
less, the overall performance is lower. Finally, the bottom
graph shows the performance when both sensors are acti-
vated. The pattern is similar to when only the sound sensor
is activated, but we can notice a faster decrease in perfor-
mance when far away from the target. We can also notice a
slight tendency to have a higher performance when the robot
is starting from the left side of the arena, which is consistent
with what we see when only the light sensors is activated.
As such, it is clear that both sensors influence the perfor-
mance of the robot, but it is also clear that it is not always a
positive reinforcement. It seems that both sensors interfere
with each other at the level of the controller.
To explore how the sensors are combined by the con-
troller, we performed an experiment where light processing
and sound processing can possess different timescales, i.e.
each one can be activated independently and at different tim-
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Sound And Light
Figure 5: Rate of success for every starting cell within the
arena, under 3 conditions: light sensor activated, sound sen-
sor activated, both sensors activated. The goal is located on
top central point.
ings. Also, we explored how sensory noise can influence the
performance of the robot and if the plastic controller could
compensate one sensor by the other. For all experiments, the
level of noise describes the max value drawn from a uniform
distribution that can be added to a reading of a sensor. The
results are shown in figure 6. The left row shows the perfor-
mance when noise is added to the sound sensor, while the
right shows the same with the light sensor. Each row shows
a different level of noise for their respective sensor. From
top to bottom, the level of noise is increased by increment
of 0.2. The X and Y axis provide the speed of update of the
sensors. 1 means that it is updated every time step, while 20
means every 20 time steps. The X-axis provides the update
speed of the light sensor, while the Y-axis the speed for the
sound sensor. The Z-axis is the success rate.
When noise is applied, we notice that the performance is
the same for any update speed, except when both modules
function at the same speed. In that particular situation, the
performance drops slightly, creating a ridge, which could be
the consequence of an interference between the two sensory
modules. When progressively adding noise, a drop in perfor-
mance on one side of the ridge appears, but the other side is
relatively not affected. The drop on one side only is the con-
sequence of the difference in update speed of the 2 modules.
When the noisy module is updated faster than the non-noisy
one, this module drives the behavior of the robot more fre-
quently. This is due to the fact that the commands of the
noisy module will overwrite the decisions of the other one,
as it is activated more frequently. As such, the robot makes
more errors as it relies mainly on less reliable information.
When the faster module is the non-noisy one, it can compen-
sate for the errors of the other module, reducing the impact
of the noise on the system. We can nevertheless notice that
in the area surrounding the ridge, the performance is higher
even if the noisy module is updated slightly faster than the
other one, which means that both modules are nonetheless
interacting and improving the performance of the robot un-
der noise.
Our last test is about the importance of each sensory mod-
ule in the decision process. As the leading behavior is based
on a winner-takes-all strategy at the level of the outputs, it is
possible to compute which module takes the decision by ob-
serving which input produced the activation in the winning
output. Figure 7 shows the rate of dominance of the light
module, of the sound module, and the rate of cooperation
between the 2 modules for different levels of noise applied
on the sound sensor. The graphs show for any cell in the
grid the percentage that the light or sound module decides
the behavior for that particular cell. The cooperation rate is
the percentage of time where the two modules agree.
We can see that the light module is the most dominant
over all cells. The sound module has a maximum rate of de-
cision of maybe 20%, while the light module can go up to
80%. This can be expected as the light is the most reliable
sensor of the two. The most interesting aspect is how the
rates change with the addition of noise on the sound sensor.
From 0 to 0.5, we can see that the light module is now dom-
inant over the all arena. This means that the sound being un-
reliable, it is barely used to drive the behavior. There is also
almost no cooperation between the two modules. The sound
module becomes relevant only when the robot approaches
the sound source, probably because the light sensor at this
position becomes saturated and a noisy sound sensor pro-
vides more information.
Additionally, we also plotted the average success rate for
each condition with a varying level of noise, which can be
seen on figure 8. As can be expected, when the light mod-
ule is only active, the performance remains the same as it
is not applied noise to. One visible aspect is that the per-
formance with the sound module slightly increases initially,
to decrease after a pick in terms of noise. This is due to
the controller having been initially implemented in a real
robot where the sound sensors delivered more noise read-
ings. Consequently, our simulated controller performs bet-
ter under a weak level of noise, which allows it to escape
local minima within the sound landscape. Also, we can
see that the performance of the sound only condition is ini-
tially higher than for the sound & light condition. But this
changes above a noise level of approximately 0.2. This im-
plies that the controller can support higher noise levels when
both modules are activated.
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Sound Noise Light Noise
Figure 6: Variation of the performance of the robot under
different timescales and different level of noise for the sen-
sory modules. From top to bottom, the level of uniform
noise is varied from 0 to 1 by increment of 0.2. The left
column has noise on the sound sensor only, while the right
one has noise on the light sensor only.
Light Dominance Sound Dominance
Light-Sound Cooperation
Figure 7: Rate of dominance and of cooperation between the
light and sound modules for 3 levels of noise applied on the
sound sensor: 0, 0.5 and 1.0.
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Figure 8: Comparison between the performance of each con-
dition(light only, sound only and both) with different levels
of noise on the sound module.
Spiking Controller
The results with the FFN were interesting so we expected a
lot from the SNN. Unfortunately, despite many attempts, we
were unable to reproduce the results obtained earlier. The
SNN was not capable of extracting the right connectivity
from the correlations present in the environment. Fortu-
nately, the reason is quite clear and can shed some lights
on the differences between using a FFN and a SNN, and can
help orient the design of robotic experiments using a spiking
controller.
The reason for the lack of replication of the task can be
found in the window of time during which synapses are
modified under STDP. This window is roughly 40ms where a
synaptic strength can be either reduced or increased. In our
case, the problem comes from alternating behaviors. Fol-
lowing what we described previously, input 0 would ideally
be connected with output 0, and input 1 to output 1. As
the inputs are never activated simultaneously, and the learn-
ing chooses a winner-take-all strategy on the outputs, the
FFN obtains the right connection as the computation of the
change in synaptic strength has no memory of the past acti-
vation of the neurons. In the case of STDP, such a mem-
ory exists. If two behaviors alternate frequently, and are
separated by less than 40 ms, they will interfere with each
other and create synaptic connections that should not have
been learned. For instance, if input 0 spikes, then we would
want output 0 to spike also later on. If this is the case, their
connecting synapse is strengthened. If soon after, input 1
spikes, followed by output 1. Then, not only their connect-
ing synapse will be strengthened, but also the synapse con-
necting input 0 and output 1. Over time, the activation of
input 0 will create an activation in output 0 and output 1.
This is equivalent to learning the wrong correlations from
the environment.
At this point we need to mention that a SNN can of course
resolve this task, but it would need a different architecture as
the one we offer here. It would need one that can cope with
the interferences. Our search for different parameters for the
SNN, or by changing some details of the task, did not lead
to a successful learning. Our next step should be to research
what kind of topology can cope with the interferences. This
might imply introducing some kind of modularity in the sys-
tem.
Conclusion
At the beginning of the article, we wanted to explore two
questions. The first was if a neural network equipped with
Hebbian learning could naturally learn and exploit the corre-
lations present in an environment where a target is indicated
by two sensory modalities. The second was if there was
a difference between a feed forward neural network and a
spiking neural network, both equipped with their version of
Hebbian learning, in terms of performance on the task. We
can start answering those two questions.
Concerning the first question, it is difficult to say that
Hebbian learning was sufficient to learn the correlations in
the environment. Figure 5 and 8 show that the controller dis-
plays a different behavior when the light and sound modal-
ities are provided, compared to the situation when only one
of them is used. This tells us that the network is exploiting
both sensory modalities, and that the combination is not a
simple linear sum of both modules. Furthermore, the domi-
nance analyses shown in figure 7 confirm that based on the
amount of noise on one modality, the less noisy one becomes
more important in deciding which behavior to activate. This
supports the idea that Hebbian learning, combined with a
teacher, could naturally exploit the most reliable information
present in the environment. The teacher is important because
he guarantees that the most reliable connections between in-
puts and outputs are more frequently reinforced compared
to the more noisy ones. Following that idea, it becomes also
plausible that Hebbian learning could modify the connectiv-
ity of the network to promote one sensory information if it
provides the most reliable information within a specific area
in the robot’s environment. Without the teacher’s feedback,
it seems difficult for the Hebbian learning to naturally ex-
ploit this information. Indeed, deactivating it does not lead
to a successful behavior. But through the teacher’s interac-
tion, the system managed to rely on the most reliable sensor
to complete the task.
The answer to the second question is that there are clearly
some differences between Hebbian learning in FFN and
SSN. The interferences between the different behaviors pre-
vent the network to learn the relevant correlations from the
environment. This clearly demonstrates that there are im-
portant differences between the classical Hebbian learning
found in FFN and the STDP found in SNN. The time win-
dow used by STDP to compute the synaptic modifications
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are responsible for the failure to learn our particular task.
As this mechanism has been modeled directly from real
synapses going through strengthening or depression, ignor-
ing this difference might lead to undesirable effects. For in-
stance, the conclusions drawn from a robotic experiment us-
ing FFN and Hebbian learning might not be related to what
could be happening in a real neural network because time
has not been taken into consideration. As one goal of artifi-
cial life is to understand life as it is by recreating it, it might
be wise to work with closer models of the brain in order to
draw conclusions relevant to what we are interested in.
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Abstract 
In modern Massively Multiplayer Online Games, Non Playing 
Characters (NPCs) moving on the battlefield play a key role in 
term of user experience: many time players are required – alone 
or in groups – to fight or avoid them in order to progress in 
experience. Unfortunately, standard NPCs behavior, i.e., 
patrolling between rally points, does not put a significant 
challenge to players once its deterministic movement pattern is 
discovered. This paper addresses the problem of defining a 
smart, more challenging, and natural movement model for 
NPCs. Getting inspiration from the kids’ game “follow the 
leader” we adopt Artificial Intelligence techniques such as 
behavior trees and blackboards to provide NPCs with changing 
paths, dynamic aggregation in parties, and tactical decisions. 
Following this approach, players’ experience will greatly 
improve thanks to an always-changing battlefield scenario. 
1   Introduction 
In these recent years, with the gain in popularity of online 
games, and massive online games in particular, we are 
witnessing a progressive increment in the number of 
Massively Multiplayer Online Games (MMOGs) available 
over the Internet, as reported by (MMORPG community). A 
MMOG is a multiplayer game where a huge number of users 
in a shared virtual environment can interact in real time and 
band together to achieve shared goal such as conquering a 
map or defeating a group of monsters. When designing the 
environment, Non Playing Characters (NPCs) are the most 
common interaction points between players and the game 
system. NPCs are autonomous entities in the virtual world in 
charge of assigning tasks (quests) to players or to oppose 
players when they are trying to fulfill quests. In particular, 
mobs (shorthand for “mobiles”) are NPCs roaming the map 
and typically implement monsters to be defeated or avoided. 
 In standard implementations, due to technical and 
computational constraints, mobs (alone or in groups) patrol 
between pre-defined rally points on a map. This way, it is easy 
to keep mobs density uniform on the map and level designers 
may be reasonably sure about not having unguarded passages 
through a battlefield. Moreover, this standard approach is not 
very computational intensive and allows for a better 
scalability. Nevertheless, mobs moving between fixed rally 
points are not very entertaining for players (Koster, 2004): 
fixed paths can be easily guessed by experienced players and 
free passages in the battlefield will be discovered eventually. 
To address this issue, we believe that Artificial Intelligence 
(AI) techniques can be exploited in order to provide a better 
user experience. By using AI, it is possible to model every 
mob as an independent agent; each agent may be able to 
randomly choose its own path while coordinating with others 
to keep mobs density constant. 
 This paper focuses on proposing and implementing a novel 
movement model for mobs inside an MMOG. NPCs will 
benefit from changing paths, dynamic aggregation in parties, 
and tactical decisions. The proposed solution will make 
gameplay more challenging and entertaining for players by 
providing always-changing battlefield scenarios. 
 The rest of this paper is organized as follows: first we 
discuss issues related to implementation of smart NPCs in 
Sec. 2; then, in Sec. 3, related work in literature is presented. 
The proposed solution is introduced and discussed in Sec. 4 
while Sec. 5 provides details about our prototype 
implementation. Finally, Sec. 6 concludes the paper. 
2   Artificial Intelligence and MMOGs 
Artificial Intelligence has been present in videogames starting 
from the late 70s. Among the first examples we can find 
Qwak (Atari, 1974) and Pursuit (Atari, 1980). Pac-Man 
(Midwest Games, 1980) is the first notable example where the 
opponents, controlled by AI, follow distinct - and 
personalized - behaviors. Starting from Pac-Man, it become 
commonplace to include an AI subsystem in every game 
engine. 
 Videogame implementations up to a few years ago saw 
every agent as an independent entity taking autonomous 
decisions. This design was mainly due to the limited 
computational power available, constraining agents to very 
simple behaviors. In the majority of cases, NPCs were 
designed to just go toward or away from the player. 
Nevertheless, thanks to a new technology wave in the past 
decade, complex decision making techniques have been 
introduced in videogames. These decision making techniques 
allow for tactical coordination between agents with a 
significant increase in realism. Unfortunately, this same 
evolution is yet to come in MMOGs where the extremely high 
number of players and NPCs poses serious scalability 
limitations; World of Warcraft (Blizzard, 2004), as an 
example, reports 11.1 millions active users as of today. 
 When implementing an online game, one of the most 
important factors for player experience is the frame rate 
(Frame Per Second, FPS), which is the rate used to update the 
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game status on client side. A good, and constant, FPS value 
(typically between 30 and 60) provides a reactive game with 
smooth visuals. A reduction of FPS due to workload will lead 
to variable interaction times and unpredictable lags in the 
world evolution. In an MMOG, the update of the virtual world 
status is performed in a centralized way: a game server will 
take care to compute the new world configuration and 
distribute it trough the network to all clients. To reach 30 FPS 
on every client, we are required to solve all interactions 
between users (and NPCs) at least once every 33 ms at server 
side. As a result, the number of NPCs and the complexity of 
their behavior is technically limited by the server 
computational power. Since the number of agents to simulate 
in an MMOG is at least two orders of magnitude greater than 
a single player game, AI solutions commonly used in 
standalone games becomes technically useless; game 
designers are then required to choose between few smart 
NPCs (in a small world) or many dumb ones (on a larger 
map). 
 Due to the above limitations, mobs’ behavior in a MMOG 
follows a very simple model: every agents can assume two 
states: idle and in combat. When in idle state, the mod patrols 
between pre-defined rally points. If the mob is in combat 
state, it moves toward the player in a straight line and, when it 
gets close enough, starts attacking. The transition between 
these two states is triggered by the player’s avatar being in or 
out the field of view of the mob. Usually, there is very little (if 
any) coordination between NPCs converging on the same 
player. 
3   Related Work 
Despite the fact that the problem we are addressing in this 
paper is of obvious interest for MMOG service providers, it 
seems, to the best of our knowledge, that limited efforts have 
been devoted to this topic from the scientific community. We 
may hint to two reasons for this situation: the tremendous 
expansion of online gaming is a relatively recent 
phenomenon, and commercial MMOG engines are usually 
secretly kept by the running companies making it very 
difficult for researchers to perform experiments. We believe 
that in the future, with the increasing popularity of open-
engine MMOGs such as PlaneShift (Atomic Blue, 2000), the 
situation will positively change. 
 Most probably, the first work on the topic is (Reynolds, 
1987). In this paper, the author proposes a computer model for 
a coordinated animal motion such as bird flocks and fish 
schools. These generic simulated flocking creatures have been 
baptized boids. While boids are actually providing a realistic 
behavior, they are missing any sort of group management: all 
agents in the simulation always move as a single flock.   
 In some more recent studies, such as (Synnaeve, 2010) and 
(Rhujittawiwat, 2006), AI techniques are applied to NPCs 
mainly to create a more believable behavior during combat. In 
(Synnaeve, 2010) authors use Bayesian programming to select 
actions and pick targets in a battlefield where both allies and 
foes are present while in (Rhujittawiwat, 2006) a genetic 
algorithm is used as a learning method to train an NPC about 
how to assist real players. None of these contributions are set 
on the specific goal to bound the computational workload on 
servers and improve scalability. Moreover, both papers use 
simulated environments for performance analysis instead of 
real game engines. 
 Other works, such as (Combs, 2005) and (Fairclough, 
2003), focus on using AI to improve storytelling. In particular, 
in (Fairclough, 2003) a character director system, which 
dynamically generates and controls a story, is proposed. In 
both cases, authors focus on storyline quality and 
completeness; limited attention is devoted to real-time 
interaction and system performances. 
 Most probably, the most interesting contribution on the 
topic comes from Zyda et all (Zyda, 2010a; Zyda 2010b). In 
these works, authors propose Cosmopolis: a free MMOG for 
larger-scale social modeling. In this virtual world, AI-driven 
NPC communities featuring customized cultural models are 
used as a means of researching interactions between 
individuals and societies. Despite some similarity in the goals, 
it is difficult to compare Cosmopolis and our work. This is 
because Cosmopolis is strictly focused on interaction and 
designed specifically as a research testbed for social and 
behavioral models while, in this paper, we propose an 
approach to be implemented in existing game engines to 
reduce computational workload on servers. 
4   The Proposed Solution 
In this section we are going to describe our solution to make 
mobs’ movement and behavior more realistic in MMOGs. 
 To design our model we took inspiration from the kids’ 
game “follow the leader”. In this game a kid is elected as the 
leader and is free to move and behave as she likes; other 
participants are supposed to follow and mimic her, anyone 
who doesn't follow exactly is out of the game. Kids, during 
play, may also decide to join as followers or leave the group 
as they like. 
 We envision a MMOG where mobs move using a random 
path selection and are able to band together and perform 
coordinated actions. Every mob will wander randomly until 
another mob – or a group of mobs – will be in its field of 
view; when this happens, the wandering mob can decide to 
join to the mob/group and become a follower. In those cases 
where two mobs will band together, one of them will be 
elected leader and made responsible for group steering. 
Periodically, every member of the group may decide to leave 
and go back wandering alone; when the leader leaves the 
group another one will be elected. 
 From a technical point of view, the group may be 
considered as a stand-alone agent whose code sits on the 
leader; the group will be identified by means of a reference 
point (group position) and an orientation (see Fig. 1). 
 Following this approach, we can use a smart – and complex 
– behavior to manage the whole group while keeping the 
followers from using excessive computational resources. 
Resources request from the followers may get even lower than 
the standard approach thanks to the reduced number of 
decisions they will be required to take.  Player experience, on 
the other hand, will benefit from many improvements: 
• leaders (groups) paths may now be selected randomly 
to raise the bar in term of offered challenge; 
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• players will feel the mobs as more realistic by seeing 
them moving in platoons; 
• a group will be able to take tactical decisions based on 
a strategic assessment of player capabilities (i.e., to 
flee or to fight). 
4.1 Movement 
The group movement, i.e., picking direction and speed for the 
group, will be in charge to the leader. 
 Many strategies are possible for path selection; e.g., we can 
choose a random rally point, pick a steering angle every 
frame, or head toward (or away from) other mobs or a point 
on the map. The implementation of these movement 
algorithms strictly depends on the kind of mobs we are going 
to model; as said, doing this at group level allows us to push 
on complexity without overloading the system. As long as the 
paths are not pre-determined our model will work and we are 
not going to discuss algorithms for path selection here. 
 The first real issue we are going to address is how to make 
all mobs move in a coordinated formation. As already 
explained, the leader will set a pace and all followers will do 
the same while trying to keep a certain distribution pattern. 
How the pattern is selected is also up to the kind of mobs we 
are going to model; as an example, if mobs are soldiers an 
ordered formation is preferred while if they are wild animals 
picking random positions around a center point might be a 
good solution. 
 A more important decision than selecting a distribution 
pattern is about choosing how group movement should be 
implemented. We have two options: one- and two-level 
formation steering. With one-level steering the pattern is fixed 
and the whole group moves as a single unit keeping rigid 
distances between followers. This solution is easier to 
implement but fitting the pattern in the environment  (e.g., a 
pack of wolves traversing a forest) may become a problem. 
With two levels we have to provide a formation manager to 
process the pattern and assign destinations to followers (i.e., 
wolves will swerve around trees and go slightly out of 
formation but will also try to stay close to the ordered 
position). This second option is preferable because mobs will 
blend more nicely within the environment. Moreover, the 
additional computational requirement for individual 
movements is, in total, usually less than what is required to fit 
the formation pattern in the environment. 
 To implement the two-level group movement we define a 
center point for the group (which might not be the physical 
location of the leader). Group collisions and line of sight may 
be calculated starting from this center point; this way, 
computation will not be required for every group member and 
having a global line of sight/hitbox will still be valid 
approximation. Mobs take relative positions around the center 
point following the required pattern and, on every frame 
calculation, a proper destination is assigned to each follower. 
All computation required from follower agents is a linear 
movement to location that is “close enough” to the current 
destination while avoiding environment obstacles. 
4.2 Group Management 
The group management deals with members joining and 
leaving the group and how single actions are coordinated 
between group members. The most viable way to perform 
these operations is by means of a decision making process. 
 Implementing a decision making process in every group 
member is not an easy task. A first option could be to use a 
Finiste-State Machine (FSM). A FSM is a mathematical 
model of computation used to design systems that can be in 
one of a finite number of states. The machine is in only one 
state at a time and can change from one state to another by a 
triggering event or condition. A FSM-based approach could 
be too demanding in term of memory and will require state 
changes depending on the state of other members, with severe 
scalability reduction. A secondo option could be to adopt 
Hierarchical FSM (HFSM), where the states can be ordinary 
states or super-states, which are FSM themselves. HFSM may 
be a better solution but they are not always granted to provide 
satisfactory performance. For the above reasons, we decided 
to adopt Behavior Trees (BTs) for group management. BTs 
are a formal, graphical modelling language used primarily in 
systems and software engineering; they employ a well-defined 
notation to unambiguously represent a large number of natural 
Figure 2: Symbols used in Behavior Trees. 
Figure 1: A group seen as a single agent with a leader and 
followers inside. 
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language requirements to express the stakeholder needs for a 
software-integrated system. Thanks to their structure, BTs 
also allow to hide a subset of the information shared between 
group members in action and condition nodes; this way, we 
can also limit the complexity added by followers dynamically 
joining and leaving the group. Figure 2 reports the symbols 
we will be using in our BT schemes. 
 Communication and coordination between group members 
is performed using a blackboard system. A blackboard system 
is not a decision making tool in its own rather than a 
mechanism for coordinating the actions of several decision 
makers. The basic structure of a blackboard system has three 
parts: a set of different decision makers (called experts), a 
shared memory area, and an arbiter. Any expert may use the 
shared memory area to read system status and write 
suggestions about actions to be undertaken. Permission to 
access the shared memory must be granted by the arbiter. In 
our specific case, the experts are the mobs and the group 
agent. 
 Since, as already discussed before, we can see the whole 
group as a single agent we need two coordination systems: 
one between mobs and one between each mob and the group 
agent. To achieve this we extended the general concept of 
blackboard to a multi-level blackboard. A multi-level 
blackboard is a blackboard with two memory areas, which 
will host both of the above coordination systems (see Fig. 3). 
The first memory area is used for coordination between mobs; 
this area allows coordinating and prioritizing actions of single 
group members, e.g., first attack using magic, then with long-
range weapons, and then using melee combat. The group 
agent uses the second memory area to suggest decisions to all 
mobs based on group status or environment; e.g., if one of the 
members is under attack someone must cure it and others 
should fight back. 
 An open issue with this blackboard-based approach is how 
to implement an arbiter that is able to satisfy the timing 
requirements of an MMOG. To speed-up execution, it is 
possible, when the number of experts is low, to remove the 
arbiter and use BTs where one or more nodes are tagged using 
states and priority values. During execution, first the group 
agent and then the other mob agents run their decision 
process. Once the group agent has run to completion it will 
write on the blackboard the selected action with its associated 
state and priority. After the group agent is done, all mob 
agents can start executing their own BTs. During execution, 
branches with a lower priority value than the one reported on 
the blackboard will not be evaluated. If, at the end of the 
execution a group member reaches a state with a higher 
priority than the one on the blackboard it will perform that 
action autonomously, otherwise (i.e., an untagged node has 
been reached or there is no execution with nodes on higher 
priority) it will perform the action selected by the group. In 
Fig. 4 a couple of sample BTs for an exploration group are 
shown. In the picture we can observe that explorers my act 
alone or in a group. In the case enemies are around the 
explorer will always flee. In the case no one is around it may 
decide to stay idle or to explore the surrounding, unless it is in 
a group; otherwise, it will be always required to explore with 
the other mobs (priority 2 on node “Group exploration”).  
 As we can see, following this approach it is easy to model 
complex behaviors for partially independent agents inside a 
group. Moreover, a single BT is able to describe both group 
and solo behavior for all mobs. 
5   Prototype Implementation 
In this section we are going to describe a prototype 
implementation of the system we presented in the previous 
section. This test application has been implemented using 
C++ and OpenGL. 
 In our prototype we define a square battlefield where a 
variable number of mobs and environment obstacles are 
randomly placed; see Fig. 5 for a screenshot. In the figure, the 
player's avatar is located in the lower right corner and the user 
can change its position using the keyboard. All other agents 
Figure 4: Sample Behavior Trees for an exploration group. 
Figure 3: Scheme of a multi-level blackboard. 
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are calculated in real time by our engine. To mimic an online 
game, the application implements two independent software 
modules (back-end and front-end) exchanging information via 
socket. The back-end works as a server taking care of AI 
execution for all agents and sending virtual world updates to 
the frontend. The front-end draws the virtual world on screen 
and implements the user interface. Using the front-end module 
the user can manipulate simulation parameters and move her 
avatar. 
 Mobs can be assigned to different groups (indicated by 
their color in the screenshot); only mobs belonging to the 
same group can band together. These groups are modeling 
different kind of monsters sharing the battlefield. Mobs will 
not attack each other. 
 When a group encounters the user’s avatar a tactical 
decision is taken by the leader based on the group strength 
(the number of members): if the group size is below a certain 
threshold (i.e., it is weaker than the user) it will start to flee, 
otherwise it will start an attack. Since the combat system is 
not a key point at this stage of the project, attackers will just 
go toward the target and the defender is supposed to flee. 
During pursuit, the number of group members may change, 
because mobs can still join, leave, or are just left behind. On a 
group change, the tactical decision is re-taken and an 
attacking group may decide to just leave the player alone. If 
the player manages to leave behind a pursuing group, the 
mobs will start moving randomly again. 
 The purpose of environment obstacles is mainly to check 
the two-level implementation of group movement. They are 
currently implemented as circular “hills” to achieve easier 
collision detection based on distance. 
5.1 Movement 
Every group (and single mob) moves at a constant speed 
along its orientation. On every frame calculation a (small) 
steering angle is randomly selected taking collisions with hills 
into account. The group will move using an arrowhead 
formation (as in Fig. 1). 
5.2 NPCs Behavior Tree 
The BT used in mobs is depicted in Fig. 6. As we can see, the 
first branch is selected when the mob senses an enemy (or is 
under attack) or there is a help request from another mob 
nearby. If the mob is inside a group it will enter the 
“Notifying” state and write on the blackboard that an enemy is 
Figure 5: A screenshot of the prototype application.  
Figure 6: NPCs Behavior Tree in the prototype. 
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nearby and submit to the tactical decision that will be taken 
from the leader. Posting the message on the blackboard will 
also allow other group members to converge on the enemy 
even if it is not yet in their field of view. Otherwise, if the 
mob is not in a group, it must take its own tactical decision: 
fight or flee. If the mob evaluates it can win the battle it will 
start in pursuit (“Seeking” state) of the enemy, calling also for 
reinforcements. Otherwise, if the enemy is stronger, it will 
start to escape (“Fleeing” state) also calling for reinforcement 
and, eventually, to become stronger and fight back. The 
branch we just discussed will be evaluated also in the case the 
mob will hear a help request coming from another group (if it 
is from the same group, the blackboard takes precedence). 
When called for assistance, the mob will still need to take a 
tactical decision and evaluate if it is better to give support or 
flee. 
 The second branch of the behavior tree deals with group 
management. If the mob is in a group and wants to leave the 
state is set to “Leaving”; then, the mob will become an 
independent agent. Otherwise, if there are friendly units 
nearby and the mob wants to join the group, the state is set to 
“Joining”. The willingness of a mob to join or leave a group is 
evaluated with a random variable following a Bernoulli 
distribution where p can be set from the front-end interface 
(by default p=0.1). In order to limit group dynamics we also 
set a minimum time t for the mob to stay in a group before 
leaving: only if enough time has passed the random variable 
can be evaluated. As for p, t is set from the interface with a 
default value of 5 seconds.  
 The last branch is the one managing movement when no 
other mob is around (“Wandering” state). If the mob is part of 
a group it will just follow the leader (reading from the 
blackboard); otherwise, it will pick its own random steering 
angle and proceed along its orientation. 
5.3 Group Behavior Tree 
The BT used in groups is presented in Fig. 7. The first branch 
in the figure, as for the mobs, is selected when there are 
enemies around. Differently from the previous case, the group 
will not post on the blackboard but, rather, force a (global) 
strategic decision on all group members with priority 3. Single 
mobs will still notify other group members (priority 4) but 
will follow the strategic decision taken from the group agent, 
because that specific sub-branch has priority 2. When the 
tactical decision is taken from the group agent, the “Seeking” 
and “Fleeing” states also provide an action labeled “put in 
formation”. This action will make all group members 
rearrange around the group position; the actual location may 
change depending on the mob stance: attacking, fleeing, or 
just moving around. 
 The second branch manages group merging: if two groups 
are close to each other, one of the group agents may decide to 
merge and become one with the other. This state has no 
correspondence with the “Joining” and “Leaving” states of an 
NPC; since it has a lower priority compared to the second 
branch in Fig. 6, it is possible for a mob to leave a group 
independently from an ongoing merging action. 
 The last branch of the BT takes care of the group 
movement when no one is around: it sets the new group 
position (using the blackboard) and puts all participants into 
formation. 
5.4 Testing the Architecture 
During experiments the user moves on the battlefield and try 
to escape from the mobs after attracting their attention. 
Subjective evaluation of groups in pursuit gave positive 
results in term of movement patterns: formation seems to 
Figure 7: Group Behavior Tree in the prototype. 
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adapt smoothly enough to the obstacles and server workload is 
reasonable. As a matter of fact, CPU usage never rose over 
70%. 
 Increasing the number of mobs on the map requires more 
than 500 agents to drop performance below 30 FPS on a 
middle-end PC (Intel dual core at 2.5 GHz with 4 GB of main 
memory). Despite the fact that 500 agents are much less than 
the total population of an MMOG (which is in the order of 
millions, as claimed in Sec. 2), we have to remember that: (i) 
agents are managing NPC, which are outnumbered by players 
with at least two order of magnitude and (ii) the complete 
infrastructure of an MMOG provides a virtual world 
replicated on a number of independent clusters (realms) where 
each server in a cluster is in charge of a subsection of the local 
map. With the above considerations in mind, an acceptable 
workload with 500 agents is also an encouraging result. 
Nevertheless, the scenario is still hard to evaluate without an 
implementation inside an actual game engine. 
6   Conclusion and Future Work 
In this work we addressed the problem of realistic movement 
for Non Playing Character in Massively Multiplayer Online 
Games. Realistic behavior can be achieved adopting Artificial 
Intelligence techniques but, despite tremendous technical 
improvements in the last decade, application to massive 
environments is still critical due to performance constraints. 
We proposed a solution based on a hierarchical approach: 
NPC can aggregate in groups to be managed as a single agent; 
a group agent will impose general decisions (such as 
movement) to all members while single NPCs will manage 
simpler decisions (such as joining or leaving a group). The 
proposed solution has been used to implement a prototype. In 
our prototype NPCs populate a battlefield with environment 
obstacles; they roam the battlefield and eventually aggregate 
in groups to attack (or escape from) the user. First results are 
encouraging: NPCs behavior feels quite natural while server 
workload is bound to an acceptable level. 
 Future evolutions for this work include cooperation 
between heterogeneous NPCs, and the implementation inside 
a real game engine such as unity3d (Unity Technologies, 
2005) or smartfox (gotoAndPlay(), 2004). 
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Abstract
This paper investigates the evolution ability of Tierra-based
Asynchronous Genetic Programming (TAGP) as GP using
an asynchronous evaluation. We compare TAGP with two
simple GP methods, steady-state GP and GP using (µ + λ)-
selection as GP using a synchronous evaluation. Three GP
methods are compared in experiment to minimize the size
of an actual assembly language program in several compu-
tational problems, two arithmetic and two boolean problems.
The intensive comparisons have revealed the following impli-
cations: (1) TAGP has higher evolution ability than GP using
synchronous evaluation, i.e., TAGP can evolve smaller size
programs which cannot be evolved by GPs using synchronous
evaluation; and (2) the diversity of the programs evolved by
TAGP can derive a high evolution ability in comparison with
GP using synchronous evaluation.
Introduction
Evolutionary Algorithms (EAs) like Genetic Algorithm
(GA) (Goldberg, 1989) and Genetic Programming
(GP) (Koza, 1992) requires the appropriate diversity
of a population to evolve solutions efficiently. As ap-
proaches to such diversity, the conventional EAs focused on
the genetic operators or selection strategies. For example,
the adaptive parameter setting methods have been proposed
to control a probability of the genetic operators depending
on the fitness in the population (Subbu et al., 1998; Yun and
Gen, 2003; Lin and Gen, 2009), or NSGA-II (Deb et al.,
2002) which is well known multi-objective evolutionary
algorithm (MOEA) employs an idea of the crowding
distance which is based on the distance of solutions to
maintain the diversity of solutions. Furthermore, EAs such
as Differential Evolution (DE) (Storn and Price, 1997)
and MOEA/D (Zhang and Li, 2007) which have recently
attracted much attention on have a high evolution ability
by evolving solutions independently, which contributes to
maintaining appropriate diversity of solutions. Such an
independent evolution is based on the asynchronously eval-
uation approach which evolves solutions asynchronously
unlike the conventional EA approach which is based on the
synchronous evaluation approach which evolves solutions
synchronously, i.e., solutions are evolved by genetic opera-
tors after all individuals are evaluated. One main advantage
of such asynchronous evaluation in EAs is to be able to
derive the diversity of a population without any special
heuristic operation.
This paper aims at verifying the evolution ability of the
asynchronous evaluation on the program evolution. Since
the previous asynchronous approaches such as DE and
MOEA/D cannot be easily applied to the program evolu-
tion, this paper employs a novel GP method using the asyn-
chronous evaluation, named as Tierra-based Asynchronous
Genetic Programming (TAGP) (Nonami and Takadama,
2007; Harada et al., 2010, 2011) the previous researches pro-
posed. TAGP is based on the idea of a biological evolution
simulator, Tierra (Ray, 1991) and asynchronously evaluates
and evolves programs. Since TAGP has the same advantage
of the other EAs using asynchronous evaluation such as DE
and MOEA/D, TAGP has a potential of evolving programs
efficiently by maintaining the appropriate diversity of a pop-
ulation. To investigate such as evolution ability of TAGP,
this paper compares TAGP as GP using the asynchronous
evaluation, with two simple GP methods, steady-state GP
(SSGP) (Reynolds, 1993) and GP using (µ + λ)-selection
((µ + λ)-GP) as GP using the synchronous evaluation. The
experiment applies these three GP methods to several com-
putational problems to minimize the size of an actual assem-
bly language program.
In the following section, we firstly explain a biological
evolution simulator, Tierra, which ideas are employed in
TAGP, and explains the algorithm of TAGP. Then we com-
pares TAGP with SSGP and (µ + λ)-GP in several compu-
tational problems, and gives its result and detailed analyses.
Next section discusses the difference of three GP methods,
and this paper finally gives conclusions and future works.
Tierra
Tierra (Ray, 1991) proposed by T. S. Ray is a biological evo-
lution simulator, where digital creatures are evolved through
a cycle of a self-reproduction, deletion and genetic opera-
tors such as a crossover or a mutation. Digital creatures live
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in a memory space corresponding to the nature land on the
earth, and they are implemented by a linear structured com-
puter program such as the assembly language to reproduce
(copy) themselves to a vacant memory space. CPU time cor-
responding to energy like actual creatures is given to each
creature, and they execute instructions of a self-reproduction
program within allocated CPU time. Since given CPU time
is shorter for execution time of programs, all programs are
executed in parallel. Lifespan of a program is decided with
a reaper mechanism. All programs are arranged in a queue,
named as reaper queue, and a reproduced program is added
to the end of the reaper queue. While program execution,
a program that can correctly execute its instruction moves
its position in the reaper queue to lower, while one that can-
not correctly execute its instruction moves its position to up-
per. Then, when a memory space is filled, a program that
is at a top of the reaper queue is deleted from the mem-
ory. Due to the reaper mechanism, programs that cannot
reproduce themselves within allocated CPU time or include
some incorrect instructions are deleted from the memory,
while creatures that can reproduce themselves propagate in
the memory.
As results of such evolution, Tierra generates, for exam-
ple, programs, called parasite, that reproduce themselves by
using other program’s instructions, or ones, called hyper-
parasite, that have immunity to the parasites. Note that this
evolution is not pre-programmed in Tierra but is caused by
emergence (Langton, 1989). As the final stage of Tierra,
programs that have shorter program size or have efficient al-
gorithm are generated, that require less CPU time than an
initial program to reproduce themselves (ATR Evolutionary
Systems Department, 1998).
Tierra-based Asynchronous Genetic
Programming
Overview
The previous researches focus on the feature of Tierra
which can evolve programs, i.e., digital creatures, with asyn-
chronous execution, and have proposed a novel GP based
on Tierra mechanism, named as Tierra-based Asynchronous
Genetic Programming (TAGP) (Nonami and Takadama,
2007; Harada et al., 2010, 2011). To apply Tierra to evolv-
ing programs with a given task, the previous research intro-
duces fitness commonly used in EAs to evaluate programs,
and also introduces reproduction and deletion mechanisms
depending on fitness into Tierra. This is because it is im-
possible to give any purposes to programs in Tierra whose
purpose is only to reproduce themselves.
Fig. 1 shows an image of TAGP. TAGP firstly starts from
a program that completely accomplishes the given task. Pro-
grams that consist of a linear structured instructions and
some registers are stored in a limited memory space. Each
program executes a small number of instructions, which is
program
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Figure 1: An image of TAGP
preconfigured, e.g., three instructions, to simulate a paral-
lel execution. All programs are arranged on reaper queue
that controls lifespan of programs. When an execution of a
program is finished, its fitness is evaluated depending on its
execution result, and the reproduction and the reaper queue
control are asynchronously conducted according to its fit-
ness. When the memory is filled with programs, programs
that are arranged at the upper of the reaper queue are re-
moved from the memory.
Algorithm
TAGP evolves programs through the following selection,
reaper queue control, reproduction, and deletion algorithms.
The algorithm of TAGP is shown in Algorithm 1 where
1, prog.facc and prog.f respectively indicate accumulated
and evaluated fitness, and rand(0, 1) indicates random real
value between 0 to 1. progprev indicates a previously se-
lected program, while eliteprev indicates a previously se-
lected elite program (detailed in below).
Selection and reaper queue control When an execution
of one program is finished, its fitness is evaluated depend-
ing on its register value and the evaluated fitness is added to
an accumulated fitness prog.facc (the 1st line in Algorithm
1). Based on prog.facc, whether a program is selected as a
reproduction candidate or not is determined. Let represent
the maximum fitness as fmax, if the accumulated fitness of a
program exceeds fmax, it is selected as a reproduction can-
didate, and fmax is subtracted from its accumulated fitness
(the 2nd and 3rd lines). While if not, a program is not se-
lected. Depending on this selection condition, a program
that completely accomplishes the given task, i.e., its fitness
is equal to fmax, is invariably selected because the accumu-
lated fitness always exceeds fmax. High fitness programs
have a high potential to be selected because the accumulated
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Algorithm 1 The algorithm of TAGP
1: prog.facc ← prog.facc + prog.f
2: if prog.facc ≥ fmax then
3: prog.facc ← prog.facc − fmax
4: repeat
5: down reaper queue position
6: until rand(0, 1) < Pdown(prog.f)
7: reproduce better program of prog and progprev with
genetic operators
8: progprev ← prog
9: if prog.f = fmax then
10: if prog is better than eliteprev then
11: reproduce prog without any genetic operators
12: else
13: reproduce prog with genetic operators
14: end if
15: eliteprev ← prog
16: end if
17: else
18: if rand(0, 1) < rand(
prog.f
fmax
, 1) then
19: remove prog from memory
20: end if
21: repeat
22: up reaper queue position
23: until rand(0, 1) > Pup(prog.f)
24: end if
fitness frequently exceeds fmax, while low fitness ones are
hard to satisfy this condition.
Then, a position in the reaper queue of a program that sat-
isfies the selection condition becomes lower than the current
one, i.e., its deletion probability decreases (the 4th ∼ 6th
lines), while one that does not satisfies the condition be-
comes upper, i.e., its deletion probability increases (the
21st ∼ 23rd lines). The move distance is determined by
the move rate represented as Pdown and Pup which are cal-
culated as the following equation based on fitness,
Pdown(f) =
f
fmax
× Pr, Pup(f) = fmax − f
fmax
× Pr, (1)
where Pr is the maximum probability of Pdown and Pdown,
which is preconfigured. Depending on these equations,
higher fitness programs are arranged on lower position in
the reaper queue, i.e., survive long, while lower ones are ar-
ranged on upper, i.e., are easily removed.
Reproduction Programs selected depending on the selec-
tion condition become a reproduction candidate. To repro-
duce better program asynchronously, TAGP only compares
two programs, a currently selected program and a previ-
ously selected program described as progprev in Algorithm
1 and better one is selected as a parent. A selected program
generates an offspring with the genetic operator such as a
crossover and a mutation, and an offspring is reproduced to
a vacant memory space that is larger than its program size
(the 7th ∼ 8th lines). Additionally, the elite preserving strat-
egy (Jong and Alan, 1975) is applied to preserve programs
that can accomplish the given task (the 9th ∼ 16th lines).
If a current program is evaluated as fmax, it is compared
with one that is previously evaluated as fmax represented as
eliteprev in Algorithm 1. Then if the current one is better, it
is reproduced as an elite program without the genetic opera-
tors to preserve better program, i.e., generating a copy of the
elite, while if not, it is reproduced with the genetic operators.
TAGP employs four genetic operators, a crossover, a mu-
tation, and an instruction insertion/deletion. The crossover
operator combines a reproduced program with a previously
selected parent. The mutation operator changes one random
instruction in a reproduced program to other random instruc-
tion. The insertion operator inserts one random instruction
into a reproduced program, while the deletion operator re-
moves one instruction selected at random in a reproduced
program.
Deletion TAGP conducts two deletion. One is a deletion
based on the reaper queue that is conducted during the re-
production process. If a vacant memory space is not found
when reproducing an offspring, programs that is arranged
upper in the reaper queue are removed until a total vacant
memory space becomes greater than a certain threshold, e.g.,
usually set as 20% of the memory. This deletion remove el-
der and lower fitness program.
While another deletion is a natural death which is based
on the idea of sugarscape (Epstein and Axtell, 1996). The
natural death applied to programs that do not satisfied the
selection condition according to the 18th ∼ 20th line in
Algorithm 1, where rand(a, 1) indicates random real value
between a(≤ 1) to 1. This deletion removes lower fitness
programs even if the memory is not filled.
Experiment
To validate the evolution ability of TAGP, this paper com-
pares TAGP with two simple GP methods, steady-state GP
(SSGP) (Reynolds, 1993) and GP using (µ + λ)-selection
((µ+λ)-GP), with four computational problems. SSGP and
(µ + λ)-GP are hereinafter collectively called SGPs (syn-
chronous GPs). SSGP selects two parents from the popula-
tion and generates two offspring, then the worst two pro-
grams in the population are replaced with generated off-
spring. (µ + λ)-GP generates λ offspring from the popula-
tion consisting of µ programs, and leaves better µ programs
from (µ + λ) programs to next generation, where µ = λ in
this experiment.
Computational problems
This paper applies three GP methods to the following four
computational problems shown in Table 1.
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Table 1: Computational problems
Problem type Function # of training data
Arithmetic1 x4 + x3 + x2 + x 16
Arithmetic2 xy 25
Boolean2 6-multiplexer 64
Boolean2 5bits digital adder 32
Fitness is evaluated as
fitness = fmax − 1
n
n∑
i=1
|yˆi − yi| , (2)
where fmax indicates the maximum fitness, n indicates the
number of the training data, yˆi indicates the function value
calculated from the ith training data, while yi indicates the
output of a program in respect to the ith input value. Note
that when comparing the same fitness programs, the pro-
gram size is firstly compared, and if is also equal to, the
number of executed instructions to calculate all training data
is finally compared.
This paper employs a program written by an actual assem-
bly language embedded on PIC16 micro-controller unit (Mi-
crochip Technology Inc., 2007) developed by Microchip
Technology Inc.. This is 12bits word assembly language,
and has 33 simple instructions that consist of add-subtract,
logical, bit, and branch instructions, but not contain a multi-
plication. One program can use 16 general 32-bits registers,
named as R0 to R15, and one temporary 32-bits register,
named as W , while its size is limited to 256 instructions.
The input value is firstly set from R1 register, and other reg-
isters are initialized as 0. Note that since this instruction
set does not include a multiplication instruction, programs
have to combine some instructions and loop structures to
calculate multiplication. Therefore, to calculate both of re-
gression problems, programs have to include loop structures.
Concretely, Arithmetic1 includes three multiplications (x2,
x3, and x4), while Arithmetic2 includes double multiplica-
tions loop to calculate xy in both initial programs.
The experiment starts from an initial program that can
completely solve the given task, and compares evolution
ability of three GP methods by observing how small pro-
gram can be obtained in one hour.
Parameter settings
Common parameter settings for all three GP methods is
shown in Table 2, ones for only SGPs is shown in Table 3,
and ones for only TAGP is shown in Table 4. Three GP
methods employ the same genetic operators, crossover, mu-
tation, and instruction insertion and deletion, and also em-
ploy the same parameters for the crossover, mutation, inser-
tion, and deletion rate. Only one genetic operator is exe-
cuted with the configured probability for each reproduction.
Crossover method is two point crossover, and the maximum
Table 2: Common parameter settings
Parameter value
Crossover rate 0.7
Mutation rate 0.1
Insertion rate 0.1
Deletion rate 0.1
Crossover method Two point crossover
fmax 100
Table 3: Parameter settings of SSGP and (µ+ λ)-GP
Parameter value
Selection Binary tournament
Upper execution steps 50000
Table 4: Parameter settings of TAGP
Parameter value
Removing threshold 20% of memory
Pr 0.9
Table 5: Memory size of TAGP and population size of SSGP
and (µ+ λ)-GP in each problem
Problem type TAGP SSGP (µ+ λ)-GP
Arithmetic1 6400 100 100
Arithmetic2 6400 200 50
Boolean1 25600 200 200
Boolean2 6400 50 200
fitness (fmax) is set as 100. In SGPs, the binary tournament
selection is employed, while the upper execution steps are
restricted to 50,000 and if execution steps exceeds, its fitness
becomes the minimum value. In TAGP, the deletion removes
programs until the total vacant memory exceeds 20% of the
memory size, while Pr is set as 0.9, which is the maximum
probability of Pdown and Pup.
Settings of population size of SGPs and memory size of
TAGP is determined based on pre-experiment. SGPs com-
pare results of 50, 100, and 200, while TAGP compares
results of 6400, 12800, and 25600. Note that since the
maximum program size is configured as 256 instructions,
when the population size is set as 100, a used memory
space of SGPs is equal to the memory size 25600(= 256
(instructions)×100 (individuals)) of TAGP.
Result
The experiment conducts 30 trials for three GPmethods, and
we evaluate three GP methods based on a percentage of tri-
als in which a program for each size can be generated in
one hour. Fig. 2 shows the result of a percentage of trials in
which a program for each size can be generated in one hour.
In Fig. 2, the abscissa indicates the program size, while the
ordinate indicates the percentage of trials which can gener-
ate a program for each size. The red lines show the result
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Figure 2: A percentage of trials in which a program for each size is generated in one hour
of TAGP, the green lines show the result of SSGP, while the
blue lines show the result of (µ+ λ)-GP.
From Fig. 2, it is revealed that, in all computational prob-
lems, TAGP can generate smaller size programs than both
of SGPs. Mann-Whitney U test is used to compare the gen-
erated program size of all GPs in all problems. The level
of significance is set at α = 0.05, and significant differ-
ences between TAGP and SGPs are verified. Focusing on
the program size finally generated with each GP, programs
of a certain size are generated with all GPs, concretely 44,
18, and 24 in Arithmetic1, Arithmetic2, and both of boolean
problems respectively. It is, however, hard for SSGP and
(µ + λ)-GP to generate programs that size is smaller than
the size described above. While TAGP can generate such
programs in most trials.
To clarify the reason why TAGP outperforms SGPs, in
the following, we analyze evolution processes observed in
experiments. The evolution processes falls into two main
categories, non-destructive evolution and destructive evolu-
tion. Non-destructive evolution means that it does not af-
fect calculation result, i.e., does not decrease fitness of a
program, during evolution process, and is easily achieved.
While destructive evolution means that it is required to de-
crease fitness of a program or to increase program size dur-
ing evolution process. Non-destructive evolution also falls
into two categories, single-step and multi-step, the former
means that it completes only single genetic operation, while
the later means that it requires two or more genetic opera-
tions to complete its evolution process. Note that all destruc-
tive evolution is multi-step because it requires two or more
genetic operations. The following sections describe details
of these evolutions.
Single-step non-destructive evolution Single-step non-
destructive evolution evolves programs by removing unnec-
essary instructions which do not affect the calculation re-
sult. As shown in Table 6, the problems except Boolean2 in-
clude some number of unnecessary instructions, and remov-
ing these instructions can decrease the program size. This
evolution can be easily achieved because it can decreases
the program size by not affecting the calculation result, i.e.,
not decreasing fitness. Regarding Arithmetic1, Arithmetic2,
and Boolean1, since programs that size is respectively 44,
18, and 36 are easily generated by only removing unneces-
sary instructions, all GPs accomplish 100% success rate, but
one trial of (µ+ λ)-GP in Arithmetic1.
Multi-step non-destructive evolution Multi-step non-
destructive evolution generates small size programs by re-
placing several instructions with one or a few instructions.
Examples of observed evolutions are shown in Fig. 3. In
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Table 6: The initial program size and the number of unnec-
essary instructions in each problem
Problem type
initial program
size
# of unnecessary
instructions
Arithmetic1 62 18
Arithmetic2 25 7
Boolean1 41 5
Boolean2 26 0
...
MOVWF R7 1
BSF R6 5
NOP R0 0
...
...
MOVWF R7 1
MOVLW 32
MOVWF R6 1
MOVF R5 0
...
...
MOVWF R7 1
MOVLW 32
BSF R6 5
MOVF R5 0
...
(a) An example in Arithmetic1
...
IORWF R0 1
MOVLW 1
MOVWF R7 1
MOVF R1 0
...
...
IORWF R0 1
DECFSZ R0 0
MOVWF R7 1
MOVF R1 0
...
...
DECFSZ R0 0
MOVWF R7 1
MOVF R1 0
...
(b) An example in Boolean1
Figure 3: An example of multi-step non-destructive evolu-
tion
these figures, colored instructions are replaced with one in-
struction by using two genetic operations.
In Fig. 3, the left figure indicates a part of a program
before evolutions, while the center and the right ones in-
dicate the change of instructions. The colored instructions
in the left figure substitutes a loop counter 32 to R6 regis-
ter through the temporary registerW . This process requires
two instructions,MOV LW which substitutes a literal toW
register and MOVWF which substitutes the value of W
register to any register. These two instructions are replaced
withBSF which sets 1 to any one bit of any register. In this
caseBSF sets 1 to 5th bit of R6 register. This works just as
well as the previous two instructions, i.e., sets 32 to R6 reg-
ister. While in Boolean1, a lot of examples are observed to
replace logical instructions (AND, OR, and XOR) with
conditional branch instructions. In example of Fig. 3(b),
OR instruction (represented as IORWF ) is replaced with
DECFSZ instruction. DECFSZ instruction decrements
a register value and skip next instruction only if its result
is equal to 0. Such replacement of logical instructions with
branch instructions are often observed both of boolean prob-
lems, this is because most of boolean calculation can be cal-
culated by using conditional branches.
Since multi-step non-destructive evolutions does not also
affect the calculation result in their evolution process, it is
possible to decrease the program size by sequential genetic
operations. In particular, programs that size is smaller than
36 in Boolean1 and ones that size is 24 in Boolean2 are gen-
erated through this evolution.
Multi-step destructive evolution Althoughmulti-step de-
structive evolution also generates small size programs by re-
placing several instructions with one or a few instructions
such as multi-step non-destructive evolution, the selection
probability of the program decreases in the process of evo-
lution, i.e., fitness decreases or program size increases. It is
difficult to achieve this evolution because programs that are
in the process of evolution can be removed from the pop-
ulation before generating small size programs. Examples
are shown in Fig. 4, where colored instructions have same
meaning in previous figures.
In an example of Arithmetic1, shown in Fig 4(a), a loop
structure that calculates x4 with R4 register is overwrit-
ten by a loop to calculate x2 with R2 register. This loop
overwriting enables a program to simultaneously calculate
x2+x4 with R2 register, and two instructions,MOV F and
ADDWF which calculate R0 ← R2 + R4(= x2 + x4),
at the end of the program becomes unnecessary which can
be removed from the program. An example of Arithmetic2
removes three instructions colored in Fig 4(b), which gets
same calculation result in different calculation process. Con-
cretely, although a program calculates xy with combination
of bit shifting and adding before removing instructions, one
after evolution calculates it with only adding. In an ex-
ample of Boolean2, a program into which two instructions,
BTFSC and IORWF , is added has same calculation re-
sult as before adding them, and four instructions, MOV F ,
ANDWF ,MOVWF , and IORWF , can be removed be-
cause they become unnecessary instructions due to added
two instructions.
The common feature of these evolutions is that programs
in the process of evolution has either incorrect calculation re-
sult or large program size. In Arithmetic1, since a program
that only overwrites a loop structure includes two adding
process, it does not correctly calculate result and has low
fitness. In Arithmetic2, it is necessary to remove all of three
instructions simultaneously, and if at least one instruction
remains in the program, it cannot also calculate correct re-
sults. In Boolean2, if both of required two instructions are
added, the program can correctly calculate result, however,
its size increases. This feature results to decreases the se-
lection probability of programs that are in the evolution pro-
cess, and it becomes difficult to preserve such programs in
a population. Therefore, it is indispensable to maintain the
diversity of programs to achieve destructive evolution.
Multi-step destructive evolution is necessary to generate
programs that size is smaller than 43, 17, 23 in Arithmetic1,
Arithmetic2, and Boolean2, respectively. As results of Fig 2,
although such evolution can be achieved in TAGP, SGPs
can achieve in few trials. Particularly, SGPs never achieve
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...
MOVWF R6 1
NOP R0 0
MOVF R5 0
BTFSC R7 0
ADDWF R2 1
RRF R2 1
RRF R7 1
DECFSZ R6 1
GOTO  16
MOVF R2 0
...
MOVLW 32
MOVWF R6 1
NOP R2 0
MOVF R5 0
BTFSC R7 0
ADDWF R4 1
RRF R4 1
RRF R7 1
DECFSZ R6 1
GOTO  18
ADDWF R0 1
MOVF R2 0
ADDWF R0 1
MOVF R3 0
ADDWF R0 1
MOVF R4 0
ADDWF R0 1
...
MOVWF R6 1
NOP R0 0
MOVF R5 0
BTFSC R7 0
ADDWF R2 1
RRF R2 1
RRF R7 1
DECFSZ R6 1
GOTO  16
MOVF R2 0
...
MOVLW 32
MOVWF R6 1
NOP R0 0
MOVF R5 0
BTFSC R7 0
ADDWF R2 1
RRF R2 1
RRF R7 1
DECFSZ R6 1
GOTO  16 
ADDWF R0 1
MOVF R2 0
ADDWF R0 1
MOVF R3 0
ADDWF R0 1
(a) An example in Arithmetic1
...
MOVWF R3 1
NOP R0 0
MOVF R1 0
ADDWF R0 1
RRF R4 1
...
...
MOVLW 32
MOVWF R3 1
NOP R0 0
MOVF R1 0
BTFSC R4 0
ADDWF R0 1
RRF R0 1
RRF R4 1
...
(b) An example in Arithmetic2
...
MOVWF R7 1
MOVF R2 0
ANDWF R4 0
MOVWF R0 1
DECFSZ R7 0
ANDWF R8 0
IORWF R0 0
MOVWF R8 1
...
MOVWF R7 1
MOVF R2 0
ANDWF R4 0
MOVWF R0 1
DECFSZ R7 0
ANDWF R8 0
IORWF R0 0
BTFSC R4 0
IORWF R2 0
MOVWF R8 1
...
MOVWF R7 1
DECFSZ R7 0
ANDWF R8 0
BTFSC R4 0
IORWF R2 0
MOVWF R8 1
(c) An example in Boolean2
Figure 4: An example of multi-step destructive evolution
Table 7: Summary of program evolution analyses
non-destructive destructive
single-step all GPs -
multi-step
all GPs
TAGP>SGPs TAGP
this evolution in Boolean2, this is because Boolean2 re-
quires more than three steps to generate programs that size
is smaller than 23.
These results summarized in Table 7 reveal that SGPs
achieve single-step non-destructive evolution which is eas-
ier than other evolutions. They, additionally, achieve multi-
step non-destructive evolution in some trials. In contrast, it
is revealed that TAGP cannot only achieve multi-step non-
destructive evolution at a higher rate than SGPs (particularly
in Boolean1), but also achieve destructive evolution which
cannot be achieved SGPs. This result indicates that TAGP
has higher evolution ability than SSGP and (µ+ λ)-GP.
Discussion: diversity of programs
From the analyses of the program evolution, it is revealed
that the diversity of programs is required to achieve complex
program evolution. To confirm the diversity of programs in
three GP methods, we verify the relation between the aver-
age fitness and the standard deviation of the program size in
the memory/population of Arithmetic1 when a program that
size is 44 and does not include unnecessary instructions is
generated. Fig. 5 shows the scatter plot of the average fit-
ness and the standard deviation of the program size for all
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Figure 5: A scatter plot of the average fitness and the stan-
dard deviation of the program size in the memory/population
of Arithmetic1
trials in Arithmetic1. In Fig. 5, the abscissa indicates the
average fitness, while the ordinate indicates the standard de-
viation of the program size. The red points show the result
of TAGP, the green points show the result of SSGP, while the
blue points show the result of (µ+λ)-GP. Note that the result
of Arithmetic1 is only shown, but same trends are verified in
other problems.
As shown in Fig. 5, it is indicated that both of SGPs have
high average fitness and low standard deviation of the pro-
gram size. This means that all programs in the population
has very high fitness near the maximum, and also has simi-
lar program size. This result indicates that all programs are
very similar to each other and the diversity of programs is
very low. As mentioned in previous section, although the
diversity of programs is required to generate a program that
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size is less than 44 with either evolution cases, the diversi-
ties of SGPs are very low. From this result, it is revealed
that it is difficult for SGPs to achieve multi-step destructive
evolution because enough diversity of programs cannot be
maintained.
While in TAGP, it is indicated that the average fitness is
not maximum but is higher than 50,which is the half of the
maximum fitness, and the standard deviation of the program
size is also high. This indicates that TAGP can maintain
lower fitness or larger size programs in the population, i.e.,
several kind of programs are maintained. From this result,
it is revealed that the high diversity of programs in TAGP
contributes to achieve multi-step destructive evolution. This
result advocates that TAGP have same feature of EAs using
the asynchronous evaluation to maintain proper diversity of
programs and to have high evolution ability.
Conclusion
To investigate the evolution ability of TAGP as GP using the
asynchronous evaluation, this paper compared TAGP with
two simple GP methods, steady-state GP (SSGP) and GP
using (µ + λ)-selection ((µ + λ)-GP) as GP using the syn-
chronous evaluation. Intensive comparisons among three
GP methods were conducted in four computational prob-
lems to minimize the size of an actual assembly language
program.
We classify the evolution processes to two categories,
non-destructive evolution and destructive evolution depend-
ing on whether the evolution process affects calculation re-
sults or not. The experimental result has revealed that the
following implications: (1) TAGP has higher evolution abil-
ity than SSGP and (µ + λ)-GP, i.e., TAGP cannot only
achieve non-destructive evolution which is easy to be ac-
complished, but also achieve destructive evolution which
cannot be achieved by SSGP and (µ+λ)-GP; and (2) the di-
versity of the programs in TAGP can derive a high evolution
ability in comparison with SSGP and (µ+ λ)-GP. In detail,
such diversity is indispensable to destructive evolution.
The following issues should be pursued in the near future:
(1) experiments on other problems such as classification, (2)
a comparison with other GP methods, (3) an improvement of
evolution ability of TAGP, and (4) a parallelization of TAGP.
Acknowledgements
This work was supported by Grant-in-Aid for JSPS Fellows
Grant Number 249376.
References
ATR Evolutionary Systems Department (1998). Artificial Life and
Evolutional System. Tokyo Denki University Press.
Deb, K., Pratap, A., Agarwal, S., and Meyarivan, T. (2002). A
fast and elitist multiobjective genetic algorithm: NSGA-II.
Evolutionary Computation, IEEE Transactions on, 6(2):182
–197.
Epstein, J. M. and Axtell, R. L. (1996). Growing Artificial Soci-
eties: Social Science from the Bottom Up (Complex Adaptive
Systems). The MIT Press, 1st printing edition.
Goldberg, D. E. (1989). Genetic Algorithms in Search, Optimiza-
tion and Machine Learning. Addison-Wesley Longman Pub-
lishing Co., Inc., Boston, MA, USA, 1 edition.
Harada, T., Otani, M., Matsushima, H., Hattori, K., Sato, H., and
Takadama, K. (2011). Robustness to Bit Inversion in Reg-
isters and Acceleration of Program Evolution in On-Board
Computer. Journal of Advanced Computational Intelligence
and Interlligent Informatics (JACIII), 15(8):1175–1185.
Harada, T., Otani, M., Matsushima, H., Hattori, K., and Takadama,
K. (2010). Evolving Complex Programs in Tierra-based On-
Board Computer on UNITEC-1. In International Astronauti-
cal Congress (IAC), 2010 61st World Congress on.
Jong, D. and Alan, K. (1975). An Analysis of the Behavior of
a Class of Genetic Adaptive Systems. PhD thesis, Depart-
ment of Computer and Communications Sciences, University
of Michigan.
Koza, J. (1992). Genetic Programming On the Programming of
Computers by Means of Natural Selection. MIT Press.
Langton, C. G. (1989). Artificial Life. Addison-Wesley.
Lin, L. and Gen, M. (2009). Auto-tuning strategy for evolutionary
algorithms: balancing between exploration and exploitation.
Soft Computing - A Fusion of Foundations, Methodologies
and Applications, 13(2):157–168.
Microchip Technology Inc. (2007). PIC10F200/202/204/206 Data
Sheet 6-Pin, 8-bit Flash Microcontrollers. Microchip Tech-
nology Inc.
Nonami, K. and Takadama, K. (2007). Tierra-based Space System
for Robustness of Bit Inversion and Program Evolution. In
SICE, 2007 Annual Conference, pages 1155–1160.
Ray, T. S. (1991). An approach to the synthesis of life. Artificial
Life II, XI:371–408.
Reynolds, C. W. (1993). An evolved, vision-based behavioral
model of coordinated group motion. In Proc. 2nd Interna-
tional Conf. on Simulation of Adaptive Behavior, pages 384–
392. MIT Press.
Storn, R. and Price, K. (1997). Differential Evolution - A Simple
and Efficient Heuristic for Global Optimization over Contin-
uous Spaces. J. of Global Optimization, 11(4):341–359.
Subbu, R., Sanderson, A. C., and Bonissone, P. P. (1998). Fuzzy
Logic Controlled Genetic Algorithms versus Tuned Genetic
Algorithms: An Agile Manufacturing Application. Proceed-
ing of the 1998 IEEE international symposium on intelligent
control (ISIC), pages 434–440.
Yun, Y. and Gen, M. (2003). Performance Analysis of Adaptive
Genetic Algorithms with Fuzzy Logic and Heuristics. Fuzzy
Optimization and Decision Making, 2(2):161–175.
Zhang, Q. and Li, H. (2007). MOEA/D: A Multiobjective Evo-
lutionary Algorithm Based on Decomposition. IEEE Trans.
Evolutionary Computation, 11(6):712–731.
ECAL - General Track
ECAL 2013 720
Evolution of Spatial Pattern Formation by Autonomous Bio-Inspired Cellular
Controllers
Payam Zahadat1, Thomas Schmickl1 and Karl Crailsheim1
1Artificial Life Lab of the Department of Zoology, Universita¨tsplatz 2,
Karl-Franzens University Graz, 8010 Graz, Austria
payam.zahadat@uni-graz.at
Abstract
In this paper, a gene regulatory network called FGRN (Frac-
tal Gene Regulatory Network) and a reaction-diffusion sys-
tem called AHHS (Artificial Homeostatic Hormone System)
are investigated for spatial pattern formation. The two bio-
inspired controllers possess similar and different features in
terms of their underlying processes, structures, and communi-
cation abilities. By comparing their behaviours and capabili-
ties in pattern formation, we provide a deeper understanding
of the effects of their features. The controllers are evolved
and investigated for producing various patterns in presence
of different implicit positional information as well as devel-
oping a memory in order to keep the desired pattern when the
positional information is eliminated. The behaviours of the
controllers in each case are discussed and a preliminary test
of robustness is performed. The experiments represent a posi-
tive impact of diffusion process in AHHS that is compensated
by the complex structure of FGRN in producing patterns in
presence of positional information and a negative effect of
diffusion process in memory capability.
Introduction
Formation of spatial patterns is a challenging subject both
in biological and artificial organisms. Different forms with
various levels of complexity are found everywhere in na-
ture. One of the challenges in developmental biology is to
understand the underlying processes that control the pattern
formation (Jaeger and Martinez-Arias (2009)). On the other
hand, from the point of view of multi-modular robotics, a
proper behaviour emerges from a proper pattern of roles as-
signed to the modules across the body of a robot.
A problem encountering pattern formation is symmetry-
breaking. In biological organisms it happens at early devel-
opmental phases. As it was suggested by Wolpert (1968) and
is found in embryos, e.g. fruit fly Drosophila melanogaster
(Driever and Nusslein-Volhard (1988); Ephrussi and John-
ston (2004)), the polarization of an organism is induced by
some maternal cue in the form of morphogen gradients. By
using these gradients in the environment of the organism,
some information is provided that is used for localization of
the organism’s units (cells) and participates in the process
of development. The same concept is useable in artificial
organisms (e.g. localization of modules in a modular robot).
For subdivisioning of a body using positional information,
Wolpert (1968) proposed a French-flag model. The model is
composed of three stripes with different colours along the
body and is used by many researchers with different ap-
proaches of evolving systems (e.g., Miller (2003); Bowers
(2005); Cussat-Blanc et al. (2011)).
In the field of artificial life and evolutionary computation,
various models are inspired by genetic and chemical sys-
tems in biological organisms. Gene Regulatory Networks
(GRNs) and reaction-diffusion models are two examples of
these systems that have drawn attention in the recent years.
They consist of a number of different underlying processes
that control their dynamics. Although the source of inspi-
ration and the details are different for these two models, but
there are some similarities between the models. In this work,
a reaction-diffusion model and a GRN model are investi-
gated in the context of pattern formation.
GRNs are inspired by internal interactions between genes
and proteins in cells. Various models of computational
GRNs have been defined and investigated from different
perspectives, e.g. studying dynamics (Banzhaf (2003)), ap-
plying for morphology development (Eggenberger (1997);
Roggen and Federici (2004)), developing both morphology
and controller of robots (Bongard and Pfeifer (2001)).
Fractal Gene Regulatory Network (FGRN) (Bentley
(2004b)) is an example of GRN models. It is originally
designed as a single-unit of control and successfully im-
plemented for different tasks, i.e., controlling conventional
robots (Bentley (2004a)) and pole-balancing (Krohn and
Gorse (2010)). Since no explicit communication mechanism
between different units is defined in FGRN, environmental
feedback is used to coordinate modules in multi-modular
robotic applications of FGRN (Zahadat et al. (2010, 2012)).
Reaction-diffusion models are inspired by intracellular
signaling in biological organisms. The models contain both
a process of local reaction between substances and diffusion
of substances across the organism. Artificial Homeostatic
Hormone System (AHHS) is an example of these models
which is originally introduced in Schmickl and Crailsheim
(2009) and has been used successfully in robotic applica-
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tions for both single and multi-modular robots (Stradner
et al. (2009); Schmickl et al. (2010); Hamann et al. (2010)).
In this paper, FGRN and AHHS are evolved and investi-
gated for generating target patterns with fixed maternal mor-
phogen gradients as well as generating a memory such that
the target pattern is preserved after elimination of the ma-
ternal gradients. Behaviours of different evolved solutions
are discussed and a sample evolved controller is tested for
its reaction against an instant reset in a single unit in order
to have an evaluation of robustness of the produced pattern.
While the two systems are similar in terms of having
mechanisms to produce various mappings between input
and output as well as forming internal feedback loops, they
are different in their complexity and details of mechanisms,
structure, and communication abilities. For instance, FGRN
model provides more complicated interaction network be-
tween local substances in comparison with AHHS. A promi-
nent difference between the two models is the lack of intra-
unit communication in FGRN. Due to that, the spatial pat-
terns generated by FGRN lay solely on the maternal gradi-
ents and internal interactions of each particular unit. On the
other hand, in AHHS, along with the maternal gradients and
internal interactions, the pattern formation can benefit from
the diffusion of substances over the units.
In this work, in addition to FGRN and AHHS with their
standard underlying processes, a diffusion-free version of
AHHS has been also implemented in order to investigate the
importance of diffusion in the observed differences between
the behaviours of FGRN and AHHS.
Short Summary of FGRN
FGRN (Bentley (2004b)) is a GRN model that uses an ab-
stract model of proteins, called fractal proteins, as the means
of interaction between genes. These means of interactions
are encoded in the genome and evolved by a version of Ge-
netic Algorithm (GA) (see Bentley (2004b) for details).
The genome consists of a number of genes and parame-
ters. Every gene in the system belongs to a type of genes:
input genes, output genes, regulatory genes and receptor
genes. Input, regulatory and receptor genes encode corre-
sponding fractal proteins. A fractal protein has a shape and
a concentration level. The shape is encoded in a gene by
three real values. These values determine a square window
on Mandelbrot fractal set. A protein’s concentration level is
a variable value. The changes in concentration level is con-
trolled by the other proteins’ concentration levels, shapes of
the fractal proteins, and other parameters of the genome. To
every sensory input into an FGRN system, a set of input pro-
teins are associated. The input value determines the concen-
tration levels of the corresponding input proteins and con-
sequently participate in driving the dynamics of the system.
Receptor proteins act as filters over inputs by manipulating
shapes of input proteins. Regulatory proteins participate in
driving the internal dynamics. Their concentration levels are
both controlled by and also participate in controlling the dy-
namics of the system. In fact, they make regulatory connec-
tions in the network of proteins and are potentially capable
of establishing recurrent loops and act as a sort of memory in
the system. Output genes determine the influence of the con-
centration levels of the proteins on the output of the system.
(For a detailed introduction of FGRN see Bentley (2004b))
FGRN can be seen as several systems of Difference Equa-
tions (O∆Es) where eachO∆E system controls the internal
dynamics over time in a particular part of the state space.
Concentration levels of proteins are state variables of the
system. When the value of a state variable changes from
a positive value to zero or vice versa, the system switches
between different parts of the state space and its behaviour
changes due to activation of a different system of O∆Es
(For a detailed description of this representation of FGRN
see Zahadat and Støy (2012)). Table 1 demonstrates an ex-
ample FGRN represented as conditional sets of O∆Es.
Table 1: An example of a simple FGRN as several con-
ditional sets of O∆Es. The state-space of this system is
divided into four parts. S represents the set of proteins
with positive concentration levels indicating a division of the
state-space. P1 and P2 correspond to an input and a regula-
tory protein respectively and p1 and p2 are their correspond-
ing concentration levels. out is the output of the system.
condition equation set
if S = {P1, P2} p2 ← 0.8p2 − (0.2p1 + 0.5p2)
×tanh(0.6p1 + 1.5p2 − 3.6)− 0.2
out← 0.15p1 + 0.2p2 + 4
if S = {P1} p2 ← 0.4p1 + 0.5
out← 0.32p1 + 2
if S = {P2} p2 ← 0.8p2 − 0.25p2
×tanh(0.5p2 − 0.4)− 0.2
out← 0
if S = {} p2 ← 0.4
out← 0.25
Due to the lack of any intra-unit communication in
FGRN, symmetry breaking and differentiation of units is
achievable by providing different inputs for different units.
Short Summary of AHHS
AHHS (Artificial Homeostatic Hormone System) (Schmickl
and Crailsheim (2009)) is a reaction-diffusion-based system
inspired by Turing process (Turing (1952)) that describes
processes of natural pattern formation and growth.
An AHHS is defined by a set of artificial hormones and
a set of rules. The rules define how sensory input and hor-
mone concentrations participate in changing the concentra-
tions and outputs of the system. Both hormones and rules
are evolved by using a standard real-valued GA.
An AHHS can be represented as a dynamical system con-
sisting of several state variables (hormone concentrations)
and a system of O∆E that governs their dynamics. The key
feature of AHHS is how the parameters of this O∆E are en-
coded and determined. Concentrations of the hormones are
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Pattern: French-flag Pattern: Chessboard
diagonal-gradients:
vertical-gradients:
Figure 1: Target patterns (first row), diagonal gradients (sec-
ond row), and vertical gradients (third row).
allowed to increase independently by a base production rate
and are also subject to a certain decay.
The dynamics of hormone concentration H at time t is
defined for hormone h as follows:
∆Hh
∆t
=αh +Dh∇2Hh(t)− µhHh(t) +
∑
i
Li(t), (1)
where αh, Dh, and µh are base production rate, diffusion
rate, and decay rate of hormone h respectively. Li(t) is the
influence of rule i on hormone h and is defined as:
Li(t) = θ(Hk(t))(Hk(t)λi + κi), (2)
θ(x) =
{
1 if mini < x < maxi
0 else
, (3)
where λi, κi, mini and maxi are parameters of the rule.
θ(Hk(t)) determines if the rule is triggered or not. If the
rule is triggered, the concentration of hormone h changes
linearly based on concentration of hormone k.
In the current implementation, sensory inputs are scaled
in the range of hormone concentrations ([0,1]) and directly
set to the concentration level of particular hormones. In
the same way, concentration level of a particular hormone
is considered output of the AHHS unit.
Experiments
In this work, the systems are evolved to produce patterns in
a 5 × 9 rectangular grid. Every cell of the grid has a colour
which is determined by the output of its controller. The con-
trollers are genetically identical all over the grid. Two mater-
nal gradients are provided over the grid in every experiment.
Two types of target patterns and two types of maternal
gradients are considered with different degrees of difficulty
(see Figure 1 for both target patterns and maternal gradi-
ents). For the FGRN controllers, the two maternal gradients
enter a unit in form of two sensory inputs that in turn influ-
ence the concentration levels of input proteins of the unit. In
AHHS system, the values of the maternal gradients directly
set the concentration levels of two particular hormones. The
output from each unit (either a FGRN or AHHS controller)
is mapped into one of the three predefined colours regardless
of the number of colours in a particular target pattern.
The controllers are evolved for the following tasks:
• Since French-flag pattern as suggested in Wolpert (1968)
is a benchmark in evolving for pattern formation, in the
first task, the target pattern is a French-flag with vertical
maternal gradients (third row of Figure 1). In this case
we suspect that the controllers make a direct mapping be-
tween one of the maternal gradients and the output.
• In the second task, the target pattern is again a French-
flag but this time the maternal gradients are diagonal, as
in Cussat-Blanc et al. (2011) (second row of Figure 1).
• The third task aims at producing a chessboard pattern with
diagonal maternal gradients. In the first three tasks, the
system runs for 100 time-steps while the gradients are sta-
ble during the run-time.
• In the forth task, the controllers are supposed to produce
a sort of memory. The gradients are presented for the first
few time-steps when the target pattern is generated. Then
the gradients are removed while the target pattern is ex-
pected to be preserved by the system. The simplest com-
bination of target pattern and gradients (French-flag with
vertical gradients) is chosen for this task in order to keep
the focus on the memory capability.
Evolving for the target patterns
Populations of 50 random individuals are evolved for each
task for FGRN, standard AHHS, and diffusion-free AHHS
controllers. Every experiment is repeated for 10 independent
runs with 1500 generations. Table 2 represents the controller
and evolutionary settings.
Table 2: Controller and evolutionary settings
FGRN:
population-size 50 #generations 1500 #recomb. 0.4
mut. prob. 1 #receptors 2 #inputs 2
#regulatories 2 #outputs 2
AHHS:
population-size 50 #generations 1500 recomb. prob. 0.01
mut. prob. 0.4 #hormone 6 #rules 30
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In the first three tasks, fitness is defined as the number
of correct coloured cells in the final pattern. In the case of
evolving for memory, two fitness factors are required. A fit-
ness factor is required to direct the evolution towards gener-
ating target pattern and the second factor is needed for evo-
lution of the memorizing ability. Considering these factors,
fitness is defined as a combination of the number of correct
colours in the last time step with maternal gradient (time-
step 10) and the average number of correct colours in all the
next time steps:
fitness = 3× CTp +
1
T − Tp
T∑
t=Tp+1
Ct
where T is the number of time-steps of the experiment and
in the first Tp time-steps the gradient is present, CTp is the
number of correct colours in time-step Tp, and Ct is the
number of correct colours in time-step t.
Comparisons between FGRN, standard AHHS, and
diffusion-free AHHS controllers for all the tasks are repre-
sented in Figure 2. The figure represents that FGRN and
AHHS are evolvable to produce the pattern for all the tasks
while none of the runs of diffusion-free AHHS produces a
perfect French-flag and chessboard with diagonal gradient.
Figure 3 demonstrates the median fitness-progression of the
controllers over generations. The figure represents that the
French-flag is easy-to-produce for all the controllers when
the gradients are vertical. In the case of diagonal gradients
for both French-flag and chessboard, diffusion-free AHHS
has the lowest fitness indicating that diffusion has a posi-
tive effect for AHHS in these tasks. In the case of evolution
for memory, diffusion-free AHHS makes higher fitness than
standard AHHS while FGRN represents the highest value.
It implies a negative effect for diffusion in keeping a pattern
without external clue of maternal gradients.
Looking at the behaviours
In order to make an impression of the solutions of each con-
troller type, we will have a look at the behaviours of the
evolved controllers in the following sections. Representative
examples of different observed behaviours in each task are
displayed in Figure 4. Each curve in the figure represents the
development of fitness achieved by an example controller
over time (Note that the fitness in the last time-step is con-
sidered the actual fitness of the controller).
French-flag with stable vertical gradients All the three
types of controllers are able to produce perfect target pattern.
The difference between the number of successful runs is not
statistically significant (Figure 2).
In FGRN, 9 runs out of 10 produce target pattern per-
fectly. In six runs out of 10, the pattern is perfectly gen-
erated from the first time-step that represents that static con-
trollers are found that simply threshold the maternal gradi-
ents to produce the output that is mapped to the respective
colours. The other three runs reach the perfect pattern after
less than 20 time-steps and then the pattern stays stable.
In AHHS, 9 out of 10 runs produce perfect pattern. In four
runs, the output oscillates between different patterns such
that in time-step of observation (time-step 100) the perfect
pattern is represented. In the other five runs, fitness increases
gradually and perfect pattern is produced after several steps
and stays stable until time-step 100. Generation of perfect
pattern is slower than similar cases in FGRN.
In diffusion-free AHHS, 9 runs out of 10 generate the pat-
tern. Five runs generate oscillatory patterns such that the tar-
get pattern is represented in time-step 100. In the other four
runs, the pattern is slowly produced during time and stays
stable. The increase in fitness is again slower than FGRN but
no significant difference with standard AHHS is observed.
French-flag with stable diagonal gradients In FGRN,
four runs out of 10 reach the perfect pattern. Three of them
make the correct pattern from the first step indicating thresh-
olding of the maternal gradients. The other run, makes the
pattern after about 10 steps. The unsuccessful runs mainly
produce changing patterns with chaotic oscillation in the fit-
ness curve, although an static pattern is observed in one run.
In AHHS, four runs produce the perfect target pattern.
All the four successful runs generate the correct pattern very
slowly and gradually in last time-steps. In all the other runs
the fitness gradually increases during time although short de-
ceases are also not impossible. No oscillation is observed.
In diffusion-free AHHS, none of the runs are successful
to produce perfect target pattern. Changing patterns with
both chaotic and ordered oscillations and also patterns with
gradual increase in the fitness are observed.
Chessboard with stable diagonal gradients In FGRN,
three runs reach the perfect target pattern and two other
runs are correct except for one cell of the grid. Although
we suspected that the success of FGRN in this case might
be a result of precise thresholding but the patterns oscillate
over time such that the perfect pattern is presented in the last
time-step. In fact all the ten runs make oscillatory patterns
mostly with big differences from one step to the next.
In AHHS, one run reaches the perfect pattern. This pat-
tern is not stable and oscillates between the correct and the
inverse patterns such that in the last time-step the perfect pat-
tern is presented. The oscillation is more ordered comparing
the FGRN runs. Most of the other runs produce oscillating
patterns but stable patterns are also observed.
In diffusion-free AHHS, no run produces the perfect pat-
tern. The runs generate different patterns and although some
stable patterns are generated but most of the runs make oscil-
latory patterns. In comparison with AHHS, ordered oscilla-
tions with high frequencies are not common and oscillations
are more chaotic and in comparison with FGRN the oscilla-
tions have lower frequencies.
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Figure 2: Fitnesses of the best individuals in the last evolutionary generation for FGRN, AHHS, and diffusion-free AHHS
controllers for the four tasks. Box-plots indicate median and quartiles, whiskers indicate minimum and maximum, circles
indicate outliers (values are collected from 10 independent runs).
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Figure 3: Comparison of fitness trajectories for FGRN, AHHS, and diffusion-free AHHS controllers in the four tasks. The
values are medians of the best fitnesses in the 10 independent evolutionary runs. (y-axis starts from 20 due to the space-
limitation and since there is no data below 20.)
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Figure 4: Fitness development over time for representative examples of the evolved solutions for the three controller types.
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Memory in French-flag with vertical gradients In
FGRN, four runs are successful in producing the pattern at
time-step 10 (last time-step with gradients) and keeping it
for the next 90 time-steps (with no gradient). In three other
runs, only for one step after vanishing the gradient, the pat-
tern is disturbed and then is regenerated. In the other three
runs, the target pattern is produced in time-step 10 but then
it changes and the fitness oscillates chaotically or ordered.
In AHHS, in two runs the pattern is produced until time-
step 10 and is kept until the end. In one run, the pattern is
represented in time-step 10, but when the gradients are van-
ished the pattern slightly deviates from target for few time
steps but again is generated and kept until the end. In an-
other run, the perfect pattern in time-step 10 is kept for about
60 time-steps and then deviates from target in a single cell
of the grid until the end. In all the rest except one, the target
pattern is represented in time-step 10, but then it deviates
from target when the gradients are vanished.
In diffusion-free AHHS, five runs produce and keep the
perfect target pattern from time step 10 to 100. In one
run, the produced pattern in time-step 10 is perfect, then it
changes in the next time step when the gradients are van-
ished but it is produced again after one step and is kept until
the end. This is the effect that is also observed in FGRN. In
one run, the pattern is switched between the target and a sim-
pler pattern in every step. The other three runs produce the
target pattern in time-step 10 and then the pattern changes to
a simpler pattern and stays stable until the end.
Robustness in example controllers
In the last experiment we aim to evaluate robustness of the
controllers by disturbing the internal variables of a cell in
the grid in order to see if the correct pattern is regenerated
after few time-steps. Experiments are performed with the
French-flag pattern in the three cases of stable vertical gra-
dients, stable diagonal gradients, and memory with vertical
gradients, for all the controller types. In each case, we chose
a controller from the previous experiments that produces the
target pattern long before the end of evaluation period. Then
the controller is used to produce the pattern and in a particu-
lar time-step all the dynamic values (hormones/proteins) of
the controller in the middle of the grid are set to zero. The
fitness of the system at the end of the evaluation period is
then calculated that represents whether the pattern is regen-
erated or not. The results are represented in Figure 5. Since
diffusion-free AHHS did not evolve for French-flag pattern
with diagonal gradients in any of the runs, it is omitted in the
figure. The figure demonstrates no change in any of the pat-
terns produced by FGRN controllers indicating robustness
of the controller against the reset. In AHHS controller, for
the stable vertical gradients the pattern does not change after
reset. In the stable diagonal gradients, the pattern changes
(fitness decreases) but it is reproduced after few time-steps.
In the case of memory as well as the tasks with diffusion-free
AHHS, the patterns do not regenerate after reset.
Conclusions
FGRN (Fractal Gene Regulatory Network), standard AHHS
(Artificial Homeostatic Hormone System), and a diffusion-
free AHHS are evolved and investigated for their capability
in pattern formation in presence of maternal gradients.
FGRN is computationally expensive due to encoding of
proteins as the intermediate substances that establish inter-
action connections between genes. By this indirect encod-
ing, a potentially complex interaction network of genes is
formed. FGRN defines no communication mechanism be-
tween units and all the dynamics of the system are based on
the internal interaction network. On the other hand, AHHS
is a reaction-diffusion-based model and employs diffusion
as a means of communication between units. In AHHS, the
interaction connections between hormones are directly en-
coded which provides a simpler interaction network inside a
unit, in comparison with FGRN. The dynamics of the sys-
tem is based on both the internal interaction network and the
diffusion mechanism.
In this work, three sets of evolutionary experiments with
different combinations of target patterns and stable gradi-
ents are performed. In addition, a memory test experiment
is performed where the maternal gradients are provided in
the first time-steps and then they are vanished from the en-
vironment. The system is expected to produce the target
pattern in presence of maternal gradients and keep it intact
after elimination of the gradients.
In all the three experiments with stable maternal gra-
dients, both FGRN and standard AHHS are successfully
evolved for the perfect solution although the rates of suc-
cess are different. It has to be mentioned that in a previous
work by Cussat-Blanc et al. (2011), successful evolution of
another GRN model (Banzhaf (2003)) in the case of French-
flag with diagonal gradients was reported where the result
of a single evolutionary run was presented. Diffusion-free
AHHS is evolved successfully for producing the French-
flag pattern in presence of vertical maternal gradients but
it did not find the solutions in more complicated tasks of
producing chessboard pattern and French-flag with diagonal
maternal gradients. It implies that diffusion is an important
part of an AHHS system. On the other hand, despite of im-
portance of diffusion in AHHS, FGRN is also successful in
all the tasks. It indicates that in principle the investigated
patterns are producible even without diffusion. The more
complicated nature of FGRN system enables it to be evolved
for the proper patterns although there is no communication
mechanism implemented in FGRN. In addition, observing
the evolved solutions for French-flags (both gradient types)
represents that FGRN can produce the pattern in one time-
step while AHHS always needs time to build it up. This
is also due to the complex structure of FGRN in terms of
O∆Es.
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All the three types of controllers were successfully
evolved for the memory experiment. The rate of success
(number of perfect evolutionary runs) was lower for stan-
dard AHHS in comparison with diffusion-free AHHS and
FGRN. It can lead to the conclusion that diffusion has a neg-
ative effect in keeping the memory. This effect is intuitively
expected, since diffusion tends to flatten the pattern and hav-
ing that in the system requires a compensation mechanism,
e.g. elaborating internal feedback loops.
A preliminary experiment for evaluating robustness of the
systems has been also performed in this work and repre-
sented the highest robustness for the solutions generated by
FGRN system. In the future, controllers with different sub-
sets of internal processes will be evolved for series of spatial
patterns with increasing levels of complexity and the effects
of the internal processes will be investigated in details.
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Abstract
Many kinds of interactions among individuals construct col-
lective animal behavior, but how to apply this multiplicity of
interactions is often unclear when constructing models. We
propose multiplicity of interaction in a simple model con-
structed from three factors: asynchronous updating, learn-
ing site patterns, and agent anticipation. We found that the
ﬁrst two contribute to an efﬁcient searching strategy, and that
adding agent anticipation enables sign making (avoidance)
in heterogeneous environments. Our model surprisingly sug-
gests that searching strategies and territorial behavior such as
boundary marking — seemingly contradicting behaviors —
emerge from two aspects of our simple interaction rule. We
discuss the possibility of collective cognition in animals when
heterogeneous environments change. Our study suggests that
multiplicity of interaction in asynchronous updating is very
important for understanding many aspects of emergent col-
lective behavior in animals.
Introduction
Collective animal behavior results from many kinds of in-
teractions among individuals, and interactions vary ﬂexi-
bly according to the situation encountered by individuals
(Couzin, 2009; Sumpter, 2006). In self-organization models,
behaviors can emerge by tuning some parameters (Couzin,
2009; Haken, 1983; Sumpter, 2006).However, in most cases
these various behaviors are monotonic. For example, ﬂock-
ing behavior can form swarms, tori, or polarized group-
ings by tuning interaction ranges. This is monotonic behav-
ior because it is a variation of a single aspect, in this case
alignment (Couzin, 2009). Self-organization has been dis-
cussed from many aspects, but it is increasingly important to
consider theoretical aspects of the essential diversity of be-
havior, which sometime seems mutually irrelevant or even
contradictory. The emergence of various behaviors in self-
organization traces back to the concept of the “subsump-
tion architecture” proposed by Brooks /citepBrooks. Sub-
sumption architecture can be summarized in two aspects,
namely, that agents (or robots) never need representations
and that the behavior of subjects in a lower layer such as ob-
ject avoidance ﬁnally emerges in higher-layer behavior such
as environment searching (Brooks, 1990). Most importantly,
multiple simple behaviors ultimately form qualitatively dif-
ferent collective behavior. To account for the above, we pro-
pose a new model of self-organization in collective animal
behavior using an asynchronous updating method. In our
model, each agent uses scent marking at each site passed.
Scent markings are often observed in real systems, such
as ants, wolves, and other animals (Cornforth et al., 2005;
Giuggioli et al., 2011; Lewis and Murray, 1993).
Although the there is a wide range of scent marking behavior
in actual phenomena, we can consider their common prop-
erties, namely that scent marking gives collective informa-
tion about where the animal lives (Giuggioli et al., 2011;
Lewis and Murray, 1993). Animals thus demonstrate collec-
tive decision-making using this information. However, in-
formation about locations in scent marking inevitably has a
multiplicity of meanings, because the agent’s interpretation
of the information would rely heavily on the situation. In
our model, asynchronous agent actions give many interpre-
tations, or multiplicities, to this scent marking. When each
agent interacts with neighbor sites of locations and other
agents, our model divides asynchronous updating of agent
states into an active phase and a passive phase. In the passive
phase, agents only memorize their environment and obey
stochastic rules. In the active phase, agents use the memo-
rized state against their environment. As we will show, these
two interaction phases, induced by asynchronous updating,
exhibit non-trivial collective searching behavior compared
with the normal model. The remainder of this paper is orga-
nized as follows: In section II, we describe the algorithm of
our asynchronous learning model (ALM) and present the ef-
fect of two phases of interaction for collective searching be-
havior. In section III, we introduce “anticipation” for each
agent in ALM to develop an asynchronous learning model
with anticipation (ALMA). This anticipation incorporates
past and future information with current information when
an agent decides its next action. We show the anticipation
of each agent contribute to sign making, an avoidance, for
heterogeneous environments. Finally, we discuss the possi-
bility of collective cognition for changing environments.
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Result
Asynchronous Learning Model (ALM)
Our ALM is mainly divided into two parts, site pattern learn-
ing induced by asynchronous updates and asynchronous up-
dating with anticipation. These two parts can be considered
as one, but division clariﬁes the effect of these two factors.
We deﬁne the neighborhood of each agent as a Moore neigh-
borhood, meaning there are eight sites around an agent of in-
terest. There are three site patterns: occupied, scent marked,
and vacant. There are therefore 38−1 = 6560 neighborhood
patterns.
In this section, we examine the effect of pattern learning
using asynchronous updating. First, we divide the method
of agent interaction into an active phase and a passive phase.
Using asynchronous updating means there are two neighbor
site patterns where each agent interacts with its environment
(Figure 1). One is the case of no other agent around the
agent whose turn it is. This case would be common in early
turns, or in a low-density environment. The other case is
that there are agents at the neighbor sites of the agent whose
turn it is. This case is common in late turns, or in high-
density environments. These are called active and passive
phases, respectively. These two interaction phases have an
important place in our agent interaction model.
We next assign different roles to these two phases. In
the passive phase, some agents have already occupied the
agent’s neighbors on its turn. Assuming the agent can-
not move to these occupied sites, it must select from the
remaining unoccupied sites, which correspond to vacant
sites or scent marked sites. Unoccupied sites are selected
stochastically. Our model assigns a high selection proba-
bility to scent marked sites and a low selection probability
to vacant sites. The ratio between these two probabilities,
Prob(Vacant)/Prob(Scent), is represented by a parameter µ
(0 < µ ≤ 1). We will see that a low value for µ results in
agents aggregating through the use of their scent marking.
Furthermore, each agent learns (or memorizes) the pattern
of neighbor sites (Figure 1, Right).
Next, We set properties in the active phase. Agents used
stored information corresponding to the current pattern of
neighbor sites to the pattern memorized in the passive phase.
The current site pattern is therefore replaced with another
site pattern, which almost always includes some occupied
(or block) sites. Each agent uses this stored information and
stochastically selects one site from among the sites that can
be moved to. Using stored information thus affects agent
interpretation of the environment.
We divide the roles for the active and passive phases, re-
spectively, as using stored information and learning the site
pattern. Because asynchronous movement can create tim-
ing conﬂicts, there is always room for multiple interpreta-
tions of a given site pattern in one time interval. Note that
the asynchronous update is not a random order scheme, but
a density order scheme; high-density agent neighborhoods
Figure 1: A sketch of the algorithm. Black circles corre-
spond to agents. Each site color shows its state. White cor-
responds to a void site, pink corresponds to a scent marking
site, and black corresponds to an occupied site. Each agent
interacts with its neighborhood in an active phase or pas-
sive phase. The size of arrows represents the degree of the
weight.
tend to be selected ﬁrst, and agents with low density move
last. We count as one step all agents being updated using
density-dependent asynchronicity.
Searching Strategy in ALM
Now we examine the effect of multiple site pattern interpre-
tations induced by the asynchronous updating method. To
clarify this effect, we introduce a control model constructed
using asynchronous updating without site pattern learning in
the active phase. In other words, there is no conﬂict regard-
ing interpretation of the site pattern between the active phase
and the passive phase. The parameter µ = 0.001 is the same
as in the control model and the number of agents is 150.
Figure 2 shows a distribution of agents on a 35× 35 grid
for our model and its control. Each color corresponds to the
state of the sites. Red corresponds to an agent, pink corre-
sponds to a scent marker, black corresponds to a block (such
as an occupied site) and white corresponds to a vacant site.
As compared with ALM, agents in the control model clearly
form a small aggregation, meaning they are connected by
their scent markers. Once agents in the control model form
a local group, they hardly move.
In contrast, asynchronously updated agents with learn-
ing never broadly cover the space, they instead form aggre-
gations, suggesting that agents with learning connect with
each other to effectively search over the entire space, unlike
the control model (ALM without learning). Scent markers
were originally attractive signs, as we observe in the control
model. The asynchronous update with site pattern learning
shows an additional ability, collective searching behavior. In
fact, Figure 3 shows that mean cover rate of scent marking
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Figure 2: Agent distribution on a 35 × 35 grid. The left
ﬁgure shows the control model, and the right ﬁgure shows
ALM. Agent colors correspond to interactions; red agents
are in the active phase, and blue agents are in the passive
phase. The black tail with each agent represents a trajectory
in a few steps.
Figure 3: Mean cover rate of scent marking. The ALM value
(light gray) is higher than the control model value (gray).
area is larger than the control. This result suggest agent in
ALM do more efﬁcient searching than the control model de-
spite the almost same mechanism.
This additional ability is because of the repulsion effect
against dense spaces when an agent uses site pattern learn-
ing in the active phase. No agent keeps staying in the same
group, due to this repulsion effect. In other words, the con-
ﬂict (or difference) between the active phase and the passive
phase allows multiple interpretations of the environment for
each agent.
From an ecological perspective, this difference is impor-
tant. Generally speaking, animals live in groups, which
has advantages in reproduction and vigilance against preda-
tors(Jackson, 2006; Johnson et al., 2002; Parrish, 1999) .
Forming groups is therefore an essential problem for living
animals. Group living can also be an issue for individuals,
however, because resources are ﬁnite and large groups in-
crease the risk of detection by predators. So there is a trade-
off between the advantages and risks inherent to group liv-
ing. Group size optimization is therefore essential for group
living (Johnson et al., 2002). Our model suggests that mul-
tiple interpretations induced by the asynchronous updating
method are a natural connection between group formation
and decreasing the risk of large groups. In other words,
agents in ALM can decrease their risk of food exhausting
because each group never stays the same place. Further-
more, we point out the role of weak connection among small
groups. Small groups in weak connections can decrease the
risk of detection and group’s isolation.
ALMA (ALM with Anticipation)
Now we examine the effect of agent anticipation, deﬁned as
incorporating current information with past and future in-
formation. The detail of algorithm is listed on Appendix
C. Current information corresponds to the site pattern of
the agent’s neighborhood, as discussed concerning the ac-
tive phase with learning in ALM. To extend this approach,
we consider the neighborhood of the neighborhood, in other
words all eight neighborhoods of sites reachable in one step.
This corresponds to past and future information, because
these sites include the site belonged to one step ago, or that
which will be belonged to one step from now (see upper left
of Figure 4). We can organize these nine site patterns (eight
sites for the neighborhood and one for the current agent po-
sition). If identical neighborhood patterns exist, we select
one of the neighborhoods. These overlapping elements af-
fect the element selection in the next paragraph.
Numbering each neighborhood site (see Appendix Fig-
ure) enables us to construct a partial order set. Since a
partial order set generally never closes with binary opera-
tions such as meet and join, this set never constructs a lat-
tice (Davey and Priestelely, 2005). To construct a lattice, we
use Dedekind-MacNeille completion(Davey and Priestelely,
2005). Pertinent details from lattice theory are given in Ap-
pendix A and B. Making a lattice involves constructing a
logical relationship, closed under a binary operation, among
current, past, and future information.
We then stochastically select an element from the lattice.
After selection of an element from the lattice, we next take
an ideal from this element and construct a congruence of lat-
tices (Davey and Priestelely, 2005). We applied this method
in past research related to topics such as species evolution
(Niizato and Gunji, 2013). Roughly speaking, congruence
of the lattice means making well-deﬁned groupings on the
lattice. This grouping is strongly bound by its lattice struc-
ture. We use the group that contains an element of the cur-
rent information. Since this grouping is also an ordered set,
we can certainly pick the top element from this group as a
representative element (see upper right of Figure 4). This
representative element carries past, current, and future in-
formation. Using this method, agents sometimes behave as
if they have learned about unlearned situations in the ac-
tive phase, making the conﬂict between active and passive
phases larger than in ALM.
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Figure 4: Constructing the lattice. Considering the neigh-
borhood of the neighborhood, we can pick up nine 8-bit
strings. The overlapped element will affect the selection of
an element, which makes an ideal.
Sign Making in ALMA
Anticipation of agents contributes to sign making (avoid-
ance sign). We set the environment as in Figure 6 (A). At
the center of the boundary, blocks and scent markings are
distributed alternately. The ﬁrst set of scent markings lasts
until the end. The region in a given space is divided as Side
I and Side II. These blocks prevent free movement between
the two sides, but the existence of scent markings attracts
agents around the center. In other words, the centerline of
this space provides a contradiction for each agent. Do these
factors affect the behavior of agents?
To examine the effect of anticipation in this heteroge-
neous environment, we compare four interaction patterns,
namely, the control model, ALM, the control model with an-
ticipation, and ALMA. Figure 5 shows the distribution of the
density probability for these four interaction patterns. Obvi-
ously, agents of the both of control models (Figure 5 (A)
and Figure 5 (C)) concentrate around the blocks, even af-
ter many steps have passed. At ﬁrst glance the behaviors of
ALM (Figure 5 (B)) and ALMA (Figure 5 (D)) seem similar,
but there is a radical difference between them; in ALMA the
density distribution around the centerline is very low com-
pared with ALM and both the control models. This behavior
suggests that each agent in ALMA avoids center blocks, and
shows territorial behavior in both regions. In other words,
each agent in ALMA recognizes a sign of avoidance.
This result is also supported by statistical results (Fig-
ure 6(B)). We compared the mean maximum spending time
at Side I or Side II with four patterns of interaction (100
times for 100,000 steps). ALMA contains many agents
which spend at one side for long time. It is worth to point
Figure 5: The distribution of density probability for four
ways of interactions, the control (upper left), ALM (upper
right), the control with anticipation (lower left), and ALMA
(lower right). The gird is 30 × 30 and the number of agent
is 150.
out that there is almost no difference between the models
without anticipation (ALM and the control model). This re-
sult suggests that anticipation helps agents recognize signs
of avoidance. Furthermore, Figure 6 (B) also suggests that
learning in the active phase in ALMA plays an important
role for sign making. Because there are many collisions
around center blocks, the neighborhood in ALMA contains
many occupied sites when the agent is in the active phase.
However, this is insufﬁcient for sign making. There are
too many neighborhood patterns (6560 patterns!), and since
there are conﬂicts among the past, current, and future infor-
mation, the constructed lattice would tend to make a modu-
lar lattice, meaning that each element has many complemen-
tary elements (two elements satisfy a∨b = 1 and a∧b = 0).
High modularity leads to selection of the top lattice element
when we apply the congruence method to the lattice. In this
sense, agent’s anticipation is driving-force for sign-making
in heterogenous environments.
Collective Cognition in ALMA
In this section, we discuss the possibility of collective cog-
nition in changing environments. Collective cognition is de-
ﬁned here as a collective response against a changing envi-
ronment. Cognition, including human cognition, inevitably
involves the surrounding situation. We sometimes ﬁnd dif-
ferences even between situations that seem to be the same.
One famous example is Rubin’s vase, a black and white op-
tical illusion. Focusing on one color in the illustration, one
sees a vase. Focus on the other, and one sees opposing faces
instead. The stimulus from viewing this picture must be the
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Figure 6: (A) The right side of the center is Side I. The left
side of center is Side II. (B) The mean maximum spending
time in Side I or Side II. The four bars correspond to the
control model (pink), ALM (light blue), the control with an-
ticipation (red), and ALMA (blue).
same, but cognition differs regarding its appearance. Al-
though this is an extreme example, different recognition of
the same situation is an essential factor of cognition. Differ-
ent cognition regarding the same object allows agents mul-
tiple interpretations that provoke different reactions against
the same object. In this sense, we can discuss an agent’s
collective cognition in heterogeneous environments.
To examine the possibility of collective cognition in
ALMA, we examine the behavior of agents when an envi-
ronment temporally changes. Here, a changing environment
is shown as a changing number of blocks at the centerline,
as in the previous section. There are two patterns, additions
and subtractions (Figure 7 (A)). Since adding blocks means
that blocks suddenly appear in space and removing blocks
means gradually removing a wall, these changes are radi-
cally different from a cognitive standpoint. We measured
the behavioral differences between them as taking the mean
density probability around the centerline.
Figure 7 (B) shows the result. The triangles correspond
to removed blocks and the rectangles correspond to added
blocks. The horizontal line is the rate of blocks in the cen-
ter, so zero on the horizontal line means there are no blocks
in the space. The rate of blocks gradually increases or de-
creases 0.1 points every 1,000 steps. We performed 100 tri-
als and averaged the value for each block count. Figure 7 (B)
suggests that transitions of the density probability are differ-
ent when adding or removing blocks. The shapes of Figure
7b indicate hysteresis, a property that recalls Harken (1983),
a famous study that showed human cognition changes over
time.
The density probability around the center gradually de-
creases with an increased number of blocks. When block
rate decreases from 1, however, the density probability drops
from 1.0 to 0.5, then increases from 0.5 to 0.0. These dif-
ferences come from the agent learning in the active phase.
Figure 7: (A) Adding or removing blocks at the center.
Three blocks are added or removed every 1,000 steps. (B)
The rate of mean density probability around the center with
block rates. The triangle corresponds to removing blocks
and the rectangle corresponds adding blocks.
Each agent recognizes added blocks as ones that should be
interpreted in the active phase. When removing blocks, how-
ever, the agent starts to recognize blocks as a part of wall.
This wall in itself is not subject to interpretation for each
agent, because information about the wall never changes
with time. Interpreting blocks as a wall or not a wall changes
the agent’s behavior.
Discussion
Self-organization has been discussed by many re-
searchers. To brieﬂy summarize the main assertion of
self-organization, it is “simple local interaction that creates
global behavior.” In real systems, however, this is insuf-
ﬁcient to understand emergent phenomena. For example,
when we consider the evolution of life, it must have started
from simple forms and behaviors. We should therefore
ask how simple behaviors evolve into complex ones. A
related question would ask about the origin of various
higher-layer behaviors. It is considered that the concept of
self-organization would answer this question.
However, we have to admit that the concept of self-
organization contains a serious problem if we seek the ori-
gin of various higher-layer behavior. There are examples
even in cellular automata. Class IV automata have compu-
tational abilities using patterns of time evolution as particles
(Wolfram, 2005). Although Class IV automata can exhibit
higher-layer behavior, there is a clear distinction between
the system as a device and its modelers. In other words,
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the computational property of a cellular automaton never ex-
plicitly emerges unless the modelers (or the observer) set the
appropriate initial conditions.Even when one high-layer be-
havior (universal computation in Class IV) emerges, the the-
ory of the self-organization inevitably contains a kind of this
problem.
To solve this division problem between the modelers and
the systems, we proposed multiplicity of interaction. In-
troducing multiplicity to simple interaction allows its own
interpretation of situation. We notice that multiple inter-
pretations of situations must be distinct from simple hybrid
models, which contain many kinds of interactions because
the base interaction is consistently single. Having multi-
ple interpretations of a single interaction, the usage of the
interaction would be open to many applications without in-
terference from modelers when agents encounter different
situations.
In our model, a single interaction corresponds to the at-
tractiveness of scent markers. The multiplicity of interaction
was constructed from three factors: asynchronous updating,
site pattern learning in the active phase, and anticipation.
The latter two concepts originally come from disagreement
of timing among agent actions induced by asynchronous up-
dating. Adding the latter two properties, the discrepancy be-
tween the active and passive phases becomes larger than the
original one. Our model suggests that the discrepancy, in-
duced by asynchronous updating, becomes the driving force
of many applications for single interaction in various envi-
ronments.
We showed that our model could connect various kinds
of behaviors, which are sometimes seen as contradictory or
irrelevant to each other. First we observed that agents under
ALM could search more efﬁciently than agents under the
control model. We discussed that this result had relevance
with the ecological searching trade-off problem. Further-
more, agents under ALMA recognize signs of avoidance for
the center blocks. Although the behavioral range of agent
covers the entire space, each agent avoids the centerline, be-
having as if marking territories where they belong. Search-
ing an area means spreading over its entire space. Marking
territories means establishing boundaries. These two collec-
tive behaviors are qualitatively conﬂicting, but can be imple-
mented by introducing multiplicity to the interaction without
any contradiction. Collective cognition, which we discussed
in the last section, is clearly a kind of behavior different
from searching behavior. Collective cognition means that
agents in ALMA recognize the difference between two ways
of changing the environment (adding or removing blocks
from the center). Our result suggested that each agent dis-
tinguishes between discrete blocks and a wall of blocks.
In this sense, we can conclude that multiplicity of inter-
action could be open in its usage with various environments.
We have conﬁrmed different kinds of global behaviors—
searching, sign marking, and collective cognition—by set-
ting various environments using this multiplicity. In other
words, to consider how multiplicity of interaction connects
the multiplicity of behaviors. If we take this multiplicity of
interaction, the degree of the multiplicity would become one
possible measure of self-organization of emergent phenom-
ena. Then we can ask the origin of complex behaviors on
living systems.
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Appendix A
We brieﬂy introduce the lattice theory for unfamiliar readers of the
lattice theory.
Deﬁnition 1 (Partial Order) Let P be a set. An order on P is a
binary relation ≤ on P such that, for all x, y, z ∈ P .
(i) x ≤ x
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Appendix Figure : The way of numbering the
neighborhood.
(ii) x ≤ y and y ≤ x, then x = y
(iii) x ≤ y and x ≤ y, then x ≤ z
We denote a partially ordered set by the pair, (P,≤). For ex-
ample, a set of bit (binary) strings can construct a partial order.
A bit string a1a2 . . . an is a ﬁnite sequence of zero, one (ai ∈
{0, 1}). An order between two bit strings such as a1a2 . . . an and
b1b2 . . . bn is deﬁned by a1a2 . . . an ≤ b1b2 . . . bn if ai ≤ bi for
all i. We use a set of bit strings in this study. However, A partial
order is not a lattice. Then we deﬁne the meet and the join. We
deﬁne the join ”∨ ” and the meet ”∧ ” of two elements x and y in
P . The join can be deﬁned by x ∨ y = sup{x, y} when it exists.
The join can be deﬁned by x ∧ y = inf{x, y} when it exists. The
notation of sup(inf) means the lowest (greatest) upper bound of
{x, y} in P .
Deﬁnition 2 (Lattice) Let (P,≤) be a non-empty partially or-
dered set. If x ∨ y and x ∧ y exist for all x, y ∈ P , then (P,≤) is
called for a lattice.
Deﬁnition 3 (Ideal) Let (L,≤,∧,∨) be a lattice. A non-empty
subset of J is called an ideal if
(i) x, y ∈ J implies x ∨ y ∈ J ,
(ii) x ∈ L, y ∈ J and x ≤ y imply x ∈ J .
Deﬁnition 4 (Congruence on a Lattice) Let (L,≤,∧,∨) be a
lattice. Let an equivalence relation on L be θ = {< x, y >∈
L× L}such that any x, y, z ∈ L,
(i) < x, x >∈ θ
(ii) < x, y >∈ θ ⇔< y, x >∈ θ
(iii) < x, y >∈ θ and < y, z >∈ θ ⇒< x, z >∈ θ
We also denote < x, y >∈ θ as xy (mod θ). Then an equiv-
alence relation is a congruence on L, if for any x, y, z, w ∈ L, (
x ≡ y (mod θ) and z ≡ w (mod θ) )⇒ (x ∨ z ≡ y ∨ w(mod θ)
and x ∧ z ≡ y ∧ w (mod θ) ).
More detail in Davey and Priestelely in 2005.
Theorem (Reconstruction of a Lattice from a Quotient Lattice)
Let L be a lattice andf be a natural quotient map such as f : L→
L/θ. For the binary relation derived from an ideal J ⊆ L, there
exists a ﬁlter K ⊆ L such that [x]θ(J) = f−1(x), where for any
x ∈ K, f−1(x) :=↓ x− ∪y∈K,y<x ↓ y
Proof) See in (Gunji et al., 2006; Niizato and Gunji, 2013).
Appendix B
To construct the lattice from a partial order set, we use Dedekind-
MacNeille completion, as follows: In the partial order set P , we
can take a lower and upper closed set, which we represent as Pu
(upper) and P l (lower). The upper set is Pu = {x|y ≤ x for any
y ∈ S}. The lower set P l is the dual of Pu.
Theorem (Dedekind-MacNeille completion) For any order set
P , we can construct the set as follows:
DM(P ) = {A ⊆ P |Aul = A}
Generally, a set that satisﬁes Aul = A, is called a ”cut”. To
understand the meaning of Dedekind-MacNeille completion, the
following lemma is useful.
Lemma For any ordered set P , the following statements are sat-
isﬁed.
(i) For any x ∈ P , (↓ x)ul =↓ x.
(ii) For any A ⊆ P and∨A ∈ P , then Aul =↓ (∨A).
Appendix C
Here we describe the detail of the algorithm of ALM and ALMA.
This model consists of N agents moving in discrete time and in
a grid space. Numbering neighbor sites as Appendix Figure, we
can deﬁne 3-bit strings as a¯ = a1a2, . . . , an. We also deﬁne the
neighborhood of the neighborhood in ALMA as eight 3-bit strings
b¯1, b¯2, . . . , b¯8. First, agents are randomly distributed in a given
space. The algorithm is constructed as follows. i is a tag of the
agent. Each agent is chosen asynchronously in density dependent.
For(∃j ∈ {1, 2, . . . , 8} aij is occupied){
Memoi(a¯i) = a¯′i
Select the moving site from a set S.
S :={j|a′ij = 0 or a′ij = 1}
The selection probabilities are;
Prob(a′ij = 0) = µ/
∑
jWeight(a
′i
j )
Prob(a′ij = 1) = 1/
∑
jWeight(a
′i
j )
}
For(∀j ∈ {1, 2, . . . , 8} aij is not occupied){
If(Using ALM){
a¯′i ⇐Memoi(a¯i)
Select the moving site from a set S.
S :={j|a′ij = 0 or a′ij = 1}
The selection probabilities are;
Prob(a′ij = 0) = µ/
∑
jWeight(a
′i
j )
Prob(a′ij = 1) = 1/
∑
jWeight(
′i
j )
}
If(Using ALMA){
b¯i0 ⇐Memoi(a¯i)
Pick up the neighborhood of neighborhood of i;
b¯i1, b¯
i
2, . . . , b¯
i
8 respectively.
For(0 ≤ j ≤ 8){
For(1 ≤ k ≤ 8){
If( ¯bij,k = 1)
¯bij,k = 0
Else If( ¯bij,k = 2)
¯bij,k = 1
}
}
Make a partial order set P from {bi0, bi1, . . . , bi8}.
P := {s1, s2, . . . , sm}
m(≤ 9) is the number of elements of P .
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Count the overlapping elements.
Num(s1) = n1, . . . , Num(sm) = nm
Make a lattice L from P
Using DM completion.
L = {s1, s2, . . . , sm, sm+1, . . . , sm+l}
l is the number of adding elements.
Select one element from L.
The selection probability of each element is,
Prob(sk)=Num(sk)/
∑
jNum(sj)
Make a congruence by using selected element sk.
Then select the top element in the congruence.
Mathmatically, when J is an ideal,
s′′i ⇐ ∨{sj ∈ L|sj ∈ [s0]θ(J)}
For(1 ≤ j ≤ 8){
If(s′′j = 1 and b0j = 1) a′ij = 2
Else If(s′′j = 0 and b0j = 0) a′ij = 0
Else a′ij = 1
}
Select the moving site from a set S.
S :={j|a′ij = 0 or a′ij = 1}
The selection probabilities are;
Prob(a′ij = 0) = µ/
∑
jWeight(a
′i
j )
Prob(a′ij = 1) = 1/
∑
jWeight(a
′i
j )
}
}
Memoi(−) means the store information about site pattern for
each agent i. Num(−) means the number of overlapping element
in {bi0, bi1, . . . , bi8}.
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Abstract
Task allocation is a key problem, which has a direct influ-
ence on the system performance in all kinds of distributed
systems. This paper focuses on a specific kind of task alloca-
tion in swarm robotic systems, where the tasks are associated
with specific time constraints.
The paper presents a self-organized task allocation strategy,
which aims to assign robot swarms to time-constrained tasks
in a distributed manner. The robots assignment is performed
based on particular specifications including task sizes and
deadlines in addition to the specification of the single robot
performance on the considered tasks. No central control is
required to govern the swarm behaviour and no communica-
tion is exploited among robots.
1 Introduction
Swarm robotics is a recent field of research that takes in-
spiration from complex natural systems such as colonies of
social insects (ants, honeybees, etc.) or groups of cooperat-
ing animals. It is a kind of mobile distributed system with a
high density and which can be mainly characterized by its:
redundancy, where robots failures do not affect the system
functionality, scalability, since the system can be extended
by adding robots, and flexibility where it can be used to per-
form a large spectrum of applications.
In many practical robotics applications the successful exe-
cution of a task depends not only on the logical correct-
ness of the operations that robots are performing, but also
on the time before which the results are delivered. Such
tasks are referred to as real-time tasks and they are gener-
ally categorized according to their deadlines into: hard real-
time tasks, where missing the deadline can lead to catas-
trophic results and soft real-time tasks, where missing the
deadline decreases the quality of results. Real-time tasks
will be common to encounter as soon as the swarm robotic
systems are exported out of the research labs to be involved
in real life applications. While dealing with hard-deadlines
is beyond the capabilities of a fully stochastic system like
swarm robotics, tasks with soft deadlines are the suitable
candidates for swarm robotics. This paper discusses real-
time tasks with soft deadlines, which need to be performed
by a swarm of homogeneous robots. The goal is to assign
the robots to the tasks under their time constraints in a fully
distributed and autonomous manner. The proposed alloca-
tion strategy neglects initially the influence of physical in-
terferences among robots, on the overall performance of the
system. However the strategy can be extended later to in-
clude this influence.
The rest of the paper is organized as follows: section 2 re-
views the literature of task allocation in swarm robotic sys-
tems with and without time constraints. In section 3 a formu-
lation of the task allocation problem under time constraints
is introduced. The designed allocation strategy is explained
with its different stages in section 4. Section 5 presents a
numerical example with its Monte-Carlo simulations to il-
lustrate the steps of the allocation strategy and verify it. In
section 6 a swarm robotic scenario is introduced where the
allocation strategy is applied and simulated. The paper is
concluded in section 7.
2 Related Work
Task allocation can be found in natural such as in ant and bee
colonies Bonabeau et al. (1998). Mathematical models of
task allocation, which focus on simple reactive mechanisms
and study the fraction of robots engaged in a particular task
as a function of the number of available tasks as perceived by
the robots, were performed like Lerman et al. (2006). The
task allocation solutions proposed in the literature can be
classified in three broad categories: centralized, negotiation-
based and self-organized: centralized techniques assume the
presence of a central coordinator responsible for the alloca-
tion of the agents to the tasks. Self-organized systems, on
the contrary, are constituted by peers that take decisions au-
tonomously, with limited negotiations with other peers and
without a central point of control. This kind of systems
are generally less prone to catastrophic failures and consid-
ered a better approach when rapid adaptation to changes in
the environment is required. Most of these studies tackle
simple problems without task interdependencies, Dahl et al.
(2009). Negotiation-based approaches, generally based on
auction-based strategies, are the compromise solution be-
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tween centralized and self-organized systems, Dias et al.
(2005), Gerkey and Mataric (2002), Zheng et al. (2006). In
auction-based strategies, the robots bid on the announced
task according to specific task characteristics and to their
relative capabilities. One of the characteristics that is of-
ten criticized in this approach, is that many negotiation-
based solutions assume a fully connected network among
the robots, which is not the case in many realistic applica-
tions. A comparison between the auction-based approaches
and the self-organized ones based on threshold can be found
in Kalra and Martinoli (2006). A general taxonomy of task
allocation strategies in robotic systems has been presented in
Gerkey and Mataric (2004) along three main comparisons:
single-task robots (ST) vs. multi-task robots (MT), where
single and multiple robots are able to perform only one task
at time; single-robot tasks (SR) vs. multi-robot tasks(MR),
where each task needs one robot or more, and the instan-
taneous assignment (IA) vs. time-extended assignment (TA)
where it is assumed that the robots and the environment al-
low only for an instantaneous task allocation with no future
planning.
In swarm robotics, response-threshold mechanisms are rela-
tively common Nouyan et al. (2005), Nouyan et al. (2004),
Ducatelle et al. (2009b), Ducatelle et al. (2009a), Krieger
and Billeter (2000). In this approach, each robot is pro-
grammed to react to stimuli associated to the different tasks.
Agassounon and Martinoli (2002) introduce a task alloca-
tion for the traditional swarm task ”foraging”. Another
threshold-based algorithm for allocating workers to a given
task whose demand evolves dynamically over time is pre-
sented in Agassounon et al. (2001). In Liu et al. (2007) a
mathematical model for a similar task allocation behaviour
is introduced. Some works combine the common swarm
response-threshold approach with a kind of communication
protocol to avoid the need for a central unit as in Zhang
et al. (2007). A very few works to our best knowledge,
have assumed a target distribution for the robots over all the
available tasks to be reached like we can find in McLurkin
and Yamins (2005). Few authors have studied the problem
of task allocation in swarm robotic systems with time con-
straints associated to tasks. Some of the performed studies
were based on the auction techniques for the allocation in
respect to deadlines like in Guerrero and Oliver (2010) and
Guerrero and Oliver (2011). Other works like Acebo and
Rosa (2008), have introduced a heuristic based on the so-
called Bar-System model, where the key idea is to simulate
the way waitresses assign themselves to bar customers in
an efficient and distributed way. The approach is then ap-
plied to a group of loading robots for a commercial harbour.
In Schneider et al. (2005) and Jones et al. (2007) market-
based task allocation strategies, where time is the critical
constraint, are considered together with a reward mechanism
associated to a task being successfully completed.
3 Problem Formulation
The problem of autonomous task allocation in presence
of deadlines can be formulated as follows: a swarm
of N robots should be allocated to a set of m tasks
{T1, . . . , Tm}. The task deadlines {D1, . . . , Dm} and the
task sizes {S1, . . . , Sm}, are assumed to be known a priori.
The task is assumed to be built up of individual parts, where
the robot can accomplish one part per time. The size of any
task represents the discrete number of parts which should
be accomplished within the task deadline. Each task Ti is
composed of Si parts and accomplishing Ti is achieved by
accomplishing all of its Si parts. The real-time tasks we
consider in our study have soft deadline and require to be
executed in parallel. The switching costs between them are
negligible in comparison to the task deadlines. The system
is designed as a fully autonomous one, where no communi-
cation among robots is applied and no central unit is used
for the allocation purposes.
The single robot performance on a specific task is expressed
in terms of the random time required by the robot to accom-
plish one part of the considered task. The random variable
associated with the single robot performance is modelled
in this paper as a normal distributed variable with a task-
specific mean and a task-specific standard deviation. The
single robot performance is an essential input for the devel-
oped allocation strategy. Robots can measure their individ-
ual performances by working on each of the considered tasks
for a specific period of time, registering the times they re-
quire to accomplish individual parts and estimate the mean
and standard deviation related to their performance on each
task. Tasks are served according to their priorities, which
are derived based on the task deadlines. The task with a
shorter deadline has a higher priority to be executed. Before
starting the execution, a list of the m tasks with their sizes
and deadlines is provided to the swarm. These task speci-
fications in addition to the single robot performance on the
different tasks are the inputs used later to perform the tasks
allocation.
We concentrate in this paper on a kind of dynamic task allo-
cation, where the robot is allowed to stay on the same task
or to switch to another one. The switching decision could
be taken each time the robot finishes working on a part of
the current task or at specific time points. Switching at spe-
cific time points, during the execution times of the tasks, re-
quires global synchronization among the robots to take the
decision2 at the specified time point. Dynamic task alloca-
tion is useful to be applied in many applications, where the
switching costs among tasks can be considered being neg-
ligible. Such cases can be encountered when the tasks oc-
cupy a shared physical arena, so robots do not need to travel
among them while switching. An example is foraging multi-
ple kinds of objects where each kind represents an individual
task and all kinds are scattered on the same arena. Another
possibility to omit switching costs, is when they are negligi-
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ble in comparison to the task deadlines.
The selection of the next task is performed by means of al-
location probability matrices, which are calculated based on
the task specifications and the single robot performance. The
probability matrices are of the form Pij , which represents
the probability to switch to task Tj from task Ti while the
switching costs are negligible in comparison to the dead-
lines.
4 Robot Allocation Strategy
The goal of this study is to develop a feasible task allo-
cation strategy that allows robots to assign themselves au-
tonomously to a set of real-time tasks with respect to the task
deadlines. In a fully stochastic system like swarm robotics
where even the performance of a single robot on a specific
task represents a stochastic variable, it is particularly diffi-
cult to develop an allocation strategy which can guarantee
the execution of the task within its deadline.
Our strategy attempts to find an optimal number of robots
to be assigned to each task based to the size and deadline of
the task in addition to the performance of the single robot on
that task. The required number of robots on each task is used
to derive allocation probability matrices, which are used by
the robots to allocate themselves autonomously to the tasks
during their execution.
Each task is considered to be ”inactive” as soon as it is com-
pletely accomplished or when its deadline is exceeded, oth-
erwise the task is considered as ”active”. Robots are not
required to be assigned to inactive tasks. Consequently, the
number of robots available for allocation changes based on
the current number of active tasks. In order for the allocation
strategy to exploit the current number of robots available for
allocation, the time between the start of tasks execution and
the largest deadline, is divided into periods: {pi1, . . . , pim}
where:
pii = Di −Di−1 ∀i ∈ {2, . . . ,m} (1)
The first period has the length of the earliest deadline pi1 =
D1. Figure 1 illustrates the periods and the active tasks
within each period.
Figure 1: Active tasks over the defined periods
4.1 Required Number of Robots
The single robot performance on task Ti is expressed, as
mentioned above, in terms of the time required by a single
robot to accomplish one part of task Ti. This random time
is modelled as a normally distributed variable with the mean
µi and the standard deviation σi. Let us use ki to denote
the number of parts which could be accomplished by a sin-
gle robot on task Ti within its deadline Di. The value of ki
is taken within the discrete range [0,+∞[, which represents
the possible outcomes related to the number of parts could
be accomplished by a single robot within Di. Let us define
the event Ei(ki) that a single robot accomplishes ki parts
on task Ti within Di. We refer to the time spent by a sin-
gle robot to accomplish ki parts by τi(ki), then we have the
following two events equivalents:
Ei(ki)⇐⇒ τi(ki)  Di (2)
The probabilities of the equivalent events in Eq. (2) are equal
and they represent the probabilities we are interested in:
Pr(Ei(ki)) = Pr(τi(ki)  Di) (3)
As the time spent by the robot to accomplish one part of task
Ti is normally distributed with the mean µi and the standard
deviation σi, the right side of Eq. (3) is the probability that
the sum of ki random variable, each one being distributed
using Norm(µi, σi), is smaller than or equal to Di. It is
well know that the sum of n random variable each one be-
ing distributed with Norm(µ, σ), is a random variable dis-
tributed normally with the mean nµ and the standard devi-
ation
√
nσ. Consequently, the probability Pr(τi(ki)  Di)
in Eq. (3) represents the cumulative density function CDF of
the normal distribution with the mean kiµi and the standard
deviation
√
kiσi.
Pr(τi(ki)  Di) =
1
2
[1 + erf(
Di − kiµi√
2kiσ2i
)] (4)
The allocation strategy applies the cumulative density func-
tion in Eq. (4) to find out the probability associated with
the event Ei(ki) for each ki ∈ [0, Si], where Si is the size
required to be accomplished on Ti within Di. This prob-
ability P (Ei(ki)) is referred to as the success probability
of the event Ei(ki). The events Ei(ki) are distributed fol-
lowing a binomial distribution with the success probabilities
P (Ei(ki)), see Figure 2.
The expected value of a random variable X which is dis-
tributed according to a binomial distribution with n trials
and the success probability p is given by:
E[X ] = np (5)
We map the number of trials n to the required number of
robots, where each robot can accomplish ki parts with a suc-
cess probabilityP (Ei(ki)). In order to find the required size
ECAL - General Track
739 ECAL 2013
Figure 2: Ei(ki) for each ki ∈ [0, Si] with the success prob-
ability associated to each of ki values
of trials (number of robots), such that one robot of the n
robots is expected to accomplished ki parts within Di, we
substitute the expected value by 1 and the success probabil-
ity by P (Ei(ki)) in Eq. (5), so we have:
1 = niP (Ei(ki)) =⇒ ni = 1
P (Ei(ki))
ni is the number of robots required to achieve an excepted
number of accomplished parts equal to ki within Di by one
robot. However, we aim to achieve an expected number of
accomplished parts equal to Si withinDi, hence the required
number of robots is calculated using the following equation:
Ni = ⌈ni
ki
Si⌉ (6)
Let us consider the example of one task with the size Si =
10 parts, the deadline Di = 10 time units. The single robot
performance on this task in terms of the time required by
the single robot to accomplish one part, is normally dis-
tributed. We assume different means of the random time:
µi ∈ {2, 4, 6} and a unique standard deviation σi = 0.01.
The number of parts ki, which could be accomplished by a
single robot within Di can takes its value in [0, 1, . . . ,+∞[.
However the range of interest is ki ∈ {0, 1, . . . , 10}. Each
event Ei(ki) of accomplishing ki parts by a single robot is
associated with a probability calculated using Equation (4).
Figure 3 shows the different values of ki with their success
probabilities calculated for the different means. We consider
the mean µi = 2 for the rest of the example. Figure 4 shows
how the required size of trials ni changes with changing ki.
ni, represents the size of the robots needed to have on aver-
age one robot accomplishing ki parts within Di. In the same
figure we can see the total number of robots Ni required by
task Ti calculated for each ki value.
4.2 Optimal Robot Number and Allocation
Probability Matrices
In the previous section the allocation strategy calculates the
required number of robots Ni, which should be assigned to
task Ti to accomplishSi parts on average within the deadline
Di. There exist several possible number of robots Ni to be
used. Each value of the Ni is associated with a unique value
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Figure 3: The relation between the number of parts could be
accomplished by a single robot within the deadline and its
probability of success
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Figure 4: The relation between the number of parts ki and
the number of required robots in trials ni and by the task Ni
of parts, ki. The process starts by finding the success proba-
bility related to each event Ei(ki), where ki ∈ {0, . . . , Si}.
After that, the size of the trials (robots), which is required to
have on average one robot accomplishing ki parts withinDi,
is determined. Finally the total number of required robots is
calculated using Equation (6).
However, a robot swarm represents a limited resource with a
given size, which applies a strict constraint on selecting the
feasible number of robots Ni, could be assigned to each of
the active tasks during period pij :
m∑
i=j
Ni  N (7)
where N is the size of swarm used in the solution.
The developed strategy attempts to minimize the number
of robots required by each task individually. Assigning the
minimum of the feasible numbers of robots, reduces the im-
pact of potential physical interactions and save robotic re-
sources from unnecessary use. In addition, it provides a
ECAL - General Track
ECAL 2013 740
higher chance to schedule newly arrived tasks. Hence, the
allocation strategy aims to minimize, for all tasks, the ob-
jective function introduced in Eq. (6) under the constraint
of Eq. (7) and consequently to find the optimal number of
robots for any task Ti:
Nopti = min(⌈
ni
ki
Si⌉) (8)
The optimal number of robots is the robots number, which
the allocation strategy aims to assign to each task though
all the periods where this task is active. However, as the
swarm size is limited to N robots, it is possible to not have
enough robots in order to assign Nopti to task Ti over all
its active periods. The allocation strategy starts, for each
period, to satisfy the robot needs of the tasks according to
their priorities, which are based on their deadlines. Lack of
robots can occur on task Ti at any of its periods and this
robot lack leads, in turn, to a lack in the amount of work
was planned to be accomplished by the Nopti robots on task
Ti within the considered period. Let us denote the missed
number of robots on task Ti within the period pij by δi(pij).
This number of robots was missed to work on task Ti within
the time τ(pij), which is the length of period pij . We intro-
duce the term of robots lack density to refer to the lack of
robots happened over a specific period of time like τ(pij).
Let us denote the lack density happened on task Ti during
period pij , by αi(pij). This lack density can be calculated as
in following:
αi(pij) = δi(pij)τ(pij) (9)
The lack density associated with all robot lacks, which hap-
pened on task Ti up to period pij is denoted by αpiji and rep-
resents the sum of the lack densities over all the task periods
up to pij :
α
pij
i =
j−1∑
k=1
δi(pik)τ(pik) (10)
The goal now, while finding out the required number of
robots to be assigned to task Ti during period pij , is to cover
the robot lacks happened on task Ti up to period pij . The
needed number of robots to cover the lacks that happened
on Ti up to period pij , should be scaled based on the length
of pij . The sum of lack densities associated with the previ-
ous periods is used to find out the number of robots, δpiji ,
required to cover the lacks of the previous periods:
δ
pij
i = ⌈
α
pij
i
τ(pij)
⌉ (11)
Finally, the allocation strategy can calculate the number of
robots required to be assigned to task Ti during period pij
like follows:
Ni(pij) =
{
Nopti + δ
pij
i if Ncurrent  N
opt
i + δ
pij
i
Ncurrent if Ncurrent < Nopti + δ
pij
i
(12)
After calculating the number of robots to assign to each task
over the periods where the task is active, the allocation strat-
egy outputs a set of probability matrices associated with the
defined periods. These matrices are used for the dynamic al-
location of the robots. Robots use the probability matrix of
the current period to allocate themselves to the tasks: each
time a robot finishes working on one part of the current task,
or at the beginning of current period all robots allocate them-
selves to the active tasks using the matrix of the period. This
dynamic allocation is a self-organized process, as no central
unit controls the robots for assignment. The allocation prob-
ability Pi(pij) of task Ti in period pij will be then calculated
using the following equation:
Pi(pij) =
Ni(pij)∑m
k=j Ni(pik)
(13)
where Pi(pij) is the probability to switch from any task to
task Ti in period pij .
5 Numerical Example
We introduce in this section a numerical example to illus-
trate the mechanism of the developed allocation strategy.
Let us assume to have a set of 5 tasks {T1, T2, T3, T4, T5}
with the soft deadlines {30, 90, 150, 250, 500} and the sizes
{1000, 2000, 3000, 4000, 5000}. A homogeneous swarm of
N = 400 is used to execute the tasks, where the perfor-
mance of any individual robot belonging to this swarm on
each task is normally distributed with a task-specific mean
µi and a task-specific standard deviation σi. For our ex-
ample the means of the single robots performance on the 5
tasks are as following {2, 3, 4, 2, 6} and the standard devia-
tions are {0.2, 0.3, 0.1, 0.01, 0.5}.
The possible outcomes in terms of task parts, which
could be accomplished by a single robot within the dead-
line on the different tasks, are: k1 ∈ {0, 1, . . . , 1000},
k2 ∈ {0, 1, . . . , 2000}, k3 ∈ {0, 1, . . . , 3000}, k4 ∈
{0, 1, . . . , 4000}, k5 ∈ {0, 1, . . . , 5000}. Each event Eki
of accomplishing ki parts by a single robot on task Ti is as-
sociated with a success probability, that is calculated using
Equation (4).
The allocation strategy selects the minimum number of
robots to be assigned to each of the considered tasks during
the periods where the tasks are active:
T1 = 72 T2 = 72 T3 = 82 T4 = 33 T5 = 62
The sum of the required robots numbers is verified against
the constraint in (7):
72 + 72 + 82 + 33 + 62  400
The lack of robots may occur on any of the 5 tasks is 0 over
all periods, as the swarm size is large enough to cover their
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robot needs. Hence, the required number of robots to be
assigned to task Ti on any of its periods is given by:
Ni(pij) = N
opt
i
The probability to apply by each robot for assigning itself to
task Ti during period pij is given by:
Pi(pij) =
Ni(pij)∑m
k=j Ni(pik)
=
Nopti∑m
k=j N
opt
k
Thus, the probability matrices over the 5 periods are as in
following:
Period pi1:(
P1(pi1) P2(pi1) P3(pi1) P4(pi1) P5(pi1)
72/321 72/321 82/321 33/321 62/321
)
Period pi2:(
P1(pi2) P2(pi2) P3(pi2) P4(pi2) P5(pi2)
0 72/249 82/249 33/249 62/249
)
Period pi3:(
P1(pi3) P2(pi3) P3(pi3) P4(pi3) P5(pi3)
0 0 82/177 33/177 62/177
)
Period pi4:(
P1(pi4) P2(pi4) P3(pi4) P4(pi4) P5(pi4)
0 0 0 33/95 62/95
)
Period pi5:(
P1(pi5) P2(pi5) P3(pi5) P4(pi5) P5(pi5)
0 0 0 0 62/62
)
We simulate the behaviours of the robots using a Monte-
Carlo simulation which was repeated 500 times for the
tasks specified in the example above. We assume a global
synchronization among the robots. Thus, the allocation
probability matrices calculated above, are used by robots
each at the beginning of its related period to allocate
themselves to the tasks during the whole period. Figure
5 shows a comparison between the average of the total
number of parts accomplished by the swarm on each of the
5 tasks and the task size.
6 Robotic Scenario
In this section we introduce a multi-task scenario where a
homogeneous swarm of simple robots is used to work on
a multi line production system. In the considered system,
different kinds of objects, which are located initially in ob-
jects repositories, Figure 6, should be transported to their
production areas. We assume 3 arenas of different sizes,
where the robot swarm is used to accomplish the transporta-
tion tasks on the different arenas. Each arena is associ-
ated with a task of transporting a specific number of objects
from their repositories to their production area within a spe-
cific deadline. The task sizes are: {70, 90, 110} objects and
the task deadlines are: {30000, 50000, 90000} time units,
where each time unit in our simulation represents 1/10 of
a second. The total size of the used swarm is N = 20
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Figure 5: A comparison between the average of accom-
plished parts resulted from 500 repeat of Monte-Carlo sim-
ulation with the task sizes
robots and the distance between the objects repository and
the production area is for the left arena: 12 meters, for
the middle arena 17 meters and for the right arena 23 me-
ters. The robots are scattered initially in a robot reposi-
Figure 6: Multi-production scenario
tory and as soon as the task execution starts, robots use
the designed probability matrices to allocated themselves
to the different tasks. They start to transport the objects
between their repositories and their production areas mov-
ing on separated tracks, where each track can be used by
only one robot at a time. Applying the track system reduces
the physical interferences between robots and allows to con-
sider them as negligible. The only interferences present are
those between the robot and its track boarders and among
robots while using the robot repository area to pass to an-
other working areas. The production areas are marked with
lights to attract the robots towards them, while transporting
the objects. The robots apply a light attraction behaviour
combined with an obstacle avoidance while transporting the
objects to their production areas and a light repulsion be-
haviour combined with obstacle avoidance while travelling
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to fetch the objects. The simulator, 1ARGoS Pinciroli et al.
(2012), has been used to simulate the scenario, to measure
the single robot performance and to calculate the average of
the swarm performance on the 3 considered tasks. The sin-
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Figure 7: The probability distribution of the single robot per-
formance on the 3 considered tasks
gle robot performance is modelled, like mentioned above, as
a normally distributed random variable with a task-specific
mean and a task-specific standard deviation. In our sce-
nario, the single robot performance was measured via re-
peated high-level simulations in ARGoS in order to char-
acterize the average time required by the single robot to
transport one object on each of the 3 tasks. Figure 7 shows
the probability density function associated with the single
robot performance on each task. The measured means and
standard deviations of this performance are as in following:
µ = {2238, 3297.7, 4482}, σ = {427.44, 576.69, 1071.9}.
The allocation strategy finds the optimal numbers to be as-
signed to each of the 3 tasks within their deadlines follow-
ing the steps explained in section 4. The optimal number of
robots to be assigned to the tasks are as following:
N1 = 6 N2 = 7 N3 = 7
The sum of the required robots is equal to the swarm size
N = 20 robots, thus the need of each task will be fulfilled
over all the periods where the task is active. The allocation
probability matrices are calculated following Equation (13)
and are as in following:
Period pi1:(
P1(pi1) P2(pi1) P3(pi1)
6/20 7/20 7/20
)
Period pi2:(
P1(pi2) P2(pi2) P3(pi2)
0 7/14 7/14
)
1ARGoS is a discrete-time physics-based simulation frame-
work developed within the Swarmanoid project. It can simulate
various robots at different levels of details, as well as a large set of
sensors and actuators
Period pi3:(
P1(pi3) P2(pi3) P3(pi3)
0 0 7/7
)
In this robotic example, we assume no global synchroniza-
tion among the robots. Thus, we allow each robot to use the
probability matrix related to the current period, each time
it finishes transporting one object in order to select its next
task. The fraction of robots, which is not needed in the cur-
rent period, is kept idle in the robots repository.
We repeat the simulation for 10 times before calculating the
average number of transported objects on each task. Figure
8 shows the comparison between the average numbers of
accomplished parts on the tasks and their sizes. The small
difference we can notice in Figure 8 between the number
of transported parts and the number of parts required to be
transported on task T1 is based on the differences of the
inter-intervals of robots decisions. As robots are allowed to
select their tasks each time they finish transporting one ob-
ject, so the time point of the decision is based on the mean
µi and the standard deviation σi of the single robot perfor-
mance on the considered task Ti. Hence, robots working on
a specific task may be faster in taking their switching deci-
sions than others working on other tasks, which risks keep-
ing the robots fractions as required on all tasks over time.
This is one of the weak points of allowing a dynamic switch-
ing decision each time the robot accomplishes one part of its
current task. However, its effect is strongly related to the
differences among the performances of single robot on the
different tasks. In addition, it is necessary to use this kind
of dynamic decisions, when no synchronization is available
among robots to synchronize their decision points with the
beginning of each period.
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Figure 8: The Comparison between the average number of
transported objects on each task and the task size
7 Conclusion
In this paper, we have introduced a novel task allocation
strategy for swarm robotic systems in context of real-time
tasks with soft deadlines. The developed strategy is a fully-
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autonomous one, that uses the tasks sizes, deadlines and the
single robot performance on the considered tasks to output
a set of allocation probability matrices. The resulting matri-
ces are used by the robots, independently through the exe-
cution, to allocate themselves to the different tasks with the
goal of executing them within their deadlines. The consid-
ered swarm is a homogeneous one, where no communication
is exploited among robots. The developed allocation strat-
egy is a dynamic one, where robots are allowed to switch
among the tasks during their execution times. This kind of
dynamic allocation offers several advantages including: the
possibility to cope with non-predicted lack in performance
and the ability to consider on-line arrival of tasks. How-
ever it requires to assume negligible switching costs among
the considered tasks. A numerical example of the allocation
strategy in addition to a robotic scenario were introduced,
where the allocation probability matrices where derived to
be used by individual robots in a set of simulations to ver-
ify the desired swarm performance. In the future work, the
impact of physical interferences on the performance on the
single robot could be taken into account while estimating
this performance. Considering the influence, the physical
interferences has on the performance, leads to more accu-
rate analysis of the allocation.
References
Acebo, E. D. and Rosa, J. L. D. L. (2008). Introducing bar systems:
A class of swarm intelligence optimization algorithms.
Agassounon, W. and Martinoli, A. (2002). Efficiency and Robust-
ness of Threshold-Based Distributed Allocation Algorithms
in Multi-Agent Systems. In Proc. of the First Int. Joint Conf.
on Autonomous Agents and Multi-Agent Systems AAMAS-02,
pages 1090–1097.
Agassounon, W., Martinoli, A., and Goodman, R. (2001). A scal-
able, distributed algorithm for allocating workers in embed-
ded systems. In Systems, Man, and Cybernetics, 2001 IEEE
International Conference on, volume 5, pages 3367 –3373
vol.5.
Bonabeau, E., Sobkowski, A., Theraulaz, G., and Deneubourg, J.-
L. (1998). Adaptive task allocation inspired by a model of
division of labor in social insects.
Dahl, T. S., Mataric´, M., and Sukhatme, G. S. (2009). Multi-robot
task allocation through vacancy chain scheduling. Robot. Au-
ton. Syst., 57(6-7):674–687.
Dias, M. B., Zlot, R. M., Kalra, N., and Stentz, A. (2005). Market-
based multirobot coordination: A survey and analysis. Tech-
nical Report CMU-RI-TR-05-13, Robotics Institute, Pitts-
burgh, PA.
Ducatelle, F., Fo¨rster, A., Caro, G. A. D., and Gambardella, L. M.
(2009a). New task allocation methods for robotic swarms. In
In 9th IEEE/RAS Conference on Autonomous Robot Systems
and Competitions.
Ducatelle, F., Fo¨rster, A., Caro, G. A. D., and Gambardella, L. M.
(2009b). Task allocation in robotic swarms: new methods and
comparisons. Technical report.
Gerkey, B. and Mataric, M. J. (September 2004). A formal anal-
ysis and taxonomy of task allocation in multi-robot systems.
International Journal of Robotic Research.
Gerkey, B. P. and Mataric, M. J. (2002). Sold!: Auction methods
for multirobot coordination.
Guerrero, J. and Oliver, G. (2010). A multi-robot auction method
to allocate tasks with deadlines.
Guerrero, J. and Oliver, G. (2011). Auction and swarm multi-
robot task allocation algorithms in real time scenarios. In
Yasuda, T., editor, Multi-Robot Systems, Trends and Devel-
opment, pages 437–456. InTech.
Jones, E., Dias, M. B., and Stentz, A. (2007). Learning-enhanced
market-based task allocation for oversubscribed domains. In
International Conference on Intelligent Robots and Systems,
2007. IROS 2007.
Kalra, N. and Martinoli, A. (2006). A Comparative Study of
Market-Based and Threshold-Based Task Allocation. In Pro-
ceedings of the 8th International Symposium on Distributed
Autonomous Robotic Systems (DARS).
Krieger, M. J. and Billeter, J.-B. (2000). The call of duty: Self-
organised task allocation in a population of up to twelve mo-
bile robots.
Lerman, K., Jones, C., Galstyan, A., and Matarı´c, M. J. (2006).
Analysis of dynamic task allocation in multi-robot systems.
Int. J. Rob. Res., 25(3):225–241.
Liu, W., Winfield, A. F. T., Sa, J., Chen, J., Dou, L., Liu, W., Win-
field, A. F. T., Sa, J., Chen, J., and Dou, L. (2007). Towards
energy optimization: Emergent task allocation in a swarm of
foraging robots.
McLurkin, J. and Yamins, D. (2005). Dynamic task assignment
in robot swarms. In Proceedings of Robotics: Science and
Systems, Cambridge, USA.
Nouyan, S., Ghizzioli, R., Birattari, M., and Dorigo, M. (2004). An
ant-based algorithm for the dynamic task allocation problem.
Technical report, IRIDIA, Universite Libre de Bruxelles.
Nouyan, S., Ghizzioli, R., Birattari, M., and Dorigo, M. (2005). An
insect-based algorithm for the dynamic task allocation prob-
lem. KI, 19(4):25–31.
Pinciroli, C., Trianni, V., OGrady, R., Pini, G., Brutschy, A., Bram-
billa, M., Mathews, N., Ferrante, E., Caro, G., Ducatelle, F.,
Birattari, M., Gambardella, L., and Dorigo, M. (2012). Ar-
gos: a modular, parallel, multi-engine simulator for multi-
robot systems. Swarm Intelligence, 6:271–295.
Schneider, J., Apfelbaum, D., Bagnell, D., and Simmons, R.
(2005). Learning opportunity costs in multi-robot market
based planners. In In Proceedings of the IEEE International
Conference on Robotics and Automation (ICRA.
Zhang, D., Xie, G., Yu, J., and Wang, L. (2007). Adaptive task
assignment for multiple mobile robots via swarm intelligence
approach. Robotics and Autonomous Systems, 55(7):572 –
588.
Zheng, X., Koenig, S., and Tovey, C. (2006). Improving sequential
single-item auctions. In IEEE International Conference on
Intelligent Robots and Systems (IROS).
ECAL - General Track
ECAL 2013 744
Formal Model of Living Systems 
Margareta Segerståhl 
Department of Biomedical Engineering and Computational Science (BECS) 
P. O. Box 12200 
Aalto University, School of Science 
FI-00076 Aalto, Espoo, Finland 
margareta.segerstahl@aalto.fi 
 
 
 
Abstract 
Here, a conceptual modeling formalism is proposed for the 
description and study of living and life-like systems. It is based on the 
real life and evolution of biological organisms and ultimately the 
system framework is determined by two functions, reproduction and 
survival – the two main fitness components of natural life. In the 
simplest form the model is a formal description of a discrete 
reproduction-survival state-transition system. The initial structure of 
the model can evolve to become more complex and it holds inherent 
potential for producing numerous variations of the basic theme. It is 
proposed, that this modeling formalism provides abstract system 
basis and immediately applicable conceptual tools for holistic study 
of living organisms on multiple levels of organization, and thereby 
for the understanding life and organization of complex living systems 
from a common systems point of view. The modeling principle is 
very generic and may therefore be applied directly also to the study 
of engineered and artificial systems. 
Systems View 
The concept of an organism as a prototypic “living thing” is 
very intuitive for humans. But understanding life in formal 
terms remains a great challenge for modern science. The 
immense diversity and complexity of biological organisms has 
made it difficult to find general answers as to what the “laws 
of living systems” may be and how they relate to the laws of 
physics and chemistry. Currently there is neither commonly 
approved scientific vocabulary nor practical conceptual tools 
for forming uniform descriptions of life and living systems. 
 For a long time, the development of a general formalism 
was perhaps not considered to be an absolute necessity in 
biosciences. Research progressed very well also in its absence 
resulting in great scientific and technological breakthroughs. 
In the modern world, however, the concept of life is extending 
with increasing force to different kinds of human-made 
realms. Examples include topics such as artificial life, 
robotics, engineered minimal cells and the design of nanoscale 
biomolecular production plants; There are algorithmic 
information-based evolving systems operating in commerce, 
traffic, and business, only to mention some.  Researchers in 
many different fields currently find themselves pondering 
what is the essence of life and living. The question is: How do 
artificial and engineered systems and their properties relate to 
the prototypic biological organisms and natural life? How to 
test their “life-likeness” and living potential? How to predict 
the evolutionary trajectories of organism-like or life-like 
innovations that may reside outside the biochemistry-based 
internal world of cells and organisms, or even be completely 
information-based? 
Lists of Life 
Currently, a typical way to define life is to form a list of 
properties that a system should have in order to be classified 
as living one. For example, Farmer and Belin (1990, 1991) 
proposed the following list of properties admitting at the same 
time that any such list is bound to be both imprecise and 
incomplete: 
1. Life is a pattern in space-time, rather than a 
specific material object. 
2. Self-reproduction. 
3. Information-storage of self-representation. 
4. A metabolism which converts matter and 
energy from the environment into the pattern 
and activities of the organism. 
5. Functional interactions with the environment.  
6. Interdependence of parts. 
7. Stability under perturbations and insensitivity 
to small changes, allowing the organism to 
preserve its form and continue to function in a 
noisy environment. 
8. The ability to evolve. 
 
 Another list (Koshland, 2002) provides seven key 
principles as basis for life:  
1. Program. 
2. Improvisation. 
3. Compartmentalization. 
4. Energy. 
5. Regeneration. 
6. Adaptability. 
7. Seclusion. 
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 These two examples already demonstrate that terminology 
is neither universal nor self-explanatory: No two terms are the 
same, yet some clearly point to the same direction. These 
kinds of lists also need to be accompanied by a discussion on 
how to interpret them and to apply them to different 
situations. 
 Overall, the lists reveal what might be the essence of the 
problem in terms of describing life and living systems. They 
are clearly complementary rather than competitive in nature. 
This can be seen to reflect the difficulty of making a 
distinction between essential and derived properties when it 
comes to defining the concept of life. The current situation is 
therefore, that not only is life itself an enormously complex 
phenomenon, but also the many ways in which it is being 
defined and discussed in the scientific discourse add an extra 
layer of conceptual complexity to the problem of dealing with 
it. This is far from the precision by which physical and 
chemical concepts can be used to describe and define 
phenomena in their respective fields. 
 Here, I take these contemplations further and propose a 
modeling approach that can be used to determine, define, and 
combine attributes of life in a more precise and orderly 
manner. 
Minimal Model Approach 
The life and structure of living organisms can be addressed on 
multiple levels of organization, from molecules to ecosystems. 
Therefore, the task of choosing an appropriate level of 
observation is of central importance here – as always when 
modeling complex phenomena (Checkland, 2000, Flood and 
Carson, 1993). My solution is a two-step approach: First, only 
unicellular life is considered. The reason is that despite all the 
diversity and complexity of biological organisms, their basic 
constituent unit is the cell. Real unicellular organisms also 
demonstrate that a single cell can also be an entire organism. 
This starting point reduces the initial complexity of the 
modeling problem providing a rather precise entry point to the 
overall challenge of modeling organisms in general. 
 Then, by comparing the resulting minimal model view of 
unicellular life to what is generally known about real, more 
complex forms of cellular life, including the structure, 
function, and evolution of different kinds of life cycles and 
multicellular organisms (plants, animals, and fungi), it is 
possible to propose how they too can be modeled within the 
same principle formalism. 
System Outline 
In the study of life and living organisms it is typical to focus 
on mature forms of actively living cells and organisms when 
they use energy to perform all kinds of functions. For example 
they can grow, move, produce many kinds of metabolites, 
respond to stimuli, interact and reproduce. It is also typical to 
assume that if an organism cannot perform these activities, it 
will die. However, many kinds of unicellular organisms 
clearly demonstrate that is not necessarily the case. Although 
the metabolically active reproducing form is the one that is 
usually studied, these organisms are often able to alter their 
appearance completely in order to adopt an alternative form of 
existence as some kind passive inert survival structures. An 
example of this could be the formation of bacterial spores 
(Morita 1990), fungal spores, or seeds of flowering plants. 
Cells of real unicellular organisms do not appear to 
abandon active state haphazardly. Instead the required cell-
developmental changes and events are a response elicited by 
environmental clues that signal imminent or immediate energy 
deprivation (see for example the introduction in Hadany and 
Otto, 2007). It is typical, that once the transformation is 
complete the organism can withstand extreme conditions that 
would be destructive to the actively living form. The spore 
germinates when the environment again improves, and the 
organism returns to the active state of existence. 
 Based on this I propose the following minimal formalism 
for describing unicellular life (summarized in Figure 1). There 
are two states in which the conceptual living system (cell or 
organism) can exist. When conditions are favorable, the 
organism is in the active state and it comprises all the typical 
functions of metabolically active cellular life. Reproduction is 
considered to be an output function of active state living. 
Maintaining this state requires energy and the cell must obtain 
it from the environment or from its own internal energy stores. 
If the cell runs out of energy while it is in the active state, it 
will die. 
 
 
 
 
 
 
 
 
Figure 1: Minimal model formalism of living systems, based 
on unicellular life of real biological organisms. There are two 
states in which the system can exist. In the active state the 
system can use energy and nutrients for metabolically active 
living, growth, and reproduction. Formally the active state has 
two alternative system outputs: Reproduction (circular arrow) 
replicates the system without altering its state whereas 
survival transition takes the system into survival state. Both 
events require some amount of time and energy to be 
complete. The organism’s state transition dynamics are 
regulated by energy availability.  
 
 
 The system can perform a survival transition when its 
environment turns hostile. This takes it from the active state to 
survival state. Real unicellular organisms must undergo 
changes in their appearance and behavior and gene expression 
profiles must be altered to complete this state-change 
successfully. In accordance with this the formal transition 
process assigned to require some amount of time and energy 
to be complete. Any additional time and energy that the 
system may need for returning to the active state after entering 
survival state simply add to the initial cost of initiating a 
survival transition in the first place. The minimal model 
survival transition is assigned to be discrete and irreversible: 
Once initiated, the system’s only viable alternative is to enter 
survival state successfully. 
 The survival state encloses the organism’s defining 
information content, protecting and conserving it. The 
Active 
state 
Survival 
state 
Reproduction 
Survival transition 
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survival state can be maintained without using energy and 
theoretically it provides indefinite passive existence for the 
living system in question. The survival state is named after the 
only system function it provides for the organism, which is 
mere survival in the sense that the defining information of the 
organism remains in existence, albeit in an inactive form for 
the time being. 
The Opposite Ends of Life 
In this systems formalism reproduction and survival functions 
define two ultimately opposite alternatives for the way in 
which a living organism can remain in existence. An organism 
that relies entirely only on reproductive active-state living 
corresponds to a biphasic system case where the probability 
for entering survival state is zero. A hypothetical example is a 
unicellular marine alga that exhibits no survival state in its life 
cycle but instead, all cells are metabolically active 
reproducing entities that die if active living becomes 
impossible. This kind of life portraits a probabilistic 
metapopulation-type (Fronhofer et al. 2012) life-history 
strategy as a combination of efficient reproduction, strong-
enough dispersal of actively living cells, and a satisfactory 
abundance of suitable free niches at any given moment in time 
that the organism can potentially reach and inhabit. 
 An extreme case of the opposite type could be presented 
by an organism that has demonstrably lived, subsequently 
entered survival state, and then appears to remain there 
indefinitely thereby approaching the borderline of even being 
a living system anymore. A real life counterpart could be a 
bacterial spore or a dry seed of a flowering plant, both being 
what may be called individuals (of which the latter is a 
multicellular entity). If these structures do not exhibit any sign 
of active life, are they then alive or dead, living or inanimate 
at the time of observation? 
 Ultimately the “aliveness” of the organism in a situation 
like this cannot be determined unless we try to germinate the 
seed or spore. Depending on the species these kinds of 
structures can be extremely stable and inert, but not all of 
them will germinate. Not knowing beforehand what the 
outcome of the germination attempt would be for any one unit 
structure (success or failure) we may have to consider that in 
its survival form proper it is both alive and dead at the same 
time, in which case this survival stage in the system’s life 
presents a quantum state to the conceptual systems formalism 
of living system dynamics. 
 Interestingly, the existence of formal possibility for 
extremely stable survival-state occupancy makes it look like 
almost any kind of structural entity could be in this state and 
examined in the light of this living systems formalism. This 
could raise the issue of whether the proposed model outline is 
even too general, but the answer is no. It is correct that the 
survival state given, this model of living systems may also 
accommodate structurally organized states of inanimate 
matter. Therefore, being a living system comes down to the 
properties of the structural constitution of the individual living 
entity in question, its formal information storage properties, 
and the specific information that it contains. These features 
together specify the extent to which a structural organization 
can exhibit live behavior as determined by the biphasic 
reproduction-survival state transition framework. 
All this results in an extended formal view of life as a 
system that on one side is conceptually determined purely by 
the survival function where it is conceptually allowed to apply 
also to inanimate organizations. On the ultimately opposite 
end of life resides pure and utter self-replication of the 
information-containing structure in question. This functional 
end provides a positive feedback loop for multiplicative 
existence of structural information-containing entities and 
possibly for their sustainable existence, formally for any kind 
of organization that can perform this function at a rate that is 
higher that the dissociation rate of the structures produced.   
Not all information-containing structure in all 
environments have properties that enable them to live. But 
some clearly do, the biological organism being a prototypic 
example. A usual assumption in biological research is that 
organisms evolve to maximize reproduction. But in this model 
this evolutionary tendency is inherently embedded in the 
model formalism: There will simply be more cells that evolve 
towards maximizing reproductive active state living, than 
cells that spend excessive time in their survival state. 
Evolution In-between Reproduction and 
Survival 
The ability to undergo adaptive evolution is a defining feature 
of biological organisms. Starting from the minimal-model 
case, the formal reproduction-survival state-transition 
framework may adapt and evolve to its environment in many 
different ways, just like a cell can undergo Darwinian 
adaptive phenotypic evolution with mutation and selection. 
Adaptive periodic entry into survival state in a predictable 
fluctuating environment provides a mechanism for continuous 
long-term evolution towards more efficient active state living. 
When a cell returns from the survival state after a period of 
stress that would have otherwise killed it, it can continue its 
evolution recursively from the adaptational state where the 
previous round of active evolutionary living and reproduction 
had taken it. Sporadic entries into survival state are less likely 
to be equally effective in this sense, because they may take a 
cell into survival state also when it could alternatively 
undergo active state living. However, they can provide a 
probabilistic back-up system for organism’s survival in the 
case of stochastic catastrophic events that can take an actively 
living cell completely by surprise. 
In the simplest possible minimal model scenario the 
survival transition may be direct and discrete, but in reality it 
seldom is. It appears that the cells of most real organisms 
spend most of their time in states where they invest 
simultaneously and in varying ratios to both reproduction 
ability and survival probability. In the system formalism they 
occupy intermediate metastable transition states that reside 
formally in-between the ultimately theoretical system-defining 
end-point states of maximum reproduction and absolute 
survival (see Figure 2). Because the overall evolution of a 
reproduction-survival state-transition system is towards 
active-state living, these intermediate states are likely to 
emerge into survival transition biology in the course of 
evolution as opposed to more immediate system progression 
in the direction of entering survival state. 
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Figure 2. A simple description of intermediate metastable 
survival transition states (m-states) that position along the 
linear continuum of survival transition progression in the 
formal state-space of survival transition biology.  
 
 
Unicellular organisms with complex life cycles can be 
considered from this same survival transition point of view. 
For example, when the yeast Schizosaccharomyces cerevisiae 
leaves the active state in order to form spores, it must proceed 
through several identifiable stages that provide structure to its 
survival transition biology. The life cycle of the unicellular 
malaria-causing parasite Plasmodium falciparum is very 
complex and in many respects entirely different from the yeast 
life cycle, but it too can be viewed from the point of view of 
survival transition biology. It can be seen as a stage-wise 
realization of a balancing act between cellular reproduction 
and survival functions. Flexible cell-type differentiation 
processes take the system from one stage to the other as this 
organism of reproducing cells migrates through different 
tissue types in its two host organisms:  the mosquito and the 
human. 
 In colonial multicellularity, presented for example by 
some aquatic green algae, single-cell individuals form 
multicellular entities but each cell retains its individualistic 
identity and potential for future reproduction. This kind of 
investment to cellular properties that enable multiple cells to 
organize into a single functional structure can physically aid 
the survival of them all. Functions that allow this behavior are 
not directly related to the reproduction operations of a single 
cell, but on system level they may still contribute to this aim – 
especially if conditions are not ideal for single-cell living 
when the colony forms and the cells in question are likely to 
be eventually forced to enter survival state. 
 
 
 
Figure 3. An arbitrary example of an evolved survival 
transition framework topology with metastable transition 
states m1 and m2. After leaving the active state the cells of this 
organism may still return directly from the m1-state. Later 
each cell proceeds with the transition, either directly or via 
another intermediate state m2 that might only be available for 
the cells of a supporting cell line that further protect those 
cells of the organism that transit directly from m1 to survival 
state. 
Multicellular Organisms 
On one hand, complex unicellular life cycles can be formally 
considered to be patterns in the state-transition formalism. On 
the other hand, the different cell lineages of complex 
multicellular organisms can each be interpreted in the same 
way from the same state-transition perspective regarding both 
the evolution and the actual developmental progression of 
their cellular differentiation processes. 
For example, rapidly proliferating cells of an early human 
embryo differentiate progressively as the organism matures, 
their reproduction diminishes. The cells acquire features that 
contribute to the integrity of the developmentally complex 
multicellular human entity, through cell-type specific 
functional and structural differentiation. They adopt a role as 
part of a multicell-complex (a human individual) as 
intermediate metastable survival transition cells, and instead 
of entering survival state they get to live in terms of their own 
higher-level organizational entity in places and environments 
where they could never live as solitary single-cell individuals. 
Uncontrolled reproduction is no longer the sought-for state for 
the primary existence of this organism’s cells, as 
demonstrated by cancerous cells (Merlo et. al. 2006). 
Multicellular individuals are considered to be 
organizational entities of lower-level unit-structures. As 
individuals, they become subject to the same system 
principles of reproduction-survival state-transition dynamics 
as are the cells on the lower level of organization. This adds a 
dimension to the overall complexity of the individual 
organism in question. The next level of complexity expectedly 
arises when the multicellular individuals form social groups. 
A starting point for addressing this kind of conceptual living 
complexity as a formal problem in the study of complex 
adaptive systems in general, is to propose that the more layers 
of living organization there are in the formal description of an 
individual organism, the more complex and multilayered the 
interaction patterns within and between reproduction-survival 
state-transition dynamics on all levels of its organization. 
Conclusion 
A general scientific model of life must present it as something 
that can be established in the realm of chemistry, obeying the 
laws of physics, and being manifested in the form and 
function of all kinds of biological organisms. The proposed 
modeling approach enables introduction of general systems 
formalism for the description and definition of very different 
kinds of biological systems from a common systems point of 
view. It should be possible to take the formal system 
framework of the hereby proposed model and examine it 
together with the key attributes of life that were listed at the 
beginning of this article, to see how they can best fit together 
and thereby deliver a concise picture of living systems in 
general.  
 In the light of this conceptual framework, living may refer 
to the things that happen in terms of this framework. Life on 
the other hand is the entire identifiable emergent overall 
phenomenon that arises from the operation of the living 
systems. More specifically, the existence of life on Earth may 
be seen as patterns in space-time that emerge from the 
structure-based functioning of a subset of information-
containing systems. Based on their organizational 
information-containing properties, they undergo operations in 
their prevailing environment that channel available energy 
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(Morowitz and Smith 2007) and matter into the processes of 
self-maintenance and self-reproduction. 
 The structure of the hereby-presented reproduction-
survival systems model stems from what is generally known 
about simple living of biological organisms. Attributes of the 
model are very generic suggesting, that it will be possible to 
use it also for testing whether other kinds of system possess 
the kind of formal system properties that are needed, in order 
to have potential for reproduction-survival dynamics and 
adaptive evolutionary living. 
 Much work is to be done in order to examine the full 
potential of the proposed modeling formalism and the rules by 
which the proposed system dynamics can operate and evolve. 
But the ease, by which many different versions of natural life 
can simply be immediately positioned even to this rough 
prototypic model schematic, makes this approach seem very 
promising. Gaining a simple and useful general formalism for 
the definition, description and study of living and life-like 
system across disciplines would be a great improvement to the 
current situation. 
Acknowledgements 
I would like to thank Jörkki J. Hyvönen and Michael Patra for 
important conversations regarding the main idea of this work. 
I also thank Kimmo Kaski for useful discussions and for 
providing the necessary facilities to carry out this research. 
References 
Checkland, P. (2000) Soft systems methodology: A thirty year 
retrospective. Sys. Res. Behav. Sci. 17:S11–S58. 
Farmer, J. D. and Belin, A. d’A. (1990). Artificial life. The coming 
evolution. Santa Fe Institute working paper 90-003 
Farmer, J. D. and Belin, A. d’A. (1991). Artificial life: The coming 
evolution. In Proceedings of the Second Conference on Artificial 
Life, pages 815–383. After Spafford, E. H. (1995). Computer 
viruses as artificial life. In Langton, C. G., editor, Artificial Life: An 
Overview, pages 249–265. MIT Press, Cambridge, MA. 
Flood, R. L. and Carson, E. R. (1993) Dealing with Complexity: An 
Introduction to the Theory and Application of Systems Science. 
Plenum Press, NY. 2nd edition. 
Fronhofer et al. (2012). Why are metapopulations so rare? Ecology. 
93(8):1967–1978. 
Hadany, L. and Otto, S. (2007). The evolution of conditions-dependent 
Sex in the face of high costs. Genetics 176(3): 1713–1727. 
Koshland, D. E. Jr. (2002). The seven pillars of life. Science 
295(5563):2215–2216. 
Merlo, L. et al. (2006). Cancer as an evolutionary and ecological process. 
Nat. Rev. Cancer 6: 924–935. 
Morita, R. (1990) The starvation-survival state of microorganisms in 
nature and its relationship to the bioavailable Energy. Experientia. 
46:813–817. 
Morowitz, H. and Smith, E. (2007), Energy flow and the organization of 
life. Complexity, 13: 51–59. 
ECAL - General Track
749 ECAL 2013
Emergence of Autonomous Behaviors of Virtual Characters through Simulated
Reproduction
Yuri L. B. Nogueira1, Carlos Eduardo F. de Brito1, Creto A. Vidal1 and Joaquim B. Cavalcante-Neto1
1Department of Computing, Federal University of Ceara´, Brazil
yuri@lia.ufc.br
Abstract
This paper addresses the problem of autonomous behaviors
of virtual characters. We postulate that a behavior is regarded
as autonomous when the actions performed by the agent re-
sult from the interaction between its internal dynamics and
the environment, rather than being externally controlled. In
this work, we argue that an autonomous behavior is an agent’s
solution to a given problem, which is obtained through a pro-
cess of self-organization of the dynamics of a system that
is composed of the agent’s controller, its body and the en-
vironment. That process allows the emergence of complex
behaviors without any description of actions or objectives.
We show a technique capable of adapting an artificial neu-
ral network to consistently control virtual Khepera-like robots
by means of simulated reproduction, with no measure of the
robots’ fitness. All the robots are either male or female, and
they are capable of evolving different kinds of behaviors ac-
cording to their own characteristics, guided solely by the en-
vironment’s dynamics.
Introduction
Contextualization
In this paper, we address the problem of autonomous be-
haviors of virtual characters (Shao and Terzopoulos (2007);
Whiting et al. (2010)). A behavior is considered autonomous
when the actions performed by the agent result from a close
interaction between its internal dynamics and the circum-
stantial events in the environment, rather than from external
control or specification dictated by a pre-defined plan.
That definition of autonomous behavior seems to entail
an apparent contradiction to the process of creating virtual
characters. Given that true autonomy implies no predefined
behaviors, how is it possible to design the internal dynamics
of an agent that is supposed to interact autonomously with
its environment? The attempt to answer that question led us
to investigate ways of obtaining behaviors by emergence.
Emergence can be described as the appearance of a sys-
tem’s global characteristic that cannot be found in any of its
parts (Klaus and Mainzer (2009)). For example, although
a portion of water at normal temperature is in the liquid
state, we cannot say that a single water molecule can display
this property. In general, the emergent properties are asso-
ciated with dynamical patterns that get established through
the interactions among the component parts of the system.
In our particular case, the system should be considered as
composed of the agent itself, defined by a virtual body and
a controller, together with every aspect of the environment,
both the objects and the lawful regularities that hold in the
virtual world. In this setting, we define the notion of emer-
gent behavior as follows: the behavior of a virtual character
is called emergent when it is not explicitly described in any
of the components of the system, and arises as a result of the
dynamical interaction of the components, and their specific
individual properties.
It is useful to think of the emergent behavior as an agent’s
solution to a given problem, which is obtained through a
process of self-organization. Indeed, the real world’s bi-
ological agents constantly come up with new behaviors to
overcome challenges and to adapt to a changing environ-
ment. The emergence of a new behavior reflects the process
of reorganization of the internal structures of the agent. In
nature, this self-organization process is controlled mainly by
Darwinian evolution dynamics: generation of diversity and
natural selection.
These ideas have inspired many researchers to attempt to
evolve neural controllers for virtual characters using Genetic
Algorithms (GA) (Sims (1994); Nogueira et al. (2008); Pilat
and Jacob (2010); Palmer and Chou (2012)). So, instead of
anticipating and modelling all the ways in which the agent
could possibly behave, the idea is to describe a task to be
achieved (that is, to create a virtual environment with chal-
lenges for survival), and let the evolutionary process shape
the virtual agent’s control dynamics. That is expected to lead
to the emergence of behaviors, which not only solve the task,
but also are coherent with the capabilities of the agent’s body
and with the environment’s characteristics.
We argue, however, that that approach leads only to a
weak form of autonomy, because the GA guides the self-
organization process using a predefined objective function.
So, in that sense, behavior is still externally described. In
nature, the quality or fitness of an agent depends on its in-
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ternal constitution and the way it couples with the environ-
ment. Hence, the (natural) selection criteria also constitute
an emergent characteristic of the system. In this work, in
order to achieve a higher level of autonomy, we present a
technique for obtaining emergent autonomous behaviors of
virtual characters without an externally specified objective.
Proposed Solution
In this paper, we study the emergence of autonomous behav-
iors of virtual Khepera-like robots with:
• Non-interpreted simplified “vision” sensors;
• Controller consisting of an Artificial Neural Network
(ANN);
• Adaptation through simulated sexual reproduction.
We show that our technique is capable of generating mul-
tiple behaviors in a population of robots: foraging, mating
and obstacle avoidance. In our experiments, we could also
observe different behaviors according to the gender of the
robot and a complex use of the sensors for navigation.
In “Related Works” Section, we discuss the attempts of
the community in obtaining autonomous behaviors of artifi-
cial agents. One notice a research trend that seeks to reduce
the amount of external information provided to the system,
moving from the traditional objective-driven GA to a com-
pletely environment-driven evolution, using ideas based on
reproduction dynamics, similar to our work.
In “Controller” Section we describe the controller used in
our virtual robots and the genetic encoding we developed
to evolve it, since our simulated reproduction technique is
based on the exchange of genetic material between a pair of
robots of opposite genders. In “The Experiment” Section,
we report the experiments, explaining the constitution of the
robots and of the environment, and analyzing the dynam-
ics of the whole system. The obtained results presented in
“Behaviors” Section and final discussions are made in con-
clusion.
Related Works
Evolutionary computation has long been used as a tool
to develop autonomous behaviors in artificial agents (Sims
(1994); Palmer and Chou (2012)). Most works address be-
havior as a domain specific problem, and, traditionally, have
proposed solutions, which, a priori, fix the objectives the
agents need to achieve and the metric to evaluate how well
the agents perform the task of meeting the objectives. How-
ever, there are also efforts along the line of creating tech-
niques that incorporate additional aspects of natural selec-
tion in order to obtain greater complexity and autonomy of
behaviors. In this section, we will briefly discuss the re-
search path from the explicitly objective-driven canonical
genetic algorithm to environment-driven open-ended evolu-
tion (Bredeche and Montanier (2012)).
Objective-driven evolution
The Virtual Reality community has extensively applied GAs
in order to create virtual worlds automatically, in which
autonomous characters present convincing behaviors. The
proposed techniques are usually problem-oriented, with the
evolutionary processes guided by fitness functions designed
according to the expected behaviors of the characters. Some
examples are the distance-based fitness of the walkers from
Sims (1994) and Nogueira et al. (2008), or the speed-based
fitness of the light followers from Pilat and Jacob (2010).
Palmer and Chou (2012) went one step further by proposing
a distributed GA that coevolves an interacting population of
virtual hunter robots, instead of evolving a single individual
at a time without taking into account possible interactions
among them. However, the agents reproduce according to
their relative fitness, based on a harvest score. The main
characteristic of these works is the generation of behaviors
that solve the problem in a way that is implicitly designed in
the objective function.
Indeed, addressing the problem of autonomous behaviors
through a problem-oriented technique, such as the canonical
GA, leads to the evolution of agents capable of solving a sin-
gle problem at a time. In order to achieve behavioral diver-
sity, Schrum and Miikkulainen (2010) studied fitness-based
shaping of behaviors to multiobjective domains, by dividing
problems into a set of goals, i.e., a group of multiple fit-
ness measures. A battle domain involving a scripted virtual
fighter and a group of virtual monsters is used to illustrate
the technique. The monsters had to maximize the inflicted
damage, to minimize the received damage, and to maximize
their life span. Another study that focuses on behavioral di-
versity is presented by Lehman and Stanley (2011), and sug-
gests that one should abandon specific objectives and guide
the search towards the novelty of solutions. These works
attempt to overcome GA’s lack of behavioral diversity by
proposing ways of evolving several objectives simultane-
ously. However, each problem an agent should solve has to
be properly predefined, because it is selected through some
type of performance measure.
The effects of sexual gender discrimination were also in-
vestigated through evolutionary computation. Zhang et al.
(2009) proposed a GA that uses a population consisting of
male and female individuals, and a fitness function based on
a model of the Baldwin effect. The work is concerned with
the sexual reproduction in GA, and presents numerical simu-
lation benchmarks in order to show improvements regarding
convergence speeds, prevention of premature convergence
and ability to solving high dimension problems. That work
incorporates another feature of natural selection to GA: the
gender differentiation. However, it does not specifically ana-
lyze the effects of this new feature on the generated behavior.
Da Rold et al. (2011) studied the effects of gender deter-
mination on behavior through a simulation with male and fe-
male robots in a virtual world containing energy resources.
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The reported results show that the robots acquired differ-
ent patterns of behaviors according to the gender and to the
pregnancy status of the females. However, the sexual dy-
namics was not incorporated into the evolutionary algorithm
itself, since a simple GA was used, with a fitness function
based on the number of matings. Mating consists in a con-
tact between two robots of opposite genders in which the
female robot gets a psychological pregnancy (i.e., it does
not generate offspring), remaining in that state for a specific
amount of time, during which it cannot take part in another
mating. For the GA, each gender constitutes a different pop-
ulation, which are evolved separately, although the evalua-
tion of the individuals depends on the interaction between
the two types of robots. The exhibited behavioral diversity
is related to the fact that agents with different characteristics
have to solve the same problem in different ways, suggesting
that gender determination is an important aspect of natural
selection. However, the way this feature is exploited in that
work still shows the convergence of solutions to a predefined
problem.
All the works discussed so far have the common charac-
teristic of a centralized evaluation of the agents’ fitness. A
paradigm shift is presented in Embodied Evolution (Watson
et al. (2002)), a distributed evolutionary algorithm embod-
ied in physical robots. In that work, the agents have a re-
production function explicitly defined in terms of their en-
ergy level, in such a way that the genes that control robots
with higher energy levels have greater probability of spread-
ing out, while those that control robots with lower energy
levels have greater probability of being replaced. The envi-
ronment is endowed with energy resources, and the robots
that are capable of benefiting the most from them are the
ones that will spread their genes. Notice that, although the
robots develop a behavior that is not directly selected, one
can still say that the probability associated with the repro-
duction function plays the role of a fitness function, because
it is explicitly designed to select individuals according to the
preconception that those with higher levels of energy are the
fittest ones.
Environment-driven evolution
In the environment-driven evolution approach, no fitness
function is described, and the evolution is carried out by en-
vironmental pressures. That is, there is no explicit evalua-
tion of an individual in order to select it or not, but the better
performing individuals will naturally spread out according
to the dynamics of the whole system.
Bredeche et al. (Bredeche and Montanier (2010); Bre-
deche et al. (2012)) applied this idea to evolve a pop-
ulation of autonomous real robots. They developed the
Environment-driven Distributed Evolutionary Adaptation
algorithm (EDEA), and showed that their algorithm is ro-
bust to the so called reality gap: a swarm of real robots is
able to evolve efficient survival behavior strategies, with no
fitness function being ever formulated. Although their work
is presented mainly from an engineering point of view, many
interesting conceptual discussions arise in this context, most
of them independent of particular implementations.
The authors observe that the key to EDEA is the implicit
nature of fitness function, that may be seen as a result of two
motivations (Bredeche and Montanier (2010)):
• extrinsic motivation: agent must cope with environmental
constraints in order to maximize survival, which results
solely from the interaction between the agent and the en-
vironment around (...);
• intrinsic motivation: set of parameters (ie. “genome”)
must spread across the population to survive, which is im-
posed by the algorithmic nature of the evolutionary pro-
cess. Therefore, genomes are naturally biased towards
producing efficient mating behaviors (...).
A low correlation between the two motivations can increase
the problem’s complexity, since it will possibly imply con-
flicting objectives. Thus, an efficient environment-driven al-
gorithm must address a “trade-off between extrinsic and in-
trinsic motivations as the optimal genome should reach the
point of equilibrium where genome spread is maximum (e.g.
looking for mating opportunities) with regards to survival ef-
ficiency (e.g. ensuring energetic autonomy)” (Bredeche and
Montanier (2010)).
The idea of environment-driven evolution fits well with
our analysis of emergent autonomous behavior, since both
claim that the evolution of the system should be guided by
the dynamics of the interactions among its component parts.
In this sense, to be precise, we can say that the evolution is
not only environmentally driven, but also population-driven,
or better, system-wise driven. We note that every aspect of
the system may offer an opportunity for improving adapta-
tion, in ways that cannot be foreseen a priori. Individual
characteristics of the agents and specific behaviors cannot
be judged ‘good’ or ‘bad’ in isolation, but depend on the
behavior of the rest of the population, and on the current
dynamics of the system. The experiment in Bredeche et al.
(2012) illustrates this point well, where one can see that the
individual behavior of going towards the ‘sun’ is ‘good’ (i.e.,
favors reproduction) because a large number of robots in the
population also tend to do so. From this perspective, we can
say that there is not even an implicit fixed fitness function,
since the dynamics of the system may change, and so the
conditions for adaptation also may change. In other words,
the implicit fitness function may be considered as another
emergent aspect of the system.
In this paper, we study the emergence of autonomous be-
havior of virtual agents, using environment-driven evolu-
tion. Simulations gave us greater flexibility and allowed us
to implement robotic sexual reproduction, a feature that is
still impractical to obtain in real world experiments. There-
fore, we could explore additional aspects of the emergence
ECAL - General Track
ECAL 2013 752
of autonomous behaviors, investigating, for example, the ef-
fects of population size and resources fluctuation on com-
petitive behavior, the system’s ability to follow alternative
evolutionary paths, and the impact of gender differentiation
on the generation of behavioral diversity.
The Controller
The Neural Network
The controller is essentially a Continuous Time Recurrent
Neural Network (CTRNN), whose neurons are modeled in
the following general form:
dyi
dt
=
1
τi
(−yi +
n∑
j=1
wjif(sj) + I) (1)
where t is time, yi and τi are, respectively, the internal state
and the time constant for each neuron i, wji is the weight of
the jth input synapse of neuron i, sj is the state of the neuron
linked to the jth input synapse, f() is the activation function
of a neuron and I represents a constant input to neurons.
Furthermore, we also use two types of neurons that do not
have internal dynamics: the afferent and the efferent neu-
rons. An afferent neuron, whose internal state is the value
of one of the network’s input, cannot receive input from an-
other neuron. The afferent neurons constitute the network’s
input layer. An efferent neuron, on the other hand, is part
of the network’s output layer, and its internal state is the av-
erage of the internal states of all the neurons connected to
it.
The Genetic Encoding
The controller of each robot is encoded into two chromo-
somes. The first chromosome encodes the stimulus I (Equa-
tion 1), and the second, which we call the Network Chromo-
some (NC), holds the gender of the robot and the description
of the ANN itself. This grouping was chosen so that a “male
brain” could evolve together with a “male gene”, and a “fe-
male brain” could do so with a “female gene”, while the
same constant I could be tested with different networks.
The NC is defined according to a simplified version of
Matiussi’s Analog Genetic Encoding (AGE) (Mattiussi and
Floreano (2007)) focused at evolving a CTRNN for the con-
trol of virtual characters. To create the synapses, AGE de-
fines an alignment score: a network-specific interaction map
that leads to a complex chromosomal representation. Our
proposal keeps the idea of an implicit interaction between
genes that encode the synapses. However, we specify a sim-
pler similarity function, which not only makes it possible
to describe the chromosome as a simple binary array, that
encodes the parameters of the network in a more straightfor-
ward way, but also maintains the advantageous properties of
AGE’s interaction maps for ANNs evolution.
In implicit interaction, while the neurons are explicitly
described in the chromosome, the synapses are implicitly
defined, since they are formed by the interaction between
genes, and not by a gene itself. To decode the ANN, we
basically follow a two-step process:
1. Read the chromosome and extract the neurons and their
respective input and output “ports”, which we call “Neu-
ronic Terminals” (TR);
2. Create the synapses from the interaction between the TRs.
This encoding scheme allows us to easily search augmenting
topologies of neural networks.
In our work, a chromosome is an array of bits in which
a single bit defines a “gender gene”, and each group of 32
bits afterwards defines a regular gene. The single bit “gender
gene” was introduced in order to enable sexual reproduction.
The other genes are defined by a tuple < id, v >, where id
identifies the encoded element, i.e., whether it is a neuron
or a TR, and v is a value that indicates a property of the
encoded element.
To decode the NC, we read the first bit to determine the
gender of the robot, and then we read each subsequent gene
(group of 32 bits) isolating its identifier from its value. A
gene identified as a neuron creates a neuron element in the
network. In the decoding sequence, any TR gene that ap-
pears before the first neuron gene is ignored; and after each
new neuron gene, only the first two TR genes are considered.
The first of those valid TR genes determines its input termi-
nal, while the second TR determines its output terminal. The
value of a neuron specifies its time constant τi (Equation 1),
and the values of the TRs are used to calculate the synapses’
weights between the neurons.
The first eight bits of the gene hold the id and are decoded
according to Table 1. Note that the probability P (TR) is
greater than P (N), since we expect more synapses than neu-
rons.
Table 1: Genes’ identifiers
Id value Meaning
0 ≤ id ≤ 51 Neuron (N)
52 ≤ id ≤ 255 Neuronic Terminal (TR)
The last 24 bits of the gene encode the value v, which is
linearly mapped into a floating-point number in the range
[−1, 1]. If the value is related to a neuron gene, the result is
directly attributed to the time constant of the neuron. If re-
lated to a TR, it is further used to calculate a synapse weight
according to the equation:
w(i, o) =
eb · (i+ o)
nb · 2 , (2)
wherew is the weight of a synapse that links an output termi-
nal of value o with an input terminal of value i. The symbol
nb indicates the total number of bits that represent the value
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(24 bits), and eb is the number of equal bits at the same po-
sition between the binary representations of i and o. We also
defined an existence condition empirically to increase topo-
logical diversity: if eb/4 mod 3 = 0 then w(i, o) = 0.
The whole process of network decoding is shown in Figure
1.
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Figure 1: Building the network: First we decode the neu-
rons and their respective terminals, then we apply Equation
2 to each pair of terminals to create the synapses. Only one
synapse was created due to the existence condition (see text).
Regarding the input and output neurons, suppose that the
robot has s sensors and m motors. In order to keep some
structure of the ANN in the chromosome, we fix the first
s genes that encode neurons to be afferent neurons, while
we set the last m genes that encode neurons to be efferent
neurons, that is, the inputs of the network are described in
the beginning of the chromosome, the internal neurons are
defined in the middle of the chromosome and the outputs are
placed in the final part of the chromosome.
The Experiment
System description
Our simulation was developed with the Irrlicht 3D En-
gine1, with physics provided by the Bullet Physics Engine2.
The environment is populated by simulated “male” and “fe-
male” robots that live in a square room, bounded by walls,
and filled with randomly distributed fruits (Figure 2), from
which the robots can get energy to live.
The robots have cylindrical bodies. A black box in the
cylindrical surface represents, at the same time, the eye, the
mouth and the genitals of the robot and determines its front
part. The robots guide themselves through the environment
using their vision, obtain energy by eating fruits and repro-
duce through mating. Each of these functions are better de-
scribed next.
The robot’s vision is determined by three sensors posi-
tioned in the black box (the eye), as shown in Figure 3. Each
sensor is able to catch the normalized distance ([0, 1]) to the
nearest object inside its “Field Of Sense” (FOS) with respect
1http://irrlicht.sourceforge.net/
2http://bulletphysics.org/
Figure 2: The environment.
to its reach (the maximum detection distance of a sensor).
The sensor that is located at the center of the eye is special-
ized to detect walls only, and has a FOS of 120◦ and a reach
of approximately 4 ∗ r, where r is the radius of the robot’s
body. The other two sensors, placed at each side of the eye,
are able to sense male robots, female robots and fruits, and
have a FOS of 10◦ and reach of approximately 14∗ r. Those
values were empirically chosen.
The wall sensor generates only one floating-point value
indicating the normalized distance to the wall. In addition
to the distance value, each one of the other two sensors also
generate three bits that indicate the type of object sensed,
i.e., a male robot, a female robot or a fruit. That means that
the whole vision apparatus generates nine values.
Figure 3: The distribution of the three vision sensors. The
dotted lines represent the FOS of the wall sensor. The
dashed lines and the dashed-dotted lines represent, respec-
tively, the left sensor and the right sensor of robots/fruits.
Furthermore, there are proprioceptive senses of fertility
and energy. The sense of fertility enables a male robot to
know when it is infertile (1 if infertile, 0 otherwise) and a
female robot to know when it is pregnant (1 if pregnant, 0
otherwise). The sense of energy enables a robot to know
its level of energy, which ranges from 0 (the robot is fully
energized) to 1 (the robot is totally exhausted). Therefore,
the strength of the signal allows the robot to perceive when
its energy is finishing. Thus, there are nine signals of vision
and two signals of proprioceptive senses, leading to an ANN
with eleven afferent neurons.
A robot has two motors, which are controlled by two ef-
ferent neurons respectively. When the first motor receives a
signal from its efferent neuron, it moves the robot forward in
case the value of the signal is positive, and moves the robot
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backward if the signal is negative. Likewise, the other motor
makes the robot turn right in the event of a positive signal,
and makes the robot turn left if the received signal is neg-
ative. The actions of the motors are simplified and are not
physically accurate. The amplitude of the signals generated
by the efferent neurons are increased 100 times, before they
are applied as the robot’s speed.
The energy level of a robot increases 7,500 energy units
(eu) whenever a fruit is eaten, i.e., when the robot touches
a fruit with its mouth. The maximum energy value is
100,000eu and continuously decreases in direct proportion
to the applied motor signals plus a value proportional to the
robot’s age. If the energy is exhausted, the robot dies and is
removed from the environment. Thus, for example, suppose
that o1 and o2 are the amplified output of the two efferent
neurons of the ANN and that t is the robot’s age. Then, the
energy consumption C is calculated according to the equa-
tion:
C = (|o1|+ |o2|)2 + t
75.0
. (3)
Regarding the dynamics of fruits replacement, at each
time step, a new fruit is randomly placed in the room, pro-
vided that:
• The number of fruits does not exceed 30 fruits; and
• The total number of objects, i.e., the number of fruits plus
the number of robots, does not exceed the limit of 45 ob-
jects.
Simulated Reproduction
The simulation starts with 15 robots. If the population be-
comes smaller than 6 individuals, we place 15 new random
individuals in random positions. Each of these robots has its
energy randomly initialized with a value between 10,000eu
and 20,000eu. The genetic information is also randomly
generated. Since we have just one bit to express the robot’s
gender, 50% of the population consists of female robots.
Mating is consummated whenever a male robot’s genitals
(the black box) touch the body (any part of the cylinder) of
a fertile female robot. A female is fertile if its energy is
greater than 25,000eu. Since any robot has an initial energy
of 20,000eu at most, every female is infertile at first, and
needs to eat some fruits in order to reproduce.
If mating occurs, the male robot gets infertile during 250
simulation steps and the female robot gets pregnant. The
new robot is placed adjacent to its mother, so the female
robots remains pregnant until she goes to a free place where
its child can be positioned. The child’s energy is initialized
with a value between 15,000eu and 25,000eu, which is taken
from its mother. Therefore, when, at the moment it gets
pregnant, a female robot has low energy (a value close to
25,000eu), there is a higher probability that it will die sooner.
After giving birth, the female gets infertile during 250 sim-
ulation steps to avoid a pregnancy right after the other.
The chromosomes of the new individual are generated by
crossing over the parents’ chromosomes. Since a chromo-
some is simply an array of bits, the process of crossover
sets two breakpoints randomly, and exchange the bits be-
tween the pair of chromosomes at the defined range. Note
that this method can generate mutation by breaking a gene,
since it is defined by a group of 32 bits. This is expected to
create variability. We also apply an explicit mutation, ran-
domly changing bits in the chromosomes with a probability
of 0.1%. Since after the crossover we still have a pair of
chromosomes, we simply discard one randomly.
The genetic information of an individual encodes its ANN
directly. Therefore, when crossover takes place between a
pair of chromosomes of different individuals, the process
can be viewed as if pieces of each individual’s brains were
being exchanged. Consequently, the newly generated brain
can lead to a robot with behavioral traits inherited from both
parents.
Life Dynamics
Note that, according to the reproduction dynamics de-
scribed, if there is a high density of fruits and robots at the
environment, mating is relatively easy to occur and can oc-
casionally happen in a random way. In fact, this is neces-
sary to avoid endless resumptions of the population and to
bring some line of evolution. In so far as that the population
evolves, those individuals who present some type of strategy
are at a greater advantage and will impose new conditions to
the system, causing random behaviors to decrease.
Another important point to comment is the balance be-
tween the number of individuals in the population and the
amount of energy resources. According to the fruits’ re-
placement dynamics, if the population grows, the number
of fruits available reduces. Therefore, with scarce energy
resources in the environment, the robots with worse perfor-
mance will die. Note that, if the population size grows above
45, no fruit will appear and, thus, the robots that are less ef-
ficient will die before new fruits appear. That dynamics pre-
vents population explosion automatically and provides some
selective pressure, which guides evolution.
Behaviors
We ran the simulation several times and obtained mixed in-
teresting behaviors. Due to space constraints, we cannot
present the results of all the runs3. Therefore, we will focus
the discussion in a common recurring result: females tend to
seek food and males tend to look for mating. Furthermore,
the robots learned how to deviate from the wall and how to
use their simple vision to guide themselves through the en-
vironment efficiently and meet their needs. In Figure 4, a
sequence of frames shows two robots presenting the men-
tioned behaviors, which are detailed in the respective labels.
3Watch the video with multiple runs of our experiments:
https://www.youtube.com/watch?v=zyDdjD6d5CE
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Other interesting strategies also emerged from the popula-
tion in different simulation runs, always leading to the po-
pulation’s survival and stability.
1 2 3 4
5 6 7 8
Figure 4: Commonly observed behaviors. Note that the male
robot (the one with the arrow indicating his direction) fol-
lows the female robot that seeks the fruit. Another interest-
ing point to emphasize, is the complex use of the simple vi-
sion: the female senses the fruit with her left sensor (Frame
1), and then turns left (Frames 2 and 3) in order to use the
right sensor to determine the direction to follow, correcting
the movements and maintaining the object between the two
sensors (Frames 4 and 5). Frames 6, 7 and 8 show the fe-
male robot turning right in order to deviate from the wall
after catching the fruit.
Since we do not have to define any objective, there is no
variable to watch in order to follow convergence toward an
expected behavior. However, some values indicate the evo-
lution of the whole population, and the analysis of the re-
lations among those values allows us to objectively demon-
strate the emergence of the described behaviors.
The mean lifespan of the population over a period of time
is a good parameter to see the emergence of some strategy
of the population in order to survive. Another aspect that
can indicate characteristics of the behaviors is the correla-
tion between the male and female lifespans. Figure 5 shows
the mean lifespans of the population in the simulation run
described in Figure 4. Note that the female robots have con-
verged to a mean lifespan greater than that of male robots.
This is related to the fact that the female robots were always
searching for food actively, while the male robots caught a
fruit occasionally. However, both gender increased their ef-
ficiencies.
The average number of collected fruits and the average
number of matings are good parameters to analyze the be-
havioral characteristics of each gender. In Figure 6a we can
see that, in the analyzed simulation run, the female robots
converged to collect about 10 fruit on average during their
lifespan, while the average number of fruits collected by the
male robots is less than one, demonstrating the preference
of female robots for collecting fruits. In Figure 6b, we can
note the preference of the male robots for the mating be-
havior. However, it is important to mention that other runs
presented different strategies, such as, for example, the for-
Female
Male
Figure 5: Mean lifespan of the population every 900 seconds
of simulation.
mation of clusters of robots, which increase the probability
of matings, and the presence of robots with both foraging
and mating behaviors, regardless of the gender.
The observation of the population size at a given time
along with the average number of collected fruits and the
mean lifespan, shows some aspects of the general behav-
ior of the whole population. Note that there is a peak in
the graph of Figure 6a before convergence around a certain
smaller value. Analyzing Figures 5 and 6a at approximately
the same time (about 4000 seconds and 1 hour, respectively),
we can see that as the robots learn how to catch fruits, there
is an increase in the mean lifespan. As described, the num-
ber of fruits placed in the environment depends on the num-
ber of robots. So, an increase in the mean lifespan leads
to population growth and, consequently, to reduction of the
available resources, hence reducing the average number of
collected fruits per robot. That leads to a balance of the pop-
ulation size, preventing population explosion, as shown in
Figure 7.
Female
Male
Female
Male
a b
Figure 6: Average number of collected fruits and matings
every 900 seconds of simulation. (a) The greater number of
fruits collected by the female robots indicates their behav-
ioral tendency to foraging. (b) Note the increase of matings
with time. This shows a male preference to such behavior.
Conclusions
We described an artificial life system where virtual Khepera-
like robots developed multiple autonomous behaviors, with-
out any description of their objectives. The observed behav-
iors emerged solely from the self-organization of the dynam-
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Figure 7: Population size every 30 minutes. Note that with
2.5 hours of simulation, the population size increases to
about 45 individuals and then is balanced around this num-
ber due to shortage of resources caused by the large amount
of robots that developed the foraging behavior.
ics of the system. The robots were divided into genders and
were controlled by an ANN. We presented a genetic encod-
ing for the ANN, which allowed the adaptation of controllers
through simulated reproduction, providing an implementa-
tion of environment-driven evolution.
The system was capable of exhibiting several types of be-
haviors, according to the robots’ characteristics. A common
situation observed, was the emergence of mating behavior in
male robots and foraging behavior in female robots. A single
individual was also able to show multiple behaviors, such as
avoiding collisions with the walls and use of vision to pur-
sue its own objectives. Although different behaviors have
emerged from different simulation runs, the system was al-
ways able to show the evolution of robots presenting strate-
gies that led to an increase in the mean lifespan and in the
size of the population.
The results of our experiments show that the self-
organization of the system is capable of producing an in-
timate coupling between agent and environment, producing
complex and natural behaviors without any a priori descrip-
tion. This characteristic is clearly illustrated with the strat-
egy developed by the virtual agent to compensate for its
primitive visual sensory apparatus and to be able to find a
direction to an object, an information that is not originally
provided by the sensors.
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Abstract 
Most conventional robust design methods assume design 
solutions are fixed values. Using these methods, designers set 
each control factor to a fixed value to maximize the robustness 
of objective characteristics. However, fluctuations in the 
objective characteristic often exceed the allowable range in a 
design problem. Consequently, obtaining sufficient robustness 
is difficult using conventional methods.  
This research defines adjustable control factors whose values 
can be adjusted within a given range to increase robustness and 
proposes a method to calculate robustness, including factors to 
adjust the objective characteristic and to derive optimum ranges 
of the factors. The robustness index, which indicates the 
feasibility that the objective characteristic values are within the 
tolerance by the adjustment, is calculated by the Monte Carlo 
method, while the range of adjustable control factors is 
optimized using the Vector evaluated particle swarm 
optimization. Finally, an engineering example is presented to 
demonstrate the applicability of the proposed method. 
Introduction 
Robust design aims to ensure product performance robustness 
against fluctuant factors, such as user characteristics and 
material properties, by deriving the optimum (unique) value of 
the design parameter (design solution). Due to globalized 
markets and material procurement, robust design has received 
much attention, and many robust design methods have been 
proposed (Matsuoka 2010). Some methods evaluate 
robustness of the objective characteristic using an orthogonal 
array for efficiency (Sundaresan et al. 1991; Taguchi, 1993; 
Yu and Ishii, 1998ab), while others derive robustness using 
the objective characteristic values calculated via a Taylor 
series approximation (Arakawa and Yamakawa, 1995; 
Belegundu and Zhang, 1992; Emch and Parkinson 1994; 
Parkinson et al. 1993, 1995; Ramakrishnan and Rao, 1996; 
Zhu and Ting, 2001). Additionally robustness has been 
calculated as the feasibility of the objective characteristic 
being within the tolerance to consider the objective 
characteristic distribution (Eggert and Mayne, 1993; Watai et 
al. 2009).  
 In most conventional methods, designers set control factors 
to fixed values to maximize the robustness. In cases where the 
objective characteristic distribution is smaller than the 
tolerance (Figure 1a), these methods can derive a design 
solution (optimized control factor values) x0 with sufficient 
robustness. However, in cases where the objective 
characteristic distribution is larger than the tolerance (Figure 
1b), a solution to sufficiently maximize robustness cannot be 
obtained. In such cases, the control factors must be adjusted 
to ensure robustness. In other words, as the values of the 
control factors are varied, the whole of the objective 
characteristic distribution should be located within the 
tolerance (Figure 1c).  
 The concept of adjusting the factors originates from 
Taguchi's method (Taguchi, 1993). In this method, the control 
factors are set to minimize the objective characteristic 
fluctuation, and then the designer selects a tuning factor, 
which has a negligible effect on the fluctuation, to minimize 
the difference between the nominal value of the objective 
characteristic and its target value. Otto (Otto and Antonsson, 
1993) assumed the tuning factor is adjusted after the 
fluctuation of objective characteristic. Hence, after the 
objective characteristic fluctuates, the factors are altered to 
minimize the difference between the fluctuated objective 
characteristic values and their target values. Otto proposed a 
method to evaluate the robustness using the expected value of 
the objective characteristic adjusted by the tuning factors. 
This method provided a new concept of robustness in which 
an adjustment improves the robustness and it helps relax the 
design requirements such as dimension tolerance and material 
property tolerance. However, Otto's method is not applicable 
to design problems where the designer chooses the tuning 
factors and their adjustable ranges because these parameters 
are preliminarily set in Otto’s method. This is a common 
problem in mechanical design. For example, to design a seat, 
the designer must determine which adjustable mechanism, 
such as seat reclining mechanism, and its adjustable range to 
apply to the seat. Because a method to address such a design 
problem has yet to be proposed, the designer must determine 
these parameters using his/her personal design experience.  
 This research proposes a method to derive the optimum 
range for the adjustable factors which are chosen adequately 
to improve the robustness of the objective characteristics. This 
paper is divided as follows. Section 2 presents definitions and 
terminologies. The proposed robustness index, calculation 
method, and range optimization of the factors using the 
Vector evaluated particle swarm optimization (VEPSO)  are 
described in Section 3. Section 4 illustrates an application of 
the proposed method to a seat design problem, while Section 
5 provides conclusions and the future research direction. 
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Definitions and terminologies 
In robust design, objective characteristic (product 
performance) y fluctuates according to fluctuant factors 
(control factors x and noise factors z). Although the values of 
control factors fluctuate, designers can set their nominal 
values, but not those of noise factors. In this paper, adjustable 
control factors (hereinafter called ACFs) whose values t can 
be adjusted in the adjustable range [tl, tu] anytime while using 
or manufacturing the product to maintain the objective 
characteristic are newly defined. tl and tu are the lower and 
upper values of ACFs, respectively. ACFs are similar to the 
tuning factors defined in Otto's method (Otto and Antonsson, 
1993) with respect to their adjustment, but the adjustable 
ranges of ACFs and tuning factors differ (i.e., the designer 
defines the ranges of the ACFs).  
 The concept of robustness in this research is defined 
below. If the tolerance of objective characteristic [yl, yu] exists 
as shown in Figure 1, then ACFs can be adjusted to locate 
each fluctuation value of the objective characteristic within 
the tolerance. Hence, the robustness index for ACFs (RA) is 
defined as the feasibility that the objective characteristic 
values are within the tolerance at least once, by the adjustment 
of ACFs. Using ACFs and RA, design problems in this 
research are expressed as: 
 [ ] ( )( )
lu
A
ul
minimize to
),,(maximize to
,,  Find
tt
tzx
xtt
-
= fyR
         (1) 
where f is the objective function. To prevent an unnecessary 
expansion of the ACF ranges, which increases the production 
costs and failure rate, this formulation does not only maximize 
RA. Minimizing the size of the range described in Equation (1) 
is an example of preventing an unnecessary expansion 
because other factors (e.g., the form and location of the range) 
can lead to the aforementioned issues. 
 Below are definitions and descriptions of the terminologies 
used in this paper. 
Objective characteristic ( y = f(x, z, t) ): The characteristic to 
express the function of the design objective, and is calculated 
by objective function f. 
Control factors ( x = {xi}, i=1, 2,..., nx ): Factors whose 
nominal values are set by the designer, but fluctuate the 
objective characteristic. nx represents the total number of 
control factors.  
Noise factors (z = {zi}, i=1, 2,..., nz ): Factors that fluctuate the 
objective characteristic, but their nominal values cannot be set 
by designers. nz expresses the total number of noise factors. 
ACFs (t = {ti}, i=1, 2,..., nt ): Control factors with nominal 
values that can be adjusted within their adjustable ranges. nt 
denotes the total number of ACFs.  
Adjustable range of ACFs ([ tu, tl ]): The range, determined by 
the designer, where the ACFs are adjustable. 
Assignable points of ACFs ({tj} , j=1, 2,..., nap): The 
combinations of ACFs' values that can be varied to be within 
the adjustable range. nap denotes the number of ACFs' 
assignable points.  
Robustness index (RA): Index to evaluate the robustness of the 
objective characteristics with regards to the ACFs adjustment. 
Robust design method for ACFs 
A robustness index for ACFs 
In conventional robust design methods, robustness indices are 
approximated to improve the calculated efficiency. For 
example, the index in Ramakrishnan's method (Ramakrishnan 
and Rao, 1996), which is the weighted sum of the mean value 
and standard deviation of the objective characteristic, is 
calculated using a Taylor series approximation. However, 
approximated values significantly differ from the actual 
values or cannot be derived in the cases where the followings 
are not satisfied: (1) the objective characteristics 
monotonically increase or decrease with respect to the factors, 
(2) the objective function is differentiable, (3) the fluctuations 
in the factors are sufficiently small, and (4) the factors are 
independent from each other.  
The proposed robustness index must be calculated accurately 
because the adjustable range must be minimized, as shown in 
Figure 1: Conceptual illustration of a design problem that includes an factor whose value is adjustable elements) 
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Equation (1). In other words, using an accurate robustness 
index, the designers must set the adjustable range as small as 
possible. Consequently, the Monte Carlo method, which 
derives accurate values but is time consuming, is applied to 
calculate the index. The calculation methods is described 
below.  
 All ACFs' assignable point values should be used to 
calculate RA. Specifically, sets of objective characteristic 
fluctuations that satisfy the tolerance are derived with respect 
to all assignable point values tj, as shown in Figure 2. RA is 
calculated as the ratio of the sum of the sets of fluctuant 
combinations of x and z where at least one of the objective 
characteristic values yj derived from tj is within the tolerance 
as shown in Equation (2). 
  ( ){ }úû
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j
j yfyCPR tzxzx  ,      (2) 
where the square bracket expresses a set of C(x, z) where the 
objective characteristic is located within the tolerance by 
adjusting ACFs. This means RA is the rate of the set and the 
entire set. The assignable point values are expressed as a finite 
number of discontinuous values tj because RA is calculated 
using the Monte Carlo method. The number of the assignable 
(discontinuous) values should be sufficient to assume the 
ACF is continuous. However, the number should be decreased 
if the calculation amount is too large. To calculate RA, first, s 
random combinations of the control and noise factors are 
generated based on their probability density functions. 
Second, objective characteristic yi is calculated using the 
generated random combinations {xi, zi} ( i=1, 2,..., s) and all 
the assignable point values. That is, the number of calculating 
objective characteristic values is the product of the random 
combination number s and the assignable points numbers of 
ACFs. Finally, the values calculated from each random 
combinations of xi and zi are assessed to determine whether at 
least one of the calculated values is within the tolerance (i.e., 
at least one assignable point which consists an objective 
characteristic value that satisfies the tolerance). Then RA is 
calculated as: 
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Adjustable range optimization 
This study proposed a optimization algorithm using the 
VEPSO in order to solve the design problem of Equation 1. 
An outline of the VEPSO and the algorithm using it are 
described below.  
 
Outline of VEPSO. The VEPSO (Vlachogiannis and Lee, 
2005, 2009) is an improved method of the PSO (Kennedy and 
Eberhart, 1995) that is one of the representative 
metaheuristics, in order to handle the multi objective 
optimization problems. The PSO imitates the movement of 
organisms in a bird flock or fish school and searches a 
solution using the information both from the individuals 
(particles) and their swarm. The VEPSO assigns an objective 
to each of swarms and searches a solution using the 
information inside or between swarms. The location vector 
(i.e. design variables) of the i th particle in the j th swarm xi[j] 
is updated as follows: 
  ( ) ( ) ( )TTT jijiji ][][][ 1 vxx +=+ , 
where, T is the number of iterations. v is the velocity vector to 
direct the particles to the updated locations and is calculated 
as:  
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where, M is the number of swarms; c1 and c2 are the 
parameters to express the degree of incidence of the private 
best location of each particle xpb and the global best location 
xgb , respectively; r1 and r2 denote the random numbers 
uniformly distributed in [0, 1]. w is the parameter to define 
the effect of the current velocity vector and decreases based 
on T as shown in the following equation: 
  ( ) T
T
wwwTw ×--=
max
minmax
max
  
where, wmax and wmin are the maximum and minimum value of 
w. Tmax is the maximum number of the iterations. k denotes 
the parameter relating the convergence performance and 
expressed as follows: 
  
( )212 42
2 cck +=
---
= jjjj
  
As shown in Equation (5), the velocity vectors are defined 
using the global best locations of the different swarms. This 
enables the solution search based on the information from the 
other swarms and the global locations (solutions) of the 
swarms to approach each other. Therefore, the solution search 
(5) 
,                   (6) 
.             (7) 
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Figure 2: Set of the objective characteristic fluctuations 
used to calculate the robustness index 
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of the VEPSO has the following features: assigning a 
objective to each of swarms and searching the solutions 
located close to each other. These features generate the 
following merits to solve the robust design problem (Equation 
(1)): 1) the design solution (assignable points) to ensure the 
robustness can be efficiently derived by assigning the 
robustness regarding the part of the fluctuation of the factors 
to each of the swarm; 2) the distance between assignable 
points (the adjustable range) can be smaller. 
 
Procedure to derive optimum adjustable range using 
VEPSO. This study amended the robustness index (Equation 
(2)) in order to evaluate each assignable point that assures the 
robustness regarding the part of the fluctuation of the factors. 
The robustness assured by the j th assignable point is 
expressed as follows: 
  
( )[ ]ul ),,(, yfyCPR jjj ££= tzxzx
 
where, C(x,z)j ( ∈C(x,z) ) is a part of the fluctuation of the 
factors assigned to the j th assignable point and holds the 
following equation: 
 
  ( ) ( )zxzx ,, CC
j
j =å  
When considering the four assignable points, the four swarms 
are defined and search for the adjustable range (assignable 
points) based on the VEPSO procedure. The optimization 
algorithm using the VEPSO is described in Figure 3. In this 
algorithm, the parameters of the VEPSO (e.g. c, w, Tmax, etc) 
are firstly set. Next, the number of the assignable points is 
decided and the same number of the swarms are set. The 
locations of the particles are updated based on the objective 
(robustness) Rj (j=1,2,..., nad). The update of the locations 
iterates until T = Tmax, and the global best location of the 
swarms are derived as an design solution (adjustable range). 
Illustrative example 
Problem description 
To demonstrate the proposed robust design method, we 
applied it to a seat design for railway vehicles because 
numerous people with diverse physiques and sitting postures 
use these seats. However, the conventional seat design 
typically assumes an average physique and posture. Thus, 
designing a seat that is robust for various physiques and 
postures is desirable. Herein the design objective focused on 
the hip-sliding force, which is generated on the buttocks by 
the static instability of the upper and lower body masses, 
causing discomfort when sitting (Matsuoka 2000). Therefore, 
the design objective is to inhibit the hip-sliding force for 
various physiques and postures. 
 Table 1 defines the objective characteristic and factors of this 
design. The control factors, seat cushion angle (hereafter called 
C.A.), seat back angle (B.A.), and forward tilt angle of the upper 
seat back (F.A.), can be adjusted by the mechanisms for the seat 
cushion forefront lifting function, reclining function, and 
forward tilt function, respectively. Previous research (Matsuoka 
1988) has demonstrated the influence of these angles on the 
hip-sliding force. Therefore, these angles are considered ACFs. 
Noise factors include users’ physiques and sitting postures. The 
physiques are defined based on actual measurements of 
Japanese citizens (National Institute of Bioscience and Human 
Technology, 1996). Additionally, we considered three sitting 
postures: a standard sitting posture where the lumbar region is 
in contact with the seat back, a stretched waist sitting posture 
where the waist is stretched and slid forward from the standard 
sitting posture, and a bent waist sitting posture where the waist 
is bent and slid forward from the standard sitting posture. The 
ratio of these sitting postures is 3:1:6 (Matsuoka, 2000).  
 Modeling the sagittal plane of the human body and the seat 
was used to derive the objective function (Figure 4). The 
human model assumes that the movements of the low 
momentum joints are zero and is consequently, composed of 
four high momentum joints. On the other hand, the seat 
model, constructed based on the existing seat found on a 485 
train (Hatsukari), is divided into three parts: seat cushion, 
upper seat back, and lower seat back, which are rigidly linked. 
Figure 5 shows the objective functions (the formula to 
compute the hip-sliding force for each posture) derived based 
on these models. The robustness index (RA) is derived as the 
weighted sum of the indices calculated using these formulae. 
 Additionally, in the PSO, the parameters (e.g. c, w, etc) are 
important for the convergence or the computational 
efficiency. Therefore, this study implemented some 
optimizations regarding the recommended values of the 
parameters in the conventional studies and compared the 
results to clarify the proper values of them. This study focused 
both on c1 and c2 and conducted the four analyses using the 
parameter combinations: (c1=2.80, c2=1.30) recommended by 
Carlisle (Carlisle and Doizier, 2001); (2.05, 2.05) suggested 
by Kennedy (Kennedy, 1998); (1.55, 2.55) and (1.05, 3.05) 
that are smaller values of c1. This study also implemented the 
optimization using the traditional genetic algorithm (GA). The 
definition of the parameters is summarized in Table 2.  
,             (8) 
.                         (9) 
Figure 3: Proposed algorithm of robust design method 
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Items Definition 
Hip-sliding force 
(as objective 
characteristic) 
Tolerance of Hip-sliding force: 
 −10 to 20 N. 
Seat cushion angle θC
Seat back angle θB 
Forward tilt angle θF
(as ACFs) 
10 ≤ θC ≤ 25 
20 ≤θB ≤ 35 , θC +10 ≤ θB 
0 ≤θF ≤ 30 
Body height L 
Body height M 
Sitting posture 
(as noise factors) 
L and M are normal distributions 
Mean value of L: 1.65m , standard 
deviation of L: 0.08m 
Mean value of M : 58.1kg , standard 
deviation of M : 9.09kg 
Ratio of standard, stretched waist, 
and bent waist sitting postures: 3:1:6 
Table 1: Definition of objective characteristic and factors 
 
Set value 
Proposed method (Analysis) Items GA 1 2 3 4 
Tolerance of y –10 ≤  y ≤  20 
Feasible area of t1 10 ≤  θC≤  25 
Feasible area of t2 20 ≤  θB ≤  35 ，θB≥  θC+10 
Feasible area of t3 0 ≤  θF ≤  30 
Max iteration 
number Tmax 
10000 100 
c1 ― 2.8 2.05 1.55 1.05
c2 ― 1.3 2.05 2.55 3.05
wmin ― 0.4 
wmax ― 0.9 
Number of 
assignable points 
2 2 (number of swarms) 
Swarm size ― 20 
Solution number 5 
Table 2: Definition of parameters 
 
Result 
The design solutions (adjustable ranges) derived by the 
proposed method using the different parameters and by the 
GA are shown in Figure 6. Additionally, the Euclidean 
distance between assignable points D is calculated in order to 
compare the size of the adjustable range. The average and the 
standard deviation of the distance are indicated as shown in 
Table 3. Figure 6 and Table 3 show the adjustable ranges 
derived by the proposed method are smaller than and assure as 
same robustness as those by the GA. Particularly, the mean 
value and the standard deviation of the adjustable ranges 
derived in analysis 2 are small. This means the values of the 
parameter (c1 = c2 = 2.05) are suitable to minimize the 
adjustable range. This is caused by the two features of the 
VEPSO: 1) the larger c2 prevents the global solution search 
same as the PSO; 2) the larger c2 encourages the swarms to 
search the area close to each other. Because of the trade-off 
relationship between the two features, the same degree of 
incidence is compromised to be an optimum value in the 
proposed method.  
Conclusions 
In this research, ACFs, which can be adjusted within a given 
range to increase the robustness, were defined. Additionally, a 
method to calculate the robustness RA, including the objective 
characteristics adjustment by the factors and to derive an 
optimum range of the factors is proposed. RA indicates the 
feasibility that the objective characteristic values are within 
the tolerance at least once by the adjustment of ACFs. A 
calculation methods for the index, which uses the Monte 
Carlo method, are proposed. In contrast, the range of ACFs is 
optimized by the Vector evaluated particle swarm 
optimization. In the procedure, RA is used to evaluate the 
particles in several swarms, and each particle searches for the 
optimum adjustable range of ACFs.  
The proposed method was applied to an engineering 
example (seat design problem). In this application, it was 
confirmed that the proposed method can derive the design 
solution with high robustness and small adjustable range.  
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Figure 4: Model of the human body and seat 
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 Figure 5: Hip-sliding force estimation equations 
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Method c1, c2 RA μD σD 
Conventional 
method 
― 0.996 17.7 4.07 
1 (2.8, 1.3) 0.998 3.92 9.66 
2 (2.05, 2.05) 0.999 0.23 0.79 
3 (1.55, 2.55) 0.999 0.49 1.41 
Proposed 
method 
(Analysis) 
4 (1.05, 3.05) 0.999 1.21 4.36 
Table 3 Result of analyses 
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Abstract
This paper is devoted to discuss the implementation of mod-
els,which are inspired by the fly Drosophila melanogaster
and able to handle open problems in the field of robotics such
as attention, expectation and sequence learning. The role of
the Mushroom Bodies (MBs) in solving these tasks is ana-
lyzed in detail and a unifying plausible biologically inspired
model is proposed. The developed neural structure is able to
show different capabilities in line with the paradigm of neu-
ral reuse. The same neural circuit can be exploited to ac-
complish multiple tasks showing interesting capabilities such
as attention, expectation and delayed match-to-sample. The
simulation results here reported suggest at the same time new
neurobiological experiments suited to better understand the
underlying mechanisms, to verify the hypotheses formulated
and to prove the biological significance of the results.
Introduction
Efforts to build efficient and adaptive machines stimulated
a lot of researchers to take inspiration from Nature for de-
signing, modeling and implementing bio-mimicking circuits
and systems able to reproduce specific biological behaviors:
locomotion, learning, recognition and others. Since the be-
ginning of this scientific wave, which dates back to the early
part of the last Century, two main approaches were estab-
lished. The first one belongs to the field of artificial in-
telligence; it took the high level capabilities of living be-
ings as starting point and aimed at designing abstract, yet
sometimes very well performing computational models. The
second one, called connectionism, started from modeling
the structure of the brain at different levels of resolution,
with the claim that a good model of the low-level topol-
ogy and function should lead to the emergence of behav-
iors well mimicking the biological counterpart, even with
regard to high-level functions (Rumelhart and McClelland,
1986). Very recently this second research field successfully
exploited innovative tools and methodologies from neurobi-
ology and neurogenetics, with an effectiveness impossible
to predict only two decades ago. These new tools opened
the way to novel insight into the brain and tremendously
contributed to unravel a lot of surprising functions of neu-
ral tissues. One of these findings is the so-called neural
reuse. The term refers to a very common property of neu-
ral assemblies, i.e. neural circuits established for one pur-
pose are exploited, recycled, redeployed, during evolution
or individual development for other different purposes, of-
ten without losing their original functions (Anderson, 2010).
This research field is widely supported both by physiolog-
ical observation and by imaging experiments (i.e. fMRI),
where in a considerable number of cases especially high-
level cognitive functions are involving the concurrent acti-
vation of different areas of the brain otherwise (and well
known to be) involved in completely different functions.
Insects possess a much simpler brain structure than mam-
mals: their brains were miniaturized during evolution in re-
sponse to constraints like energy consumption. Notwith-
standing their much scaled-down brain size, insects are able
to show an impressive number of adaptive behaviors, until
a few years ago ascribed only to higher animals (Chittka L.,
2009): the smaller brain size did not prevent important capa-
bilities. Considering the fruit fly Drosophila melanogaster,
one of its first-studied forms of learning is related to olfac-
tion. This learning process has been localized in the Mush-
room Bodies (MBs), one of the two prominent insect brain
neuropiles of the protocerebrum; the other one is the Central
Complex (CX). MBs are commonly considered as a model
system for the biochemistry and the connectivity of how
synaptic networks can form memory and store information.
MBs are responsible for both the short-term and long-term
component of olfactory memory. Several different exper-
iments demonstrated how, through classical conditioning,
flies can associate a meaning to olfactory inputs after pairing
them with positive and negative reinforcement signals (Ger-
ber et al., 2004). Compared to the rest of the insect brain,
MBs have attracted a lot of attention witnessed by the re-
cent specialized literature, since, besides olfactory process-
ing and learning, recent studies identified MBs as also re-
sponsible for other learning processes (Scherer et al., 2003;
Liu, 2006) and choice behaviors (Gronenberg and Lopez-
Riquelme, 2004; Tang and Guo, 2001; Brembs, 2009). By
modeling the MBs as a pool of spiking neurons divided into
different lobe systems and introducing the synaptic connec-
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tions identified between the MB intrinsic Kenyon cells and
the other structures directly involved like Projection Neu-
rons (PN), Antennal Lobes (AL) and the Lateral Horn (LH),
it is possible to investigate the emergence of interesting neu-
ral activities that can establish specific behaviors shown in
flies, like attention (Arena et al., 2012b), expectation (Arena
et al., 2012a) and delayed-matching to sample tasks (Arena
et al., 2013)that have been recently proposed. The role of
MBs in motor learning is also known from fly experiments:
in particular the short-term memory component is not ob-
tained if MB plasticity is inhibited in mutant flies. MBs can
be modeled as a reward-driven parameter adapter that im-
proves the fly performance while a task like climbing over a
chasm is continuously repeated for multiple times (Pick and
Strauss, 2005).
This paper revisits a recently introduced low-level model
of the fruit fly Drosophila melanogaster MBs under the as-
pect of neural reuse. It will be shown how the same neural
structure can concurrently give rise to a number of different
adaptive behaviors, which are also encountered in the bio-
logical counterpart. Neural reuse in action will be shown re-
ferring to behaviors ranging from classical conditioning, to
attention, expectation, consolidation and delayed-matching-
to-sample. All these last capabilities can be easily trans-
ferred to robotic structures for the implementation of real-
time adaptive behaviors.
Neural Reuse Theory
Various general theories were proposed on the overall func-
tionality of the brain. Among them are two main lines of
research worth to be considered in the context of this pa-
per: Massive Modularity and Neural Reuse. The first the-
ory is mainly drawn from Evolutionary Psychology (Sper-
ber, 2001) and claims that brain processing can be studied by
decomposing it into dissociable functional components that
vary independently of one another (Carruthers, 2006). In-
deed this is a very useful approach, especially when it comes
to dealing with complex brains: decomposing and localizing
modular blocks in some cases allowed focalizing on specific
brain functions. On the other hand, the Neural Reuse theory
of brain processing appears to be radically different. It starts
from the fact that brains are complex dynamical systems. It
refrains from the idea to functionally break a complex func-
tion in sub-functions and to assign these functions to specific
parts, but rather applies a holistic and somehow heuristic ap-
proach to brain functions, which has a lot in common with
the complex dynamical system theory. It is grounded on the
concepts of network thinking and pays attention to higher
order brain functions as patterns of neural activity emerging
from the overall behavior of a complex system, caused by
the spatio-temporal, self-organised, synchronized activity of
different parts of the brain working as an orchestra. This
concept has been recently studied from the physical point of
view especially in simple brains, like the one of the worm
C. elegans. These studies demonstrated that network theory
can topographically and dynamically address brain dynam-
ics, at least in those small neural assemblies (Dunn et al.,
2004). According to the complex system approach, brain
behavior can be described in the language of Patterns, and
it is most powerful when several, particularly higher brain
areas are involved. The decomposition approach is powerful
when specific, mostly sensory-input related processing can
be broken up into specialized functions. On the other hand
decomposition can be too restrictive when looking for much
higher functions, like learning, decision making, multisen-
sory processing and complex sensory-motor loops. Within
this perspective of complex tasks, if multiple brain areas are
involved, it directly derives that various behavioral purposes
have to be achieved concurrently. This means that the same
spatial temporal patterns emerging from one neural lattice
are exploited at the same time in multiple behaviors. This
is the core of the Neural Reuse Theory (Anderson, 2010).
This concept appears to be radically different from the mas-
sive modularity concept, even if also neural reuse accepts
some functional bias within individual brain regions, es-
pecially for those dealing with specific sensory features; it
poses a specific distinction between the concept of work and
that of use (Bergeron, 2008). The former is related to the
fixed low-level functions of specific brain regions whereas
the latter refers to the way these workings are arranged to-
gether for many different and concurrent uses of those same
regions. The concept of neural reuse can be considered
in a phylogenetical and ontogenetical perspective: phylo-
genetically driven, in the sense that evolutionary processes
are biased toward using already functioning circuits over in-
troducing new ones; ontogenetically driven, since learning,
with the addition of neural wiring, is one powerful possi-
bility to connect different brain regions and creates cross-
over associations. Along these lines, the Massive Redeploy-
ment Hypothesis (Anderson, 2007) assesses neural lattices
that are massively re-used in different high-level functions,
since they can be connected in different ways, leading to
very different functions. We’ll try to apply the introduced
neural reuse paradigm on a specific example, a multifunc-
tional structure of the insect brain called Mushroom Bodies.
Cittka and Niven (Niven and Chittka, 2010) already asserted
that insect brains have the suitable size to try to investigate
neural reuse in action, since in these small brains, the rel-
atively low number of neurons and mainly short-distance
connections are candidate elements for neural reuse, even
if circuits are composed of different brain areas. For exam-
ple, a retention of aversive olfactory memory from larvae to
adult flies (Tully et al., 1994) suggests a reuse of particular
neural structures through metamorphosis. The smaller the
brain, the larger the need for neural reuse. Even if anatom-
ical modularity is clearly given in such small brains, it is
also true that a lot of sensory-motor behaviors involve differ-
ent brain sectors. The insect brain thus appears to be a net-
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work mainly composed of locally connected circuits, which
however are connected through rare, even single-unit made,
long-range links. Whereas modularity increases energy ef-
ficiency, the presence of long-range connections appears to
promote neural reuse. Therefore invertebrates are a suitable
class of animals for neural-reuse investigation, and also for
finding an expected compromise between massive modular-
ity and reuse.
Mushroom Bodies: Neurobiological aspects
The MBs of the fruit fly Drosophila melanogaster MBs are a
paired structure of the protocerebral hemispheres. The most
important constituents of the MBs are the 2500 Kenyon cells
(KCs) per side which run in parallel from the input-region
calyx through the peduncle and, after a bifurcation, to spe-
cific appendices, called lobes. These possess roughly the
same topology, but are differently connected to the other
neural structures. Among them are the α − /β− and the
α
′ − /β′− lobes. In flies, there is a prominent olfactory in-
put from the antennal lobes into the calices (Masse et al.,
2009). Input from other sensory modalities is not topologi-
cally identified in Drosophila, but the role of MBs in tasks
related to vision, decision making and behavioral adapta-
tion have been reported e.g. in Liu et al. (1999) and Tang
and Guo (2001). In the insect brain, MBs interact with Lat-
eral Horns (LHs) and Antennal Lobes (ALs). Recent studies
have shown that mutations affecting olfactory-memory for-
mation in Drosophila also produce distinct defects in visual
attention-like behaviors (van Swinderen and Flores, 2007),
suggesting that parts of MBs are reused in several different
behavioral contexts and across several sensory modalities.
MBs and LHs codify the spatio-temporal information com-
ing from the glomeruli of the ALs. Connections between
LHs and MBs have been found, whose entity in Drosophila
is not well known, but in locusts, which produce an in-
hibitory effect to the MBs neurons (Perez-Orive et al., 2002);
in Drosophila they are not yet identified. Not anatomically
obvious in Drosophila, but in honeybees, MBs receive in-
puts from other sensory modalities but olfaction like vision,
gustation and mechanosensation. In flies and bees, the MB
lobe region receives information on sugar reward or electric
shock through octopaminergic and dopaminergic neurons,
respectively. There is an output of the MBs to pre-motor
areas of the brain.
A general block scheme of the interactions among the dif-
ferent neural structures involved in the proposed model is
depicted in Fig. 1.
Inside the MBs the flow of information is through the
Kenyon cells from the calyx towards the lobes. Neu-
roanatomical studies in Drosophila revealed arborizations
of extrinsic and intrinsic MB neurons across the peduncle
and mainly in the lobe systems. The lobes are the output
region of the MBs and also a region for modulatory inputs
(Krashes et al., 2009). Intrinsic neurons provide an alterna-
Figure 1: MBs and their interactions with other insect brain
centers. MBs, together with the antennal lobes (ALs) and
the lateral horn (LH), are the place for odor representation
and learning. The presence of axo-axonal connections be-
tween the Kenyon cells, feedback connections between the
lobes and the AL layer and the reward or punishment sig-
nals mediated via octopaminergic (OAN) and dopaminergic
(DAN) neurons, respectively, are important elements that al-
lows the emergence of patterns of neural activity responsible
for multiple complex behaviours.
tive modulation pathway between different KCs and/or KCs
and other protocerebral brain areas. Extrinsic neurons, on
the other side, may be able to bind sensory information pro-
cessed earlier in different lobes before or after any kind of
modulation. This is very interesting for our modeling pur-
poses. Very recently, recurrent connections between MBs
and ALs have been found (Hu et al., 2010). The presence of
this functional feedback from the MBs to the ALs suggests
top-down modulation of olfactory information processing in
Drosophila. The presence of dynamically changing con-
ditions and noise in the environment leads animal to de-
velop attention-like processes. Attention facilitates focusing
on the attended events, while filtering out irrelevant infor-
mation. These interesting processes have been studied in
Drosophila. In particular, results by Xi et al. (2008) sug-
gest that MBs in flies behave like an adaptive sensory gain
controller, allowing the processing of salient cues, filtering
out the background noise and distracting signals. More in-
formation from neurobiology, essential to develop an effi-
cient, flexible and multi-functional neural model, concerns
the presence of axo-axonal connections among the kenyon
fibres, whose role could not be clearly unraveled in experi-
ments, but give us the possibility to add to the computational
model efficient diffusion phenomena, which are at the basis
of the spatial-temporal clustering capabilities.
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Mushroom Bodies: a computational model
The proposed computational model is directly inspired by
the MB structure, including top-down connections to the
Antennal lobes, the global inhibitory effect of the Lateral
Horn and the axo-axonal diffusive connections among the
KC fibers. The proposed neural architecture is a two layers
recurrent network in which each neuron is an Izhikevich’s
class one spiking neuron with spike resetting, (Izhikevich,
2003), which offers many advantages over other neuron
models from the computational point of view. Neurons are
connected through synapses, modeled as first-order dynam-
ical systems which transform the pre-synaptic voltage spike
trains into a post-synaptic current. There are sites where
learning is added to the basic dynamics of the synapses.
These adaptive sites are areas where neural reuse is promi-
nent: reuse exploits the dynamics arising at sites (which cor-
respond to the working sites in (Anderson, 2010)) where
learning is not present, but synaptic and neural dynam-
ics concur to the emergence of clusters of neural activity.
Learning is implemented through a correlation based, Heb-
bian rule called Spike Timing Dependent Plasticity (STDP)
(S. Song, 2000, 2001) which has been used in different ap-
plication, including robot learning (Arena et al., 2009). The
algorithm acts on the synaptic weights, modifying them ac-
cording to the temporal sequence of occurring spikes (Arena
et al., 2011). An output layer can be added in order to link
the behavior of the second layer to a motor or pre-motor
area. The developed neural structure, even if inspired by the
insect olfactory system, can be used for stimuli of different
sensory modalities (e.g visual features can be easily used in
robotic scenarios).
The Antennal Lobes model, as shown in Fig. 1, receives
input from the olfactory sensory system (i.e. Antennas). We
can assume that each AL neuron, when active, codifies the
presence of a particular value for a specific feature of the
input. Neurons in the ALs are organized in groups, each
group presenting the different values of a given input fea-
ture. A competitive topology is implemented between neu-
rons within each group, whereas plastic excitatory synapses
link neurons belonging to different groups. When the AL
layer is stimulated, after a short transient time, only one neu-
ron in each group remains excited, owing to a Winner Takes
All (WTA) topology. The ensemble of all the active neurons
encodes the presented object. The adaptive connections be-
tween groups of neurons bias the network toward temporar-
ily retaining the presented objects through all its features or
to reconstruct lacking features in case of incomplete or noisy
detection. Non-learning synapses from the AL model to the
MB model are randomly established, with a given probabil-
ity of connectivity. The MB model is made-up of two twin
lattices representing the two-lobes system, here called Self
Organizing Spiking Layer (i.e. SOSL1 and SOSL2). They
have a toroidal geometry, with local excitatory and global
inhibitory synapses. Each neuron within them is connected
(a)
(b)
(c) (d)
Figure 2: Time evolution of the neural activity in the Self Or-
ganizing Spiking Layer (SOSL) lattice. The network topol-
ogy allows the emergence of a winning cluster. This exam-
ple is related to a lattice of 9x9 neurons (represented in the
x-y plane) and reports the mean potential of each neuron in
the lattice (z axis) evaluated by dividing the simulation in
four time windows. The clustering is obtained after 80 ms
of simulation.
through fast excitatory synapses with all the neurons of its
neighborhood and through fast inhibitory synapses with all
the other neurons of the lattice. The main peculiarity of these
SOSLs is a spontaneous clustering, due to the competitive
topology: information coming from the ALs is compressed
into a cluster of spiking activity, which can arise in different
positions in the SOSL1 and SOSL2 due to the random con-
nectivity of the SOSLs with the input layer. A typical neural
activity leading to the emergence of a cluster in the SOSL is
shown in Fig. 2.
Only in the SOSL1, representing the α − /β− lobes, a
slow and delayed diffusion of the neural activity links each
neuron to the other neurons of the same lattice, in order
to have the possibility to temporally link different clusters.
These synapses are subjected to the STDP learning algo-
rithm, that allows discovering and retaining temporal causal-
ity among clusters. These connections have the interesting
capability to generate, within the SOSL1 layer, expectation
and short-term prediction capabilities, whereas the SOSL2
layer has the main function of working as a back-up copy.
Feedback Feedback connections able to learn link clusters
in SOSL1 to the ALs neurons.
The two lobes (SOSLs) are connected to each other
through two sets of plastic synapses, one from the α− /β−
lobes to the α′ − /β′− lobes and the other set from the
α
′ − /β′− to the α − /β− lobes. It is known from neu-
robiology that the neurons belonging to the two clusters are
morphologically different. Moreover, whereasα−/β− neu-
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rons give information back to the ALs, by that generating a
feedback at the sensory stage, the α′ − /β′− neurons were
found to provide no output signals back into the system, but
they just receive sensory input in the last place at the level
of the calices. Arena et al. (2013) therefore assumed that the
information which arrives at these lobes is retained there and
used as a kind of backup copy for memory purposes. Further
details on the model are reported in (Arena et al., 2012a).
To summarize this paragraph, input coming from the ALs
is clustered into feature-based objects. This information is
sent, without learning, to the SOSLs where a clustering ef-
fect arises in terms of self-organized spiking activity. The
SOSLs concurrently integrate the information coming from
the ALs in a given time window: in particular after the emer-
gence of a cluster the neural activity of the network is in-
hibited by the LH wave. Clusters of spiking in SOSL1 are
temporally linked, thanks to synapses that are able to learn,
and concurrently, a cluster-induced depolarization of the AL
layer is emerging like in Fig. 3. Moreover, a cluster cor-
responding to the previous input provides information on
the past experience of the network for sequence learning
purposes. One crucial issue is the synchronization between
the delay of the synaptic cluster-linking connections in the
SOSLs and the LHs induced inhibitory action onset time.
The output layer connects the model to a motor or premotor
area. Neurons in the output layer are linked to the SOSL
neurons through synapses subject to an associative learning.
Behavioral repertoire
The concept of neural reuse is applied to the MB architecture
that is able to show different behaviors in a unique dynami-
cal system.
Conditioning in MBs
The model works for conditioning purposes exploiting the
feedforward processing of the network. Clusters emerging
in the SOSL1 after presenting a given input stimulate an
output associative output neuron. When a rewarding uncon-
ditioned stimulus is given to the network, a Reward Neu-
ron (RN) becomes active. This is connected to the output
neuron through a fixed synapse, representing the uncondi-
tioned response to the reward. That way the output neuron
is forced to fire, and the synapse connecting this neuron to
the SOSL1 cluster is trained. The mechanism guides classi-
cal and operant conditioning through hebbian learning: the
output neuron takes the role of a premotor neuron, in case of
applications to tactic or phobic reactions following learned
attractive or repulsive signals, respectively, in robotic appli-
cations.
Modeling attention using the Mushroom Body
structure
The attention capability was well assessed experimentally
by van Swinderen (2011). Attentional capabilities are ob-
tained by exploiting the feedback synapses, which reuse the
dynamics formed into the α − /β− lobes lattice (SOSL1)
to provide an input to the AL layer. The role of feedback
connections in the insect olfactory system model has been
analyzed by Arena et al. (2011), on the basis of the bi-
ological evidences found by Hu et al. (2010). Feedback
synapses are updated according to the STDP learning algo-
rithm. When a cluster is elicited in the SOSL1, the synap-
tic connections between these neurons and those neurons
which are firing in the AL (due to the synchronous presence
of the corresponding input) are strengthened, according to
the Hebbian paradigm. This produces a pre-polarization of
the AL layer and acts as a filter for the sensory input, lead-
ing to an attention-like phenomenon. Two major aspects are
worth mentioning: the first one is that the spatio-temporal
dynamics assumed to link the different internal representa-
tions of objects in time is modeled as a specific function of
the SOSL1 lobe. The second aspect is that the output of the
feedback synapses is delayed; the postsynaptic current influ-
ences the input layer only after the lobes have been reset via
the LHs. This is equivalent to assume that the action of these
feedback connections, being focused to enhance attention
loops, is able to persist also after the inhibition coming from
the LHs. The actual model hypothesizes massive feedback
connections from SOSL to ALs neurons, even if a probabil-
ity distribution could maintain the same performance in case
of a large-scale implementation.
Modeling expectation
During the efforts spent in delivering an MB model able
to elicit both traditional odor conditioning features and at-
tention processes, a behavior emerged, which is related to
our concept of expectation. Indeed, this capability is not
yet found in insects, but nevertheless the computational re-
sults can open the way to a new wave of insect experiments
in this direction. The MB neural lattice (SOSL1) is reused
for creating expectation by means of the set of plastic de-
layed synapses (providing a kind of second order diffusion
effect) linking each neuron of the SOSL1 to the other neu-
rons of the same lattice, in order to have the possibility to
temporally link different clusters. These synapses are sub-
ject to the STDP learning algorithm, that allows discovering
and retaining temporal causality among clusters. Simula-
tion results show that these connections have the interesting
capability to generate expectation and short-term prediction
features within the SOSL. The plastic feedback connections,
present from the SOSL1 to the AL model and exploited for
attention, have here a precious role (this can be also consid-
ered a kind of reuse) to boost the model performance. Two
main functions have been identified: they are useful to cre-
ate an expectation-based depolarization of the neurons in the
ALs and they are also essential to reconstruct the expected
object.
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Figure 3: Time sequence of evoked winning clusters ob-
tained during memory consolidation. Each plot represents
the mean potential of the voltage in a 9x9 lattice in a steady
state condition. The role of noise is important to give to the
lattice enough energy to allow the rise of a cluster (a) that
activates in time the different clusters (b-d) in a previously
learned sequence; this consolidates the memory.
Memory consolidation
By exploiting the presence of noise in the system (Arena
et al., 2012a), an interesting property of the network can
emerge. In fact, the contribution of noise can be useful to
consolidate the acquired knowledge during a resting phase,
when the network is not physically connected to any input
signal. In this phase that can be thought of as sleeping con-
dition, the network is simulated no longer by real-world sig-
nals used for training, but by noise. The simulation aimed
at showing this effect consists first of a learning phase, in
which the network creates the association between clusters
and objects. As discussed in (Arena et al., 2011) at the end of
the training phase no physical input is presented at the ALs
layer, but it is assumed that the SOSL1 is subject to noise.
These disturbances onset transients in the SOSL1 neurons
until a cluster will emerge over the others. If this cluster had
formerly been trained to represent a given object, this is re-
called at the AL layer, like an “evoked object”. An example
of sequence of evoked clusters is reported in Fig. 3.
A new learning cycle will then arise, in which not only
this object will be consolidated, but also all the other objects
expected after this one in an already learned sequence. Dur-
ing this simulation phase, the network is reused: new imag-
ined solutions could also be experienced during this “sleep-
ing phase”; the system could even create new or longer
sequences starting from what it already learned during the
“awake phase”.
The delayed matching-to-sample task
The previously introduced model has been extended to in-
clude the role of the MB-lobes in solving problems like the
delayed matching-to-sample task: the capability to recog-
nize successive presentations of the same object(Arena et al.,
2013). For the first time now this behavior directly exploits
the presence of two different lobes structures: α− /β− and
α
′−/β′− lobes. It is known from neurobiology that the neu-
rons belonging to the two clusters are morphologically dif-
ferent: whereas α − /β− neurons give information back to
the ALs, by that generating a feedback to the sensory stage,
the α′ − /β′− neurons were found to provide no output sig-
nals back into the system, but they just receive sensory input
at the level of the calices. It was therefore assumed by Arena
et al. (2012a) that the information arriving at these lobes is
retained there and used as a kind of backup copy for mem-
ory purposes. As presented in the previous section, each
lobe is modeled as a toroidal lattice with clustering capabil-
ities. In addition to the delayed feedback synapses from the
α − /β− lobes to the input layer, and useful for attention
capabilities, the lobes are connected to each other through
two sets of plastic synapses, one from the α− /β− lobes to
the α′ − /β′− lobes and the other set from the α′ − /β′−
to the α − /β− lobes. The overall process dynamics devel-
ops as follows. Each SOSL network shows a cooperative-
competitive dynamics: if excited, the neurons in both SOSL
networks begin a competition and, after a transient, only one
cluster of neurons will remain active and stable in each lobe.
The LH inhibits both networks after every time window. The
resetting effects only the soma, but not the spike responses of
the synapses; in particular, those ones between the lobes are
reinforced when two clusters in different lobes are concur-
rently active. This creates a positive loop which increases
the spiking rate in the SOSL1 active cluster. We assumed
also to have a neuron sensitive to the firing activity of the
α − /β− lobes network to detect this situation. This struc-
ture was used in (Arena et al., 2012a) to detect whether the
object presented to the input layer remains the same in two
subsequent steps. In fact, the successive presentation of a
different object does not cause the closing of the loop and
therefore prevents any increase of the synaptic activity in
the lobes.
Towards other behaviors
Insect MBs are involved in a lot of different behaviors: we
are in the process of integrating most of these behaviors into
a unique model. First of all sequence learning, a capacity
of bees, can be considered as an iterated form of the expec-
tation process. Moreover, the concept of sameness, found
also in the behavioral repertoire of bees, can be seen as an
augmented form of the delayed matching-to-sample-task:
we are not so far from showing also these features within
the proposed architecture. Even more complex behaviors,
within which MBs have a clear role as in decision making
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(Tang and Guo, 2001) and motor learning, are presently be-
ing deeply investigated. We already have working models
models that can explain each one of these capacities, but our
aim is to use as much as possible information from neurobi-
ology to device a unified model for all of them, as it is done
in the biological counterpart.
Conclusions
Insects show a complex behavioral repertoire and, in re-
cent years, are becoming a reference point in neuroscience.
Their tiny brains must serve all the survival operations de-
spite their really small mass: the surprise is that also a lot
of behaviors that are summarized briefly in this paper and
traditionally ascribed to the brains of higher animals, are ex-
perimentally found in insects as well. Mushroom bodies, the
most studied neural assemblies in the insect brain, have sev-
eral times been functionally compared to mammalian brain
centers like the hippocampus(because of their involvement
in learning and memory) and the cerebellum (for their in-
volvement in motor learning). MBs play an important role
in a large number of behavioral capacities and it is appar-
ent that they serve different low- and high-level functions
concurrently: therefore, in accord with the theory of neural
reuse, MBs are a paradigmatic case of reused neural net-
works in action. The role of extrinsic neurons appears to
be fundamental, some of which have connections to the KC
fibers at the level of the MB calices and others at the level of
the lobes and at the same time to other brain centers like pre-
motor areas, ALs and LHs. They appear as the natural can-
didates to exploit the neural dynamics within the MB cells
to boost the insect brain functionality.
In this manuscript we presented a model that has been re-
cently introduced, but has been revisited here in terms of
multi-functionality and neural reuse. This model was built
in a connectionist manner, obeying, although in a scaled ver-
sion, the neurobiological topology. The model was initially
built for showing basic learning and conditioning capabili-
ties; subsequently it was found able to show other interest-
ing behaviors, like attention, expectation, sequence learning,
consolidation during sleep and delayed-matching-to sam-
ple tasks. All of the just-mentioned features emerge from
the same spiking neural lattice, which is reused in different
ways. An interesting fact is that, while most of these behav-
iors were experimentally found in fly experiments, others,
like expectation, were not yet considered as a capability of
the fly. The fact that the model built here is able to show
such additional capacities, opens the way to design experi-
ments for finding these behaviors in flies. This is a win-win
example in which neurobiology and computational model-
ing can mutually help help one another to advance knowl-
edge in both fields. There are other complex behaviors that
these tiny insect brains are able to show, like decision mak-
ing, motor learning and so on, in which MBs are known to
be involved. Particular efforts are ongoing to see if and to
what extent the actual model might be able to represent also
these additional behaviors; these efforts will further enhance
our understanding of the concept of neural reuse and multi-
functionality.
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Abstract
Introduction
This abstract aims to present our recent work on explor-
ing the concept of mental imagery and mental simulation
as a fundamental cognitive capability applied to robot con-
trollers, with the aim of improving the motor performance
of the robot in terms of motor control and multi-degrees of
freedom coordination. Indeed we believe that mental im-
agery models can give the opportunity to apply such be-
haviour toward the development of artificial cognitive sys-
tems, in order to improve robots’ motor performance in gen-
eral and in complex motor planning. This objective can be
achieved using bio-inspired computational modelling tech-
nologies, such as artificial recurrent neural networks, able to
emulate processes of mental training by mental simulation.
In particular, as proof-of-concept, we designed a dual
neural network architecture, that allows the iCub to improve
autonomously its sensorimotor skills, with techniques in-
spired by the ones that are employed with human subjects
in sports training. This is achieved by endowing a feedfor-
ward controller of a secondary recurrent neural system that,
by exploiting the sensorimotor skills already acquired by the
robot, is able to generate additional imaginary examples that
can be used by the controller itself to improve the perfor-
mance through a additional learning process. Moreover we
show that data obtained with artificial imagination could be
used to simulate mental training to learn new tasks and en-
hance their performance. Results of experimental tests in
controlling a ballistic movement with the simulator of the
iCub humanoid robot platform are presented as evidence of
the opportunities presented by the use of artificial mental
imagery in cognitive robotics.
Material and Methods
The neural system that controls the robot is represented in
Figure 1(a), that consists of a three layer feedforward net-
work (FFNN) that implements the actual motor controller,
and of a Recurrent Neural Network (RNN). The RNN mod-
els the motor imagery and it is represented in detail in Fig-
ure 1(b). Normalized joint position of shoulder pitch, torso
(a) (b)
Figure 1: Artificial Neural Networks: (a) The Dual Network Ar-
chitecture (FFNN + RNN). (b) Detail of RNN: Red connections are
active in imagery mode only, while green connections are deacti-
vated in imagery.
yaw, and hand wrist pitch are the proprioceptive informa-
tion for input and output neurons. Another neuron is the
grab/release command, respectively with value 1 and 0. All
values are normalized in the range [0,1]. We used a clas-
sic back-propagation algorithm as the learning process. The
learning phase lasted 10000 epochs with a learning rate of
0.2 without momentum. The experimental task is shown
in Figure 2(a) and it is the realisation of a ballistic action,
involving the simultaneous movement of the right arm and
of the torso. It should be noted here that, since ballistic
movements are by definition not affected by external inter-
ferences, the training can be performed without considering
the surrounding environment, as well as vision and auditory
information. The task of the robot is to throw a small cube
of side size 2 cm and weight 40 grams as far as possible
according to an externally given velocity for the movement.
The robotic model used for the experiments presented here
is a simulation of the iCub humanoid robot, that was devel-
oped with the aim to accurately reproduce the physics and
the dynamics of the physical iCub using a software library
that provides an accurate simulation of rigid body dynamics
and collisions.
Figure 2(a) presents the three action phases: (left)
Preparation phase, the object is grabbed and shoulder
and wrist joints are positioned at 90 degrees; (center)
Acceleration phase, the shoulder joint accelerates until a
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(a) Action Phases (b) Single net controllers
Figure 2: Action phases and performance comparison (by means
of duration and release point errors) of FFNN and RNN as con-
trollers with full range training
given angular velocity is reached, while the wrist rotates
down; (right) Release phase: the object is released and
thrown away. The experiments are divided into two phases:
In the first phase the RNN was trained by a simple heuristic
to predict its own subsequent sensorimotor state. To this end
joint angle information over time was sampled in order to
build 20 input-output sequences corresponding to different
directions of the movement. In addition, in order to model
the autonomous throw of an object, the primitive action to
grab/release was also considered in the motor information
fed to the network. In the second phase the RNN operates
in offline mode and, thus, its prediction are made according
only to the internal model built during the training phase.
Experimental results and Discussion
In our experiments we tested the impact of mental training
in action performance in a different speed range that was not
experienced before. To this end we split both the learning
and testing dataset into two subsets according to the duration
of the movement: fast range subset comprises examples that
last less than 0.3 seconds; slow range subset comprises all
the others. Figure 2(b) shows the performance of the two
nets as controller of the ballistic task. As expected the FFNN
is the best controller for the task if the full range is given as
training, thus, it is the ideal controller for the task.
To test the mental training, we compared results on three
different case studies: (a) full range: For benchmarking pur-
poses, it is the performance obtained by the FFNN when it
is trained using the full range of examples (slow + fast);
(b) slow range only training: The performance obtained by
the FFNN only when it is trained using only the slow range
subset. This case stressed the generalization capability of
the controller when it is tested with the fast range subset;
(c) slow range plus mental training: In this case the two
architectures operate together as a single hierarchical archi-
tecture, in which first both nets are trained with the slow
range subset, then the RNN runs in mental imagery mode to
build a new dataset of fast examples for the FFNN, that is
incrementally trained this way.
Results show that generalization capability of the RNN
Figure 3: Results: Distance reached by the object after throwing
movements of varying velocities. Negative values represents the
objects falling backward;
helps to feed the FFNN with new data to cover the fast
range, simulating mental training. In fact, the FFNN, trained
only with the slow subset is not able to foresee the trend of
duration in the fast range, this implies that fast movements
last longer than needed and, because the inclination angle is
over 90 degrees, the object falls backward (see Figure 3).
The FFNN failure in predicting temporal dynamics is ex-
plainable by the simplistic information used to train the
FFNN, which seems to be not enough to reliably predict the
duration time in a faster range, never experienced before. On
the contrary, the greater amount of information that comes
from the proprioception and the fact that the RNN has to in-
tegrate over time those information in order to perform the
movement, makes the RNN able to create a sort of internal
model of the robot’s body behavior. This allows the RNN to
better generalize and, therefore guide the FFNN in enhanc-
ing its performance.
Conclusion
The results presented in this work, in conclusion, allow to
imagine the creation of novel algorithms and cognitive sys-
tems that implement even better and with more efficacy the
concept of artificial mental training. Such a concept appears
very useful in robotics, for at least two reasons: it helps to
speed-up the learning process in terms of time resources by
reducing the number of real examples and real movements
performed by the robot. An interesting direction for future
work is the integration of the artificial imagery with rein-
forcement learning techniques, with the aim to improve the
learning phase replacing real actions with mental simula-
tions.
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Abstract
Visual feature detection with limited resources of simple
robots is an essential requirement for swarm robotic sys-
tems. Robots need to localize their position, to determine
their orientation, and need to be able to acquire extra infor-
mation from their surrounding environment using their sen-
sors, while their computational and storage capabilities might
be very limited. This paper evaluates the performance of an
experimental framework, in which environmental elements
such as landmarks and QR-codes are considered as key vi-
sual features. The performance is evaluated for environmen-
tal light disturbances and distance variations and feature de-
tection speed is thoroughly examined. The applicability of
the approach is shown in a real robot scenario by using e-
puck robots. Finally, the results of applying the approach to
a completely different setting, i.e., simulation of pheromones
using glowing trail detection, are presented. These results in-
dicate the broad applicability range of the developed feature
detection techniques.
Introduction
In recent years there has been a rapidly growing interest in
using teams of mobile robots for achieving complex tasks
such as environmental coverage (Cortes et al., 2004) and ex-
ploration (Burgard et al., 2005). This interest is mainly mo-
tivated by the broad spectrum of potential civilian, industrial
and military applications of multi-robot systems. Triggered
by this interest, today, development of practical approaches
for multi-robot problems is a well established topic in multi-
robot research (e.g., (Hennes et al., 2012; Ranjbar-Sahraei
et al., 2013)).
A natural phenomenon with high relevance to practically
applicable multi-robot approaches is the foraging behavior
of ants. In ant foraging, ants deposit pheromones on their
path, while they are looking for either food or nest, which
in long term establishes a path between these two locations
(Dorigo et al., 2000). A slightly different foraging behavior
can be seen among honeybees. Instead of using pheromones
to navigate through an unknown environment, honeybees
use a strategy called Path Integration, in combination with
landmark navigation. These strategies turn out to be highly
effective in solving distributed optimization problems (Lem-
mens, 2011). Although investigation of foraging behavior
of ants and bees is very interesting, the task of locating and
acquiring resources in an unknown environment is quite a
difficult task in practice (in particular with robots that have
limited resources). Considering that the foraging task can
be seen as an abstract representation for many other ad-
vanced tasks, such as patrolling and routing. A successful
embodied implementation of distributed foraging can result
in promising applications in, e.g., security patrolling, mon-
itoring of environments, exploration of hazardous environ-
ments, search and rescue, and crisis management situations.
Getting motivation from the mentioned potential appli-
cations of distributed coordination and following the previ-
ous work (Alers et al., 2011; Lemmens et al., 2011), which
mainly was relied on random exploration methods and in-
frared sensor data for obstacle detection, authors have re-
cently introduced a framework for simple swarm robotic
systems, which exploits vision in robots with very limited
resources to extract information from landmarks and en-
vironmental patterns (Alers et al., 2013). These features
are used as waypoints to navigate in an unknown environ-
ment, locate other entities, and detect modifications made
in the environment. Although the previous paper describes
the framework in detail, its performance in different en-
vironmental conditions, and various scenarios is not stud-
ied/compared yet. Therefore, this paper focuses on evalu-
ation of this framework in different environmental settings
(various light intensities, and detection distances). The de-
tection speed is also deeply studied in various scenarios. In
parallel, a new environmental feature, the glowing trails, is
described; the developed approach is adapted to this feature,
and the results are illustrated.
The remainder of the paper is structured as follows:
First related work is briefly reviewed, then the vision-based
framework for robots with limited resources is introduced.
As the main contribution of this paper we address the influ-
ence of external variables, like environmental lighting con-
ditions and viewing angles, on the detection performance
of specific features. Also the reliability of detection of the
various features are evaluated, and the overall performance
regarding time and memory consumption in respect to us-
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ability in real robot scenarios is investigated. Afterwards,
the newly introduced feature, the glowing trails, and its ap-
plication is described. Finally, two different types of swarm
robotic implementations of this framework are illustrated,
which can also be found online in (Swarmlab, Maastricht
University, 2013a,b). The concluding remarks are included
at the end of the paper.
Related Work
Robotic systems use vision for accomplishing various tasks
ranging from mobile robot navigation (DeSouza and Kak,
2002) to industrial applications (Gonzalez and Safabakhsh,
1982). However, most of the research in this field is focused
on the image processing techniques which need a central-
ized unit to deal with the computations and memory stor-
age tasks. For instance, (Winters et al., 2000) used a Pen-
tium II 350MHz PC and (Chen and Birchfield, 2006) took
advantage of a Dell Inspiron 700m laptop with 1.6 GHz
CPU for vision-based mobile robot navigation. (Baeten and
De Schutter, 2002) used a vision-based approach for accu-
rate and fast task execution, while all of the computations
were carried out by a digital signal processing module, seri-
alized with a host computer.
When vision is required for decentralized units (e.g.,
robots in a swarm) either, each agent is equipped with rela-
tively powerful resources (e.g., in (Quinlan et al., 2003) the
Sony’s AIBO robots are equipped with 576 MHz CPU and
64 MB RAM), or has a centralized unit with an overhead
camera which processes the image, and sends the required
data to the robots (e.g., in (Ranjbar-Sahraei et al., 2012a) a
host computer denotes the exact position of robots). Alter-
natively, (Slusn y et al., 2009) used a swarm of e-puck robots
in which each robot takes an image individually, sends it to
a centralized processing unit via Bluetooth, and receives the
required data back from that server.
In contrast to the above mentioned works, being able to
process images on a robot with very limited resources is
a mandatory requirement for swarm robotic systems. In
these systems using centralized units is impossible (due to
the complexity and high amount of data). Equipping robots
with high capabilities can be very expensive, although re-
cent development of mobile phones can argue against this.
Simple micro controllers will always be more cost effective.
Therefore, in this paper we use the e-puck robot camera and
its internal resources (i.e., a 60 MHz CPU and 8KB RAM)
for detection of different features in the environment (e.g.,
barcodes, and QR-codes).
A Vision-based Framework for Swarm
Scenarios
In (Alers et al., 2013) we explored several visual features
that can be used for acquiring information from the en-
vironment by a robot with limited computational abilities,
equipped with a camera. For detecting key locations in the
environment (e.g., corners in a maze), we investigated the
usage of specific landmarks for these locations. Each land-
mark consists of an upper ring with a solid color, so that
it can be detected from a distance, and on the lower part a
unique barcode for keeping track of the landmark numbers,
as can be seen in Fig. 1a. Furthermore, we explored the
possibility to detect markers with an even higher data den-
sity: QR-codes, as in Fig. 1b. The challenge in the detec-
tion of these two-dimensional codes, lies in analyzing and
processing the camera data with the limited processing and
memory resources that are available in our robotic platform.
Finally, we explored the most common feature already avail-
able in every swarm robotic setting: the presence of other
robots. It’s always favorable to detect the relative distance
and orientation to other robots in respect of one’s position.
Therefore, the available LEDs on the robot provide a very
good feature for robot detection from a distance, see Fig. 1c.
Moreover, we designed a specific gradient pattern for nearby
robot detection, as shown in Fig. 1d, which can result in a
very accurate orientation and distance detection.
(a) (b) (c) (d)
Figure 1: Detectable features presented in (Alers et al.,
2013) (a) Landmarks with barcode. (b) QR-code level 3.
(c) Robot LEDs. (d) Robot orientation pattern.
Performance Evaluation
In this section the features, which were briefly addressed
in the previous sections (described in more detail in (Alers
et al., 2013)), are evaluated for their usability in real-world
settings.
We start by evaluating several image filter techniques that
are used to transform the captured image into a more suit-
able format. After this transition we run several utility func-
tions, to cluster pixels or detect specific patterns. These fil-
ters and utility functions are the very basis of the feature
detection and will run as a pre-processing step on every cap-
tured frame before the image is passed through to the ac-
tual feature detectors. Then we will describe the environ-
mental influences and corrections needed for optimal per-
formance under different circumstances. We also evaluate
the detection performance based on distance variations of
the detectable objects. Finally we give an overview of the
time that is needed to detect each feature.
Filter and Utilities
To see how applicable the filters are in a real robot setup
it is important to know whether the filters can be used in
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ECAL 2013 776
real-time for the specific setup, and whether for this partic-
ular setup all filters can be implemented due to the mem-
ory constraints of the platform. Therefore, in this subsection
we provide time and memory allocation measurements of
the provided filters, such as grayscale, Hue, several forms
of Halftoning, and Gaussian blur filters. We also provide
this information for the (group detection), (pattern finding)
and (Hough transformation) utilities, which are described in
more detail in (May, 2013). Furthermore, we provide over-
all detection-time measurements of the robot camera, that is
needed to capture images.
Filters The various types of filters are the core elements of
our feature detection. During the detection of a specific fea-
ture, often several filters are needed, and sometimes a single
filter is used multiple times in one process. To measure the
performance and increase the time measurement accuracies,
we run the filters 1000 times repeatedly on one picture, and
then divide the overall time by 1000 which gives us the run-
ning time for one specific filter. As the filters work indepen-
dent of the data there should be no influence of the actual
image to the measurement results. In Table 1 the average
time that each filter needs to process a single image with a
resolution of 40x40 pixels is listed, this table also lists the
memory requirements for each filter. Looking at the mem-
ory requirements it should be noted, that only 8000 bytes
are available, and a simple filter iteration can already con-
sume a considerable amount of memory (e.g., a single run
of the Halftoning histogram filter requires 3.4% of the total
memory).
Filter Time Memory
grayscale 17.9ms 6 Byte
Hue filter 31.7ms 20 Byte
Halftoning threshold 3.3ms 2 Byte
Halftoning average 5.9ms 8 Byte
Halftoning midpoint 6.9ms 8 Byte
Halftoning histogram 18.8ms 272 Byte
Gaussian blur 24.4ms 7 Byte
Table 1: Resources used by filters
As can be seen in Table 1, the Hue filter is the most time
consuming, this is due to the fact that it converts every pixel
to the HSL colorspace. The Halftoning histogram filter is the
most memory consuming. On the other hand the Halftoning
filter with a specific threshold is the fastest and lowest mem-
ory consuming filter, as it needs no pre-calculation and can
directly process the image.
Utilities The performance of the utilities described in
(May, 2013), are more difficult to measure, as they depend
on a various number of parameters. Therefore, each utility
is evaluated in a separate part. Similar to filters, all utilities,
except for the Hough transformation, run 1000 times on a
single image to make a more accurate time measurement.
I Group Detection
The group detection algorithm locates all clusters of
pixels that are non black, and determines their groups
center points. The run-time of this algorithm depends
on the amount of clusters that are detected, and on the
amount of pixels that are included in a group. As can be
seen in Table 2, the performance is highly dependent on
the number of pixels per group. All processed images
have a resolution of 40x40 pixels.
Groups Pixel per group Time Memory
1
1 4.1ms 15 Byte
9 6.1ms 41 Byte
25 10.8ms 123 Byte
2
1 4.9ms 15 Byte
9 8.8ms 41 Byte
25 16.1ms 123 Byte
3
1 5.3ms 15 Byte
9 12.5ms 41 Byte
25 21.1ms 123 Byte
10 160 398.6 ms 15 Byte
Table 2: Resources used by group detection algorithm
Based, on the results in Table 2, this group detection
algorithm should only be used in situations, where time
is not a critical factor, as we usually deal with detection
of about 10 groups.
II Pattern Finder
There are two pattern characteristics which can influ-
ence the performance of the pattern finding algorithm;
first the length of the pattern, and second the number of
reoccurrences of the pattern in the image. Due to the
fact that the pattern finder searches only a single col-
umn or row at each iteration, we have to make sure that
this row or column is as long as possible. According to
the specifications of the camera, the maximum length in
vertical alignment is 480 pixels and in horizontal align-
ment 640 pixels. The latter direction is chosen for the
performance measurements. The pattern itself has no
influence on the performance, as the image is stored in
run-length encoding, but the number of color changes
in the pattern do influence the results.
As can be seen in Table 3, the time and the memory
consumption mainly depend on the size of the pattern.
The second parameter gives the reoccurrence of the pat-
tern in the detection area. In practice this means that
the algorithm needs up to 42.3ms, to scan every line of
a halftone image with 96x96 pixel. From this we can
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Pattern length Matches Time Memory
3
1 2.8ms 33 Byte
3 2.9ms 33 Byte
5 2.9ms 33 Byte
9
1 4.0ms 45 Byte
3 4.0ms 45 Byte
5 4.1ms 45 Byte
15
1 4.8ms 57 Byte
3 5.0ms 57 Byte
5 5.1ms 57 Byte
Table 3: Resources used by pattern detection algorithm
conclude that it is possible to process even large images
in an appropriate amount of time.
III Hough Transformation
We implemented two versions of the Hough transfor-
mation, the standard one and the fast transformation.
The standard Hough transformation is a time consum-
ing algorithm, which can detect multiple lines. Due to
the limitations of the memory of the e-puck, the clas-
sical Hough Transformation can not run at the same
precision as the Fast Hough transformation, which can
only detect one line. Unlike the other utilities pre-
sented, the Hough transformation is independent of the
image data, it always needs the same amount of time
and memory. All tests were done with a grayscale im-
age of 40x40 pixel.
Algorithm Time Memory
Hough Transformation 2721.3ms 1800 Byte
Fast Hough Transformation 121.2ms 180 Byte
Table 4: Resources used by Hough Transformation
As can be clearly noted from Table 4, the Fast Hough
transformation, reduces the run-time requirements by a
factor of approximately 22, and the Memory require-
ments with a factor 10.
Camera In addition to the different filters and utilities, the
performance and speed of the camera itself, on the overall
performance of the system is measured. Pictures are cap-
tured in color, grayscale and halftone mode, and the capture
time is computed by measuring the overall time required for
capturing 1000 images and calculating the average as shown
in Table 5. For color and grayscale images the same picture
size is chosen. The advantage of halftone images is their
higher data resolution, to accommodate this the resolution
of the halftone pictures is higher than the one for color and
grayscale.
Just capturing a single image takes much more time than
running a single algorithm needed to process the image.
Mode Size Time Memory
Colored 40x40 pixel 153.1 ms 3200 Byte
Grayscale 40x40 pixel 80.7 ms 1600 Byte
Halftone 96x96 pixel 1734.2 ms 2752 Byte
Table 5: Resources used by camera for different modes (i.e.,
color, gray-scale, halftone)
This can be a downside when a situation requires higher
capture details, which can be done by taking multiple im-
ages and adding the processed data together. This will lead
to higher accuracy, but at the cost of processing time.
Environmental Light Condition
Light is a part of the environment which is uncontrollable
in the real world. Depending on where, and how bright the
light sources are, the images taken by the robot differ in their
contrast and brightness. The robot’s internal camera calibra-
tion tries to eliminate the influence of the light, and tries to
return the same image for different brightnesses. With de-
creasing light intensity, it is more complicated for the auto
correction to fulfill its task. To evaluate the light conditions
we have built a box, which has white walls and is closed
on all sides except for the top. This box, as can be seen in
Fig. 1c, contains the robot, and the top is closed with a lap-
top monitor. The monitor acts as a controllable light source
and has a constant light distribution of 300 cd/m2. In all
our experiments we place de detectable feature inside this
box and decrease the light intensity in 10 steps of 30 cd/m2,
from full brightness till complete darkness.
Landmark In the first test landmarks are placed in the
box. As shown in Fig. 2, the brightness of images is not that
much influenced by the light condition. The first five im-
ages have almost the same brightness, but the noise density
increases. Only in the last image, when the light intensity
is completely reduced, the landmark is not recognizable any
more.
(a) (b) (c)
(d) (e) (f)
Figure 2: Detection of landmark for different brightnesses
(a) 100% (b) 80% (c) 60% (d) 40% (e) 20% (f) 0%
From the histogram values in Fig. 3 it can be seen that the
colors are all moving to the same area. This effect is due to
the automatic light gain correction of the e-puck camera. It
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influences the brightness in a way, that the average value of
all pixels is always the same.
(a) (b) (c)
Figure 3: Grayscale histogram of landmark with brightness
of the environmental light at (a) 100% (b) 60% (c) 0%
Robot Detection In order to examine how the e-puck cam-
era handles the LEDs of another e-puck, we show in Fig. 4
the influence of environmental light on a captured image.
Unlike in the images of the landmarks in previous exper-
iment, there are significant differences in these images of
this experiment. At 100% brightness, the LEDs cannot be
differed from the surrounding environment (see Fig. 4a), but
the body pattern is clearly detectable. With low light con-
ditions, as can be seen in Fig. 4f, the LEDs are clearly dis-
tinguishable from the remaining image, but the body pattern
cannot be detected anymore.
(a) (b) (c)
(d) (e) (f)
Figure 4: Images taken from an e-puck with brightness at
(a) 100% (b) 80% (c) 60% (d) 40% (e) 20% (f) 0%
This effect can also be seen, when the camera zooms in
into one of the single LEDs, that was detected in the overall
scene. In Fig. 5a the white part of the LED fills only a small
part of the image and the single LEDs can be clearly distin-
guished, while in Fig. 5f the two LEDs are forming one big
part.
The influence of the environmental light on the detection
of LEDs is very important. In bright environments the prob-
ability of detecting this feature is much smaller. In a dark
environment, other features, like the body pattern, cannot be
detected anymore. An optimal condition could be a light
setting similar to the one in Fig. 4d, where the LEDs can
be clearly differentiated from the environment and the body
pattern still can be detected.
Feature Distance
In this subsection, we address how reliable the e-puck can
detect specific features, and how the detection rate is influ-
enced by the distance to a specific feature. For this test,
(a) (b) (c)
(d) (e) (f)
Figure 5: Zooming in to a detected LED of an e-puck with
brightness at (a) 100% (b) 80% (c) 60% (d) 40% (e) 20% (f)
0%
we placed the robot in a white environment in front of only
one detectable feature. The e-puck has to detect the feature
and calculate its estimated position. The test is repeated 100
times with different angles and distances to the feature.
Color Block In Table 6 the results of running the color
block detection algorithms are shown. During the test dis-
tance varies from 20cm to 80cm. Distances below 20cm are
not taken into account, because the colored block is not vis-
ible in such distances.
Distance Detection rate
20 cm 96 %
25 cm 97 %
30 cm 96 %
35 cm 96 %
40 cm 89 %
45 cm 78 %
50 cm 79 %
55 cm 68 %
60 cm 51 %
65 cm 38 %
70 cm 15 %
75 cm 7 %
80 cm 1 %
Table 6: Test results for colored block of landmarks
EAN-8 codes The EAN-8 code is a part of a landmark. As
the colored block is also part of the landmark, the EAN-8
detection can benefit from this and it’s relative good detec-
tion rate. Each time a purple block is detected the robot can
be sure that the EAN-8 barcode is located below this block.
However, the exact range of the EAN-8 code still has to be
detected. The correctness of detecting and decoding the bar-
code depends on the distance from which the e-puck reads
the EAN-8 code, as can be seen in Table 7. Values below
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20 cm are not tested as this is the minimum distance to see
the whole EAN-8 bar code. Table 7 also shows the correct-
ness of the data after decoding, which is much lower than
just detecting a valid pattern.
Distance Detection rate Correctness
20 cm 93 % 68 %
25 cm 89 % 58 %
30 cm 70 % 32 %
35 cm 58 % 5 %
Table 7: Test results for EAN-8 codes of landmarks
QR-Codes QR-codes provide high density information,
but are quite complex to read. For example, one dimensional
bar codes just have to be scanned in a line over the image,
two-dimensional codes have to be transformed so that they
fit in a fixed rectangle, only then it is possible to process
them further. Hence, the detection of the outer shape is very
important, but also often fails. The higher the QR-version,
and thus the number of modules inside the code, the more
exact the shape has to be determined. In Table 8 the detec-
tion rate of different versions at their optimal distances are
listed. All measurements are done from a position right in
front of the pattern. The error correction level is set toH , the
highest possible level. The correctness is only determined in
the cases where the code was correctly detected.
Robot Detection In practice, the detection of other robots
is done with two different algorithms. First the program tries
to detect the body pattern of the robot. When this algorithm
does not detect any robot, robot localization bases on the
LEDs is performed. In Table 9 the detection rate at different
distances is listed, as well as the distance estimation. As the
LED based detection does not return any distance estimation
the value in the third column is only calculated if the e-puck
is detected by the body pattern recognition algorithm.
Overall Performance
Considering all of the in-detail examination, the perfor-
mance of a feature detection algorithm is a combination of
the processing time of the involving filters, utilities, and also
image capturing time. The exact time depends on how often
each step has to be executed, and if the objects are recog-
nized by the detection algorithms. In Table 10 the overall
processing times for the different features are presented.
Version QR code size Detection rate Correctness
1 21x21 80 % 53 %
2 25x25 48 % 5 %
3 29x29 23 % 0 %
Table 8: Light tests of QR-code detection
Distance Detection rate Distance estimation
10 cm 100 % 95 %
15 cm 100 % 79 %
20 cm 75 % 60 %
25 cm 84 % —
30 cm 58 % —
35 cm 61 % —
40 cm 52 % —
45 cm 39 % —
50 cm 20 % —
55 cm 9 % —
Table 9: Distance tests of Robot detection
Algorithm Time
Colored block 204.3 ms
EAN-8 code 324.1 ms
Single LED 900.0 ms
Three LEDs 2334.8 ms
Body pattern 198 ms
QR-code 3253.0 ms
Table 10: Required time for detection of the features
From these overall feature detection times we can con-
clude that detecting static objects such as colored blocks
and EAN-8 codes in a real swarm robot scenarios is doable.
Even detecting a QR-code is possible, as long as the location
of this code in the environment is known, as searching for a
QR-code, using vision, requires high processing time, and
memory.
Glowing Trails
As an extension to our current framework we introduce a
new feature, the glowing trail. Inspired by nature, in which
insects use chemicals for indirect communication (known as
Stigmergy), researchers are interested in applying stigmergy
in multi-robot systems, as well. However, in-field deploy-
ment of an indirect communication requires manipulating
environment which is not a trivial task. Researchers have
recently used a few techniques for accomplishing this task.
For instance, chemical materials has been proposed by (Fuji-
sawa et al., 2008). Due to difficulties in implementation and
limited extendibility, this approach didn’t provide sufficient
applicability in swarm scenarios.
As an alternative, glowing trails exploited by (Kronemann
and Hafner, 2010), inspired on (Alers and Hu, 2009), and
further extended for swarm robotic scenarios by authors
(Ranjbar-Sahraei et al., 2013) are easy to set up in labo-
ratory environment and still very efficient. These glowing
trails can help robots to communicate indirectly to achieve
their goals (e.g., environmental coverage, intruder tracking,
etc.). A simple indirect communication is shown in Fig. 6
in which robots announce their territory border by putting
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pheromones on the borders (Ranjbar-Sahraei et al., 2012b).
(a) (b) (c)
Figure 6: Using stigmergic communication for efficient area
coverage proposed by (Ranjbar-Sahraei et al., 2012b) (a)
robot on right hand side detected the glowing trail. (b) robot
changes its circling direction. (c) robots establish separate
territories
For detection of the glowing trails, in contrast to the sim-
ple method used in (Kronemann and Hafner, 2010), in which
photo-sensors were used to detect glowing trails, the e-puck
vision approach as described above can be used. Therefore,
we take advantage from the developed techniques for color
filtering and pattern recognition which are designed based
on the limited resources of an e-puck robot, and still power-
ful enough to extract information from the trails.
The new glowing trail feature can be seen in Fig. 7. The
detected grayscale image is converted to a black-white im-
age with a fixed threshold. The amount of white pixels is
determined to see if there is any trail in the image. When
the image has more than 1% of white pixels, a Fast Hough
Transformation (Gonzalez and Woods, 2002) is performed
to determine the direction of the trail, see Fig. 7(b).
For using glowing trails, the floor should be covered by
phosphorescent material which absorbs UV light and re-
emits the absorbed light at a lower intensity for up to several
minutes after the original excitation. Robots should also be
equipped with UV-LEDs to emit light to the glowing mate-
rials.
(a) (b)
Figure 7: New introduced feature: (a) Initial image from
a glowing trail received by e-puck camera. (b) Filtered
image with a red directional line determined by Hough-
Transformation (May, 2013)
Real World Evaluation
To test the proposed features and algorithms under real con-
ditions we used this framework to implement two different
swarm approaches. One approach focuses on using these
features and algorithms in path optimization problems as
in (Alers et al., 2011), the other swarm approach focuses
on area coverage with glowing trails as in (Ranjbar-Sahraei
et al., 2012b).
For the path optimization approach we described and im-
plemented our framework in (Alers et al., 2013). We ex-
amined the proposed approach in a real scenario, in an en-
vironment as shown in Fig. 8. A video of this performed
experiment can be found online in (Swarmlab, Maastricht
University, 2013b), including the intermediate image data
from the robot.
Figure 8: Scenario for validation of proposed approach
For the coverage approach, we used the new glowing
trails framework extension, introduced in previous section.
In (Ranjbar-Sahraei et al., 2013), we demonstrated an im-
plementation of this approach, the results of applying this
vision-based trail detection on a real swarm of e-puck robots
is shown in Figs 9a- 9c. A video of the performed experi-
ments can be found in (Swarmlab, Maastricht University,
2013a).
(a) initial (b) intermediate (c) final
Figure 9: Vision-based detection of glowing trails approach
Discussion, Conclusions & Future Research
In this paper we presented an in-depth study of a vision-
based feature detection framework for multi-robot scenar-
ios. This study covered a complete range of performance
evaluations, ranging from measuring detection rate for dif-
ferent environmental brightnesses and detection distances to
detection accuracy for different features. Furthermore, var-
ious experiments on a real e-puck robot were performed to
measure the required time for different tasks such as apply-
ing gray-scale filter, halftone filter, group detection, and pat-
tern finding algorithms.
From the overall performance measurements we can con-
clude that detection of objects that are not too complex is
easily doable. However, the detection time, and the required
memory increases drastically when more complex objects
are chosen as features. Moreover, we showed that the envi-
ronmental light variation doesn’t affect the detection of the
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features, except in the extremes when it is either too bright
or too dark. The detection of other robots via their LEDs
is doable in a static situation, but in most swarm scenar-
ios the robots move continuously in the environment, which
makes detection of moving robots an open research question
in our research. Moreover, for the newly introduced glow-
ing trail feature we demonstrated a working dynamic multi-
robot scenario, which encourages us to investigate applica-
tions in dynamical swarm-optimization settings. Finally, we
as the main future work, we are working on integration of
the proposed techniques with te bee-inspired foraging algo-
rithms, where the big challenge in this is to fit all forag-
ing and vision algorithms within the limited memory of the
robot.
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Abstract
We propose an approach to the automatic synthesis of robot
control software based on the finite state machine (FSM)
formalism. In our previous research, we have introduced
Boolean network robotics as a novel approach to the auto-
matic design of robot control software. In this paper, we show
that it is possible to leverage automatically designed Boolean
networks to synthesize FSMs for robot control. Boolean net-
work robotics exhibits a number of interesting properties.
Firstly, notwithstanding the large size of the state space of
a Boolean network and its ability to display complex and rich
dynamics, the automatic design is able to produce networks
whose trajectories are confined in small volumes of the state
space. Secondly, the automatic design produces networks in
which one can identify clusters of states associated with func-
tional behavioral units of the robots. It is our contention that
the automatic design of a Boolean network controller can be a
convenient intermediate step in the synthesis of a FSM, which
offers the advantage of being a compact, readable, and mod-
ifiable representation. In this paper, we show that clusters
of states traversed by network trajectories can be mapped to
states of a FSM. We illustrate the viability of our proposal
in two notable robotic tasks, namely collision avoidance and
sequence recognition. The first task can be achieved by a
memoryless control program, whilst in the second the robots
need memory.
Introduction
The automated design of compact high-level representations
of control software for robots is a challenge in artificial in-
telligence. Through methods of automatic design, a robot
learns a behavior without the explicit intervention of the de-
veloper. Automatic design methods offer advantages with
respect to manual methods in terms of robustness and gen-
erality of the design process. Moreover, the space of so-
lutions explored by automatic techniques is larger and less
constrained than that explored by methods of manual de-
sign (Koza et al., 2003; Lipson, 2005). However, the ef-
fectiveness of automatic methods depends on a number of
aspects such as the definition of the search space and the ex-
istence of a predictive simulation of the system. Yet, such
methods do not provide guarantees on the solution optimal-
ity. Automatic design techniques act iteratively on the robot
control software in order to reach a configuration that ful-
fills the requirements. There exist several ways of represent-
ing control software of robots, but the finite state machine
(FSM) formalism is the oldest and is broadly used.
Our intention is to propose a new way to automatically
design FSMs representing control software for robots. The
new approach exploits the work carried out in our previ-
ous research in the field of Boolean network robotics (Roli
et al., 2011) as an intermediate step in the automatic design
of FSMs. In the following, we first give an overview of the
existing methods for the automatic design of robot control
software and then we introduce the original contribution of
our work.
Among the existing approaches to automatically obtain a
FSM of a control software, evolutionary programming is one
of the most notable (Fogel, 1962, 1993). EP is a paradigm
used for the generation of programs, code, algorithms and
structures in general, by means of variation and selection
mechanisms inspired by natural evolution. Although EP
was shown to produce interesting results in many important
applications, several issues are still open about its employ-
ment (O’Neill et al., 2010). One of the main issues is the
choice of the most appropriate representation for the pro-
grams to be evolved. In fact, the most suitable representation
and the appropriate encoding of the programs into individ-
uals in the evolution process are critical aspects for the per-
formance of EP (Petrovic, 2007). Moreover, EP normally
requires the definition of constraints to contain the size of
the FSM.
Besides the evolution of FSMs, most of the effort in the
field of automatic design of robot control systems has been
concentrated around artificial neural networks (NNs) (Nolfi
and Floreano, 2000). While NNs offer advantages such as
high plasticity and adaptability, they are black-boxes and it
is often very difficult to analyze their dynamics. The dynam-
ical behavior of a NN can be modeled by a system of differ-
ential equations. There exists a number of works that show
how the mathematical tools of dynamical systems theory can
be used to gain significant insight into the dynamics of small
continuous-time recurrent neural networks (Beer, 1995; Ya-
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mauchi, 1993; Yamauchi and Beer, 1994). However, when
the number of neurons is greater than a few units, the anal-
ysis becomes too complex to handle and only qualitative or
approximate studies are possible.
In our previous work (Roli et al., 2011), we have in-
troduced Boolean network robotics as a novel approach to
the automatic design of robot control software. Boolean
networks (BNs) are a model of genetic regulatory net-
works (Kauffman, 1969). BNs are extremely interesting
from an engineering perspective because of their ability to
display complex and rich dynamics, despite the compact-
ness of their description and the simplicity of their imple-
mentation. BN dynamics can be studied through traditional
dynamical system methods (Bar-Yam, 1997; Serra and Za-
narini, 1990). The use of concepts such as state space, tra-
jectories and attractors, combined with the discrete nature of
BNs, enables non-trivial analysis of the dynamical behavior.
Such ease of analysis is one of the strengths of BN systems.
In this paper, we continue the line of research in Boolean
network robotics showing that the automatic design of a
Boolean network controller can represent an intermediate
step in the synthesis of a FSM. The intuition stems from the
analysis we carried out on the trained Boolean networks and
two interesting properties it revealed. First, the automatic
design shapes the network dynamics in very limited volumes
of the state space. Second, such dynamics are structured in
sets of clusters of states associated with functional behav-
ioral units of the robots. On the basis of such properties,
we propose a heuristic to map those clusters into states of
a FSM, which offers a compact, readable, modifiable, and
formally verifiable representation.
In this work, we propose a proof of concept of our pro-
posal applying Boolean network robotics to two robotic
tasks, i.e., corridor navigation and sequence recognition.
The first task is a typical collision avoidance behavior and
consists in moving along a corridor avoiding walls and ob-
jects; this task can be attained by a robot equipped by a
memoryless control software. Conversely, the second tasks
presents a sequence-recognition scenario (Sun and Giles,
2001). The complexity of the target task lies in the fact that
it requires the robots to have memory of the past in order to
choose the next actions to perform.
The analysis of the trained networks confirms the two
properties mentioned and allows for simple mapping be-
tween clusters of states in the state space of a BN and states
of a FSM.
Despite the simplicity of the two tasks, this work repre-
sents a first crucial step towards the definition of an auto-
matic design method of FSMs that exploits Boolean network
robotics as a convenient intermediate step.
Boolean network robotics
In this section we first introduce BNs and then we describe
how they are employed and configured to let robots perform
the desired tasks.
Boolean networks
A Boolean network is a discrete-state and discrete-time dy-
namical system. Its structure is defined by an oriented
graph with N nodes each associated to a Boolean value xi,
i = 1, ..., N , and a Boolean function fi(xi1 , ..., xiKi ), where
Ki is the number of inputs of node i. The arguments of func-
tion fi are the Boolean values of the nodes whose outgoing
arcs are connected to i. The state of the system at time t,
with t ∈ N, is defined as the vector of the N Boolean val-
ues at t. The state space size is 2N . Several update schemes
can be defined (Gershenson, 2004), but the most studied is
characterized by synchronous and deterministic operations.
BN dynamics can be studied by means of the usual dy-
namical system methods (Bar-Yam, 1997; Serra and Za-
narini, 1990), hence the usage of concepts such as state
space, trajectories, attractors and basins of attraction. Re-
cently, the attention of the scientific community has focused
on the employment of efficient mathematical and experi-
mental methods for analyzing network dynamics and thus
have insight into the behavior of a BN system (Fretter and
Drossel, 2008; Ribeiro et al., 2008; Serra et al., 2007).
BN-Robot coupling
To design a BN-based robot control system, we first need
to couple the BN to the robot so as to let the BN dynam-
ics guide the robot behavior. For this purpose, some nodes
of the network are given special roles. More precisely, we
define a set of input nodes and a set of output nodes. This
choice characterizes our approach with respect to most of
the work performed about BNs, in which they are consid-
ered as isolated systems, even though some notable excep-
tions exist (Ansaloni et al., 2009; Dorigo, 1994; Kauffman,
1991; Patarnello and Carnevali, 1986). The Boolean values
of the input nodes are not determined by the network dy-
namics, but they are imposed according to the robot sensor
readings. Similarly, the values of the network’s output are
used to encode the signals for maneuvering the robot’s ac-
tuators. Several ways to define the mapping between sensor
readings and network’s input, and between network’s output
and actuators are possible. However, the most natural way is
to define the mapping via a direct encoding. Figure 1 shows
the coupling between BN and robot.
Automatic design methodology
Once a mapping between the BN and the robot is defined,
the BN must be designed in order to control the robot’s be-
havior. Our approach consists in treating BN design as a
search problem. In fact, the design of a BN that satisfies
given criteria can be modeled as a constrained combinato-
rial optimization problem by properly defining the set of de-
cision variables, constraints and the objective function.
ECAL - General Track
ECAL 2013 784
sensors actuators
Boolean network
output nodes
encoding
input output
encoding
input nodes
Figure 1: The coupling between BN and robot.
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Figure 2: BN design process.
The search algorithm manipulates the decision variables
which encode structure and Boolean functions of a BN. A
complete assignment of these variables defines an instance
of a BN. Then, we couple this network to the robot through
the input-output mapping, and subsequently we execute the
network. The evaluation of the network at each iteration of
the search process is performed in a batch of simulated ex-
periments. The performance of the robot in each experiment
is assessed according to a user-defined objective function,
which associates the robot behavior to a numeric evaluation.
Finally, the search algorithm exploits this value of perfor-
mance to proceed with the design process. In particular,
the algorithm changes the configuration of the decision vari-
ables so as to find networks with better performances. This
process is depicted in Figure 2.
Robot tasks
We addressed two test cases with different characteristics:
the first, corridor navigation, is a memoryless task while the
second, sequence recognition, requires memory. It is inter-
esting to analyze how the nature of the task influences the
organization of the state space in the trained networks. In
particular, our analysis aims to determine whether the state
space of the trained networks exhibit the same properties
independently of the nature of the task. These properties,
which are (i) the compression of the dynamics in limited re-
gions of state space, and (ii) the organization in clusters of
Figure 3: Corridor navigation environment.
states associated with behavioral units of the robots, enable
the exploitation of the trained networks as intermediate step
in the synthesis of FSMs.
In the remainder of this section we present the working
environment and describe the two test cases.
Robot and Simulator
For both test cases, the robots are trained in simulation. The
simulation framework we employed is the open source sim-
ulator ARGoS (Pinciroli et al., 2012). ARGoS is a discrete-
time, physics-based simulation environment that provides a
faithful simulation of the behavior of different robotics plat-
forms.
The robot simulated in our test cases is the e-puck (Mon-
dada et al., 2009). The e-puck is a small wheeled robot, de-
signed for research and educational purposes. It has a cylin-
drical body of 7 cm of diameter, equipped with a variety of
sensors. For our test cases, we use the 8 infra-red proxim-
ity sensors placed along the circular perimeter of the robot
and the 3 infra-red sensors pointed directly at the ground in
front of the robot. The 3 latter sensors can be used to detect
the color of the ground, in greyscale. The actuators utilized,
besides the motors of the two wheels, are the 8 red LEDs.
Corridor navigation
The first test case is designed to explore the features of net-
works able to perform a memoryless task. It consists of a
robot that must navigate along a corridor avoiding any colli-
sion with the walls and finally reach the exit.
Environment: it consists of a straight corridor of 6.5m in
length and 1m in width.
Task: at the beginning, the robot is placed within the corri-
dor 6m far from the exit. During the experiment, the robot
must advance along the corridor, avoiding collisions and fi-
nally, within the given total execution time T = 120 s, reach
the exit. See Figure 3 for a representation of the environment
at the beginning of the experiment.
During the execution, if a collision between the robot and
the walls of the corridor occurs, the experiment is immedi-
ately stopped.
Performance measure: the performance assigned to the
robot is simply its final distance from the exit (normalized).
The smaller is this distance, the better is the performance of
the robot.
BN-robot setup: for successful navigation, the robot needs
the 8 proximity sensors to detect the walls and avoid them.
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At each time step, the readings of the 8 sensors are encoded
into the values of the BN input nodes. We use 4 input nodes
to encode the readings of the proximity sensors. Thus, the
8 proximity readings are gathered in pairs. If at least one
of the two sensors of the pair exceeds a chosen threshold,
the corresponding input node value is set to 1. The pairs
are formed to allow the robots to detect walls in the four
directions north-east, south-east, south-west and north-west.
Once the readings of the sensors are encoded in the input
nodes, the network’s state is updated and finally the values
of the output nodes are read, decoded and utilized to set the
actuators. We use two output nodes to set the wheel speeds
either to zero or to a predefined, constant value.
For this test case, we set the network size to 20 nodes. We
leave the analysis on how this value affects performance for
future investigation.
BN design: the initial topology of the networks, i.e., the
connections among the nodes, is randomly generated with
K = 3 (i.e., each node has 3 incoming arcs) and no self-
connections, and it is kept constant during the training. The
initial Boolean functions are generated by setting the 0/1
values in the fi uniformly at random. Our search process,
which is a stochastic descent, works only on the Boolean
functions. In particular, at each iteration, the search algo-
rithm changes the configuration of the network by flipping
one bit of the Boolean functions. The flip is performed by
changing a random entry in the fi, where i is a randomly
chosen node. The new configuration is accepted if the corre-
sponding BN-robot system has a performance at least equal
to the current one. The evaluation of each network is per-
formed on a set of initial conditions, that form the training
set. For this test case, the training set is composed of six
different initial orientations of the robot. The six angles are
chosen so as to have six equally spaced orientations in the
range between pi3 and −pi3 (with 0 that is the straight direc-
tion of the robot towards the exit). In this manner, the robot
must be able to cope with a wide range of different situa-
tions and avoid the walls it detects in any direction. The
final evaluation assigned to the robot is computed as the av-
erage of the performance across the 6 trials. We executed
100 independent experiments, each corresponding to a dif-
ferent initial network. In each experiment, we run the local
search for 1000 iterations.
Sequence recognition
The second test case aims to explore the properties of net-
works able to perform a task that requires memory. The task
is sequence recognition (Sun and Giles, 2001). In particular,
the robot must learn to recognize a sequence of colors by
performing certain actions. This kind of task is more com-
plex than the previous one, because the robot needs a form
of memory to be able to choose the next action depending
on the past.
Environment: it consists of a straight corridor of 7m in
Figure 4: Sequence recognition corridor environment.
length and 1m in width. Along the corridor, the ground is
painted to form a striped pattern with three different colors:
white (W) represents the background, while black (B) and
gray (G) are the symbols of a sequence to be recognized.
Task: at the beginning of the experiment, the robot is placed
within the corridor 6.5m far from the exit. During the exper-
iment, the robot must move along the corridor and reach the
exit. Every time the robot encounters a black or gray area in
the right sequence, it must turn its LEDs on. Conversely,
when the robot encounters the background color or other
colors in the wrong order, it must keep its LEDs off. The
sequence to be recognized is a cyclic repetition of black fol-
lowed by gray. By performing the right sequence of actions
while moving along the corridor, the robot must be able to
reach the exit within the given total execution time, fixed in
T=130 s. Figure 4 represents an example of the environment
at the beginning of the experiment.
In the environment depicted in Figure 4, the robot must
perform the following sequence of actions to achieve the
goal (omitting the background color (W) whose correspond-
ing LED correct status is always OFF):
Colors along the corridor
B B G G G B
ON OFF ON OFF OFF ON
Robot’s LEDs correct status
If the robot, at any instant in time during the execution,
performs the wrong action, the experiment is immediately
stopped.
Performance measure: The performance assigned to the
robot is the final distance from the exit of the corridor (nor-
malized between 0 and 6.5). The value must be minimized.
BN-robot setup: for this task, the robot needs the ground
sensor to detect the color of the ground. For our simple ap-
plication we use only the central sensor. Since we encode
three values (W, B, G), at each time step, the reading of the
sensor is encoded into the values of two BN input nodes. We
use four nodes to encode the proximity sensors that, even
though not strictly needed for the task, can be still useful for
the navigation along the corridor.
After the network’s state update, we decode and use the
values of the output nodes to set the actuators. Besides the
two nodes used to control the wheel speeds, an additional
output node is utilized to set the state of the LEDs either to
ON or OFF.
For this test case we increased the network size to 30
nodes.
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BN design: initial topology and Boolean functions are ran-
domly generated with K = 3. In our experiments, the
search strategy is a stochastic descent and works only on the
Boolean functions, leaving the topology unchanged. The
evaluation of each network is performed on a set of initial
conditions. More precisely, the training set is composed of
10 different randomly generated sequences of colors on the
ground. Differently from the corridor-navigation case, the
robot starts always pointing towards the exit. In this way,
the navigation task is simplified so as to focus the complex-
ity on the sequence recognition. The final evaluation of a
robot is the average value of the performance across the 10
trials. Due to the high computational cost required by each
experiment, we executed only 30 independent experiments
with 30 different initial networks for 100000 iterations of
the search algorithm.
Analysis of the results
The analysis of the results obtained in both test cases reveals
two properties. First, the dynamics of the automatically de-
signed networks spans across a very limited region of the
whole potential state space. This means that the search al-
gorithm moves towards networks whose dynamics are com-
pact. This relationship between the design process and the
dynamical features of the networks is notable: the search al-
gorithm acts directly only on the network structures, search-
ing for a good behavior of the BN-robot systems while ig-
noring the dynamics property of the networks. Nevertheless,
the analysis shows that the algorithm shapes and compresses
indirectly the dynamics of the networks.
The second property observed is the organization of the
state space traversed by the final networks in a set of clusters
of states, each devoted to perform a specific series of actions.
In the remainder of this section we present the analysis
and the results obtained for both test cases.
Corridor navigation analysis
Once the design process is completed, the focus of the study
is on the dynamical features of the resulting networks. The
first aspect we analyzed is the measure of the fraction of
state space utilized by the trained networks. In order to carry
out this analysis, we collected a large number of trajectories,
corresponding to different initial conditions, for each BN ob-
tained. Then, we counted the number of different states that
each network traversed across all the trajectories and we re-
ported the empirical cumulative distribution of the result-
ing values. Figure 5 shows the distribution for the corridor-
navigation test case.
The plot shows that the final network dynamics traverse
limited volumes of the state space. In fact, the median usage
of state space in the 100 trained networks is located around
150 states. This is a very tiny fraction of the whole potential
space, whose dimension is 2N (220 in this case). This first
property enables an analysis of the network dynamics that
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Figure 5: Empirical cumulative distribution function of
the number of visited states in final networks. Corridor-
navigation test case.
allows to gain significant insight into the behavior of the BN-
robot systems.
To analyze the organization of the dynamics of a BN con-
trolling a robot, we collected its trajectories by simulating
the experiment. Then, we gathered the trajectories and we
generated the graph of the observed state transitions. For
lack of space, the graphs can be found as on-line supple-
mentary material (Garattoni et al., 2013).
The state space of the robot performing corridor naviga-
tion can be decomposed in three macro areas. One is re-
sponsible of the behavioral units that react to walls detected
on the east side of the robot. Likewise, another cluster of
states is devoted to avoid the obstacles on the west side of
the robot. Besides, the two areas are both connected to a
third cluster, responsible of moving the robot straight ahead
as long as no obstacle is detected. Furthermore, it is possi-
ble to observe that each cluster of states contains few topical
states, visited many times, and a series of other nodes gradu-
ally increasing in number and decreasing in visits. To verify
this property, we performed the analysis of the graph for all
the final networks of the corridor-navigation test case. We
report in a plot the cumulative distribution of the fraction
of states visited at least v times, where v is the number of
visits on the x-axis. The results, showed in Figure 6 for a
typical case, suggest that the dynamical behavior of a BN
is built around few, prominent states that correspond to the
main traits of the robot behavior.
The observations and the analysis presented so far suggest
a procedure for deriving a representation of the robot’s dy-
namics in the form of a FSM. We determine the states of the
FSM by starting the observation from the topical states and
gradually moving to the less important ones. The result is
that a state in the FSM takes the place of a clusters of con-
nected states in the state space in which the BN remains until
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Figure 6: Distribution of the fraction of states visited at least
v times. The fraction is computed with respect to the total
number of states visited in 200 runs of 120000 time steps
each. Corridor-navigation test case.
Go straight  /  Wheels ON
Turn left  /  Right wheel ON Turn right  /  Left wheel ON
South-East
North-East
North-East
No obstacles OR
South-East OR
South-West
North-West
South-West
North-West
Start
Figure 7: Finite state machine of the state space graph. Cor-
ridor navigation.
a specific input is received. By following this simple heuris-
tic for a typical case of corridor navigation, we derived the
FSM in Figure 7. We can observe that the automaton cor-
responds to a very simple yet effective behavior: the robot
goes straight until an obstacle is detected on one side; in that
case, the robot turns to the other side.
Sequence recognition analysis
The analysis carried out for the second test case is similar to
that presented for the corridor-navigation test case. Due to
the higher complexity of the sequence-recognition task with
respect to the corridor navigation and the important compu-
tational cost required by each run, the number of successful
networks to analyze is much lower than in the first test case.
However, the analysis confirms the same properties.
The number of states visited by the trained networks is
very low: the state space usage is on average 200 states
out of 230 potential states. By collecting the trajectories
of the successful networks and generating the correspond-
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Figure 8: Distribution of the fraction of states visited at least
v times. The fraction is computed with respect to the total
number of states visited in 200 runs of 130000 timesteps
each. Sequence-recognition test case.
ing graphs of the observed state transitions, we observe that
the limited region of state space utilized is again organized
in sets of clusters of states. The graph derived in a typical
case of sequence recognition can be found as supplementary
material (Garattoni et al., 2013). At the top of the graph, a
set of nodes allows the robot to navigate on the background
with its LEDs off until the first colored stripe is found. Then,
two clusters of nodes are responsible of the next action, de-
pending on the detected color (turn LEDs on if black, turn
LEDs off if gray). Once the first color has been recognized,
the BN goes into a new region, dual to the first. Here, we
find another area for the background color and two clusters
of nodes for the black and gray with actions swapped with
respect to the first region. When also the second color is rec-
ognized, the dynamics return back to the first area, reusing
the same states to recognize a sequence of any length. This
analysis shows that the memory, in our case the last color
recognized, is stored in the state space in which the BN op-
erates.
Similarly to the corridor-navigation test case, each cluster
of states is devoted to the execution of a particular functional
behavioral unit of the robot. To support the observation and
show that each cluster unfolds around few topical states and
a series of other nodes gradually less important, we report in
a plot the distribution of the fraction of states visited at least
v times. The results for a typical case of sequence recogni-
tion are depicted in Figure 8.
The properties discussed so far allow the employment of
the same heuristic used for the first test case to obtain a com-
pact FSM representation of networks performing sequence
recognition. From the graph described, we derived the FSM
shown in Figure 9.
From the comparison of the FSM in Figure 9 and the one
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White1  /  LEDs OFF
Black1  /  LEDs ON Gray1  /  LEDs OFF
Gray
Black
Black
White
White
Gray
Start
White2  /  LEDs OFF
White
White
Black2  /  LEDs OFF
Black White
Gray2  /  LEDs ON
Gray
Black Gray
White
Figure 9: Finite state machine of the state space graph. Se-
quence recognition.
in Figure 7, it is possible to notice the influence of the differ-
ent nature of the two tasks. The interesting aspect to high-
light is the representation of the memory required by the
sequence-recognition test case. In the corridor-navigation
FSM, the action executed by the robot at each instant in time
is determined only by the current observation of the world.
This is due to the fact that corridor navigation is a memory-
less task in which the robot is not required to keep memory
of the past but it can simply react to the current stimuli of
the environment. On the contrary, the FSM performing se-
quence recognition can activate different actions, e.g. LEDs
on or LEDs off, for the same observation, e.g. the detection
of the black color, depending on the previous state. There-
fore, the memory that the robot needs to keep track of the
last recognized color is stored in the phase space in which
the BN operates. More precisely, the memory of the past
is represented by the area of state space utilized by the net-
work at a certain time, which is function of all the previous
robot-environment interactions.
Conclusion
In this paper, we have exploited the properties of the au-
tomatic design of BN-robot control software to synthesize
FSM representations of the robot program. This result has
been made possible by an analysis performed on the state
space of the best networks obtained at the end of the de-
sign process. In particular, the exploration revealed two cru-
cial properties: (i) the trajectories of the BNs controlling the
robots are confined in very small areas of the state space and
(ii) the dynamics are organized in clusters of states occupy-
ing different areas of the state space, each corresponding to a
different set of actions to perform. These results allowed us
to outline a procedure to derive a compact view of the best
performing network behaviors in terms of FSMs.
A major advantage of this method over current automatic
design of FSM controllers for robots is that it does not re-
quire any assumption on the number of states nor condi-
tions on the transitions between states. This implies that the
behavior of the robot is automatically segmented, i.e., the
actions composing the robot’s behavior do not need to be
specified a priori. We would like to emphasize that the use
of BNs makes it possible to exploit the properties of both
NNs and high level representations like FSMs. In fact, most
NN-based robot programs define a mapping between sen-
sor readings and actions on the actuators and thus operate
as low-level, fine grained programs which are particularly
effective in reactive systems. Conversely, FSM control soft-
ware is usually based on high-level actions and it is suitable
for modular control programs which can be also formally
verified. With BN robot programs we can combine both
characteristics, as BNs can indeed operate low-level and, at
the same time, enable the designer to manipulate a FSM de-
scription of the robot control software.
The work carried out for this paper is only a first neces-
sary step towards the application of the proposed approach
to more complex and demanding tasks. Future work will fo-
cus on improving the performance of the design process and
defining an automatic method for synthesizing FSMs start-
ing from Boolean networks. These steps are required for a
fair comparison of the proposed approach with existing and
well refined design methods.
Of course, the approach has also some limitations. First
of all, it requires to deal with Boolean inputs and outputs,
which could be sometimes problematic. In addition, the
FSM is derived by collecting samples of BN trajectories and
a trade-off between precision and computational complexity
has to be found.
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Abstract 
This paper describes the use of molecular programming 
techniques to build synthetic in vitro and spatially distributed 
reactions networks with tailored topologies. The basic 
workflow is to use synthetic DNA strands to encode the 
topologies of molecular interactions of the reaction network. 
The actual dynamic of the system is provided by enzymatic 
reactions controlled and templated by these DNA strands.  Here 
we focus on the implementation of a molecular predator-prey 
ecosystem. We thus create two autocatalytic DNA 
amplifications reactions and connect them through predation – 
the second DNA-species consumes the first one to fuel its 
growth. We also ensure that these species have a limited 
lifetime in the test tube. We are therefore able to detect 
sustained oscillations of the two molecular species, as predicted 
and observed for real ecosystems. This is the first time that 
predator prey oscillations are observed in a chemical system. 
We further expand the analogy between chemical and animal 
networks by introducing additional interactions such as 
symbiosis, the mutually beneficial interaction between two 
species. Interestingly, competition also arises quite naturally 
from the physical substrate that is used in the modeling process 
and displays remarkable dynamic consequences such as 
synchronization or chaos. Finally we report the construction of 
spatially distributed chemical ecosystems, and the observation 
of their spatiotemporal behaviors, in particular traveling and 
spirals dual waves of molecular hunts. 
 
Introduction 
Molecular programming techniques based on synthetic DNA 
are currently opening unprecedented opportunities for the 
exploration of molecular informational systems. Because 
DNA allows easy encoding of molecular interactions and 
possesses a rich biochemistry, it is possible to reproduce, in 
test tubes, some of the most fundamental dynamic motifs of 
biological regulation circuits, like oscillators, bistable 
switches, etc. (Montagne et al. 2011; Kim & Winfree 2011). 
This synthetic approach provides a unique opportunity to i) 
better understand the structure/function relationships at the 
level of biological circuits; ii) use such molecular devices 
(computers, controllers, memories, filters …) into 
informational chemical systems; and iii) design artificial 
molecular systems integrating more and more life-like 
features. 
We recently went one step further by demonstrating that 
molecular programmers need not restrict their inspiration to 
cellular circuits. Other networks, such as those formed by 
interdependent species (ecosystems) can also be reproduced 
using molecular tools. Our demonstration is based on the 
predator-prey example, the basic motif of many ecosystems. 
This particular motif is well known because, somewhat 
disconcertingly, the simple interaction between a prey and its 
predator typically leads to sustained oscillations of both 
populations (Lotka 1920). 
 
Results and discussion 
We have encoded the topology of PP interactions in a DNA-
based molecular program. The information concerning the 
topology of the network is genetically stored in a 20-base-long 
ssDNA, G (for grass), which direct the growth of 
complementary preys (N) as follows: N hybridizes to the 3' 
end of G, to form the partial duplex G:N. This duplex is 
extended by a polymerase and subsequently nicked by a 
specific nicking enzyme yielding, upon de-hybridization, two 
copies of N and an intact template G. 
Figure 1: Molecular predator-prey network. N, P and G denote 
the prey, the predator and the template respectively. Harpoon-
ended arrows denote DNA strands. Double-sided arrows 
correspond to DNA hybridization/dehybridization reactions, 
whereas single-sided arrows indicate irreversible enzymatic 
transformations. Complementary DNA domains have the same 
colour. Strands have different hues, light and dark, indicating if 
they can or cannot be degraded by the exonuclease, respectively. 
Pol, nick and exo stand for bst DNA polymerase, Nb.BsmI 
nicking enzyme and ttRecJ exonuclease. 
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Figure 2: Waves of prey (yellow) and predators (green) in a 2D predator-prey molecular experiment. Left: Time-lapse images of the 
fluorescent shift in the corresponding fluorescent channels, taken every 10 min in a circular reactor 11 mm in diameter and 200 µm thick. 
The borders of the reactor are highlighted in white. Middle: profiles along x of the yellow (prey) and green (predator) fluorescent shifts. 
Right: 1D reaction-diffusion simulations of the normalized prey and predator concentrations. 
 
Predator P is a 14 bases long palindromic ssDNA. During 
predation N hybridizes over P and the polymerase extends this 
adduct to form a double strand P:P. Upon de-hybridization, 
P:P yields two copies of P. Both active species N and P are 
degraded to unreactive dNMPs by a 5'->3', processive, 
ssDNA-specific exonuclease. G is not digested because it 
bears three protective phosphorothioate modifications in 5'.  
We have then confirmed the accuracy of our experimental 
model by observing sustained chemical cycles in a test tube 
maintained at a constant temperature. The period is from one 
to several hours and the oscillations of the two species can be 
monitored in two fluorescent channels. Tens of cycles can be 
obtained even in the absence of any exchange of matter. This 
demonstrates the transposition of an agent-based non-trivial 
network (and its dynamic behavior) at the molecular scale. 
We have further extended the approach by adding additional 
ecologically-relevant interactions into the molecular 
ecosystem: competition for shared molecular resources, such 
as enzymatic catalysts can lead to complex, possibly chaotic 
behaviors, while symbiosis at the prey level tend to stabilize 
the steady coexistence of the species (Fujii & Rondelez 2013). 
We have also integrated a spatial component into the system 
by moving from well-mixed to reaction-diffusion systems.  
This has allowed the first observation of synthetic predator-
prey “waves of pursuit and evasion” (Murray 2004) under the 
microscope (Padirac et al. 2013). 
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Abstract
We investigate the role of backward reactions in a stochastic
model of catalytic reaction network, with specific regard to
the influence on the emergence of autocatalytic sets (ACSs),
which are supposed to be one of the pre-requisites in the tran-
sition between non-living to living matter.
In particular, we analyse the impact that a variation in the ki-
netic rates of forward and backward reactions may have on
the overall dynamics.
Significant effects are indeed observed, provided that the in-
tensity of backward reactions is sufficiently high. In spite of
an invariant activity of the system in terms of production of
new species, as backward reactions are intensified, the emer-
gence of ACSs becomes more likely and an increase in their
number, as well as in the proportion of species belonging to
them, is observed. Furthermore, ACSs appear to be more
robust to fluctuations than in the usual settings with no back-
ward reaction.
This outcome may rely not only on the higher average con-
nectivity of the reaction graph, but also on the distinguishing
property of backward reactions of recreating the substrates of
the corresponding forward reactions.
Introduction
Models of catalytic reaction networks have been widely
investigated in the last decades, with different goals and pur-
poses, yet mostly in regard to the broad theme of the origin
of life and with the design of artificial protocells (Carletti
et al., 2008; Filisetti et al., 2010; Rasmussen et al., 2004;
Serra et al., 2007; Szostak et al., 2001).
In particular, in the quest for a reasonable theory de-
scribing the transition from non-living to living matter,
many frameworks have been proposed, among others the
metabolic-first scenario (Dyson, 1985; Smith and Mo-
rowitz, 2004; Wa¨chtersha¨user, 1990; de Duve, 1982), the
protein-first hypothesis (Oparin, 1924; Fox, 1974; Lee et al.,
1996, 1997; Issac and Chmielewski, 2002), the compart-
mentalization (Bachmann et al., 1992), the compositional
approach (Segre´ et al., 1999; Segre et al., 1998; Segre´ and
Lancet, 2000) and the gene-first hypothesis included in
the RNA world theory (Gilbert, 1986; Mu¨ller, 2006; De
Lucrezia et al., 2007; Anastasi et al., 2007; Talini et al.,
2009; Rios and Tor, 2009; Budin and Szostak, 2010). Even
if the dispute is far from being concluded (Cornish-Bowden
and Ca´rdenas, 2008; Stano and Luisi, 2010; Schrum et al.,
2010; Budin and Szostak, 2010), one of the underlying key
requirements in most of these theories is that the production
of the molecular species involved in the transition relies on
robust reaction pathways.
In this regard, some theories account for linear chemical
pathways capable of producing the sufficient amount of
species at energy-rich sites, e.g. hydrothermal vents (Oga-
sawara et al., 2000) or under plausible prebiotic condi-
tions (Costanzo et al., 2009). Nevertheless, in most of the
cases the emergence of sets of collectively self-replicating
molecules, i.e. autocatalytic cycles (or autocatalytic sets,
ACSs from now on)1 appears to be an essential requirement
to achieve the self-sustenance and the evolvability of
the system. Indeed, there are many examples of ACSs
in current biological systems, which are the outcome of
billions of years of evolution. Therefore, the investigation
of the generic properties of catalytic reaction networks,
with particular respect to the sufficient conditions for
the emergence of ACSs and the characterisation of their
dynamical properties, is fundamental2.
1A classical definition of ACS is that of a subset of chemicals
in which the production of each element is catalysed by at least
another elements belonging to the subset (Kauffman, 1986). Here-
inafter, a more formal definition with specific regard to our model
will be provided.
2It is very important to remark that the presence of ACSs only
is not sufficient to define life, which it is largely believed to require
also the presence of a container that separates the living system
from the environment, as well as a coupling between the replica-
tion rate of the internal molecules and the growth and division rate
of the container. This theme is at the centre of the research on pro-
tocells.
In previous works (Serra et al., 2007; Filisetti et al., 2008; Carletti
et al., 2008) we proved that, once that such a coupling is achieved,
the rates of the replication of the internal molecules and that of the
growth of the container tend to spontaneously synchronise through
successive divisions. This also leads to an exponential growth of
the population of protocells that, in turns, implies a Darwinian se-
lection process among them (Munteanu et al., 2006).
Furthermore, in Serra et al. (2013) we introduced the first known
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To this end, different models have been proposed by, e.g.,
Dyson (Dyson, 1985), Eigen and Schuster (Eigen and
Schuster, 1977; Eigen and Mccaskill, 1988; Eigen and
Schuster, 1978), Kauffman (Kauffman, 1986; Hordijk et al.,
2010; Hordijk and Steel, 2004; Mossel and Steel, 2005),
Jain and Khrishna (Jain and Krishna, 1998), Lancet (Segre
et al., 1998; Segre´ and Lancet, 2000), Kaneko (Kaneko,
2006) and Vasas and Fernando (Vasas et al., 2012). Despite
the theoretical differences, most of the models predict a
phase transition leading to the spontaneous emergences of
ACSs, after matching certain key conditions, either struc-
tural or dynamical according to the cases. Note that, given
that the presence of ACSs may eventually lead the system to
display remarkable discrepancies between the concentration
of the involved molecules from that of analogous systems
with no ACSs, this could be actually investigated through
wet-lab experiments.
Nonetheless, it is indeed difficult to detect the emergence of
ACSs in lab experiments and this could be due, on the one
hand, to the somehow drastic simplifications at the basis of
the theoretical models or, on the other hand, to the fact that
real experiments never matched the requirements suggested
by the theories.
In order to fill the gap between theories and experi-
ments and provide insights for further experimentation,
in Filisetti et al. (2011c) we introduced a novel model
of catalytic reaction network, based on a fully stochastic
framework and in which the system complexity can grow
according to the dynamics, through the creation of new
species and reactions. The model takes inspiration from the
works by Kauffman (Kauffman, 1986) and its subsequent
developments by others (Bagley et al., 1989; Bagley and
Farmer, 1992; Farmer and Kauffman, 1986; J.D.Farmer
et al., 1986).
The model considers abstracted entities accounting for
monomers and polymers (i.e. species) and simplified inter-
actions among them, in terms of cleavages (i.e. the cutting
of two species) and condensations (i.e. the concatenation of
two species). The key constraint of the model is that each
reaction must be catalysed in order to occur. In this regard,
any species in the system can be selected to be the catalyst
of any possible reaction with a certain probability. The
system’s dynamics is then stochastically simulated within
an open flow reactor. By using a stochastic framework, it
is possible to consider in a adequate way the relevance of
noise, random fluctuations and low-numbers-effects on the
overall dynamics, most of all when dealing with systems
stochastic model in which a catalytic reaction network is mod-
elled within a simplified model of protocell. Although a stochas-
tic description has been adopted also in Mavelli and Ruiz-Mirazo
(2013), our model of protocell deals with the capability to create
new molecular species by means of the reactions present in the
system.
close to the phase transition in which the emergence of
ACSs becomes plausible.
We remark that the focus of the model is not on the detailed
characterisation of the entities and reactions of a specific
chemical system, but rather on the investigation of the
dynamical behaviour that emerges from the interaction
of simple entities, with the final goal of deciphering the
generic (or universal) properties, that is, those that are
shared by a possibly broad range of different chemical
systems. In particular, we aim at determining the minimal
conditions for the emergence of ACSs and the sensitivity of
the phenomenon to variations in some key parameters.
In this regard, in our previous works we studied in depth the
influence that variations in some of the key parameters of
the system has on the overall dynamical behaviour and on
the production of ACSs.
One first result we obtained was to detect that a varia-
tion in the composition of the set of molecules present at the
beginning of the simulation does not seem to remarkably
affect the dynamics of the systems, whereas modifications
in the incoming flux seem to deeply influence the overall
behaviour (Filisetti et al., 2011c).
For this reason, we focused our attention on the incoming
flux composition and diversity (Filisetti et al., 2011a). The
results of the analysis that we performed showed that the a
variation in the number of distinct species belonging to the
incoming flux influences the general activity of the system:
considering a fixed overall incoming flux concentration,
the larger the number of diverse species (regardless their
lower individual concentration), the higher the activity
of the system, in terms of overall number of species and
molecules, yielding a larger number of ACSs. On the
contrary, the length of the polymers belonging to the flux
seems not to be so relevant.
Another key parameter of the system, the average residence
time of the molecules within the reactor, was also analysed,
suggesting that the larger the residence time is, the higher
the probability of emergence of ACSs is.
In another work, presented at ECAL 2011 (Filisetti et al.,
2011b), we introduced some plausible energy constraints
associated to specific types of reactions, to investigate
whether and how the introduction of a form of energy
could affect the dynamics and the emergence of ACSs.
Preliminary analyses showed that there exists an optimal
combination of two key parameters, i.e. the incoming flux
of energy carriers and the energization kinetic constant
(which account for the amount of energy available for
endoergonic reactions) and that this combination ensures a
larger production of new species. Further research is needed
for a better understanding of the phenomenon.
Finally, one of the most important results was to highlight
the general fragility of the ACSs that have been observed. In
fact, their existence usually depends on same rare molecules
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and reactions, which may disappear because of random
fluctuations, hence preventing the autocatalytic closure
over a significant span of time. This outcome could pro-
vide one of the first possible explanations of the difficulty
in observing the emergence of ACSs in wet-lab experiments.
In line with this methodological approach, within this
work we carry on with the analysis of the key parameters
of the system, in order to provide a more complete and
coherent picture of the phenomenon.
In particular, we here relax one of the constraints of the
classical formulation of the model, that is, the exclusion of
backward reactions. In previous studies backward reactions
were neglected, by hypothesising that the Gibbs energy∆G
for any reaction is large enough to maintain the system far
from the chemical equilibrium. Considering that backward
reactions do occur in nature, here we want to investigate
their role in the overall dynamics.
We define a cleavage (respectively, a condensation) as the
backward reaction of a specific condensation (respectively,
cleavage), i.e. the forward reaction, if:
• its products are the substrates of that condensation (re-
spectively, cleavage),
• its substrates are the products of that condensation (re-
spectively, cleavage).
The analysis has then been focused on the effects of the
relative strength of the rates of the forward and the backward
reactions.
In section II the model will be briefly outlined. In sec-
tion III results of the simulations with backward reactions
will be shown. Finally, in section IV the discussion and
some indications for future works will be presented.
The model
A detailed description of the model can be found in (Filisetti
et al., 2011a,c), here we will only outline the key features.
The model represents an open system in which monomer
and polymers, i.e. the species, are involved in catalysed re-
actions. Every species xi, i = 1, 2, ..., N is defined by an
ordered string of letters selected from an arbitrary alphabet
(e.g. A, B, C...) and its amount, either concentration or
quantity, i.e. number of molecules. The only allowed re-
action types are: i) cleavage, the splitting of two species
(e.g. AAAB → A + AAB) and the ii) condensation, i.e.
the concatenation of two species (e.g. BBAA + BA →
BBAABA), which requires an intermediate step involving
the formation of a temporary complex between the substrate
and the catalyst.
We neglect spontaneous reactions by assuming that there is a
sufficiently high activation energy for any reaction scheme.
Therefore, only catalysed reactions are allowed and every
species xi (longer than a specific threshold) can be selected
to be the catalyst of a given reaction with a certain (uniform)
probability pi = p, i = 1, 2, ..., N . Therefore, the reaction
scheme is defined in a probabilistic way, i.e. in different sim-
ulations the same species can be the catalyst of distinct reac-
tions. Besides, the initial reaction scheme can dynamically
evolve and increase in dimension because of the creation of
new species, which can be (probabilistically) involved in ei-
ther novel reactions as substrates, products or catalysts, pro-
vided that the coherence with the existent reaction scheme
is maintained. The set of couples {species, reaction} in
which the species catalyses the reaction defines the chem-
istry of the system, because it describes a coherent possi-
ble artificial world. Hence, it is possible to simulate distinct
chemistries or to keep the chemistry fixed and simulate dif-
ferent time histories.
In the classical formulation of the model, backward reac-
tions are also excluded, by hypothesising that the Gibbs en-
ergy ∆G for any reaction is large. The main goal of this
work is to investigate the implications of relaxing this con-
straint.
A possible example of each reaction type is shown:
• Cleavage: AB + C Kcleav−−−−→ A+B + C
• Condensation: (whole reaction: A+B+C → AB+C)
Complex formation: A+ C
Kcomp−−−−→ A : C
Complex dissociation: A : C Kdiss−−−→ A+ C
Final Condensation: A : C +B Kcond−−−−→ AB + C
A and B are two random species standing for the sub-
strates of the specific reaction, C is the catalyst of that
reaction and A : C is the transient complex. Kcleav ,
Kcomp, Kdiss and Kcond respectively are the kinetic rates
of cleavage, complex formation, complex dissociation and
final condensation3. The outgoing flux is simulated by
assigning a common decay time Kout to each species and
complex. The incoming flux rate Kin is measured in moles
per second and the average residence time is given by
1/Kout.
The dynamics of the system is simulated through the
well-known Gillespie algorithm (Gillespie, 1977) for the
stochastic simulation of chemical reaction system, with the
key modification of allowing the creation of new species
and reactions that are not present in the initial conditions.
In particular, the system is modelled within a continuous
stirred-tank reactor (CSTR), which allows continuos
3Notice that a parameter sensitivity analysis of the model was
presented in Damiani et al. (2013). The main goal was to identify
those kinetic parameters that mainly influence the ability of the
system to increase the diversity of the species.
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ingoing and outgoing fluxes of molecules. In another
work (Serra et al., 2013) we introduced a semi-permeable
membrane to separate the catalytic reaction network from
the environment.
Two possible representations of the system are possi-
ble, which results in different graphs. The first concerns the
catalytic activity of the system: an edge from xc to xi is
drawn if species xc is the catalyst of the reaction in which
the species xi is one of the products. This leads to the
so-called catalyst-product graph. The second representation
regards the assembling activity: an edge from xj to xi
is drawn when xj is a substrate involved in a reaction in
which xi is one of the products. This allows to draw the
substrate-product graph.
Besides, the adoption of an asynchronous stochastic frame-
work implies the problem of detecting cycles in a univocal
way. We lastly decided to introduce a graph in which
every edge (either catalyst-product or product-substrate) is
maintained only if the specific reaction occurs within an
arbitrary temporal window,W. We call it the actual reaction
graph and can be applied to both the catalyst-product and
the substrate-product graphs. In this way, the influence of
very rare reactions is neglected and cycles can be coherently
detected.
In particular, in the context of our model, we define as ACS
a subset of species which belong to a strongly connected
component (SCC) in the catalyst-product actual reaction
graph4.
The introduction of backward reactions. The goal of
this work is to investigate whether and how the introduction
of backward reactions may influence the overall dynamics of
the system and, in particular, with respect to the emergence
of ACSs.
To this end, we define a backward reaction for any existing
reaction of the system (which will be defined as forward re-
action), relative to both cleavages and condensations (see the
definition of forward and backward reactions in the previous
section). In the example scheme above, the condensation
is the backward reaction of the cleavage (or the other way
round).
The analysis is then focused on the variation of a key param-
eter R, which accounts for the relationship between the for-
ward and the backward reactions kinetic rates, and is defined
as follows. Note that, given that in the current configuration
of the system we set Kcomp = Kcond for all the condensa-
tions, onlyKcond will be included in the definition.
We distinguish two cases:
4See the footnote number 1 at page 1 for a more general defini-
tion
• if the forward reaction is a cleavage, given anyKcleav:
R =
2Kcleav
Kcond
→ Kcond = 2Kcleav
R
(1)
• if the forward reaction is a condensation, given any
Kcond:
R =
Kcond
2Kcleav
→ Kcleav = Kcond
2R
(2)
Varying R it is possible to define different ratios between
the rates of forward and backward reactions and, accord-
ingly, given the kinetic rates of any forward reaction to de-
termine those of the corresponding backward reaction5.
The simulations
The benchmark for this kind of analysis is the case in which
no backward reactions are considered and that will be
indicated with NOREV from now on. We then considered
4 values of R = 1, 10, 100, 1000.
We created 10 different chemistries and for each of them
we varied the value of R only (simulating 10 different
histories, for a total of 500 distinct simulations), in order to
disentangle the effect of its variation on the dynamics. The
details of the simulations can be found in the caption of Fig.
1.
In Fig. 1 we display the (average) number of distinct
species present in at least one copy in time. No remarkable
differences are detectable in the number of different species,
which reaches an asymptotic value around 60 after a tran-
sient whose length is around 300 seconds, in all the cases.
Notice that the number of distinct species (which somehow
accounts for the diversity of the system) does not depend on
the flux dynamics only, but on the general capability of the
system of generating new species and reactions. Hence, this
outcome suggests that the overall activity of the system, in
terms of production of new species, is not enhanced by the
introduction of backward reactions.
Moreover, a relatively moderate variation is observed also
with regard to the asymptotic total number of molecules in
the system, which is around 30.000 for all the distinct cases
(not shown here).
The (average) number of molecules and that of species
belonging to ACSs are shown in Fig. 2. We here have a
indeed remarkable result: in correspondence of the lowest
values of R (i.e. proportionally faster backward reactions)
we observe a clear increase of the percentage of both
molecules and species belonging to ACS, starting from the
5Notice that the factor 2 in Eq. 1 and 2 was chosen, in accor-
dance with our previous works (Fuchslin et al., 2010), to roughly
balance the speed of the cleavage, which is a one-step reaction,
with that of the condensation, which is a 2-steps reaction.
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Figure 1: Variation of the average number of species present
in the system in time. The five lines represent the case
with no backward reactions (NOREV ) and those of sys-
tems characterised by values of R = 1, 10, 100 and 1000.
The x axis represents time (in seconds). The values are av-
eraged over 100 different simulations for each value of R.
The bars represent the standard error.
The settings of the simulations are the following.
Alphabet: [A,B]; probability of catalysis, p: 0.00097;
volume of the reactor: 1e−18L; overall concentration =
1e−4M ; set of species in the influx: all the species up to
length 4; minimum polymer length to have catalytic activ-
ity: 2; baseline Kcond = 50M−1sec−1, baseline Kcomp =
50M−1sec−1, baseline Kcleav = 25M−1sec−1, baseline
Kdiss = 1e
−6sec−1; influx rate = 1e−21mol/sec; simula-
tion time: 1000 sec. 10 different chemistries are created,
for each chemistry 5 different systems are created: with no
backward reactions, with R = 1, 10, 100 and 1000; for each
system 10 different histories are simulated. The number of
simulations is so 500.
benchmark case of no backward reactions, in which less
than 5% of the molecules and of the species belong to ACSs
(and analogously for slower backward reactions, i.e. R =
100 and 1000), then the case of R = 10, in which around
20% of the molecules and of the species are in ACSs and
up to case in which R = 1, which involves around 40% of
the molecules and 45% of the species in the ACS dynamics.
This result hints at a very important consideration: the faster
the backward reactions are6, the more likely the emergence
of ACSs with a large number of molecules and species is. It
is even possible to hypothesise a threshold in R after which
the emergence of large ACS becomes very likely, which
would be, in this case, between R = 10 and and R = 100.
6Meaning proportionally faster with respect to forward reac-
tions.
Figure 2: Variation of the average percentage of molecules
(left) and species (right) belonging to ACSs in time, with
respect to the cases: NOREV , R = 1, 10, 100 and 100.
The x axis represents time (in second). The bars display the
standard error. The percentage is computed by looking at the
molecules and species present at any time step in the system.
In Fig. 3 we report the variation of the number of ACSs
(left) and that of percentage of species belonging to ACSs
(right) in time, with respect to all the different simulations.
Each row of the graph represents a distinct simulation,
so it is possible to follow the dynamical evolution of any
simulated system, with regard to these two key variables.
By looking at the left graphs, regarding the number of ACSs
in time, one first important result proves what stated above
by analysing the average values. In correspondence of lower
values of R a larger number of simulations is characterised
by: i) the emergence of at least one (usually robust in time)
ACS, ii) a larger number of distinct ACSs. Whereas for
systems with no or very slow backward reactions (e.g. R =
1000) in many case no ACSs emerge, when ACSs emerge
are often not persistent in time (showing an oscillatory
fashion) and the maximum number of observed ACSs is
around 4, for low values of R (R = 1 or R = 10) in almost all
the simulations at least one ACS is observed and we even
observe simulations which yield a indeed large number of
ACSs (up to 10 for R = 1). R = 100 seems to characterise an
intermediate condition, perhaps close to a phase transition
in which the emergence of ACSs becomes indeed likely.
Besides, given that the simulations are ordered in sets of 10
different histories for each one of the 10 chemistries, it is
possible to notice how some chemistries are actually more
efficient in producing ACSs, by looking at the large clearer
stripes (i.e. 10 rows, corresponding to 10 histories of the
same chemistry), e.g. for R = 10 or R = 1.
In the right panels it is possible to observe the percentage
of species belonging to ACSs in every simulation. For
the cases in which only one or a few ACSs emerge (no
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backward reactions or high R) the fraction of species
belonging to ACSs seems to show a strong correlation with
the number of ACSs itself. Nevertheless, in the cases in
which a larger number of ACSs emerge (low values of R)
we notice that this correlation is not always preserved and
there are, on the one hand, simulations in which a very large
percentage of species belong to a relatively low number of
(big) ACSs and, on the other hand, others in which a large
number of (small) ACSs involve a relatively low proportion
of the species. This outcome would suggest that systems
with relatively faster backward reactions display more
heterogeneous dynamical behaviours.
It is also important to remark that while in the case with no
or slow backward reaction at most 20/25% of the species
are involved in the ACS dynamics, for low values of R this
percentage increases dramatically, up to more than 70% for
some simulation with R = 1, in which the dynamics of the
system is monopolised by ACSs.
In Fig. 4 we show the percentage of molecules in ACSs at
the end of the simulation (i.e. time = 1000) as a function
of the average connectivity of the catalyst-product actual
reaction graph (at time 1000) for all the different cases.
One can first notice that the systems with lower R corre-
spond to higher average connectivities. This is a somehow
expected result, given that the introduction of backward
reactions implies an increase in the number of possible
reactions and also that the lower the value of R is, the
higher the probability of occurrence of these reactions is,
resulting in a actual reaction graph which is increasingly
more connected.
Besides, by looking at the line that interpolates the dots
relative to the distinct cases (from the case of no backward
reaction to the case of R = 1), one can detect an apparently
super-linear trend, which may underly some non-linear
phenomenon, possibly related to the intrinsic nature of
backward reactions. In fact, we here remark that the
introduction of backward reactions does not simply imply a
larger average connectivity for the system, as one of the the
features of backward reactions is to continuously recreate
(as products) the substrates of the corresponding forward
reactions. In particular, this action ensures the maintenance
of the chains of reactions that guarantee the continuous
flow of materials from the system’s input toward the ACS
structures. It is unlikely that the same reinforcement action
of the ACSs’ sustaining chains is provided simply because
of the doubling of the number of reactions. In order to avoid
the collapse, in fact, each ACS has to exactly guarantee
the presence of the materials it is consuming: randomly
created reactions have scarce chances to reinforce all the
needed chemical species, whereas backwards reactions are
automatically pointing toward the correct substrates. Given
the autocatalytic nature of the ACS, this action is supposed
to guarantee the presence of the needed catalysts7.
Therefore, even though further analyses are needed to
address this issue, we may suppose that this phenomenon
entails important implications on the dynamics and stability
of ACSs and, accordingly, to the percentage of molecules
belonging to them.
Conclusions and further developments
In this work we investigated the role of backward reactions
in a stochastic model of catalytic reaction network in an
open reactor.
The introduction of backward reactions involves sig-
nificant changes in the overall dynamics, with particular
regard to the emergence of ACSs, provided that their speed
(hence, frequency of occurrence) is sufficiently high, as
established by the kinetic rates and, in particular, by the
proportion between the kinetic rates of forward and back-
ward reactions. In other words, the intensity of backward
reactions is fundamental to observe remarkable differences
in the overall dynamics.
In detail, despite an observed substantial invariance in
the number of different species (i.e. the diversity of the
system) produced by the dynamics, as long as the relative
values of the rates for the forward and backward reaction
are decreased (i.e. the intensity of backward reactions is
increased), an always higher number of these species is
involved in an always larger number of different ACSs, in
an increasing number of different simulations.
Besides, when backward reactions gain intensity the ACSs
appear to be also more robust to variations and oscillations
in time. This could represent a very significant result,
mostly in regard with the dynamical fragility of ACSs that
was observed in our previous analyses of systems without
backward reactions.
It is also possible to hypothesize the presence of a threshold
above which the likelihood of emergence of resistant ACSs
dramatically increases.
One partial explanation of this general outcome is that back-
ward reactions indeed add new reactions to the chemistry,
leading to an increase of the average connectivity of the
reaction network, which has been considered one of the key
variables in regard to the emergence of ACSs (Filisetti et al.,
2011c; Farmer and Kauffman, 1986; Jain and Krishna,
1998).
Nonetheless, the key property of backward reactions of
recreating the substrates of the relative forward reactions
could be essential in influencing the process of emergence
of ACSs, not only because of the increase of the number
of possible reactions, but mostly because of their action of
reinforcement in favor of the supply chains supporting the
7Notice that we are currently designing experiments in order to
separate the effects of doubling the number of reactions from those
deriving by simple enabling the backward reactions.
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existence of ACS structures. Note that this reinforcement
action is stronger when the values of the reactions’ forward
and backward kinetic constants are closer, a circumstance
that may have deeply influenced the chemical composition
of the first historically functioning ACS structures. Analy-
ses underway are aimed at addressing this issue.
Furthermore, the phenomenon of competition for the same
catalyst between forward and backward reactions could be
another interesting phenomenon to investigate.
In another work (Serra et al., 2013) we introduced a
model of catalytic reaction network in protocell, by
considering the simplest possible architecture, that is a
semi-permeable membrane that selects the species that can
enter or exit the protocell.
Among the various results it was shown that protocells
display distinct asymptotic behaviours, according to differ-
ent variables, a property that has never been observed in
CSTRs.
Preliminary analyses on the introduction of backward
reactions in the protocell model would suggest that even
mildly intense backward reactions would lead the system
toward a more homogeneous dynamical behaviour. Even
if further investigations are ongoing, this outcome would
suggest another interesting role of backward reactions in
this kind of system, also hinting at possible differences in
the hypothesised threshold on the proportion among the
kinetic rates.
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Figure 3: Variation of the number of ACSs (left) and of
the percentage of species (on the total) belonging to ACSs
(right) for all the simulations, with respect to the cases (in
order from top to bottom): NOREV , R = 1000, 100, 10
and 1. Each row represents one distinct simulation, the x
axis represents time. The colours stand for the value of that
variable, as in the corresponding colour legend.
Figure 4: Phase diagram of the relation between the aver-
age connectivity of the system and the average percentage
of molecules belonging to ACSs at the end of the simula-
tion (i.e. time = 1000 seconds), with respect to the cases:
NOREV , R = 1, 10, 100 and 100. The x axis stand for
the average connectivity and the y axis for the percentage of
molecules in ACSs. The colors represent the different cases.
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Abstract
We present a simulation of a cardiopulmonary system. The
simulation is used within a serious game to help for nurses
education. It runs in real-time and can be easily modified
to represent different illnesses. The system can adequately
react when a nurse executes an unexpected action on the pa-
tient. The simulator uses a bottom-up design to model the
cardiopulmonary system, using simple mathematical models
and basic interactions to reproduce high-level and complex
behaviors.
Introduction
Simulation is a good way to learn and practice in a safe en-
vironment. The simulation provides useful feedback to help
students and trainees to learn from their mistakes. However
in healthcare, most of the simulations and simulators require
actors or mannequins (Issenberg et al., 2001; Morgan et al.,
2006) to practice on. Since these simulations are expensive
to use and can not be installed everywhere, it is hard for a
student to practice anywhere else than schools and hospitals.
Furthermore, most of these existing simulations for nursing
education require the supervision of a technician or the use
of a lot of parameters, which are often difficult to handle for
an inexperienced user. Virtual simulations for nurses’ train-
ing already exist (Hansen, 2008; Zary et al., 2006). How-
ever, most of them lack realism or tools needed by a teacher
to provide useful and complete simulation for nursing stu-
dents. To solve these major inconveniences, we propose a
serious computer game coupled with a simulator that relies
on interactions of simple components to reproduce complex
behaviors. The model of the virtual patient is simplified
and based on biological and physiological behaviors. It only
specifies atomic parts of the complex system and the basic
interactions between them. From these interactions, the re-
quired complex behavior emerges and can be studied. This
innovative approach will help nurses taking charge of poly-
trauma patients at the hospital. Given the low frequency of
certain clinical situations in critical care, the use of com-
puter simulations to develop and maintain skills is very well-
advised. This active and autonomous learning mode, exer-
cised in a virtual world, will facilitate the transfer of skills
in real-life situations. In the context of a shortage of clini-
cal placement for nursing students, the computer simulation
becomes a valuable tool within the reach of educational and
health institutions to improve healthcare quality and patient
safety.
The human body is a very complex system. Reproducing
a perfectly accurate simulation of the human body would
require a huge amount of computational resources and a
perfect understanding of the underlying physiological pro-
cesses. This is therefore an uneasy task if not, an impos-
sible one. However, there are many efforts made to con-
struct standards (Coveney et al., 2011; Clapworthy et al.,
2008) and common parts (Ellaway et al., 2008) that could
be used for a unified model of the human body. More real-
istic approaches, based on mathematical models like Hum-
Mod (Hester et al., 2011), are also developed. The mathe-
matical approach of HumMod contains many variables and
use complex formulas that represent the final behavior of
the entire system. These models are very precise and re-
quire a good understanding of the underlying physiological
processes. Researches in physiology and bioengineering are
currently conducted to find these mathematical representa-
tions. One of the underlying objective of the presented sim-
ulator is to reproduce high level behavior without explic-
itly defining all possible interactions in the system with high
level formulas used by these more classical mathematical
models.
Most of the models developed for human body simula-
tion use physiological and physical approaches to obtain
adequate simulation (Attinger and Anne´, 1966; MacIntyre,
2004). Some of them are slow to compute results, mainly
due to the complexity of the formulas they used. Since the
simulations must execute in real-time within a game engine,
these models can not be used. The proposed model relies
on such physiological and physical concepts. However, in-
stead of representing complex interactions and using time-
consuming computations, the system only uses basic physics
formulas for on localized components, making it faster to
compute.
In this paper, we present the cardiopulmonary system de-
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veloped for the serious game used during the training of
nurses. The next section describes the simulator and each of
its subsystems. The third section shows some results of the
simulator and a discussion about the simulator is presented
in the fourth section.
Simulator description
Our current version of the simulator models the cardiovas-
cular and the respiratory systems. Each system is modeled
after its biological functions. The simulator runs in real-
time and can thus be linked to a game engine in order to
simulate an emergency room with an injured patient. Each
of the modeled systems is a simplification of the reality but
its behavior is consistent with the physiological response of
its human counterpart.
The update process of the simulator relies on the game
engine. The game engine updates the simulator periodically
using a time step (∆t). Each system is updated accordingly
to that time step by the simulator. For each update of a sys-
tem, all its sub-components are also updated using this time
step.
Body definition
The simulator relies on a XML file to describe the human
body. The entire body description is decomposed into differ-
ent systems, i.e. cardiovascular, respiratory, nervous, mus-
cular, etc. This paper emphasizes only the description and
the simulation of the cardiovascular and the respiratory sys-
tem. Each system is viewed as a list of connectibles and a
list of organs. Each connectible represents the media used
for information transfer. Connectibles are grouped in sub-
sets representing logical unit of information diffusion. For
example, the blood vessels and how they connect to each
other in the right arm will be specified as a subset for the car-
diovascular system. In the cardiovascular system, the con-
nectible are called blood vessels. In the respiratory system,
they are airways and alveoli. Each connectible can be linked
to other connectible to create a circuit. Each subset can also
be linked to others, creating a more complex circuit for in-
formation diffusion. A connectible can be split into sections
of equivalent volume. Each of these sections contain a part
of the body fluid that moves into the connectible. For the
circulatory system, it is a blood part. Each fluid part con-
tains different metabolites (see the metabolites section for
the definition). Fig. 1 illustrates the different compounds of
a system for the circulatory system. The use of XML file
to specify the different values used by the model have many
advantages. Among others, it can be easily modified and it is
simple to understand. Since the simulator is used for nursing
education, the XML specification is also an easy mechanism
to specify injuries to the patient and to create new scenario
and cases to practice on.
Connectible
Section
Blood part
Metabolites
Figure 1: Simplification of the circulatory system to illus-
trate its different compounds. Each main color represents
different subsets of connectible. The outermost bold rect-
angles are blood vessels (connectible). Inner rectangles
are sections. Blood part (red circle) can contains differ-
ent metabolites (purple circle). Blood vessels are linked to-
gether.
Circulatory system
One of the main system of a human body is the cardiovas-
cular system. The blood flows through the body, diffuses
nutrients to various organs and retrieves waste produced by
cells. Most of the non-nervous signals of the body use the
cardiovascular system to reach their area of action. In the
simulator, a virtual bloodstream is used as a transporter and
is composed of two circulation loops. The first one is the
pulmonary loop. The blood flows from the right ventricle of
the heart to the lungs and returns back into the left atrium.
The second is the systemic loop. The blood flows from
the left ventricle of the heart and returns back into the right
atrium after passing through the different parts of the body.
The blood flows in blood vessels, creating a delay between
the emission of the signals (like hormones) and the start of
the associated effect. At the beginning of the systemic cir-
culation loop, the blood vessels, called arteries, divide into
smaller vessels. They subdivide until reaching the capillar-
ies bed, modeled as a large container of blood to simplify the
simulation. In these capillaries, nutrients contained in the
blood can diffuse to irrigated organs. The waste produced by
the organs are diffused into the blood of the capillaries. The
blood then continues its way back into other blood vessels,
called veins. The veins merge together on their way back
to the heart. These splitting and merging of blood vessels
mix the content of the blood to ensure a better repartition
of metabolites into all systems of the body. It is also mim-
icking very well the human circulatory system since blood
vessels also split and merge in the same way. Fig. 2 shows
the schematic view of the cardiovascular system.
Each blood vessel, as a connectible, is divided into sec-
tions containing different blood parts, each of them having
some metabolites. When the simulator updates the cardio-
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RV
RA
LA
LV
Lung
Brain
Upper
Limb
Lower
Limb
Torso
Pulmonary loop
Systemic loop
Figure 2: Schematic view of the cardiac model. LA and
LV designate respectively Left Atrium and Left Ventricle.
RA and RV designate respectively Right Atrium and Right
Ventricle. The central boxes of the figure (i.e. Brain, Up-
per Limb, etc.) represent different connectible subset of the
system. The subset contains arteries, veins and capillaries.
12345
0 1 2 3 4 0 1 2 3 4
Blood flow
Figure 3: Schematic view of the update in blood vessels.
The blood flows from left to right. In this example, each
blood vessel contains five sections. Step 1 of the update pro-
cess moves a certain quantity of blood from the last section
of a vessel to the first section of all the next blood vessels,
using Eq. 1. Then, step 2 to 5 move a certain volume of
each other blood part to the next blood part in the vessel.
This circulation of blood is executed in reverse order (from
the last section to the first). It avoids transportation of new
metabolites through all the blood parts of the blood vessels.
vascular system, each blood part flows through its vessel fol-
lowing the pressure gradient between that part and the next
one in the vessel. In the simulation, each vessel is repre-
sented by a length (L) and a radius (r), thus modeled as a
finite cylinder. This implies that each section of a blood ves-
sel is also modeled as a cylinder of the same radius as the
blood vessel but with a length of L/n for a vessel of n sec-
tions. To reproduce the pulsative flow of the blood, other
simulations are based on the Windkessel effect, like Tsanas
et al. (2009); Westerhof et al. (2009). The proposed simu-
lator however relies on the standard Hagen-Poiseuille equa-
tion (Eq. 1) (Ganong et al., 2010; Marieb and Hoehn, 2010;
Guyton and Hall, 2011) to calculate the volumetric flow rate
(φi) in each blood vessel section i during a time step. The
pulsatile work of the heart will impact the Eq. 1 by varying
the pressure in a blood vessel section for a particular time
step. The volumetric flow rate using the Hagen-Poiseuille
equation is
φi =
pir4i (Pi − Pi+1)
8ηLi
(1)
where ri and Li are respectively the radius and the length of
the ith blood vessel section in which the blood flows. Pi and
Pi+1 are the pressure of the blood in these sections and η is
the dynamic viscosity of the blood. The length of a blood
vessel section remains constant through the simulation. The
pulsatile flow produced by the heart must be damped. In the
human body, the elasticity of the blood vessel is responsible
for this damping. To mimic this behavior in the simulator,
we propose a model inspired by Hook’s law of elasticity.
The difference in volume between the actual volume of the
blood part and the relaxed volume of the blood vessel sec-
tion replaces the displacement value in Hook’s law. An ad-
justed elasticity constant (k) is used, which can be specified
for each blood vessel. The pressure Pi in the blood vessel
section i is given by
Pi =
k(Vi −Wi)
2piriLi
(2)
where Vi is the volume of blood in the ith vessel section
and Wi is the relaxed (initial) volume of that blood vessel
section. The resulting change in pressure at each time step
influences the volumetric flow rate given by the Eq. 1 of the
next time step.
During a time step (∆t), all blood parts circulate through-
out the sections of each blood vessel using the volumetric
flow rate as explained previously. The new blood volume
V
′
i in each section i is represented with
V
′
i = Vi − (φi − φi−1)∆t (3)
The blood part circulation is performed in reverse order.
It is a design choice that required less memory than moving
the blood parts in the way they flow. The simulator do not
ECAL - General Track
ECAL 2013 804
have to keep an entire copy of each blood parts until the
end of the update pass. The Fig. 3 shows the different steps
to flow the blood through each sections of blood vessels.
Each transferred blood part contains the same metabolites,
in the same ratio, as the initial blood part they came from.
Since volume changes at each time step, the blood flow is
constantly recalculated.
As explained, the capillaries are modeled as a large con-
tainer. In human body however, capillaries are large network
of very small blood vessels. This arrangement of blood ves-
sels induces a great resistance to blood flow due to the small
radius of these vessels. The Eq. 1 can be rewrited as
φi =
(Pi − Pi+1)
Ri
with Ri =
8ηLi
pir4i
(4)
where R is the resistance to blood flow of the blood vessel.
In the simulator, since the capillaries are modeled as a large
container, the resistance of the container must be adapted
to represent more accurately the resistance of a network of
blood vessels. Each capillaries container has a number of
sub-vessels (n). Each of them are identically modeled with
a radius of 10 micrometers and a length proportional to the
volume of blood of the entire capillaries container and the
number of sub-vessel it contains. The model considers the
sub-vessels in capillaries to be parallel, thus lowering the
total resistance Ri, calculated with
1
Ri
=
n∑
j=1
1
Rj
(5)
where Rj is the resistance in a sub vessel of the capillaries.
Since all the Rj are identical, Eq. 5 can be simplified by
Ri =
Rj
n
(6)
This model simplifies the blood flow in large and complex
network of blood vessels in capillaries while keeping the
physical incidence of their small radius on resistance.
To instill a pressure gradient to the bloodstream, the blood
must be pumped. This role is devoted to the heart which
is made of four parts. There are two atriums in which the
blood arrives from the different circulation loops and there
are two ventricles that pumped the blood out of the heart.
The left atrium receives blood from the pulmonary loop
while the right atrium receives it from the systemic loop.
The simulated heart has also two group of self-polarizing
cells, called sinoatrial node (SA node) and atrioventricular
node (AV node). These nodes polarize and depolarize them-
selves to conduct the contraction of atriums and ventricles.
For more details on heart nodes and their mechanisms, see
(Guyton and Hall, 2011; Marieb and Hoehn, 2010). In the
simulator, the polarization process goes through three differ-
ent phases, as in reality. The first phase of the SA node is
the pacemaker. The pacemaker is a slow increase of the po-
larization of the node. The pacemaker phase is followed by
a rapid depolarization until the maximum is reached. This
abrupt depolarization emulates the sudden increase of ions
(charged metabolites) that transfer through the membrane of
the cells in a real heart. The contraction of the atriums hap-
pens at the end of that phase. Finally, the third phase is the
repolarization until the minimum value is reached and the
cycle restart. During the pacemaker phase, the atriums relax
and retrieve their original volumes. The AV node follows
the same process. However, when the SA node reaches its
maximum polarization value, the node sends a signal to the
AV node. That signal disturbs the pacemaker phase of the
AV node and initializes the rapid polarization. The contrac-
tion of the ventricles occurs when the polarization of the AV
node reaches its maximum value. The relaxation of the ven-
tricle follows during the pacemaker phase of the AV node.
This depolarization/polarization, which is only an exchange
of charged metabolites (mainly of sodium and potassium)
between the membrane of the cells forming the heart, is sim-
plified for the simulator.
This level of details for the heart’s implementation, using
polarization levels, allows a better control over its reaction
to external stimuli. Instead of using a predefined timer to
conduct the heart’s beat and trying to find the right value for
it in the simulator, the hormonal and neuronal systems can
increase or decrease the different value of polarization in the
nodes to change the behavior of the heart allowing it to beat
faster or slower.
Respiratory system
The second simulated system is the respiratory system. This
system is used to exchange the oxygen and the carbon diox-
ide between the body and the environment.
Like the human respiratory system, the virtual respiratory
system has two main components, the lungs and the exte-
rior environment. There are two lungs, and each of them
is divided in different lobes. Each lobe contains alveoli in
which the gases are exchanged with the blood in the capil-
laries. The lobes can be individually deactivated to simulate
ill patients. The air enter the alveoli from the airways. The
respiration control center is modeled as a timer. The rate of
the respiration can be modified by changing the timer inter-
val. It is in future plan to link this control center to a brain
that will react to external stimuli, such as oxygen and car-
bon dioxide concentration as in real life. Fig. 4 shows the
schematic of a lung in the system.
The air is modeled as an ideal gas (Eq. 7). And as a gas,
it always fills all the available volume. The pressure Pair of
the air depends on the volume V it fills, the temperature T
in the lung, the quantity of gas (n) and the ideal gas constant
R with the relation
Pair =
nRT
V
(7)
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Lung
LobesAlveoliAirways
Capillaries
Figure 4: Schematic view of a simulated lung in the respira-
tory system. A lung is composed of lobes, each of them con-
tains alveoli. The exterior environment is connected to the
different alveoli using airways with one section. Capillaries
of the circulatory system are linked to alveoli and exchange
metabolites (i.e. oxygen and carbon dioxide) through gas
diffusion.
The inspiration process increases the volume in the lung,
while the expiration process decreases it. This difference
of volume impacts the pressure of the air in the lungs, as
explained by the Eq. 7. The air, as for the blood in the cir-
culatory system, flows against its pressure gradient. But un-
like the blood pressure, which depends of the elasticity of
the blood vessels and the volume of blood it contains, the
pressure of the air is calculated using the ideal gas equation
(Eq. 7). In the simulator, the pressure of the exterior envi-
ronment does not change as the respiration occurs. The air in
the lung must always retrieve an equivalent pressure. Using
Eq. 7, it is easy to find the amount of gas needed to balance
the pressure between the lungs and the exterior environment.
This amount of gas flows against the pressure gradient and
balances the pressure in the lung at each time step.
The diffusion of gases between the blood and the alveoli
of the lungs is driven by the partial pressure of these gases.
However, each gas does not diffuse at the same rate. In the
alveoli, all the gases composing the air are mixed together in
a more complex gases mixture. This pressure of this mixture
can be found using the Eq. 7. The partial pressure of each
gas in the air can be calculated with the Dalton’s law which
states that the total pressure exerted by the mixture of non-
reactive gases is equal to the sum of the partial pressures of
each gases. For the air, the equation
pi = Pair
ni
n
(8)
represents the partial pressure pi of the ith gas composing
the air where ni is the quantity in mole of this gas and n is
the total amount of gases in the air. On the other hand, each
gas dissolved in the blood has also a partial pressure. This
partial pressure is calculated with the Henry’s law stated as
qi =
ni
V
kH (9)
where qi is the pressure of the ith gas in the blood and ni
is the quantity of that gas in the blood. V is the volume
of the blood part in which the gas is dissolved and kH is the
Henry’s constant associated with the type of gas and the type
of solution in which the gas is dissolved.
The diffusion of the gases takes place until the partial
pressures in the air and in the blood are equal. Based on
Fick’s law of diffusion, the diffusion rate Di of a gas i be-
tween the lung and the capillaries is
Di =
A(pi − qi)
d
Ci (10)
In this equation, Ci is the diffusion coefficient of the gas
in the blood, A is the area of the blood vessel section that
diffuses the gas, pi and qi are the partial pressure of that gas
in the alveoli and in the capillaries and d is the distance of
diffusion (Guyton and Hall, 2011). The quantity of gas Qi
added into the blood for a particular time ∆t is
Qi = Di∆t (11)
This diffusion process changes the respective partial pres-
sure of oxygen in the blood and in the air of the alveoli. At
the next time step, the diffusion rate changes accordingly
and the cycle restarts upon equilibrium. For more informa-
tion on gases diffusion in the human body, see Lumb (2010).
The respiratory system is responsible for the supply of
new air into the body and for the expulsion of the exhausted
one. In contrast with the circulatory system which is nor-
mally closed, the respiratory system is open. This particular-
ity allows this system to be connected with different appara-
tus that provide breathable air or not. They are called the ex-
terior environment. Normally, the respiratory system is con-
nected to the atmosphere, composed at 78% of nitrogen and
21% of oxygen with the remaining being composed of many
other compounds, like carbon dioxide and water vapor. The
composition of this atmosphere influences the exchange of
different gases in the lungs and in the body through the par-
tial pressure of the composing gases. A higher concentration
of oxygen in the air will increase the diffusion of this gas to
the blood.
When the blood flows through the organs, it exchanges
the oxygen and the carbon dioxide with them in a similar
way than in the lungs. These exchanges change the partial
pressure of these gases in the blood, resulting in continuous
exchange when it passes through the lungs. The exchange
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of gases in the organs follows the same principles as in the
lungs with the equilibrium of partial pressures. The major
difference is that the partial pressures of the gases in organs
are found using the Henry’s law (Eq. 9) instead of Dalton’s
law (Eq. 8). It is because the gases in organs are dissolved
into the cells’ fluids.
Metabolites
All biological elements are called metabolites. Thus, every
molecule that use the bloodstream or the pulmonary airways
to circulate is considered to be a metabolite. It represents the
oxygen, the carbon dioxide as well as the sodium, the potas-
sium, the enzymes, the hormones and any other elements
used by a system of the body. Like in human body, every
blood parts, organs’ fluid and air parts can contain metabo-
lites. Instead of representing all the individual instance of a
metabolite, like all atoms of oxygen dissolved in the blood,
each metabolite is represented with a quantity representing
the amount of individual instances. This simple represen-
tation of each set of metabolites in blood parts simplify the
calculation in the different systems of the body. The pres-
sure, the volume and the concentration, for example, can
easily be found for a particular metabolite in a single blood
part. The advantage of grouping all instances of the same
metabolite limits the memory and the time needed to update
all the systems. Furthermore, this simplification has only a
small impact on the system, since it represents only a part
of all instances of that metabolite in the whole body. The
subdivision of the blood part and the air part allows precise
control and limits actions to a specific section.
Results
The developed system must be realistic enough to be used
as a simulator for nurses education. The global behavior
of the system must represents the way the human body be-
have in similar circumstances. The first experiment validates
the behavior of the heart and the change in pressure into the
bloodstream as the heart beats. It shows that cutting blood
vessel to represent injuries has an impact on pressure. The
second experiment validates the effect of the gases compos-
ing the atmosphere on the bloodstream. The experiment also
demonstrates the effect of a ill lung to the respiratory sys-
tem. The system needs 3 or 4 heart beats to stabilize at the
beginning of a simulation.
The Work of the Heart
The heart acts like a pump. It contracts and relaxes peri-
odically. The effect of that pump is a continuous increase
and decrease of the blood pressure in the arteries. The stan-
dard values of pressure for a healthy person are between 120
mmHg (or 16 000 Pascals) at the maximum and 60 mmHg
(or 10 700 Pascals) at the minimum (Chobanian, 2004).
These values represent the pressure in the blood vessels. It
is the force exerted by the blood on a blood vessel wall. The
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Figure 5: Pressure in the simulated aortic artery, at the exit
of the heart. The pressure oscillates between 122 mmHg and
80 mmHg, which is in standard range for a main artery.
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Figure 6: Blood pressure in a simulated artery that follows
a cut. The green curve shows the volume of blood that has
escaped through the cut. Red curve is the pressure in the
artery when no cut is present in the system. Blue curve is
the pressure in the same artery when a cut is present.
Fig. 5 shows the pressure of the blood in the simulated aor-
tic artery at the exit of the left ventricle. The pressure rises
when the heart contracts and decreases when the blood flows
out of the heart.
To simulate an injured patient, the cardiovascular system
allows blood vessels to be cut. The Fig 6 shows the effect
of a cut at the end of the simulated artery network, before
entering smaller capillaries vessels. Standard pressure in
these arteries is lower since resistance and elasticity damped
the pulse (Marieb and Hoehn, 2010). The volume of blood
that leave the blood vessel is shown as well as the corre-
sponding blood pressure in the next connected blood vessel.
This cut to the artery should be deadly if no action is taken
rapidly to mitigate the problem. The virtual patient rapidly
loses blood, leading to a decrease in its pressure, and possi-
bly death. The cut is considered open and the blood escap-
ECAL - General Track
807 ECAL 2013
40
60
80
100
120
140
160
180
-70
-60
-50
-40
-30
-20
-10
0
10
60 61 62 63
Vo
lum
e i
n m
l
Po
lar
iza
tio
n i
n m
illi
Vo
lt
Time in second
SA Node AV Node Blood Volume
Figure 7: Blood volume variations of the left simulated ven-
tricle over time. The first increase in blood represents the
blood flowing from the left atrium to the left ventricle fol-
lowing the pressure gradient. The second increase occurs
when the left atrium contracts, pushing the blood into the
ventricle. The following decrease occurs when the ventricle
contracts and expulses the blood into the aorta.
ing from the system exerts no pressure on the blood vessels
or other organs. If the cut was modeled as a hemorrhage,
the blood escaping the system would exert a pressure on the
blood vessels, slowing the blood loss.
Another interesting feature of the simulator is the possi-
bility to reproduce hypertension behavior. Results show that
increasing the elasticity constant of a blood vessel, thus stiff-
ening it, increases the maximum blood pressure in the neigh-
boring vessels. Futhermore, the peak of the blood pressure
in blood vessels occurs later in time with less elastic vessels,
as explained in Mitchell (2006).
As explained previously, the heart is modeled as a pump
with polarizations threshold. The pumping effect of the atri-
ums and ventricles influences the volume of blood in the
heart. The Fig. 7 shows the variations of the blood volume
in the left ventricle of the simulated heart in relation with
the polarization phases of the SA and AV nodes. The atri-
ums contract when SA node reaches its maximum polariza-
tion value. The contraction of ventricles occurs shortly after
when AV node reaches its own maximum polarization. The
variation in blood volume for the ventricles is similar to the
reality (Marieb and Hoehn, 2010).
The Influence of the Air
Air composition influences the gas exchange in the human
lungs. At the top of a mountain, the air pressure is lower than
at sea level, which influences the partial pressure of oxygen.
In the simulator, there is also a difference of partial pressure
for the oxygen in the blood when the exterior atmospheric
pressure changes. At sea level with standard atmospheric
pressure (101 325 Pascals), the partial pressure of oxygen in
the simulated blood is about 160 mmHg (104 mmHg in re-
ality) after passing the alveoli of the lungs. At 2000 meters
of altitude (70 000 Pascals), the partial pressure of oxygen
in the blood is about 110 mmHg (71.93 mmHg in reality)
after passing the alveoli of the lungs. The difference of par-
tial pressure of oxygen between the simulated blood and the
reality is mainly due to the absence of water vapor in the
air of the simulated lungs which increases the partial pres-
sure of oxygen, following Eq. 8 (Marieb and Hoehn, 2010).
The absence of water vapor simplifies the process of air ex-
change between the exterior environment and the simulated
lungs. However, the results show clearly that a difference in
initial atmospheric pressure impacts the system.
Discussion
The goal of this work is to reproduce the behavior of a car-
diopulmonary system. This simulator is used within a se-
rious game for the training of nurses. One of the primary
requirements of the system is a good representation of exter-
nal and internal physiological processes. The system does
not represent the exact reality. However, it must be realistic
enough at a high level to create an immersive environment
for the nurse. The presented simulator is based on simple
mathematical concepts of chemistry and physics to mimic
the basic interactions and behaviors of this complex system.
The presented approach, using a bottom-up design, relies
on the principle of emergence to reproduce the complex in-
teractions needed for this kind of simulation. This is in con-
trast with more standard approaches used in the video games
industry. In a game, simulation and artificial intelligence of-
ten use finite-state machines. They are easy to define, the
interaction between each component is clear and it can nor-
mally represent most of the desired behavior. However, re-
lying on this model for a human body simulation has many
disadvantages. First, there are many systems interacting to-
gether, thus complexifying the machine and increasing the
chance to forget transitions when designing it. Second, this
finite-state machine would required a huge amount of mem-
ory space and adding another system in the body simulation
would require a lot of efforts to connect it with the others.
Finally, every interactions on the model must be planned in
the design stage, which are every actions and mistakes made
by a nurse in training using the simulator. Naturally, predict-
ing every mistakes and the order in which they will be made
is a virtually impossible task. All these concerns have led us
to create a simulator based on simple components interact-
ing together so that complex behaviors can emerge.
The presented model is based on the subdivision of the
entire system in logical units. The approach can be related
to multi-agents system, where each part of the system ex-
ecutes its own job and send messages to other units to in-
fluence them. The model used for the simulator sends mes-
sages mainly through the bloodstream. An interesting effect
of this message sending is the delay that occurs between the
time a message is sent (i.e. an hormone is produced and re-
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leased in the blood) and the time it reaches its zone of effect
(i.e. when it binds to receptors to activate functions).
Again, the main advantage of using this kind of approach
is the ability of the system to react automatically and ad-
equately to the numerous possible actions of the nurses.
When the simulator is in an unstable state, i.e. the virtual
patient has injuries, the nurse in training must execute ac-
tions to stabilize it. When the nurse makes an action, the
simulator must react adequately and it must continue run-
ning. The result of the action will impact the patient, thus
reflecting what would happen in reality.
Mathematical models act in the same way as our ap-
proach. There is no need to plan every mistakes made by
a nurse in the system. Actions will impact the formulas to
provide new outputs. However, these models, even if they
are extremely efficient and complete, can often be difficult
to be divided and modeled as independent sub-system.
Modeling complex systems with simple components sim-
ilar to multi-agents systems is an interesting idea that allows
modularity, simplicity and speed of execution. The simpler
formulas used in the presented simulator represent only ba-
sic physical interactions and are used to construct more com-
plex behaviors. In a simulator that must reproduce global
behavior instead of particular physiological principles, this
modularity and simplicity of configuration offer a great ad-
vantage for both the developer of medical scenarios and the
nurse in training.
Conclusion
We describe a model of a cardiopulmonary system that is
inspired by biological principles. The resulting behavior of
the simulator corresponds to the actual behavior of a hu-
man body, thus allowing the simulator to be used for nurses’
training. The decomposition into small and simple compo-
nents to see the emergence of complex behaviors is an inter-
esting way to model the problem. The teacher can specify
injuries and illness to a patient, thus simplifying the creation
of new medical scenarios.
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Abstract 
If a space-time with a causal relationship is viewed from an 
observer in space-time, the interaction between space-time and 
the observer has to be implemented. We describe this 
interaction using a pair of causal sets and its semantics or using 
a pair of Point and Open Logic. We here propose an artificial 
causal space-time called an evolutionary topological system, 
which is based on the changeability between logical operations 
(disjunction and conjunction) and logical elements (join and 
meet) of a causal set. The conflict resulting from the interaction 
is locally and temporally removed by replacing disjunction and 
join (or conjunction and meet), and a causal set is verified to 
evolve to a particular logical structure based on the simple 
summation. We also show this model can design an abnormal 
space-time feeling, such as an out-of-body experience. 
Introduction 
One of the most intriguing and important models for 
subjective and/or cognitive time was proposed by a 
philosopher, McTaggart (1908). He evaluated two model 
types, called the A series and B series. The B series consists 
of events that are linearly ordered and designated by “before” 
and “after”. The A series consists of past, present and future 
events that cannot co-exist and are exclusive of each other. 
Although McTaggart himself argued that neither the A nor B 
series can be a model for time, the A and/or B series are still 
used as models for time in philosophy (Grey, 1997; Mellor, 
1998; Gunji et al., 2009). 
Although the original A and B series appear to be too 
speculative to be considered models for time, a pair of the A 
and B series can be utilized as a causal set (Bombelli et al., 
1987) and its semantics in the field of quantum mechanics 
(Markopoulou, 2000), independent of philosophy. The B 
series corresponds to a causal set defined by a partially 
ordered set. The A series corresponds to a sieve in the 
semantics of a causal set. Thus, the idea of the A and B series 
is taken as a causal relationship and can be argued in quantum 
gravity (Klugry and Sepanina, 2011). 
A causal set that serves as a model for causal relationships 
in space-time is a given for an observer. It is assumed that an 
observer living in a space-time passively observes, memorizes 
and recalls a series of events and calls that set of events the 
past, present or future, depending on the location of the 
observer. Although Markopoulou introduced the stance of an 
observer who observers a space-time internally, the 
interaction between an observer and space-time was not 
described. The role of an observer still remains.  
We here propose an artificial causal space-time in which 
an observer moving in a space-time can interact with 
space-time itself. Why does the interaction occur? 
Independent of the idea of a causal set, Vickers (1996) 
proposed the generalized idea of a causal set and its semantics 
in the form of a topological system. In this framework, logical 
operations are defined in a causal set, called Point Logic, and 
in its semantics, called Open Logic. Because a generalized 
causal set and its semantics are related to each other by a 
particular binary relationship, they are restricted with respect 
to each other. It entails a conflict between Point and Open 
Logic that has to be resolved, which is why the interaction 
between Point Logic (in a causal set) and Open Logic (in its 
semantics) can occur. 
Against a conflict, Vickers introduced a limited logical 
operation that is found as ubiquitously as Scott topology 
(Scott, 1976). In other words, his solution to resolve a conflict 
results from the stance of an observer who sees a space-time 
externally. Once his solution is introduced, a conflict never 
occurs. Therefore, in principle, there is no interaction between 
an observer and space-time. 
Our artificial causal space-time is a dynamic causal set 
equipped with a particular rule by which perpetually 
generated conflicts between a causal set and its semantics are 
discarded locally and temporally. Even if a local consistency 
is generated, removing the local conflict can generate another 
local conflict. This dynamic evolves a causal set toward a 
particular system in which the cause-effect relationship can be 
calculated by summing up the causes. We also show that the 
interaction of Point and Open logic can generate a particular 
subjective sensation called an “out-of-body experience (OBE)” 
that seems be differ from the OBE previously reported 
(Ehrsson, 2007; Lenggenhager et al., 2007). Our model suggests 
how to create new sensations and emotion in subjective 
space-time. 
Causal sets and Topological System 
Imagine a series of events in time, such as 
…x1x2x3…, and you are at event x2. The future and 
past of x2 can be expressed as the set of {.., x1, x2} and {x2, x3, 
…}, respectively, and the present at event x2 is expressed as 
the intersection of the future and past as {x2}. This idea is the 
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essence of the B and A series presented by McTaggart (Gunji 
et al., 2010).  
  A causal set is a set of events defined as a partially ordered 
set. Its semantics is a collection of, for example, all possible 
futures. This pair can be a generalized pair of the B and A 
series. In addition, the introduction of the relationship 
between a causal set and its semantics derives motivation for 
the interaction between a causal set and its semantics. 
Causal set and its semantics 
Causal set and space-time.  A causal set consists of 
separable events. Each event can be connected to another 
event via a directed edge without loops. If two events are 
connected by two edges that have different directions, they are 
equivalent to each other. Thus, this particular directed 
network can be expressed as a partially ordered set (POS) 
(Davey and Priestley, 2002). If an event and a directed edge 
are expressed as an alphabet and , respectively, the POS 
satisfies the following: (i) aa, (ii) ab and ba implies a=b, 
and (iii) ab and bc implies ac. 
 
Figure 1. A causal set, P, and its semantics, P. In a causal 
set, partial order, , is expressed as an arrow. In P an 
element of P (i.e., a subset of P) is expressed as a circle. If 
AB, they are connected by a line with upper B and lower 
A. A filled circle represents p with p in P. 
 
   Some terminologies are also added. Any elements a and b 
in a POS, P, are anti-chain with each other if neither ab nor 
ba holds. For any subsets, QP join of Q, denoted by Q, is 
defined such that for any qQ, qQ and if qs, then Qs. 
In particular, if Q is a two-element set such as {a, b}, {a, b} 
is represented by ab. Similarly, the meet of Q, denoted by 
Q, is defined such that for any qQ, qQ and if qs, then 
Qs. If Q is a two-element set such as {a, b}, {a, b} is 
represented by ab. Given a partially ordered set, P, if for any 
x, yP, xy, xyP, then P is called a lattice. 
Given a POS, P, for any pP, the future of P is defined by 
p={xP | px}. The semantics of P is a collection of the 
possible unions of all p for any element p in P. Thus, it is 
defined by P={Q | QP} where Q={yP | (xQ)yx}. 
Fig. 1 shows an example of a causal set, P, and P. 
In P, the future of b is expressed as b={b, c, d, e}. Similarly, 
c={c, d}, and then cd. Any elements other than p (with 
p in P) in P are expressed as a union of the p’s (with p in 
P), such as {b, c, d, e, f, g}=bf. Tracing the filled circle in 
P, one can see that the ordered structure of P is embedded in 
P. 
  In the context of a causal set, there is no discussion about 
the relationship between a causal set and its semantics. The 
relationship is introduced in the context of formal logic, 
independent of the idea of a causal set. It is called a 
topological system. 
 
Topological system. Given a set S, if a collection of subsets 
of S satisfies an axiom of opens, it is called a topology or 
topological space. An axiom of opens is the following: (i) S 
and empty set are opens, (ii) a finite intersection of opens is an 
open, and (iii) a union of opens is an open. A power set that is 
a collection of all subsets of S is the densest topology, and a 
collection consisting only of S and empty is the sparsest 
topology. Topology is a type of metric that can be used to 
recognize a set, S. 
Because topology is constrained under a particular axiom 
of opens, Vickers (1996) attempted to generalize a topology in 
the form of a binary relationship between a collection of 
points and a collection of opens, which he called a topological 
system. A collection of points and opens is defined by a set 
and a locale. A topological system is defined by a triplet, <P, 
L, R>, where P is a set, L is a locale and R is a binary 
relationship between P and L. A locale is a partially ordered 
set that is closed with respect to union (disjunction), , and 
finite intersection (conjunction), , and that satisfies the 
distributive law, such that for any a, b, and cL, 
a(bc)=(ab)(ac). It is trivially true that a triplet <P, 
P, > also satisfies the definition of a topological system. 
Because a locale contains logical operations, we can 
define logical operations for opens. What about points? 
Imagine an observer moving in a causal set, P. He can 
manipulate logical operations for an element of P, which is 
derived from a basic assumption in which an observer 
discriminates an event from other events and recognizes a set 
created from P. Thus, he can also manipulate a logical 
operation for events. It is, therefore, reasonable that a logical 
operation for points is also introduced. 
Point Logic and Open Logic 
Definition of Point and Open Logic. Given a causal set, its 
semantics and the binary relationship between them, such as 
the triplet <P, L, R>, Vickers (1996) introduced logical 
operations in both P and L. For S, a subset of a local, logical 
operation, conjunction (AND)  and disjunction (OR) are 
defined by 
 
    xRS :  (aS) xRa                     (1) 
    xRS :  (aS) xRa .                    (2) 
  
Because a locale is a generalization of an open set in 
topological space, logic in a locale is called Open Logic. 
Similarly, for T, a subset of P, conjunction and disjunction 
are defined by 
 
       TRa:  (xT) xRa                 (3) 
       Tra:  (xT) xRa .   ? ?          (4) 
 
a
b
c
d
e
f
g
{e}
{b, c, d, e}
{d}
{a, b, c, d, e, g}
{c, d}
{g}
{c, d, f, g}
{d, e} {e, g}{d,  g}
{c, d, e}
{c, d, g}
{b, c, d, e, g}
{a, b, c, d, e}
{b, c, d, e, f, g}
{a, b, c, d, e, f, g}

{d, e, g}
{c, d, e, g}
{c, d, e, f, g}
P
↑P
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Because an element of a set is a point, logic in P is called 
Point Logic. These logical operations can also be defined in 
<P, P, > by using  instead of R. 
 
Conflict between Point and Open Logic. Although Point Logic 
is defined for a point and Open Logic is defined for a set, 
logical operations are defined in the same manner, and they 
are related by a binary relationship, which entails a conflict 
between Point and Open Logic. The question arises as to how 
we can resolve this conflict. 
Let us consider a causal system, <P, P, >. Given a 
partially ordered set P, the followings two are trivially true: 
 
   ? ? ?  ab{a},    ab{b}.  ? ? ? ? ? ? ? (5) 
 
Because the left-hand term means a or b even if the right-hand 
set contains either a or b, then the statement holds. Thus, 
statement (5) holds because of definition (4). Statement (5), 
ab{a} and ab{b}, means that ab?belongs to both {a} 
and {b}. In other words, (aS) xa where x=ab and 
S={{a}, {b}}. Due to definition (1), we obtain 
 
ab{a}{b}.                  (6) 
 
However, statement (6) also means that (a{a} and a{b}) or 
(b{a} and b{b}); this statement thus never holds. This type 
of statement results from the conflict between Point and Open 
Logic.?
A solution proposed by Vickers is to restrict an operation of 
disjunction. In statement (6), disjunction is applied to a set {a, 
b}, which results in {a, b}=ab in the left-hand term. That 
result entails a conflict. In Vicker’s solution, disjunction can 
be operated only to a directed set, D, which is defined by the 
following: for any x, yD, there exists zD such that xz and 
yz. Note that {a, b} is not a directed set because a and b are 
anti-chains for each other. Why are they anti-chains? If ab or 
ba, the right-hand set can be replaced by {a, b}{b} in the 
case of ab, or {a}{a, b} in the case of ba, because any 
sets in the right side of  have to be an element of P. 
Because aab and bab, {a, b, ab} is a directed set. In 
considering the case in which a join ab exists and {a, b, 
ab}, the right-hand term in (6) has to be replaced by {a, 
ab}{b, ab}. Therefore, we obtain 
 
ab ab {a, ab}{b, ab}.         (7) 
 
Thus, at least one of a, b or ab belongs to both {a, ab} and 
{b, ab}, which is why statement (7) holds. When disjunction 
is applied only to a directed set, this particular disjunction is 
called a directed disjunction and is represented by . Thus, 
definition (4) in a causal system <P, P, > is replaced by 
 
       Ta:  (xT) xa,  ? ?          (8) 
 
where T is a directed set. Inversely, conjunction in Point 
Logic related to disjunction in Open logic entails a conflict 
that can be resolved by directed disjunction in Open Logic.  
  This type of solution to resolve a conflict is the construction 
of a one-to-one correspondence between Point and Open 
Logic by discarding parts that cannot be correspondent with 
each other. Although one-to-one correspondence is achieved, 
logical operations are restricted and used incompletely. 
Alternatively, we here intend to propose a solution to resolve 
the conflict in which logical operation is not restricted.  
Causal dynamics with local consistency 
How can we resolve the conflict between Point and Open 
Logic? Instead of introducing directed disjunction, we here 
introduce the changeability of join and disjunction and of 
meet and conjunction. Actually, if we can replace disjunction 
with join in P whenever we use disjunction, the conflict 
between Point and Open logic can be resolved. For example, 
considering statement (6), one can obtain 
 
 ab{a, ab}{b, ab}.            (9) 
 
Thus, by manipulating a and b, there exists a join of a and b, 
and ab can be replaced by ab. The conflict can be resolved 
by this changeability of disjunction and join and of 
conjunction and meet, which is why the changeability can be 
interpreted as a local consistency between Point and Open 
Logic. 
  The changeability of conjunction and meet can be verified, 
but that of disjunction and join cannot be proved. To create a 
causal system P that satisfies the changeability of disjunction 
and join, P is locally modified by a particular rule that is a 
local modification based on the dynamics of a causal system. 
First, we show the verification of the changeability. 
Changeability of logical operation and element in P 
Conjunction and meet. Because each element of P is expressed 
as an upper set of P, the changeability of conjunction and meet is 
expressed via x with xP. 
 
Proposition 1 (Changeability of conjunction and meet) 
  Given a topological system <P, P, >, for any a, b, xP, 
abx  abx if there exists ab for a and b. 
 
Proof. (i) Assume abx. It means that ax and bx and 
then x is a lower bound for {a, b}. Because of the meet, the 
greatest lower bound ab is larger than x, abx. We 
verified abx  abx. 
(ii) Assume abx. We obtain abx. Because aab and 
bab, we obtain ax and bx, which means abx. 
 
Proposition 2 (Semi-changeability of disjunction and join) 
  Given a topological system <P, P, >, for any a, b, xP, 
abx  abx if there exists ab for a and b. 
 
Proof. Assume abx. It means that ax or bx. Because 
aba and abb, abx always holds. Thus, we obtain 
abx. 
 
  The inverse of proposition 2, in which abx  abx, 
never holds. A counterexample is given by a partially ordered 
set, {a, b, x, ab}, where abx and a, b and x are anti-chain 
with each other. Although abx holds in this partially 
ordered set, ax or bx never holds because they are 
anti-chains. Thus, abx  abx does not hold in 
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general. Therefore, the changeability of disjunction and join 
never holds in any partially ordered set. 
  Thus, we define a particular dynamic by which the 
changeability of disjoin and join is locally implemented.  
Dynamical system for local consistency 
We implement a dynamic for the changeability of disjunction 
and join and simulate the time development of an evolutionary 
causal set. For this purpose, we define a causal set consisting 
of binary sequences. 
 
Definition 3 (Causal set of binary sequences) A causal set, P, 
of binary sequences consists of n bits of sequence, 
a=<a1a2…an> where each ak=0 or 1 for any k{1, 2, .., n}. 
The order is ab if akbk for any k{1, 2, .., n}. 
Figure 2. Some examples of a causal set of binary 
sequences. Each element represented by a binary column is 
expressed as a decimal number. If there is no join or meet, 
-1 is returned. 
 
Fig. 2 shows three examples of a causal set of binary 
sequences. Only the right lower set is a lattice, and the others 
are not. A binary column represents a binary sequence, where 
the black and white squares represent 1 and 0 digits, 
respectively. A decimal number is representation of a binary 
sequence. Join and meet for a two-element set are shown as an 
example.  
Notice that join is not a union of binary sequences and that 
meet is not intersection. Here, we denote a union by the 
symbol . For a pair of binary sequences, a and b, 
ab=<…ak+bk…> where 0+0=0, 0+1=1+0=1+1=1. If a union 
 is applied to {1, 2} in the casual set in the lower right of Fig. 
2, we obtain 12=3. Because there is no binary sequence 
represented by 3 in this causal set, we obtain 12=19. 
Similarly, meet is not an intersection. Here, we denote 
intersection by the symbol . For a, b, ab=<…akbk…> 
where 00= 01=10=0, 11=1. If an intersection is applied 
to {11, 7} in the upper right of Fig. 2, 117=3 is obtained. 
However, because there is no 3, we then obtain 117=-1 (i.e., 
there is no meet). 
Given a causal set of binary sequences, we introduce the 
dynamics of a causal set and define an evolutionary 
topological system. 
 
Definition 4 (Evolutionary topological system) An 
evolutionary topological system is defined by <Pt, Pt, , F>, 
where P0 is an initial causal set of n bit sequences that are 
randomly given. The time development of a causal system is 
defined by 
 
                     Pt+1=F(Pt)                 (10) 
 
where F(Pt) is defined by the following: 
 
(i)  Randomly choose two elements a and b from Pt and 
obtain a and b from Pt. 
(ii)  If the statement abab does not hold, then 
calculate ab. 
(iii)  If ab does not exist, calculate ab, and then each 
bit with a 1 value is replaced by 0 or nothing 
happened with an equal probability. When this 
replacement is denoted by RAND1, we add the new 
element of 
 
       ab=<…RAND1(akbk)…>         (11) 
 
to Pt. 
(iv)  If the statement abab  does not hold, then 
calculate ab. 
(v)  If ab does not exist, calculate ab, and then each 
bit with a 0 value is replaced by 1 or nothing 
happened with an equal probability. When this 
replacement is denoted by RAND0, we add the new 
element of 
 
       ab=<…RAND0(ak+bk)…>         (12) 
 
to Pt. 
(vi)  Choose c from Pt 
(vii)  If (abc){ 
 if (ac or bc){ 
}else{ 
   if (ca and cb are anti-chain){ 
   }else{ 
      Remove c from Pt 
 Add x such that ax 
} 
} 
} 
 
The dynamics of an evolutionary topological system are 
based on the changeability of conjunction and meet and of 
disjunction and join. According to Proposition 1, if the meet 
of a and b exists, then it can be replaced by the conjunction of 
a and b. Thus, the meet of a and b is generated for the 
changeability of meet and conjunction. Notice that, due to 
RAND1, a generated meet is not an intersection. 
In contrast, given Proposition 2, abx  abx does 
not hold even if the join of a and b exists. As mentioned 
previously, in a causal set {a, b, c, ab} where abc and a, b 
and c are anti-chain with each other, ab cannot be replaced 
by ab. Thus, this type of case is removed. This procedure is 
implemented by “Remove c from P”. However, in the case of 
Pt={acab, b}, if c is removed and x is added such that xa, 
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a causal set with the same structure, Pt+1={xaxb, b}, is 
obtained. Thus, this process has fallen into infinite regression. 
Actually, in a causal set of binary sequences with a finite 
length, this process turns a causal set degenerate into a 
one-point set of the least element, 0, which is why the 
procedure (vii) discards the case of the subset, {acab, b}, 
from removing the c procedure 
 
Figure 3. Time development of an evolutionary topological 
system. P1, P2, …, P5 of 9-bit sequences are shown in the 
form of a Hasse diagram. All elements of Pt are represented 
by binary columns above Pt. 
 
Figure 4. A causal set of an evolutionary topological system 
has evolved into a distributive lattice. 
 
  Fig. 3 shows the time development of an evolutionary 
topological system. Each causal set, Pt, is represented in the 
form of a Hasse diagram (i.e., if ab and there is no other 
element between a and b, a and b are connected by a line). 
The initial causal set is randomly given, and Pt+1=F(Pt) is 
iterated. 
  Various time developments suggest that the dynamics 
defined in definition 4 create a causal set with a particular 
structure, a distributive lattice. If there is no meet or join, they 
are added to the causal set. Thus, a POS that is not a lattice is 
changed into a lattice. In particular, once a causal set becomes 
a distributive lattice, it is not changed again, and the structure 
is maintained (Fig. 4). 
  A distributive lattice is verified to be a lattice that contains 
no M3 and N5 as a sub-lattice (a subset of a lattice that is 
closed with respect to a join and meet). The structure of M3 
and N5 are shown in Fig. 5. Given M3 and N5 as the initial 
causal sets, dynamics modify the causal set into a lattice 
without M3 and N5. As a result, the causal set evolves into a 
distributive lattice. 
Figure 5. a. The initial POS is developed into a 
distributive lattice (DL). b. M3 has also fallen into DL. 
The arrow represents time development. 
 
Figure 6. Distributivity plotted against time for a causal 
set (left) and the rate of completion against time (right). The 
black line corresponds to an evolutionary topological 
system, and the red and blue lines correspond to the control 
experiments. The initial set consists of 240 binary 
sequences. 
 
  To estimate how a causal set converges into a distributive 
lattice, we define distributivity for a causal set Pt: three 
elements a,  b  and c, are randomly chosen, and whether 
a(bc)=(ab)(ac) is evaluated, as long as the required 
meet and join exist, for K times. Distributivity is defined by 
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the number of equality divided by K. We also define two 
control experiments to compare with the evolutionary 
topological system. The first control dynamic is only the 
application of completion (i.e., the procedure of adding meet 
and join) to a causal set, Pt. It does not contain the procedure 
of (vii) in definition 4. The second control dynamic also does 
not contain (vii), and the completion is indeed defined by a 
union and intersection. Thus, the second control dynamic does 
not contain equations (11) and (12); therefore, ab=ab, and 
ab=ab. If completion is achieved by these procedures, a 
causal set can become a lattice of sets, which is well known as 
a distributive lattice. 
Figure 7. Distributivity plotted against time for a causal set 
(left) and the rate of completion against time (right). The 
black line corresponds to an evolutionary topological 
system, and the red and blue lines correspond to the control 
experiments. The initial set consists of 70 binary sequences. 
 
  As shown in Fig. 6, the distributivity of a causal set of an 
evolutionary topological system increases towards a 
distributive lattice. A causal set consists of 9-bit sequences 
and 240 elements (sequences) initially. Adding the meet and 
join and removing elements that do not satisfy the 
changeability increases the distributivity. Compared with the 
evolutionary topological system, the two control experiments 
never increase their distributivity. Even if a meet and join are 
added in the form of an intersection and union, respectively, 
in the second control dynamic, adding a new element as the 
join and/or meet entails another requirement to create the join 
and/or meet. Thus, completion cannot be achieved, and the 
distributivity is not increased. If the number of initial causal 
sets is small, the tendency of increasing distributivity is also 
found (Fig. 7). 
Distributivity of a causal set 
  An evolutionary topological system can converge into a 
distributive lattice. Because of the restricted changeability of 
join and disjunction and of meet and conjunction, when the 
system reaches a distributive lattice can be verified. 
 
Proposition 5 (Evolutionary topological system) An 
evolutionary topological system defined by <Pt, Pt, , F> 
will converge into a distributive lattice. 
 
Proof. (i) The case is that bca and ab is an anti-chain of 
ac but not ba or ca, b (i.e., bca bca does not 
hold, but procedure (vii) in definition 4 is not applied). This 
case is shown in Fig. 8. This case leads to a distributive 
sub-lattice by adding the meet, bc., which can be achieved at 
any point. 
 
Figure 8. The case that bca and that ab is an 
anti-chain of ac but not ba or ca, b (above). The case 
that bca and that ab is not an anti-chain of ac, ba 
or ca (below). 
 
(ii) The case that bca and that ab is not an anti-chain of 
ac, and not that ba or ca, b. Although this case also allows 
that bca bca does not hold, the procedure (vii) in 
definition 4 can be applied, so a is removed and a distributive 
sub lattice is then obtained, as shown in Fig. 8 below. 
(iii) Another case is from (i) and (ii). Because the statement 
a(bc)(ab)(ac) holds in any lattice, we will prove that 
a(bc)(ab)(ac). Because a(bc) is a lower bound for 
{a, bc}, we obtain a(bc)a and a(bc)bc. In a 
topological system, it means that 
 
           a(a(bc)) and bc(a(bc)).      (13) 
 
Because of the changeability of disjunction and join, we can 
replace this statement with 
 
a(a(bc)) and (b(a(bc)) or c(a(bc)). (14) 
 
Because a logical statement satisfies the distributive law, this 
equation can be rewritten as (a(a(bc)) and 
b(a(bc))) or (a(a(bc)) and c(a(bc))). 
Additionally, due to the changeability of conjunction and 
meet, we obtain 
 
         ab(a(bc)) or ac(a(bc)).     (15) 
 
By replacing the disjunction with join, 
 
(ab)(ac)(a(bc)).          (16) 
 
Thus, we finally obtain 
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a(bc)(ab)(ac).           (17) 
 
Significance of Distributivity. What is the significance of a 
distributive lattice? It is an abstract expression of a way of 
thinking in which anything can be considered as the result of 
summation, which is also known as a representation theorem 
for a distributive lattice (Davey and Priestley, 2002). The 
theorem states that any distributive lattice can be expressed as 
a lattice of sets consisting of sets equipped with a join that is 
defined by a union and meet, which are defined by an 
intersection.  
Figure 9. A distributive lattice (above) can be a lattice of 
sets (below) (i.e., a join and meet can be defined by a union 
and intersection, respectively). 
 
  Fig. 9 shows a representative example. The above Hasse 
diagram exemplifies a distributive lattice containing elements 
that are sets. Notice that join does not equal union and that 
meet does not equal intersection while meet is {a, b}{b, 
c}= and intersection is {a, b}{b, c}={b} in Fig. 9 (above). 
Similarly, while {a, b}{b, c}={a, b, c, d}, {a, b}{b, c}={a, 
b, c}, which explains why the lattice in Fig. 9 (above) is not a 
lattice of sets. However, this lattice can be represented by a set 
of lattices by replacing elements with other elements 
represented in Fig. 9 (below). In this lattice, any meet is 
defined by an intersection, and any join is defined by a union.  
Thus, a distributive lattice is an abstract expression of 
set-based thinking: a whole system can be reduced to 
elements, and summing up the elements can create a whole 
system. There is no non-linear interaction among the 
elements. Our results, in which an evolutionary topological 
system evolves towards a distributive lattice, indicate that a 
cause-effect relationship in space-time can be developed as 
the simplest logical structure. Although the changeability of 
disjunction and union (conjunction and meet) can be 
erroneous, space-time appears to be constructed as an 
operationally simple cause-effect relationship. 
Out of body experience resulting from the 
changeability of disjunction and join 
An evolutionary topological system is based on the 
changeability of join and disjunction and of meet and 
conjunction. What is the real implementation of the 
changeability? Although a disjunction or conjunction is a type 
of distribution or a set of elements in a causal set, join and 
meet are single elements of a causal set. However, they differ 
with respect to logical status and can be replaced with each 
other to improve the conflict between Point and Open Logic. 
We believe that this changeability plays an essential role in 
our cognitive system. 
Body image. The generation of a body image can be one of 
the examples resulting from the changeability of disjunction 
and join. In brain science, the relationship between body 
schema (operational body) and body image (body owned by 
oneself) is investigated. Even a hermit crab can detect a 
sudden change in the carried shell in terms of size, thereby 
changing its method of walking based on the shell size 
(Sonoda et al., 2013). This observation implies that body 
schema appears to affect body image and that both always 
interact with each other.  
 Although a body schema is based on controlling a point, a 
body image is a collection of parts as a whole. The former is 
related to Point Logic, and the latter is related to Open Logic. 
Thus, the interaction between body image and schema is also 
faced with the conflict between Point and Open Logic. 
 
Figure 10. A model for the creation of a body image 
resulting from the changeability of disjunction and join. 
The black squares are pillars or obstacles. 
 
 Imagine an infant who operates his own body. He first 
assumes that he is just a point and has to control this point to 
walk between pillars in his room (Fig. 10 left). He never 
controls this point in a strict sense. However, he attempts to 
move this point to a central point between the pillars, and the 
point is occasionally at a location a and occasionally at b 
(because he ignores his body size). As a result, a body can be 
at a or b. However, if an idea occurs to him that the possibility 
of a or b itself can be a “big” point, then a point has to be 
something big that is at a and b at the same time (Fig. 10 
right). Thus, the body image was created as a join resulting 
from disjunction. 
Out of body experience. According to our evolutionary 
topological system, two events that are exclusive of each other 
can be replaced with a single event, which can satisfy two 

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exclusive events in a causal set. Thus, we can design an 
artificial space-time event appearing from the changeability of 
disjunction and join. Using a variation of the Substitutional 
Reality (SR) system (Suzuki et al., 2012), we construct the 
sensation of an out-of-body experience, as shown in Fig. 11.  
  The system consists of a head-mounted display (HMD) 
fitted with a video camera at the front center (subjective-eye 
camera), a panoramic video camera (objective-eye camera) 
and a control computer. In our preliminary experiment, a 
participant sitting in a room first sees an experimenter in front 
of him with his naked eyes. Then he wears the HMD and see 
the experimenter through the subjective-eye camera. This 
causal relationship is shown as an event, aa’ (Fig. 11). Then, 
the scene pre-recorded by the objective eye camera set in front 
of the participant is projected in the HMD. Thus, the 
participant sees himself appearing and wearing the HMD, 
corresponding a causal relationship of bb’ (Fig. 11). With 
several virtual-reality-inspired tricks, even in the objective 
view he is able to look around freely as in the subjective view.  
 
Figure 11. Design for the “Out-of-Body Experience (OBE)” 
in an evolutionary topological system.  
 
The subjective view, a’, and the objective view, b’, are 
exclusive of each other, although they are both sides of the 
same coin –“now”. They are not united by a single event in 
this situation. However, if the subject experiences a smooth 
transition between objective and subjective view (by changing 
the objective camera position and using several video effects), 
represented by the blue arrows in Fig. 11, he feels as if he is 
seeing himself in his subjective view. That feeling 
corresponds to the replacement of a’b’ by a single event, 
a’b’ According to his verbal report, he feels an OBE which 
is not just an experience of seeing himself. Instead, he feels as 
if he has created another perspective by his imagination (Fig. 
11). Therefore, in this feeling, exclusive subjective and 
objective scenes can be considered to be united as a single 
event, which is different from the feeling experienced in a 
previous experiment (Lenggenhager et al., 2007). 
Conclusion 
A causal set developed in quantum physics attempts to 
describe a space-time from an observer’s view. If so, we have 
to pay attention to the interaction between the causal 
relationship and an observer that is a computation and/or 
logical operation in a space-time equipped with a causal 
relationship. For this purpose, we describe a causal set and its 
semantics as a topological system consisting of Point and 
Open logic. 
  The binary relationship between Point and Open Logic can 
derive a conflict that can be improved by restricting logical 
operations. We here, however, propose an evolutionary 
topological system in which a conflict between Point and 
Open Logic is locally and temporally improved that can 
generate an artificial causal relationship. This local 
improvement is implemented by the changeability between 
join and disjunction and between meet and conjunction 
represented by the replacement of a set with an element to 
keep non-restricted logical operations. 
  We show and verify that a causal set of the evolutionary 
topological system can converge to a distributive lattice that is 
an abstract expression of the simplest logical operation for 
summation. We also show that the changeability of 
disjunction and join can generate abnormal space-time 
feelings, such as an out-of-body experience. We can design 
both normal and abnormal artificial space-time based on an 
evolutionary topological system. 
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Abstract 
The present work describes the fabrication, structure and 
functional characterization of composite microcapsules 
containing encapsulated viable yeast cells, fluorescently labeled 
liposomes and magnetic nanoparticles embedded in a calcium 
alginate matrix produced by ink-jet printing. The proliferation 
of the encapsulated cells under favorable conditions (presence 
of nutrients, temperature) is used as a biological trigger for the 
disintegration of the microcapsules and the liberation of the 
encapsulated sub-micron particles. The principle of “artificial 
spores”, i.e. the possibility to repeatedly stop and restart the 
cell proliferation process has also been demonstrated. Such 
biologically triggered release from composite microcapsules is 
novel and offers potentially interesting applications such as 
autonomous release of bactericides or fungicides only under 
conditions that are favorable for microbial growth.  
Introduction 
In biology, a spore is defined as a reproductive structure that 
is adapted for dispersion and survival for extended periods of 
time in unfavorable conditions. Once conditions are 
favorable, spores can develop into new organisms. The 
activators of such a transformation from spore to cell could be 
e.g. nutrients, temperature, pH, or combination of these 
parameters. There are several reasons why the spores are 
formed in the nature: 
(i)    Spores allow the organisms to survive for many (in 
some cases, millions of) years under adverse conditions, 
thus they serve as storage system for genetic 
information.  
(ii) Spores shield cellular components in harsh conditions, 
and so spores have the protection function. 
(iii) A spore must somehow "arrive" at a location and be 
there at a time favorable for germination and growth. 
Some spores have flagella or other organelles that serve 
for the species dispersion to longer distances and new 
areas. Therefore spores serve as transporters of genetic 
information. 
In present work we adopted the idea of spores and created 
hybrid alginate microcapsules with embedded yeast cells that 
are long-term stable and inactive and perform specific target 
mission only after activation by changing the conditions in 
their surround. The target aim is to disintegrate and liberate 
and disperse the encapsulated content in proper time. The 
principle of such artificial spores is described in Figure 1. 
Under unfavorable conditions (absence of nutrients) no cell 
division of embedded yeast occurs and the composite 
microcapsules are stable in aqueous medium for extended 
periods of time without disintegration or release of their 
content. Once the microcapsules encounter favorable 
conditions (presence of nutrients, here provided by a culture 
medium), cell division and growth causes a rupture of the 
alginate capsule and release of the embedded 
components. Liposomes loaded with fluorescein represent a 
model “active” particulate substance that is to be liberated 
from the composite microcapsules. Additionally, iron oxide 
magnetic nanoparticles were also embedded within the 
composite microcapsules to facilitate their manipulation and 
separation by a magnetic field.  
The present paper focuses mainly on problem (i) described 
above. Artificial spores were fabricated and their stability and 
inactivity for long time were investigated. The ability to 
activate in suitable conditions (in this case nutrients additions) 
was studied. Artificial spores cultivated in growth medium 
showed the ability to disintegrate and release embedded object 
into the surround. This mechanism acts as a biological trigger 
for controlled opening of the microcapsule.  
Further we concentrated on the protection function of 
spores (task (ii) above). Artificial spores were coated by solid 
silica shell and the viability of encapsulate yeast was tested. 
Although the coating process does not kill the cells, the cell 
growth in the microcapsules was not sufficient for the 
microcapsule disruption. Unfortunately this way of protection 
shell formation seems to be unsuitable. 
Such artificial spores will find applications in biologically 
triggered controlled delivery e.g. of natural fragrances or 
benign fungicides. Another application of these objects could 
be as intelligent indicators of storage quality. 
Figure 1: Schematic principle of artificial spore rupture and 
liberation of an active substance into the environment caused 
by yeast cell growth in the culture medium. 
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Experimental 
Materials 
Sodium alginate, calcium chloride (CaCl2), (3-aminopropyl) 
trimethoxysilane (AMPS), tetramethoxysilane (TMOS), n-
hexane, [7 - diethylaminocoumarin - 3 - carboxylic acid] 
(DEAC), fluorescein diacetate (FDA), yeast extract and 
glucose were purchased from Sigma-Aldrich. Instant yeast 
cells (Labeta a.s., Czech Republic) were suspended in 
deionized water in various concentrations (1 mg of dry 
powder corresponds to 3×107 cells). Hydrophilic iron oxide 
nanoparticles were prepared according to a synthesis 
described in (Tokárová et al., 2012). Fluorescently labeled 
liposomes (molar ratio of DPPC : cholesterol was 2:1) were 
synthesized in the same way as described in (Ullrich et al., 
2013). Deionized water was produced by a ionex filter (Aqual 
25). 
Figure 2: Schema of artificial spore preparation. Solution of 
sodium alginate, yeast cells, liposomes and magnetic 
nanoparticles is by means of Ink-Jet printing technology 
dropped into CaCl2 solution. Precipitated calcium alginate 
microcapsules are subsequently washed. 
Artificial spore preparation 
All artificial spores were produced by inkjet printing (Dohnal 
and Štěpánek, 2010). A piezoelectric drop-on-demand print-
head type M5-ABP-01-80-6MX supplied by Microfab, Inc. 
(Plano, Texas, USA) was used, coupled with a control unit 
type JetDrive III and a pressure controller type CT-PT-01 also 
supplied by Microfab, Inc. 2 ml of aqueous solutions of 2% 
(w/w) sodium alginate and 2 ml of aqueous suspension of 
yeast cells were mixed and printed into approximately 50 ml 
of aqueous solution of 2% (w/w) CaCl2 where a rapid ionic 
cross-linking of the microdroplets occurred. The receiving 
CaCl2 solution was constantly agitated to avoid microdroplet 
coalescence after impact. To prepare the magnetic 
microcapsules, one half of the cell suspension was replaced 
by citrate-stabilized iron oxide nanoparticle dispersion in 
water (15 mg/ml). The solution for printing of magnetic 
capsules containing liposomes was mixed from a sodium 
alginate solution, the cell suspension, the iron oxide 
nanoparticle solution and a liposome solution in the volume 
ratio 4:1:1:2. Cross-linked calcium alginate microcapsules 
were separated from the CaCl2 solution by using filter or 
magnet and suspended in deionized water in which they were 
stored at room temperature until further use. In this state the 
composite microcapsules were stable for up to 4 months 
without any significant loss of yeast cell viability or leakage 
from the liposomes. 
Coating of artificial spores by silica shell 
The silica shell was formed by a sol-gel process according to 
our previous procedure (Haufová et al., 2012) derived from 
the work of Sakai (Sakai et al., 2001): the alginate 
microcapsules were suspended in n-hexane and kept at 4°C in 
an ice-bath. AMPS and TMOS were then added to n-hexane 
containing the alginate particles. AMPS was added first and 
stirred for 1 min, followed by TMOS and stirring for another 
1 min. The thickness of the silica layer is influenced by the 
quantity of the silica precursors (AMPS and TMOS). The 
volume ratios of 10:14:0.8:0.6 for alginate:n-
hexane:AMPS:TMOS were used in our case. Based on the 
assumption of complete hydrolysis of the alkoxysilanes and 
average alginate particle size of 70 µm, the resulting thickness 
of the deposited silica layer is 0.23 µm. The resulting 
microparticles were then rinse with 1.0 wt.% CaCl2 solution 
and then kept in deionized water in a fridge for further use. 
All the procedures/solutions were kept cold (at 4°C) to 
enhance the stability of liposomes. 
The synthesis of fluorescently labeled silica nanoparticles is 
specified in (Čejková et al., 2010) with the exception that the 
fluorescent dye DEAC was used instead of fluorescein 
isothiocyanate (FITC). For subsequent visualization of the 
silica layer, the pre-synthesized fluorescently labeled silica 
nanoparticles (SiO2-DEAC nano) were added into the silica 
layer formed by the sol-gel process. 100 mg of SiO2-DEAC 
nanoparticles was mixed with 1 ml AMPS for 24 hours prior 
the further sol-gel procedure. The mean diameter of the SiO2-
DEAC nanoparticles was 150 nm.  
Artificial spore characterization 
The artificial spores were characterized by means of inverted 
optical microscope (Olympus CK40) and a laser scanning 
confocal microscope - LSCM (Olympus Fluoview FV1000). 
The particle size was evaluated by laser diffraction (Horiba 
Partica LA 950/V2). The viability of yeast cells was 
confirmed by using the standard fluorescein diacetate solution 
method.  
Yeast cell division and artificial spore disruption 
study 
For a study of the cell division and disintegration of artificial 
spores, the composite microcapsules were placed into a Petri 
dish containing a culture medium (consisting of glucose in a 
concentration of 10 g/l and yeast extract in a concentration of 
5 g/l) and monitored by an optical microscope for 24 hours. 
The cell growth curves were measured by means of visible 
spectrophotometer (Specord 205 BU, Analytik Jena, 
Germany); the wavelength used for the measurement of 
optical density was 600 nm (OD600). 
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Results and discussion 
Artificial spores characterization 
The drop-on-demand inkjet technology was used for the 
formation of calcium alginate microcapsules with embedded 
yeast cells by ejecting droplets of a sodium alginate precursor 
into a pool of calcium chloride solution. The shape of the 
formed microcapsules was mostly spherical, however, some 
of them were distorted (flattened) due to droplet deformation 
upon landing into the CaCl2 solution.  
The viability of yeast cells in the composite microcapsules 
was confirmed by using fluorescein diacetate (FDA). This 
colorless compound exhibits no fluorescence, however, it is 
known that it diffuses through cell membrane and living cells 
are able to hydrolyze it by their enzymatic apparatus and 
transform FDA into fluorescein (Adam and Duncan, 2001). 
Typically, 2 ml of microcapsule suspension were incubated 
with a few droplets of FDA in acetone for 20 minutes, then 
washed and observed under LSCM. By this test it was proven 
that the cells are able to retain their viability during the ink-jet 
printing process. The microcapsules after one month of their 
fabrication and storage in water that were incubated with FDA 
show in LSCM images green spots. These spots correspond to 
living cells, which confirms that the cell viability is preserved 
for many weeks.  
The hybrid microcapsules with embedded yeast cells were 
stored in water for few weeks and no microcapsule changes 
and cell division in capsules were observed. Radical changes 
occurred after incubation with growth medium containing 
yeast extract and glucose.  
To observe the cell division of encapsulated yeast, 
composite microcapsules were suspended in Petri dish with 
growth medium and placed under microscope. Images in 
1-minutes intervals were grabbed for at least 24 hours. 
Typical results are shown in Figure 3 for microcapsules 
containing yeast cells in concentration of 3.75×108
 cell/ml.  
 
Figure 3: Yeast cell division in alginate microcapsules 
incubated in a Petri dish with culture medium. Concentration 
of yeast cells in prepared microcapsules 3.75×108 cell/ml. 
Scale bar represent 100 µm. 
 
Figure 3 shows the changes of microcapsules in various 
times in static conditions in a Petri dish with cultivation 
medium. After fabrication the cell concentration in 
microcapsules corresponded to the cell concentration in 
alginate matrix that was printed into CaCl2 solution. Time 
t = 0 h corresponds to placing of microcapsules into 
cultivation medium. Few hours after incubation in growth 
medium, buds on cells appeared and cells started to divide. 
Around the time t = 7 h, the cell division was highly 
developed. Around the time t = 15 h, alginate microcapsules 
were almost full of cells and at time t = 18 h first ruptures of 
composite microcapsules started. Due to intensive cell 
division all microcapsules disintegrate and almost no compact 
round microcapsules were evident at time t = 24 h. In the Petri 
dish only clusters of yeast cells were present. This experiment 
confirmed the idea of artificial spore – microcapsules are for 
long time stable and after external condition changes ruptured 
and released their content. 
Further the growth curves of cells in alginate microcapsules 
were measured by using visible spectrophotometry as a 
function of optical density at the wavelength 600 nm. First 
few hours no changes were evident, because yeast cells were 
still in lag phase of their growth, they adapted themselves to 
growth conditions and rarely cells divided. About at the time t 
= 7 h, the cells entered into the exponential phase of their 
growth which corresponded with rapid increase in measured 
absorbance. Approximately until the time t = 24 h the increase 
of absorbance is evident, which shows the cell division. After 
the time t = 24 h, the absorbance did not increase, because 
cells entered into the stationary phase of their growth due to 
the lack of nutrients. 
As was shown above, composite microcapsules are stable 
in water, whereas after cultivation in growth medium they are 
able to disintegrate and release their content. To confirm this 
fact, the liberation of fluorescently labeled liposomes was 
observed by laser scanning confocal microscope. Directly 
after their fabrication, the fluorescence signal is obtained only 
in microcapsules and this confirms the successful 
encapsulation of liposomes into microcapsules. The same 
microcapsules imaged one day after fabrication and storage in 
pure water show the fluorescence signal again only in 
microcapsules, no liberation of liposomes from microcapsules 
occurred. On the other hand, after cultivation of 
microcapsules in growth medium, the cells divide and cause 
the rupture of capsules, the liberation of all encapsulated 
substances and their release into the surround. After one day 
of incubation in culture medium no compact microcapsules 
were present, only the clusters of cells were evident and the 
fluorescence signal was detectable from whole medium 
because the liposomes were released during the microcapsule 
disintegration. 
Temperature effects on artificial spore germination 
In biology, a spore is defined as a reproductive structure 
that is adapted for dispersion and survival for extended 
periods of time in unfavorable conditions. The interesting 
property of the transformation of spores into cellular entities 
is as follows: once the conditions seem to be suitable for 
germination, the spores enter a lag phase and activate specific 
genes that trigger certain signal pathways leading to swelling 
and cell emergence. Once a spore has swollen, germination 
becomes irreversible, but during the lag phase activated 
spores can return to dormancy (Van Dijken and Van Haastert, 
2001). 
To cover the idea of “artificial spores”, additional 
experiments with switching favorable/unfavorable conditions 
were performed. In previous section the experiments with 
nutrient additions were described. It was shown, that the 
growth medium can start the process of cell division with 
consequent microcapsule rupture. We were interested if it is 
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possible to stop the division process anyway and then to 
trigger the growth again. Therefore following experiments 
with temperature changes were done. 
The experiment mimicking spore response to conditions 
changes was performed in spectrophotometer equipped with 
heating/cooling facility. The growth curves were measured 
and with temperature changes compared. The experiment 
started at unfavorable conditions, where microcapsules were 
stored in water (without nutrients). The first change consisted 
in placing of capsules in the culture medium at temperature 
30°C (corresponding to time t = 0 h in the growth curves in 
Figure 4). Although they had enough of nutrients and the 
temperature was acceptable, the first few hours the yeast 
embedded in microcapsule were still dormant, because they 
were in the lag phase. When they entered the exponentially 
phase of their growth, we have decreased the temperature 
rapidly to 8°C. Such a temperature shock stopped the cell 
growth resulting in a return into dormancy of microcapsules. 
During this time no change of optical density was observed 
corresponding to no division of cells. This horizontal line in 
the growth curve confirmed the possibility to paralyze 
artificial spores with temperature decrease that represents 
coming back of unfavorable conditions. To provide the better 
conditions again, the temperature was increased back to 30°C. 
Such a sudden suitable condition establishment lead to rapid 
cell growth again. The next temperature decrease caused the 
next interruption of cell division. The example of three 
repetitions heating/cooling represents Figure 4(B) shows the 
possibility to “freeze” the cell growth in microcapsule for 
almost two days. 
 
Figure 4: Interruption of yeast growth by temperature 
decrease and resumption of growth by increase of 
temperature. (A) Three interruption of cell growth by three 
temperature decreases (at time 11-16 h, 20-25 h, 35-40 h). (B) 
Long cell growth interruption for almost two days (8-48 h). 
Silica shell of artificial spores 
To develop the concept of artificial spore it is necessary to 
develop the strategy to coat the particle with any hard thin 
shell that could protect the encapsulated content. For this 
reason we decided to cover the hybrid alginate microcapsule 
by silica shell because of our previous experience with this 
process (Haufová et al., 2010).   
 Figure 5 represents image of microcapsules covered by thin 
fluorescently labeled silica layer (it is visualized by blue 
color). Green spots correspond to viable encapsulated yeast 
cells visualized by using FDA as described in previous 
sections. It was proven that the sol-gel coating process in 
harsh conditions (temperature 4°C, in n-hexane solution) does 
not kill all the cells and some cells are still viable. It can be 
concluded that at least some of the yeast cells were able to 
survive both the inkjet printing and the silica coating 
processes, although there seems to be also a fraction of dead 
(non-fluorescent) cells. However the coating lead to 
microcapsule shrinkage (ca to 30 µm compared to 80 µm 
original diameter). 
 
 
Figure 5: Laser scanning confocal microscopic images of 
alginate microcapsules with encapsulated yeast cells (viable 
cells visualized by green color) and covered by fluorescently 
labeled silica shell (blue color). 
 
Further we focused on cell division in silica-coated 
microcapsules. Figure 6 summarized the results of silica-
coated artificial spores’ cultivation in growth medium. It is 
evident, that yeast cells entrapped on the surface of 
microcapsules are able to divide and growth freely in 
surrounding medium, however the growth of cells inside the 
microcapsule is not sufficient to microcapsule disruption and 
following rupture. Unfortunately these results exclude the sol-
gel silica coating method as a suitable process for protecting 
surface layer formation. Our future work will focus on other 
cover techniques, such as layer-by-layer method. 
Dry artificial spores 
All experiments described above were performed in aqueous 
conditions. Artificial spores were fabricated and stored in 
aqueous solutions and never during their studies were dried. 
Following test focused on the properties changes after particle 
drying.   
 The artificial spores were air dried and Figure 7 represents 
microscopic images of their rehydration. In (A) dry shrunken 
microcapsules are displayed. Figure (B) shows the result of 
microcapsule incubation in water for 1 hour. Dry alginate is 
not able to swell in pure water and microcapsule retain in the 
shrunken state. On the other hand, growth medium containing 
various ions is able to facilitate the microcapsule swelling 
(Figure C). Unfortunately, cell division in rehydrated artificial 
spores was not sufficient for microcapsule rupture. This 
observation recommends the artificial cells applications in 
hydrated state without any drying step. 
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Figure 6: Cultivation of silica-coated artificial spores in 
growth medium. Optical microscope images from times t = 0, 
6 and 36 hours after placing into the medium.  
Conclusions 
We fabricated a new type of microcapsules with embedded 
microorganisms that can locally liberate sub-micrometer 
objects, and act as a biological trigger for controlled opening 
of the microcapsule. Such a hybrid microparticle cover the 
idea of artificial spore, that is inactive for long time without 
any changes and start to rupture after external condition 
changes (here nutrient addition). Artificial spores prepared 
here were able to liberate encapsulate model substance in 
form of liposomes. It was shown, that silica coating by means 
of so-gel process does not allow the microcapsule rupture as 
in the case without any shell presence. Further it was 
observed, that also dried artificial spores are not able to 
rupture after rehydration in cultivation medium. 
 Our future work will focus on microcapsule covering to 
form a shell that will protect the alginate and encapsulated 
objects and subsequently will not prohibit the particle rupture. 
Because the rupture of capsules is also impossible for 
particles that were dried, we will concentrate to find 
applications for artificial spores in aqueous solution, such as 
in biologically triggered controlled delivery, e.g. of natural 
fragrances or benign fungicides or as quality indicators. 
 
Figure 7: Microscopic images of rehydration of dry artificial 
spores (A) in water (B) and in growth medium (C) after 
1 hour. 
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Abstract 
Cell membranes are essential part of living cells. They are 
important as the envelope which encapsulate the biochemical 
systems within them and distinguish “self” components from 
“not-self” surrounding environment. Furthermore, cell 
membranes function as an interface which exchange materials 
between inside and outside of the cell, sense external 
environment, and transmit signals to inside systems to 
response the circumstance. In the field of synthetic biology, 
liposome (lipid membrane vesicle) has been widely used as a 
model of cell membrane. Although liposome is certainly a 
good model as for cell envelope, it is not satisfying the 
biochemical functions of cell membranes. Since the most of 
cell membrane functions are led by membrane embeded 
proteins, we should combine membrane proteins with 
liposome to construct more feasible artificial cell membranes. 
In this research, we aim to equip membrane machinery on 
liposome membrane using in vitro gene expression system. 
We show that a membrane machinery Sec translocon1, 
which conducts membrane secretion and insertion of protein 
(Figure 1), has been synthesized onto the liposome membrane 
from its template DNAs. The gene expression was performed 
with the cell-free protein synthesis system, PURE system2. 
The PURE system is a reconstructed transcription/translation 
system that actualizes the phenomenon of Central Dogma 
(DNA-RNA-protein) in vitro with the minimal number of 
factors. Synthesized Sec proteins spontaneously localized at 
lipid bilayer and about 80nM Sec translocon were produced in 
functional state. This indicates that 2-3 Sec translocon were 
allocated to one liposome membrane based on a sequence of 
statistical calculations. Although the population density of the 
produced Sec translocon was not so high, a substantial 
peptides secretion activity of the Sec translocon was detected 
by biochemical assays. The specific activity of the synthesized 
Sec translocon was comparable to that of native Sec 
translocon isolated from cells in the function of protein 
secretion. In addition, the synthesized Sec translocon was able 
to conduct membrane insertion of a multi-spanning protein. 
These results indicate that the artificially synthesized Sec 
translocon is functional both in secretion and insertion. It 
should be noted that the formation of Sec translocon was 
achieved in self-assembly process.  
Our results demonstrate that the functional Sec translocon 
has been constructed in totally synthetic manner. Although the 
protein synthesis in this study were performed on the outside 
of the liposomes, the same reaction would be occurred inside 
liposomes, for instance giant unilamellar vesicles that can 
effectively encapsulate a cell-free system and DNA3. More 
importantly, our results raise a possibility that various 
membrane proteins can be subsequently produced in liposome 
membrane by primarily constructed Sec translocon, and 
eventually non-functional liposomes will gain divers bio-
functions that are essential for a living artificial cell. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: Sec translocon mediates translocation of secretory 
proteins and insertion of membrane proteins. 
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Experimental studied on growing chemical organisms.    
 Jerzy Maselko1, James Pantaleone2, Vitaliy Kaminker2 
1.  Chemistry Department, University of Alaska, Anchorage, USA 
2.  Department of Physics/Astronomy, University of Alaska, Anchorage, USA 
The subject of this conference is:  ‘Attempts to design and build artificial systems that display properties of 
organisms’.   Two hundred years ago, the philosopher Immanuel Kant wrote the following: 
‘Property of life: A self-propagating organization of processes.’ 
The difference between biological organisms and the complex chemical systems made by humans cannot 
be underestimated.  The former contain such a large number of physical and chemical processes, each marked by 
incredible spatial and temporal organization and preciseness, that as of yet, their artificial reproduction is 
unachievable. 
There remains, in addition, a gulf between biological growth and human controlled technology.  These 
methods are not compatible.  Human built complex chemical systems are assembled, whereas the biological systems 
are grown.  Even the simplest biological cell cannot be disassembled and later reconstructed as if it were an AK-47.  
Few known phenomena show promise of bridging this gulf; one of these is the ‘Chemical Garden’.  In such 
systems, chemical reactions between a few elements drive fluid flow to spontaneously form precipitation structures.  
These structures can be grown from a ‘seed`, and the specific structure produced closely correlates to the 
composition of the seed and the environment. Chemical gardens have growth trajectories that span a vast 
morphological space, which includes hierarchical structures and also structures that move (chemical motors).   
Among the first works devoted to these systems was published by Leduc in 1911 under the title “The 
Mechanism of Life”1.  Leduc recognized the similarity of chemical gardens with biological systems and believed 
that this similarity could teach us something about the origin of life.  In his book, he wrote that “The study of 
synthetic biology is therefore the study of physical forces and conditions which can produce cavities surrounded by 
osmotic membranes… and specialized their functions of living beings.”    
Examples of the structures that can be grown in this manner are presented below.   
 
 
Figure1: Examples of complex structures that grow in simple chemical systems.  
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In each of these systems, growth is controlled by a complicated network of precisely organized physical and 
chemical processes.  This growth is caused by a chain reaction; different potential gradients form structures that are, 
in turn, sources of new potential gradients.  Thus we have a sequence of structures and processes: Structure follows 
process, gradient follows process, structure follows gradient, and so on.  In these complex networks, different 
trajectories lead to different structures.  Trajectories can be controlled by environment or seed composition. The 
growing process is often characterized by formation of templates that control formation of the next structure.  The 
template may, depending on the trajectories, form different structures. Some structures may undergo metamorphosis 
where the entire structure changes (copper-oxalate system). 
The process of growth is hierarchical, forming a network.  Simple elements at lower levels form more complex 
structures at the higher levels.  These, in turn, function as simple building blocks for even higher levels. So far, we 
have grown chemical systems with eight hierarchy levels.  This is only the beginning.  By changing system 
parameters, we can form different chemical building blocks, thus changing the trajectory.  Trajectories may also be 
changed by catalysts or inhibitors (aluminum silicate system). 
In most cases, the growing network can be divided into three parts: the seed, the construction, and the final structure.  
The seed forms an initial cell, where the initial potential gradients are making initial processes. The next part of 
network is construction, where the cascade of different structures are built.  These systems are open ended, making it 
impossible to predict the final structure.  Usually, the structure is finalized when the network has a loop that results 
in termination of structure growth. 
Sometimes we observe the formation of a whole that may perform certain tasks.  This part of the network is 
operational.  It controls the task.  Examples are cells that move up and down. This process is controlled by many 
chemical and physical sub-processes forming a loop (aluminum-carbonate-hydroxide system).   Under another 
condition, this system may construct more complex structures that remain, made by humans, complex curtains. 
The Chemical Garden and related structures are chemical systems bridging living and nonliving matter.  They allow 
us to study a much simpler analogue to biological systems. The difference is the lack of DNA and genetic-
informational systems that have very complex functions and control mechanisms.  It may be said that chemical 
organisms are biological systems where DNA has been removed after formation of all proteins. 
Mastering the growth of these complex chemical organisms may be the beginning of a new technology.  
The following papers describe the presented phenomena: 
Maselko, J., and P. Strizhak. 2004. Spontaneous formation of cellular chemical system that sustains itself 
far from thermodynamic equilibrium. Journal of Physical Chemistry B, 108, 4937 - 4939, 
doi:10.1021/jp036417j (2004). 
Vladimir V. Udovichenko1, Peter E. Strizhak1, Agata Toth2, Dezso Horwath2, Steven Ning3, J. Maselko3,* 
Temporal and Spatial Organization of Chemical and Hydrodynamic  Processes.  The system  Pb2+ - 
Chlorite - Thiourea  Accepted  J. Phys. Chem. A, March 2008 
A. Baker, A. Toth, D. Horvath, J. Walkush, A. Ali, W. Morgan,  A. Kukovecz, J. Pantaleone, J.   Maselko  . 
Precipitation Pattern Formation in the Copper(II) Oxalate System with Gravity Flow and Axial Symmetry  
J. Phys. Chem. A, 2009, 113 (29), pp 8243–8248  
 J. Pantaleone, A. Toth. D. Horvath, L. RoseFigur,  J. Maselko,   Pressure oscillations in Chemical Garden,  
Phys. Rev. E  79,056221 2009 
A. Toth, D. Horvath, A. Kukovecz, A. Baker, S. Ali, J. Maselko  “ Control of precipitation patterns 
formation in system Copper – Oxalate. Journal of Systems Chemistry   2012, 3:4 doi:10.1186/1759-2208-3-
4. 
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Abstract
In this paper, we present a series of experiments on the auto-
mated classification of Cassin’s Vireo individuals from song
phrases using support vector machines and from sequences of
song phrases using hidden Markov models. Experimental re-
sults show that accurate classification of bird individuals can
be achieved using these two different levels of description of
bird songs.
Introduction
Understanding the structure and function of bird songs is a
long-sought goal in ecology research. Recent advances in
sensor arrays, machine learning and computational linguis-
tics finally make the achievement of this goal feasible. Un-
derstanding bird songs may also prove helpful in guiding the
construction of artifacts that possess high-level communica-
tion abilities.
Over the last few years we have collected very large
amounts of bird song recordings from acoustic sensor ar-
rays in a variety of natural settings. This data have been
processed by localizing source with beamforming, then fil-
tering out noise, identifying events of interest, and then clas-
sifying them according to species and individual, and com-
bining that with behavioral observations in a large database.
Our previous work on acoustic classification of birds has
been successful at recognizing several species of antbirds
and antbird individuals in a Mexican rainforest, Vallejo and
Taylor (2009), Trifa et al. (2008). These birds possess quite
simple, but distinctive, songs which are thought to be innate.
In contrast, songbirds have a vocal organ highly developed
that normally produce the relatively long and complicated
vocalizations which are usually learnt, Catchpole and Slater
(2008).
Particularly, the work presented here aims at exploring to
what extent the methods we have used in the past are able
to address and conduct the classification of songbird indi-
viduals. Further, it would be very useful for our research
goals to understand the classification capabilities and limita-
tions of sensor arrays when dealing with different levels of
description of bird songs –song phrases, sequences of song
Figure 1: A subset of the CaVi phrases
phrases, etc. Toward this end, here we explore on classifica-
tion of Cassin’s Vireo (CaVi) individuals from song phrases
using support vector machines (SVMs) and from sequences
of song phrases using hidden Markov models (HMMs).
Identifying CaVi individuals from song
phrases using SVMs
The species of birds in our analysis have been the
Cassin’s Vireo (Vireo cassinii) a North American song-
bird, ranging from southern British Columbia in Canada
through the western coastal states of the United States.
The song consists of sequences of short, rough whistled
phrases of several notes. The songs used in this work
were recorded from April 2010 to July 2012, by Mar-
tin L. Cody. Examples of the CaVi songs are posted on
http://taylor0.biology.ucla.edu/al/bioacoustics/.
A collection of 65 different phrases was identified by vi-
sual inspection of the sonograms. The sonograms of some of
the CaVi phrases are in Figure 1, above. An example of ex-
tracted song grammar for a sample of the dataset is described
by the Markov chain of figure 2. Samples of 12-53 phrases
from each of the 12 individuals were included in the dataset.
The sonogram of each phrase was measured for 124 traits
using the Marsyas software package, Tzanetakis and Cook
Adaptive Hardware & Systems and Bioelectronics
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Figure 2: Markov chain of CaVi song. The states correspond
to song phrases and the arrows indicate the transition proba-
bilities among phrases
(1999) so that each song was represented by a vector. From
these vectors, principal components were extracted and rep-
resented by a vector of 26 principal components.
Classification of individuals by SVMs was conducted us-
ing the Weka package, Witten et al. (2011). A radial basis
function (RBF) kernel was used for the experiments. 10-
fold cross-validation was conducted to find appropriate ker-
nel parameters. Training was performed using the obtained
kernel parameters on the training set. Testing was conducted
using data samples not included in the training set. The clas-
sification results obtained in our experiments are in Figure 3.
Identifying Cassin’s Vireo individuals from
sequences of song phrases using HMMs
Samples of 44 songs represented by sequences of phrases
from each of the 12 individuals were included in the data set.
Classification of individuals by HMMs was conducted us-
ing the Accord package http://accord.googlecode.com/. The
Baum-Welch training algorithm was used for the experi-
ments. A collection of training and validation experiments
was conducted using this dataset. The classification results
obtained in our experiments for each of the CaVi 12 indi-
viduals are presented in Figure 3. Results for HMMs are
shown in gray, while those for SVMs in black. In nearly all
cases the precision of classification was high - 90% or bet-
ter. The HMMs appear to achieve slightly higher precision
for practically all phrase types except for two, where there
results were quite poor, only 40-50%, while the SVM results
remained high throughout.
Conclusions
Here we show that is feasible to discriminate songbirds in-
dividuals with similar accuracy from different levels of de-
scriptions of birds songs –on the one hand, using their spec-
tral and temporal acoustic features, and on the other hand,
using the composition of their sequences of phrases.
The results presented are currently being analyzed by
computational-linguistic tools to identify the syntax of the
songs, and combined with information about the context in
Figure 3: Classification of CaVi individuals. HMMs are
shown in gray, those for SVMs in black
which they occurred, then analyzed by new software meth-
ods to identify the meaning of those songs. These methods
will draw inferences from those meanings and explore con-
sequences for individual and community ecology.
We believe this work will contribute to the recognition of
very sophisticated signaling strategies and syntactic struc-
tures in non-human species. In addition, the work reported
here can contribute to expand the range of engineering with
voice recognition and classification, which so far has been
restricted almost exclusively to humans. They hold promise
to elucidate the fundamental properties of bird language.
These results could then be useful to make progress on en-
abling high-level communication in artificial agents.
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Prebiotic Organic Microstructures as Model Protocells
Henderson Cleaves and Neil Anthony
Abstract
A variety of prebiotic syntheses starting from reduced and
gas precursors, or small reactive organic intermediates pro-
duce a variety of micron and sub-micron sized organic micro-
structures, including spheres, filaments and toroids. Many of
these structures are hollow, and they display dynamic and re-
versible self-assembly. We report here some of their physical
characteristics that might be compatible with proto-cellular
evolution.
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Abstract
With the work at hand we want to present a model of a neu-
ral system, that is influenced by emotions. This model is
based on the state of the art concept of artificial neural net-
works (ANN) which we improve by adding ‘artificial emo-
tions’. The way of the implementation of emotions is based
on the research results regarding the biological and biochemi-
cal processes modulating neural cells in animals and humans.
The described modulation takes place not only on the level
of synapses, but also on the level of calculations happening
on the membrane of the cell, or the node of the ANN, re-
spectively. The suggested model also includes the biologi-
cal fact, that neuro modulatory glands (e.g., hypophysis) are
mainly controlled by the neuronal system itself. The resulting
proposed system is named EMotional Artificial Neural Net-
work (EMANN). It shows that EMANN has different abili-
ties, compared to ANNs without emotions.
Introduction
This work is mainly inspired by the work of Fellous (Fel-
lous, 1999; Fellous et al., 2002; Fellous, 2009; Arbib and
Fellous, 2004), who discussed the necessity of emotions in
artificial systems. Fellous and his co-authors argue, that
models of emotions can not only be used in artificial sys-
tems as a tool (e.g., to organise activity levels of different
tasks with a single robot), but also serve as a model for emo-
tions in animals and humans. Fellous described his ideas
and requirements about the implementation of emotions in
artificial systems as follows:
• Emotions should not be implemented as a separate, spe-
cialized module in charge of computing an emotional
value on some dimensions.
• Emotions should not simply be the result of cognitive
evaluations.
• Emotions are not linear (or non linear) combinations of
some pre-specified basic emotions.
• Emotions should be allowed to have their own temporal
dynamics, and should be allowed to interact with one an-
other.
With this paper we propose an advanced concept of Arti-
ficial Neural Networks (ANN, described in detail in the fol-
lowing), using biological observations as guideline. Please
note, that the proposed model was developed for the purpose
to simulate emotions, and to investigate features of the inter-
play of biochemical, neuromodulatory processes with neural
system. If and to what extend this is advantageous for tech-
nical solutions is topic of ongoing research (as mentioned
below).
Short overview over the state of the art of ANNs
The concept of ANNs was developed in the first half of
20th the century (McCulloch and Pitts, 1943; Rosenblatt,
1958). Since then several variations of ANNs where de-
veloped (Jain et al., 1996), be it differential equation based
ANNs (CTRNN, by Beer (1995)) or models of spiking
ANNs (Hindmarsh and Rose, 1984).
In all this mentioned methods, information is filtered by
the ANN without any feedback of the information on the
method of processing: The activity of one node influences
the activity of another node via the connection of the two
nodes. Via this signal transduction the signal is modulated
by the weight associated with the regarding link. Manipu-
lations of the process of filtering usually takes place on the
level of synapses, and is done during the learning (or evolv-
ing) process. Only a few works exist, which try to modulate
the process of data processing itself, based on input or out-
put of the network (Neal and Timmis, 2003; Timmis et al.,
2009). To our knowledge, no concept was suggested, in
which the way of calculation is modulated and controlled by
the network itself. From a biological point of view this abil-
ity of self-modulation is highly relevant in biological neural
networks, and its implementation will add many new fea-
tures to the concept of ANNs.
Emotions and neurons in biological brains
On a biological level, moods and emotion can be under-
stood as the condition an animal is in, based on an internal
chemical (mostly hormonal) situation. This internal chem-
ical situation modulates mostly all physiological and neu-
ral processes, what comes along with a modulation of as-
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sociated behavioural phenomenons. Examples for this are
love (Carter, 1998; Young et al., 2001), fear (LeDoux, 2000;
Derntl et al., 2009) and stress (Vermetten and Bremner,
2002). This way the moods influence as well “low-level” so-
cial behaviours (e.g., aggression (Pope et al., 2000)) as well
as “high level” social behaviours (e.g, trust) (Kosfeld et al.,
2005; Donaldson and Young, 2008; Guastella et al., 2008)
etc. On a cellular/chemical level the emotional status is the
result of a feedback-loop between the neural system and the
hormonal system: On one hand the hormones influence the
activity of the biological neural system (Derntl et al., 2009;
Joe¨ls, 1997), on the other hand the highest unit in the hier-
archical cascade of interacting hormone glands (hypophysis,
glandula pituitaria) is influenced by the central nervous sys-
tem via the hypothalamus. Please note, that not all emotions
emerge from such a feedback loop in the first place, but can
also be triggered by other sources, e.g., by the genome di-
rectly.
Based on this phenomenon we developed the EMANN
system (EMotional Artificial Neural Network), which im-
proves the classical ANN paradigm (Jain et al., 1996) by the
ability to develop hormone glands, that influence the abili-
ties of the neural nodes. In this context the “mood” of an
EMANN can be understood as the current hormonal status
of the network. How much this “mood” influences the cur-
rent behaviour of the controlled agent is coded into the indi-
vidual responsiveness of the nodes of the EMANN.
Method
The concept
The suggested model is based on standard ANNs (Jain et al.,
1996) which are improved by the features of a simulated
neuromodulatory hormonal system. The simulated hor-
monal glands emit a number of virtual hormones, which
represent all types of neuromodulators in a biological brain.
These virtual hormones influence the behaviour of the indi-
vidual nodes (which represent the individual cells within a
biological neural system), including the synapses, the func-
tions which sum up the inputs of the node, and the output
function (which is analogous to the function of the axon hill
of the neural cell). In return, the hormone glands are con-
trolled by the neural network: each cell within the described
network is able to emit hormones, which turns each node
in the network into a possible hormone gland. To enable a
virtual cell to react to a given hormonal level, hormonal re-
ceptors for every part of the virtual cell are simulated. These
hormonal receptors are analogous to surface hormonal re-
ceptors in the membrane of biological neurons. A schematic
drawing of the concept of ANN and EMANN is depicted in
the Figures 1 and 2.
Throughout this paper, ‘node’ and ‘cell’, and also ‘edge’
and ‘synapse’ are used as synonyms. The main differ-
ence between the nodes of an ANN and an EMANN is that
EMANN does not only map information from an input to an
Figure 1: Schematic drawing of a single node in a state-
of-the-art artificial neural network (ANN). The input of a
node (I - III), which represents cells in a biological neural
network, comes from other nodes of the ANN (IV ) and/or
from the input of the ANN. The weights of the edges be-
tween the nodes (I), representing synapses in the biological
counterpart, are usually adapted to a given task by learning
algorithms or by using artificial evolutionary methods. The
net-function (II), modelling the processes in the dendritic
part of a biological neuron, sums up the weighted inputs of
the node. The out-function (III), from a functional point of
view the analogon to the axon-hill in the biological neural
cell, calculate the new status of the node. For more details
about the state of the art in ANNs see (Jain et al., 1996). The
solid arrows indicate the flow of information within the sys-
tem, round edged triangles indicate the weights (synapses)
of the node.
output level, but at the same time elements of a feedback sys-
tem, that change the behaviour of the cells based on dynamic
hormone levels. The “out-function” of the ANN differs from
the EMANN analogon which is called “Hill-function” since
the later is strongly influenced by hormones during runtime,
but the former is usually static during runtime.
From the biological concept to a mathematical
representation
As represented in Figure 2, inputs to a cell of an EMANN
system first pass through synapses where each synapse con-
tains a weight that can be influenced by hormones (Fig-
ure 2:I). The value from the synapse then passes a net-
function (represented by g(X) in Figure 2:II) and the to-
tal value of the net-outputs from all the input synapses is
calculated. Finally, this sum passes a hill-function (repre-
sented by f(X) in Figure 2:III). The parameters of both
net-functions and hill-functions are influenced by hormones.
In the following formal representations, Wi,j represents
the weight of jth input synapse of cell i. Its value is specified
as:
Wi,j(H) = θi,j +
∑
h
φi,j,hHh (1)
where H is the set of hormone levels in the system and
Hh is the level of hormone h. θi,j is a constant weight for
jth synapse of cell i and φi,j,h is the responsiveness of the
synapse to hormone h.
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Figure 2: Schematic drawing of a single cell (analogon to
the nodes in a state-of-the-art ANN) in an Emotional Ar-
tificial Neural Network (EMANN). In contrast to a state-
of-the-art ANN (figure 1) the cell of the EMANN (I-III)
is able not only to receive information from the EMANN
(IV ), or send information to it, but also to produce hor-
mones (V III). These hormones are represented by global
variables, that sum up the hormone output of one time step
of all cells of the EMANN (V II , equ. 12). Each cell is in-
fluenced by these hormones (IX), be it on the synaptic level
(XII , see equ. 1) on the level of the net-function (XI , see
equ. 2) or on the level of the hill function (X , see equ. 6).
The degree, in which a cell functions as a neural cell or as a
gland for a given hormone is determined by weights (V , V I ,
see equ. 13 and equ 11). Due to the interaction of cellular
activity and hormone levels, a feedback arises, that allows
to change the method of information processing, based on
the information itself. Solid arrows indicate the flow of in-
formation within the EMANN (by which the input of the
neural net is mapped to the neural output), the dotted lines
indicate hormonal modulatory pathways.
An input to cell i from its jth synapse is represented by
Xi,j . The input passes through the synapses and the net-
function Neti,j that is described by:
Neti,j(X,H) = Netki(H)×f(Wi,j(H)Xi,j)+Netdi(H),
(2)
Netki(H) = βi +
∑
h
ηi,hHh, (3)
Netdi(H) = αi +
∑
h
κi,hHh, (4)
f(x) =

1 x < −1
−1 x > 1
x else
(5)
where βi and αi are constant parameters of cell i and
ηi,h and κi,h represent influences of hormone h on the net-
function of the cell.
The net-outputs are then summed up and pass the hill-
function and then produce output of the cell that is described
as follows:
Hilli(X,H) = Hillki(H)×f(
∑
j
Neti,j(X,H))+Hilldi(H),
(6)
Hillki(H) = λi +
∑
h
σi,hHh, (7)
Hilldi(H) = δi +
∑
h
ρi,hHh, (8)
Yi(X) = g(Hilli(X,H)) (9)
where g(x) is a unit step function. λi and δi are constant
parameters of cell i and σi,h and ρi,h represent influences of
hormone h on the hill-function of the cell.
The output of a hill-function that is produced based on
inputs to the cell can be summarized as:
Yi = g((λi +
∑
h
σi,hHh)× f(
∑
j
[(βi +
∑
h
ηi,hHh)× f((θi,j +
∑
h
φi,j,kHh)Xi,j)
+ (αi +
∑
h
κi,hHh)]) + (δi +
∑
h
ρi,hHh))
(10)
The output of the cell then is calculated as a factor of the
output of the hill-function as:
outputi = neuralityi × Yi (11)
The overall amount of hormone h in the system is calcu-
lated as follows:
Hh =
∑
i
Hi,h, (12)
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Hi,h = glandityi,h × Yi (13)
where Hi,h is the share of cell i in production of hormone h
and glandityi,h is a parameter representing the production
factor of hormone h in the cell.
By deactivating the parameters of different modules of
this system, e.g. net-function, we get simplified versions
of the system.
The task
To test, if the proposed model has features, that differ from
a “non-emotional” neural network, we developed a task, to
test the very basic features of the system.
The implemented task is to solve the following equation:
output(A,B) =
{
A if A+B > 0.5
0 otherwise (14)
A simplified version of EMANN which uses the hill-
function is implemented. A population of randomly gen-
erated ANNs and a population of randomly generated
EMANNs are evolved for the task. The experiment is re-
peated for 100 independent runs in each case. The structures
of the implemented ANN and EMANN are represented in
Figure 3. The genomes are a sequence of parameters for
each network and astandard genetic algorithm is used as the
evolutionary algorithm. Experimental settings are summa-
rized in Table 1.
Table 1: Experimental settings
number of cells 4
number of synapses 4
number of hormones 1
active-modules hill-function
population size 250
number of generations 25000
mutation rate 0.7
mutation probability 0.2
A
0
2 3
O u t p u t
B
1
Hormone
EMANN
A
0
2 3
O u t p u t
B
1
             
ANN
Figure 3: Network structures for the given task. The ANN,
as well as the EMANN, have two inputs, and one neu-
ral output (as described in the section ). Besides this, the
EMANN has a hormonal output, that influences the hill-
function (equ. 7) of all cells in the network.
Results
The test of the EMANN concept in the task described above
showed that the EMANN is able to generate higher fitness
values in an evolutionary run comparing an ANN. The ex-
periment was performed several times. An exemplary evolu-
tionary run is depicted in figure 4. It shows, that both ANN
and EMANN have a very fast increase of the fitness level
reached within the first view generations. ANN reaches its
maximum fitness of about 0.6 with the first few generations,
while EMANN increases its reached fitness throughout the
whole experiment.
Repeating the experiment several times showed that the
better results from EMANN paradigm in comparison to the
used state-of-the-art ANN (see figure 5 for more details) is
statistically significant.
Discussion
In his work Fellous (Fellous, 2004) argues that the imple-
mentation of emotions in an artificial system may not only
be useful as a model for emotional processes in real-world
lifeforms, but also may have advantages for purely artificial
systems. As depicted in figure 5 we can show these assump-
tions are valid for the test described in using an EMANN
and comparing it to a state-of-the-art ANN.
Regarding the biological counterparts, it is interesting
from a biological point of view that state of the art ANN
paradigms in most instances omit the fact, that in biological
neural control systems are massively modulated, not to say
‘controlled‘ by emotions. This phenomenon can be found
in both, ‘regular‘ emotions (as already mentioned above) or
emotions based on diseases (e.g., depression, as described
by Harding et al. (2004)). These modulations of the nervous
system and the associated behaviour can vary from a bias-
ing of the behavioural pattern, to a complete change of be-
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Figure 4: Exemplary evolutionary run of EMANN and
ANN. It shows that the EMANN is able to solve the task
better then the ANN. The task to solve is described in sec-
tion . Curves indicate the maximum fitness value of every
generation. Fitness is calculated according to equ. 14
haviour. Due to this, emotions can be understood as a kind
of biological task-selection mechanism, from an engineer-
ing point of view. In literature the concept of emotions has
been tested before, but always with a strict separation of hor-
monal system (e.g. hormonal glands) and the neural system:
Gadanho and Hallam (2002) proposed a hormonal-neural
system, which is described as a complex multilevel model,
consisting of different compartments for cellular structures,
neuromodulators and emotional activities. Neal and Timmis
(2003) and Timmis et al. (2009) showed a system, in which
the hormones interact with the neural system on synaptic
level, but the hormone glands are a unit on its own on the
input level of the system, with no ability to be influenced di-
rectly from the ANN. In the proposed EMANN paradigm,
all actions and interactions, be it neurological, hormonal,
hormone-gland related, neuromodulatory or emotional, take
place on the level of cells and cellular interactions. Espe-
cially the ability of a cell to communicate with other cells on
a local level (via neurotransmitters/synapses) or on a global
level (via hormones) allows more complex activity patterns
than a state of the art ANN. Further the cells in an EMANN
have the ability not only to exchange information between
cells (equ. 9) but also to send commands regarding changes
in the information processing within the network (equ. 13)
to groups of other cells within the EMANN. This results in
a control system, which has the ability to modulate parts of
the information processing system by itself, depending on
the input of the EMANN.
Regarding the suggestions for the design of robot-
emotions of Fellous, described in (Fellous, 2004), are re-
EMANN ANN
0.
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0
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Figure 5: Maximum fitness values of last generation of 100
independent runs with 25000 generations. It shows that
the EMANN performs significantly better in the given task
compared to am ANN (*:p < 0.05; Wilcoxon signed-rank
test, unpaired date, ”two.sided”-hypothesis, program used
for statistical analysis: “R”). Box-plots indicate median and
quartiles, whiskers indicate minimum and maximum, circles
indicate outliers. Fitness is calculated according to equ. 14
flected in our work:
• Emotions should not be implemented as a separate, spe-
cialized module in charge of computing an emotional
value on some dimension. In the EMANN paradigm hor-
mone glands and neural cells are interlinked on a cellular
level. As displayed in figure 2, a cell can act as a neural
cell (equ. 9) as well as a hormone gland (equ. 13).
• Emotions should not simply be the result of cognitive eval-
uations. In an EMANN the emotions are the result of
the interplay of neural activity and the interaction of hor-
mones (by the modulation of neural cells and glands). The
actual level of hormones are the outcome of a complex
self-organising feedback system.
• Emotions are not linear (or non linear) combinations of
some pre-specified basic emotions. The hormones in the
EMANN paradigm do not represent any predefined emo-
tions. Hormones act as neuromodulators, which change
the functionality of the controller (in this case a neural
network). This modulation can be understood as emotion.
• Emotions should be allowed to have their own temporal
dynamics, and should be allowed to interact with one an-
other. In an EMANN the emotions are an effect of the hor-
mone levels, which are a result of the collective gland ac-
tivity of all EMANN cells. This way the temporal dynam-
ics of the emotion can be at least of the same dimension
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of the neural cells, or much lower, depending from the
degree and kind of neural linking of the hormone gland
cells. Please note, that in the EMANN paradigm, the tem-
poral dynamic of the hormones can not be higher than the
temporal dynamics of the neural cells, but it can be equal
or lower. The interaction of hormones takes place via the
cells, which are receptors of hormones as well as emitters
of hormones.
The results, depicted above show, that the EMANN for
the given task is able to outperform an ANN significantly
(figure 5). The task selected for this test was, from the au-
thors point of view, the most simple possible, to show the
abilities of the EMANN in a well defined small scale exper-
iment.
Conclusion and Outlook
Our work presents the first results of investigations in a
model of emotions in an neural network, the Emotional Ar-
tificial Neural Network (EMANN). The EMANN is a devel-
opment based on state of the art artificial neural networks
(ANN, for an overview see (Jain et al., 1996)), improved by
the ability to get modulated in its functionality by emotions.
The emotions are implemented according to biological ex-
amples, inspired by the ideas presented in (Fellous, 2004).
It showed, that an EMANN is able to outperform a state-of-
the-art ANN in the given test. This shows, that the simulated
emotions can have a positive effect on the performance of
the ANN.
This paper is the first one in a row of investigations about
the features of emotions in artificial neural networks. In the
next step we will investigate, how learning algorithms based
on emotions (inspired from the biological counterparts) can
be used with an EMANN controller. We plan to investi-
gate, how this system of neural, and hormonal feedbacks
interacts under conditions of a changing environment, and
how given evolutionary constraints (e.g., changing environ-
ments on an evolutionary time-scale) change the behaviour
of the evolved EMANN controlled agents in complex en-
vironments. We further want to investigate, if the effect of
genetically fixation of behaviour (“Baldwin effect” (Bald-
win, 1896)) is influenced by the presence of emotions in the
control system.
To investigate the evolutionary development of neural tis-
sues and brain structures in an artificial system we plan
to combine the EMANN paradigm with algorithms, that
are able to shape morphological structures and controller
structures in an evolutionary manner (Thenius et al., 2009b;
Schmickl et al., 2011b; Kernbach et al., 2009; Thenius et al.,
2010; Dauschan et al., 2011; Thenius et al., 2009a). To what
extend the interplay of abiotic environment, social environ-
ment and behaviour can change the shape of brains in an
artificial system (as described for biological systems, e.g.,
by Breedlove and Arnold (1980)) will be investigated in the
next step. We also plan to investigate the influence of emo-
tions on the self-healing abilities (Thenius et al., 2011) of a
controlling tissue in an artificial structured controller of an
EMANN system.
One goal of the research in EMANN will be to inves-
tigate how the concept of emotions can be used in single
autonomous robots or swarms of robots in complex envi-
ronment (e.g., for (Schmickl et al., 2011a; Kernbach et al.,
2008)). We plan, on a robotic swarm level, to share artifi-
cial hormones between spatially close agents (e.g., via short-
range communication), what can result in a spatial organ-
ised task allocation or even spatially organised calculation
processes based on interacting hormone levels inside a (big)
swarm. The conditions, under which hormones are emitted
within the swarm, and how the controllers of the swarm re-
act to the given hormone level, can be as well engineered by
hand, as well as shaped by an artificial evolutionary process.
Another goal is to investigate the role of emotions in the
development of complex behaviours in an eusocial system
, e.g., behaviours comparable to the BEECLUST algorithm
(Schmickl et al., 2008; Bodi et al., 2012; Hereford, 2011).
To what extend the proposed system can be used as a
model for biological and psychological processes (as sug-
gested by Fellous in (Fellous, 2004)) will also be investi-
gated in the future.
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Abstract
The Negative Selection Algorithm is an immune inspired al-
gorithm that can be used for different purposes such as fault
detection, data integrity protection and virus detection. In
this paper we show how the Negative Selection Algorithm
can be adapted to tackle the similar image search problem:
given a target image, images from a large database similar
to the query have to be detected. Results of our experimental
analysis indicate that the proposed algorithm is capable of de-
tecting images similar to a target (self) image, given the right
detectors. Source code and data used in the experiments are
available on request.
Introduction
The increasing storage capacity of modern disk devices al-
lows to collect and distribute large-scale image data effi-
ciently. As a consequence, an enormous amount of images
is generated and made publicly available. This phenomenon
has boosted research on search for similar images. Search by
image as implemented for example by Google (2013) allows
one to discover all sorts of content that is related to a specific
image. Search results include similar images, webpages and
even sites that include that picture. The main challenge is to
develop efficient methods for achieving high image retrieval
quality. Many techniques have been proposed for this task
(see for instance Smeulders et al. (2000)).
A crucial step in image similarity search is the comparison
of two images, typically a target image and an image from
the database. Image distance measures are used for this task.
An image distance measure compares the similarity of two
images in various dimensions such as color, texture, shape,
and others.
Our goal is to investigate whether a negative selection
algorithm with simple techniques for comparing images is
suitable for tackling the Image Similarity Search problem.
To this aim, we designate the target image as self data
and then create detectors for anything that is not self. We
consider a simple setting where color is used as the only
feature to define distances between images. Color does not
depend on image size or orientation, hence is easy to handle.
In order to analyze whether NSA is applicable to Image
Similarity Search, two sets of experiments are conducted.
First, we consider a publicly available dataset of holiday
images and assess manually how good the results of NSA
are. Second, we construct a specific dataset consisting of
three classes and manually associate a class to each image.
We perform a leave-one-out cross validation on the dataset.
Specifically for each image, we consider it as target image
and use the rest of the data to search for similar images.
Then average precision of each target is computed and the
mean results are analyzed.
Results of experiments indicate the suitability of negative
selection for this task, considering the fact that we use only
color as feature. We would like to stress that the goal of
this paper is not to try to compete with algorithms such as
those used by Google, but to show that NSA can be applied
to search by image.
Background
The original negative selection algorithm is inspired by the
way that natural immune systems distinguish self from other
(Forrest et al., 1994). When the body encounters a virus or
any cells that do not belong to the body’s own cells, white
blood cells are sent out to react to this and to destroy the
foreign cells. A specific type of these blood cells are the so-
called T-Cells. One of the things these might do is destroy
cells infected by viruses. However, one interesting property
of these cells is that they somehow know how to discriminate
between foreign tissue and your own body. The process that
leaves only these T-cells alive is called negative selection
(Dasgupta et al., 2011).
The T-cells are formed in the thymus. The thymus is a
small organ that is located in front of the heart and near the
sternum. In this organ there are a lot of proteins that be-
long to the body itself. When a T-cell is just formed it might
attack these proteins. These immature T-cells that strongly
bind to these self-antigens undergo a controlled programmed
cell death, referred to as apoptosis (Stibor et al., 2005). We
will not go into the details of this mechanism. What is im-
portant to observe is that generally only T-cells that attack
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foreign antigens leave the Thymus. Thus, the T-cells that
survive this process should be nonreactive to self-antigens,
but attack antigens they don’t know instead.
The Negative Selection Algorithm (NSA) (Forrest et al.,
1994) is inspired by a main mechanism in the thymus that
produces a set of mature T-cells capable of binding only to
non-self antigens. Many variants of this mechanism exist,
often exploiting other natural elements, see for instance Gao
et al. (2008) and Shapiro et al. (2005). NSA has many ap-
plications, most notably in the field of fault and intrusion
detection (Dasgupta and Forrest, 1995; Kim and Bentley,
2001; Taylor and Corne, 2003; Dasgupta et al., 2004). An-
other typical application is anomaly detection (Dasgupta and
Majumdar, 2002; Gonza´lez and Dasgupta, 2003).
NSA basically consists of two steps, as shown schemati-
cally in Figure 1 and 2 for the scenario where the integrity
of a data file or string has to be protected (Forrest et al.,
1994). Using NSA, the first step then is to generate a set
of detectors. Each detector is a string that does not match a
predetermined substring of the protected data. For matching,
usually a partial matching rule is defined, because it can be
extremely rare that random strings that are generated exactly
match the source data, even if these strings are small.
Figure 1: Detector Generation, taken from Forrest et al.
(1994)
The second step is to continually monitor the data by com-
paring themwith the detectors. If a detector is ever activated,
a change is known to have occurred.
Although this approach might seem too simple to work, it
is rather effective: a fairly small set of detector strings has
a very high probability of noticing a random change to the
original data (Forrest et al., 1994).
NSA for image similarity search
We want to apply the NSA to image similarity search. To
this aim, we designate the target image as self data and then
create detectors for anything that is not self. For this to work
we try to match pixels or pixel groups on each other and use
the fraction of matching groups as a similarity measure. A
match can be determined via a direct pixel to pixel compar-
ison, but also via a similarity measure, like the one that will
Figure 2: Monitor protected data, taken from Forrest et al.
(1994)
be explained later.
Once we have generated detectors implementing these
methods we can match them on the data set and retrieve dis-
similarity values, which can then be inverted and used to
identify images that are very similar to the target image.
In effect, we’re trying an alternative approach to achieve
what Google does with reverse image search. You can up-
load a picture to Google and Google returns a list of similar
images on the web (Google, 2013). In our case we adapt the
negative selection algorithm to accomplish this.
Framework
The NSA algorithm is implemented using C++, because we
needed to load and clear many Gigabytes of images in the
RAM and this can be done efficiently in C++. It’s also
object-oriented, so producing a framework was easier.
To apply the algorithm we wrote a framework that han-
dles file input and output. It includes a Detector super-class,
which has initialization and detection functions by default.
Any detector we implemented was able to provide imple-
mentations and extensions to this detector class, while main-
taining the basic functionality needed for the algorithm.
Figure 3 illustrates the proposed method. The NSA algo-
rithm (in the center) receives images (the target image and
the database of images for searching) from an image-reader
class. It then applies its detectors to those images to get a
similarity measure.
Detectors
The algorithm is strongly dependent on the detectors that are
created. Each of the detectors implements a basic measure
of similarity between two images. The idea here is that, with
enough of these detectors, we can get a reasonable approx-
imation for the actual similarity by combining the advan-
tages of each detector and by canceling out the downsides of
each single similarity measure. The advantage is then that
running these simple detectors, possibly in parallel, would
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Figure 3: NSA framework
be much cheaper than running more complicated measures,
such as those based on compact data structures and Earth
Movers Distance (see e.g. Lv et al. (2004)).
Direct pixel similarity (DPS) One of the first ideas that
comes to mind when implementing a detector is the direct
pixel similarity (DPS). In this case we are working at the
pixel level. So the most simple and obvious similarity mea-
sure is a direct RGB comparison of each pixel. If the pixels
are the same they match, if they are different they do not
match. All the matches are counted and normalized to one.
Obviously this is not a very good detector since it is rare
that many pixels in a picture match exactly with the target
picture. There might be subtle changes in brightness or other
minor differences that are barely visible and that will nega-
tively influence such similarity measures.
Therefore we weaken the similarity match by considering
a range for each pixel value v, such that we still agree on a
match if the value v of each color component is in the range
[v − r, v + r], for a given paramter r.
Furthermore, we define a match on a group of n by n
pixels if for a certain threshold t, t pixels in a group of the
target image match the foreign image. In the end we count
all matches and divide by the total amount of pixel groups
that were compared to get the final similarity measure. In
Figure 4 we can see how the proposed matching pixel group
comparison works with n = 3, t = 5, and r = 0. The pixels
in row 1 up to 3 and column 1 up to 3 are directly compared.
Every pixel in this group has the same value so the match
count is 9. This is bigger than the threshold t = 5 so these
pixel groups match.
Figure 4: Matching pixel group comparison with n = 3,
t = 5
Figure 5 shows an example of a pixel group that does not
match. The pixels in row 4 up to 6 and column 1 up to 3
are directly compared. But the pixels in row 4 and 5 have
different values so there are only 3 pixels that match. Since
3 < t, these pixel groups do not match.
Figure 5: Non-matching pixel group comparison with n =
3, t = 5
Average color difference similarity (ACDS) Another
measure we consider incorporates the summed color differ-
ence of each color component. By dividing this summed
difference by the absolute maximum difference possible, we
get a similarity measure between 0 and 1: the average color
difference similarity (ACDS).
The same matching rule as in the previous method can
then be used on a group of pixels, but in this case we define
the threshold t to be a value between 0 and 1. In this way we
are basically saying that a pixel group of the foreign image
has to match for 100t percent with the target image.
This measure has as advantage that its a lot more flexible:
if a picture is similar in part to the target image, but different
in some others, it might still get a high score. A disadvan-
tage is that, since comparing colors is not that easy, you can
get some results, where colors are considered similar even
though to our eyes they might not be. For instance, brown is
very similar to grey from pure values, but to the human eye
it would be different.
Application
In our application we use the holiday data set (Jegou et al.,
2008) that consist of 812 pictures that were made by people
on their holidays, see Figure 6 for a snapshot. The collec-
tion is applicable to the problem at hand because it contains
clusters of similar images, for example for outdoor environ-
ments, while maintaining a very broad category, in contrast
to other datasets which are either too specific or too gen-
eral (Toet et al., 2001; Deng et al., 2009; Chen et al., 2009).
Indoor surroundings with similar characteristics can also be
found, so we were able to identify similar images from this
set. A downside of this dataset is that the original images
vary in width and height so additional preprocessing on the
data set had to be done to improve performance in both run-
time and quality. We have resized all images to a smaller,
equal size before the algorithm was run. Manual inspection
of the results was used to assess their quality.
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Figure 6: Snapshot of image dataset
We experimented with the length of detector bit strings as
suggested in Forrest et al. (1994), namely powers of 2 rang-
ing from 32 to 256 for this value, which in our case is equal
to n2. Forrest et al. (1994) used a partial matching function
that measures an amount of contiguous matches. Since our
implemented initial detectors only use direct pixel compar-
isons, we could not take over their values directly. Instead
for DPS we have performed some experiments with values
between 0.5 and 1 for the threshold t. A too high thresh-
old causes bad results because it means that every pixel in
a group has to be equal to the other group, while a too
low threshold causes that every picture is more likely to be
highly similar to another. A threshold t of 0.75n2 in combi-
nation with n = 4 yields good results for DPS.
For ACDS the threshold was also manually tuned. In this
case a too high treshold results into every picture being sim-
ilar, while a too low threshold returns a similarity of at most
0. A threshold of 0.1 in combination with n = 16 seemed to
be nicely in the middle for ACDS.
The optimal value for the color range r was also deter-
mined by experimenting. Small values quickly start to give
back topmost results which have 0% similarity. If r is set too
high then everything is being returned as similar. A value of
r = 30 gives good results for most pictures. An exception is
the city target image (see below) for which a value of t = 15
gives better results.
Parameters
After conducting many experiments we settled for n = 4,
t = 0.75 ∗ n2, r = 30 for DPS and n = 16, t = 0.1 for
ACDS.
In the following, we will show results for three target im-
ages in different types of environments: city, scenery and an
anemone in sea.
City
The city target image is shown in Figure 7. It is characterised
by a high diversity in the image.
Figure 7: City Target Image
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Figure 8: Best Results for City Direct Pixel Similarity with n = 16, t = 0.75 ∗ n2, r = 15
Figure 9: Best Results for City Direct Pixel Similarity with n = 16, t = 0.75 ∗ n2, r = 30
Figure 8 and Figure 9 show the results for the DPS de-
tector with r = 15 and r = 30, respectively. These re-
sults clearly demonstrate the effects of the range value. If
the range is set too high then different colors are considered
similar. In the case of r = 30 the first result can be explained
by the characteristics of the target image. There is the blue
sky and a dark part of the city. The piramid photo shows
exactly this pattern. If the range is set to a narrower value
r = 15, better results are obtained.
The results of the ACDS detector for the city image are
similar to those in Figure 9. This detector clearly has prob-
lems with the diversity in the city view.
Scenery
A scenery target image considered is shown in Figure 10. It
is characterised by a bright sky in the upper half and a darker
soil in the lower half.
Figure 11 shows the resulting images for Direct Pixel
Similarity. We can see that the most similar images that are
returned resemble the characteristics of a bright sky in the
upper half and a darker substance in the lower part, which
corresponds with core characteristics of the target image.
Figure 12 shows the resulting images for Average Color
Difference Similarity. Here the resemblance between pic-
tures is still pretty high, but less distinct. For example in
the output images number 8 and 3 a less clear distinction
Figure 10: Scenery Target Image
between the upper half and the lower half can be observed.
Anemone
An Anemone target image in a sea environment is shown in
Figure 13. It is characterised by shades of green over the
whole image without a clear separation between the sky and
the ground as in the scenery setting.
Figure 14 shows the resulting images for Direct Pixel
Similarity. The top three results are exactly what we want
to see. The rest of the images also contain similar shades
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Figure 11: Best results for Scenery Direct Pixel Similarity with n = 4, t = 0.75 ∗ n2, r = 30
Figure 12: Best results for Scenery Average Color Difference Similarity with n = 16, t = 0.1
Figure 13: Anemone Target Image
of green as we would expect. However there are also less
obvious hits such as 6, 8 and 10. This might be explained by
the fact that the target picture has a lot of variation in pixel
colors in each group.
The Average Color Difference yields even worse results,
see Figure 15, because it focusses on the average color in a
group. This means that pictures which have many different
pixel colors within each group will have a higher probability
of being similar to each other when they are averaged, which
can yield strange results.
Validation on labeled data
In order to assess the quality of the results automatically we
consider a small dataset containing 60 images manually la-
beled according to three classes.
For each image, we remove it from the dataset and com-
pute the average precision (see e.g. Mu¨ller et al. (2001)) over
the entire ranking. Mean results over all images are reported
in Table 1. In order to analyze the significance of these re-
sults, the average precision of each target image is compared
to that of 1000 random rankings. Empirical p-values are then
computed, as the fraction of times the average precision on
random ranking was better than that on the ranking gener-
ated using NSA. The resulting p-values are 0.004 for ACDS
and 0.001 for DPS. Results indicate that NSA is better than a
(random) baseline method, that DPS and ACDS have similar
variance, and that DPS performs better than ACDS.
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Figure 14: Best results for Anemone Direct Pixel Similarity with n = 4, t = 0.75 ∗ n2, r = 30
Figure 15: Best results for Anemone Average Color Difference Similarity with n = 16, t = 0.1
mean average precision mean average precision
ACDS (std) DPS (std)
35.65% (3.39) 41.82% (3.43)
Table 1: Leave-one-out results on a manually labeled dataset
with three classes. Mean average precision across the im-
ages; std denotes standard deviation.
Discussion
This paper investigated the use of NSA for content-based
image retrieval. We have introduced a simple method based
on NSA and showed that it can achieve promising similarity
search results on a collection of general-purpose images as
assessed by human inspection.
In future work we plan to extend the proposed method
by incorporating also detectors defined on dimensions such
as texture and shape. This will allow to handle image col-
lections of general-purpose images from various given cate-
gories. In this way, for each image, the sets of images from
its category can be used as the ground truth in the evalu-
ation. Hence effectiveness measures such as average pre-
cision can be used to formally assess the performance of a
method. This will allow us to perform a comparative as-
sessment of the proposed method using state-of-the-art al-
gorithms for this task.
The two detectors we have implemented are just two ex-
amples of what can be done to measure similarity. There are
many more possibilities notably measures based on Earth
Mover’s Distance, which is a similarity measure between
multidimensional distributions (Lv et al., 2004). Other sim-
ilarity measures include contrast measurements, color ma-
trices or even completely different approaches such as edge
detection. If we can use these detectors together, possibly in
parallel, the performance and resulting similarity might be
improved even further.
Nevertheless the current results based on our simple
method are already fairly similar to (manual) human eye se-
lection, which is usually what a user of such a system would
want. Our conclusion is therefore that Negative Selection
Algorithms can indeed aid in creating a search system for
image similarity search.
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A number of aspects of this research remain to be investi-
gated. For instance, adding non-determinism and random el-
ements to detectors, thereby applying the algorithmmore lit-
erally, could give more varied results, but also likely less pre-
cise. Detector coverage in such a non-deterministic scenario
could then be improved by applying analytic methods (Ji
and Dasgupta, 2005). Another possibility is increasing per-
formance of this algorithm, either by better pre-processing
of the data (see e.g. the methods described in the survey by
Smeulders et al. (2000)), or by applying detectors in parallel.
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Abstract
Error detection and recovery are important issues in swarm
robotics research, as they are a means by which fault toler-
ance can be achieved. Our previous work has looked at error
detection for single failures in a swarm robotics scenario with
the Receptor Density Algorithm. Three modes of failure to
the wheels of individual robots was investigated and compa-
rable performance to other statistical methods was achieved.
In this paper, we investigate the potential of extending this
approach to a robot swarm with multiple faulty robots. Two
experiements have been conducted: a swarm of ten robots
with 1 to 8 faulty robots, and a swarm of 10 to 20 robots with
varying number of faulty robots. Results from the experi-
ments showed that the proposed approach is able to detect
errors in multiple faulty robots. The results also suggest the
need to further investigate other aspects of the robot swarm
that can potentially affect the performance of detection such
as the communication range.
Introduction
A robot swarm is robust to failure of individuals has al-
ways been a dominant view in swarm robotics research (e.g.
(Bayindir and S¸ahin, 2007; S¸ahin et al., 2008)). It is ex-
pected that when an individual robot fails, the task left be-
hind by the failed robot will be taken over by other robots
in the swarm, and thus the swarm is robust. This view of a
robust swarm has two underlying assumptions: the number
of fault-free robots is significantly greater than the number
of faulty robots, and that the failed robots do not interfere
with other robots with respect to the operation of the swarm.
However, studies have demonstrated that the assumption
that failed robots do not interfere does not hold for all modes
of failure (Winfield and Nembrini, 2006). For a partly failed
robot in which only some components are faulty whilst other
components are still operational, the failed robot can and
will interfere with the operation of the swarm. For example,
in a swarm taxis scenario (swarm moving toward a beacon)
investigated in Winfield and Nembrini (2006), a fault to the
wheels while other components (e.g. wireless communica-
tion) are still operational causes physical anchoring of the
robot swarm. Therefore, for such cases, there is a need to
handle these failures explicitly. One approach that is ap-
plicable for such cases is with explicit error detection and
recovery. This approach consists of three stages: error de-
tection, fault diagnosis, and recovery.
Error detection is a crucial first step as the activation of
subsequent stages only occur when an error is detected.
Previous studies on error detection in swarm robotics have
looked at this problem for the case of a single faulty robot
in the swarm. However, there is little work that directly ad-
dresses error detection when there are multiple (simultane-
ous) faulty robots in a swarm. In Christensen et al. (2009),
the detection of faulty robots occur at the system-level for
sensor faults that can be visibly detected by other robots.
In Li and Parker (2009), fault detection is investigated for
tightly-coupled multi-robot teams. In this paper, we inves-
tigate multiple faulty robots in the context of a foraging
swarm robotic system in which the ability to forage for each
robot can be affected by faults as well as the conditions in
the operational environment.
Results from earlier work (Lau et al., 2011b,a) for a sin-
gle faulty robot have demonstrated the potential of adap-
tive error detection with the collective self-detection (CoDe)
scheme. In the CoDe scheme, a robot determines whether
itself is faulty by cross-reference its behaviour with other
robots within a logically defined neighbourhood. Each robot
communicates (broadcast) its data to other robots in the
same neighbourhood. The neighbourhood is defined by the
communication range. If there are multiple failures in the
same neighbourhood, the detection of faulty robots is harder
and the CoDe scheme might work less effectively. This is
because if there are more faulty robots in a neighbourhood,
the CoDe scheme (which is analogous to a majority voting
scheme) might (mis-)detect the fault-free robots as faulty,
and vice versa. This is unwanted as the likelihood of mul-
tiple failures in a large swarm can be high (Carlson et al.,
2004). Luckily, since the robots are mobile, the likelihood
of a faulty robot in a neighbourhood of more faulty robots
can be low. Besides, if the errors can be detected and re-
covered early, it can also reduces the likelihood of having
multiple faulty robots in a neighbourhood.
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The main contributions of this paper, therefore, are (1) an
extended investigation on an immune-inspied CoDe scheme
for multiple faulty robots in a swarm, (2) presentation on the
calculation of the performance of detection for the case of
multiple faulty robots, (3) an investigation on the correlation
between the number of faulty robots and the required swarm
size for effective error detection, and (4) the identification of
the robot’s communication range as a potential influencing
factor on the performance of detection.
This paper is structured as follows. Section present the
state-of-the-art on error detection in swarm robotics and the
motivation of this paper. Section presents details on the
set of experiments, and the experimental setup to investigate
error detection for the case of multiple simultaneous faulty
robots. Results from the experiments are presented in Sec-
tion whilst Section concludes with the findings from the
experiments in this paper.
Background
There are many approaches for detecting errorss in faulty
robots. Generally, they can be grouped into model-driven
and data-driven approaches. In model-driven approaches,
analytical models of how a robot should behave are build
and the actual behaviour is then compared to the predicted
behaviour of the models. A problem with model-driven ap-
proaches is that the development of accurate models is of-
ten difficult, if not impossible, especially if the operational
environment is not static or controlled (Christensen et al.,
2007a). Due to the interactions between robots and the en-
vironment, as well as other natural factors, the state of the
environment can change and this in turn can affect the be-
haviour of the robots.
Alternatively, a data-driven approach uses data produced
during normal operation as the basis to infer the presence of
a fault. This eliminates the need for precise analytical mod-
els of the robot’s behaviour. In addition, it is possible to de-
ploy the same robot swarm in many different environments.
Therefore, data-driven approaches are genereally more pre-
ferred.
Previous studies on data-driven error detection in swarm
robotics have investigated scenarios of a single faulty robot
in the swarm (e.g. (Canham et al., 2003; Christensen et al.,
2007a,b; Lau et al., 2011b; Mokhtar et al., 2009)). However,
having only one faulty robot in a robot swarm is a best-case
scenario because the likelihood of multiple robots failing is
high due to a variety of circumstances.
From Single to Multiple Faulty Robots
The reason for the previous focus on a single faulty robot
was that the proposed solution should scale to failure on
multiple robots, as the detection is only based on data from
one robot (e.g. (Canham et al., 2003; Christensen et al.,
2007a; Mokhtar et al., 2009)). In other words, it is assumed
that the changes in the behaviour of the robots are only
caused by faulty components. The environment in which
the robot swarm operates has no impact on the behaviour of
the robots. In this case, even with multiple faulty robots in
the swarm, the detection of errors on each individual robot
remained the same and unaffected by the number of faulty
robots.
However, for many scenarios especially when the robot
swarms are deployed in real-world environment, the opera-
tional environment does affect the behaviour of the robots.
An example would be a robot foraging scenario in which
the performance of foraging of each robot can not only be
affected by the presence of faults but also by the amount of
objects in the arena or the condition of the terrain. Therefore,
instead of using data from a single robot, the CoDe scheme
(Lau et al., 2011b,a) utilises data from a collective. The col-
lective is defined over a logical neighbourhood based on the
communication radius of an observer robot. In the CoDe
scheme, the presence of a error is determined by cross-
referencing a robot’s behaviour with other robots within a
neighbourhood. Results from the studies show that with the
CoDe scheme, an adaptive error detection in the presence of
time-varying environmental changes can be achieved.
As mentioned earlier, previous studies have only looked
at error detection for a single faulty robot in the swarm. In
practise, the probability of having multiple faulty robots in
a swarm can be high. A survey on mobile robot failures in
Carlson et al. (2004) found that the mean time between fail-
ures across all robot types surveyed is twenty four hours and
the availability was fifty four percent. Indeed, the frequency
of failure is very high.
To detect multiple faulty robots in a swarm is a challeng-
ing problem, in particular for scenarios in which the be-
haviour of the robots is affected by the operational envi-
ronment as well as the presence of faults. First, detection
approaches that operate on the basis of a single robot may
not be applicable as changes in the environment that affect
the behaviour may be detected as errors. This may lead to
false positives. In Canham et al. (2003); Christensen et al.
(2007a); Mokhtar et al. (2009), the robots are trained with
a set of behaviour that is considered fault-free and thus the
learning is static. During operation, changes in the environ-
ment that can affect the behaviour of the robots are not an-
ticipated, and thus likely to cause the environmental changes
to be detected as faults. Second, the assumption that there
are more fault-free robots compared to faulty robots as em-
ployed in the CoDe scheme, might not be true for all scenar-
ios. This is particularly in scenarios in which there are more
faulty robots compared to fault-free robots in the neighbour-
hood. This leads to false negatives.
However, the fact that the robots are mobile minimises
the frequency of such scenarios. The membership of robots
in a logical neighbourhood is dynamic as the robots moves
about in the arena. In addition, if errors can be detected
early, the likelihood of having a neighbourhood with more
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faulty robots can also be minimised. Therefore, this paper
aims to investigate the following research questions
• Can the CoDe scheme be extended to multiple faulty
robots?
• Is there any correlation between the swarm size and the
number of faulty robots that can be detected with the
CoDe scheme?
To investigate these research questions, the next two sec-
tions will provide details on the CoDe scheme, the evalua-
tion metrics, and the set of experiments conducted.
The Detection Framework
The Detection Scheme The detection of errors in faulty
robots in this paper is based on the CoDe scheme proposed
in Lau et al. (2011b,a). This scheme is analogous to a major-
ity voting scheme (majority wins) which is the basis for so-
cial comparison when objective, non-social means are avail-
able (Festinger, 1954). However, the CoDe scheme is de-
signed and implemented for self-detection of errors. Self-
detection here means that instead of identifying whether
other robots are faulty, it detects whether itself is faulty. This
is inspired by the observed behaviour of self-isolation, to die
alone, in ants. Instead of being actively located and isolated
by healthy members, some species of ants infected by para-
sites tends to isolate themselves to die (Heinze and Walter,
2010). Taking this approach means that, at this stage, the
detection can be more robust as it does not requires the iden-
tification of other robots in the swarm, as well as storing and
keeping record of previous encounters with other robots. If
the identification of faulty robots is required, it can be imple-
mented on top of self-detection as proposed in Christensen
et al. (2009). The pseudocode for the CoDe scheme is pre-
sented in Algorithm 1.
The Classifier The classifier used in this paper is the Re-
ceptor Density Algorithm (RDA) Owens et al. (2009) in-
spired by the T-cell receptor signalling mechanism in the
immune system. By extraction of certain features of the
generalised T -cell receptor, it was then mapped onto kernel
density estimation. The RDAworks as follow. The spectrum
of input data is divided into s discretised location and a re-
ceptor xs is placed at each of these locations. The input data
is the variable values from the robots used for the detection.
A receptor has a length  = (
√
2pi)−1, a position rp ∈ [0, ],
and a negative feedback barrier β ∈ (0, ). At each con-
trol cycle step t, each receptor takes input xi and performs a
binary classification ct ∈ 0,1 to determine whether that lo-
cation is considered anomalous. In general, the observation
of one anomalous location is sufficiently representative to
indicate the present of an anomaly at t (Owens et al., 2009).
The classification decision is determined by the dynamics
of rp and negative feedback rn ∈ (0, ). During training or
Algorithm 1: Collective Self-Detection Scheme (CoDe)
Input: current data instance v, data instances from
neighbours DN , classifier A
Output: report error
foreach control cycle t do
if CalculateNeighbour(DN ) < 2 then
err = A(v, DN temp);
//DN temp is the data from previous control
cycle having more than 2 neighbours
else
err = A(v, DN );
DN temp=DN ;
//assign current data from neighbours to
DN temp
end
if err then
Report err;
end
end
initialisation, after xi was presented, if the resulting rp ≥ β
then a negative feedback rn is generated which acts to re-
verse the progression of rp. If rp < β, no negative feedback
will be generated, rn = 0.
rp(x) =
n∑
i=1
1
nh
K(
x− xi
h
) (1)
rn(x) =
{
rp(x)− β, if rp(x) ≥ β
0, otherwise
(2)
The receptor position and negative feedback decay over
time. During testing, for a new data instance v if rtp > ,
then the receptor generates an anomaly classification ct=1.
rtp(x) = b× rt−1p (x) + gb×K(
x− v
h
)− a× rt−1n (x) (3)
where b ∈ R+ is receptor position’s decay rate,
gb ∈ R+ is current input stimulation rate,
a ∈ R+ is negative feedback’s decay rate.
c(v) =
{
1, if rtp(x) ≥ 
0, otherwise
(4)
For the experiments in this paper, the K(x) in Eq. 1 and
Eq. 3 is Gaussian kernel, the β = 0.01, b = 0.02, gb = 1.1,
and a = 1.7.
The Experiments
Two experiments are conducted: 1) an investigation of the
potential of detecting errors in a swarm of multiple faulty
robots with the CoDe scheme; 2) an investigation on the
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correlation between the size of the swarm and the ability to
detect errors.
Fixed Swarm Size This experiment investigates the ro-
bustness in detecting errors for multiple faulty robots with
the CoDe scheme. The aim is to find out whether the ap-
proach that has been demonstrated to work well with a single
faulty robot Lau et al. (2011b,a) can also be applied to the
case of multiple faulty robots. More importantly, if the ap-
proach works with multiple failures then how will it degrade
as the the number of failures increases.
In this experiment, faults are injected to robots in the sys-
tem at 2500s (which is at control cycle 10). However, the
fault models, number of faulty robots, and the duration for
each fault are randomly generated. With a random number
of faulty robots and fault durations, the number of faulty
robots in a single simulation run can vary from one control
cycle to another. For this reason, section describes how the
performance is to be evaluated.
Variable Swarm Size This experiment investigates the
possible correlation between the swarm size and the num-
ber of faulty robots that can be detected. This relates to the
reliability of the error detection. The aim is to find a corre-
lation n = ak + c, if exists, such that for k faulty robots
there needs at least n robots in the swarm to ensure that
the errors can be detected reliably with a true positive rate
greater than or equals to x, a false positive rate of less than
or equals to y, or both. For hardware redundancy, the num-
ber of redundant components generally suggested is 2k + 1
(Abd-El-Barr, 2006).
The configuration for the time of faults injection, number
of faulty robots, duration for each fault in this experiment
is the same as previous experiment. However, the swarm
size is increased gradually starting from 10 robots. For ev-
ery successive increment, an additional of two robot will be
added.
The Evaluation Metrics
The performance of detection is evaluated based on the per-
formance is based on the true positive rate, false positive
rate, and the (Latency), as in Lau et al. (2011a). Given:
• True Positive (TP) - an error is correctly classified;
• False Positive (FP) - a normal instance is incorrectly clas-
sified as an error;
• True Negative (TN) - a normal instance is correctly clas-
sified as normal; and
• False Negative (FN) - an error is incorrectly classified as
a normal instance.
The True Positive Rate (TPR) is the proportion of the
number of correctly classified errors over the total number
of errorneous instances (Eq. 5).
TPR =
TP
TP+ FN
(5)
Similarly, the False Positive Rate (FPR) is the proportion
of the number of incorrectly classified errors over the total
number of normal instances (Eq. 6).
FPR =
FP
FP+ TN
(6)
The (Latency) metric evaluates how long the time has
elapsed before an error is positively identified (Eq. 7). Given
that tpd is the fault detection time, and tft is the fault in-
jection time, then
Latency = tpd − tft (7)
We present how TPR and FPR can be calculated for mul-
tiple faulty robots with reference to Figure 1. In the fig-
ure, there are ten robots in the system, labelled R1 to R10.
In Figure 1(a), seven robots are faulty from time t=10 on-
wards. However, the durations of faults between the robots
are different as indicated by the black-coloured bar. For ex-
ample, the fault in R1 lasts for 4 control cycles, from t=10
to t=14. Since the durations faults are different, the number
of faulty robots at each control cycle also differs. From t=10
to t=11, there are seven faulty robots whereas from t=14 to
t=15 there is only one faulty robot. By analysing the simu-
lation data in this way, the TPR and FPR for each number of
faulty robots can be calculated. For the scenario in Figure
1(a), there are instances for seven, six, five, three, and one
faulty robot(s).
(a) fault injection (b) error detection
Figure 1: An illustration to show the calculation of TPR and
FPR given information regarding the fault injection time,
duration of fault, and detected errors.
In Figure 1(b), the circles represent the instances of error
being detected. It can be seen that there are many instances
of false positive (detection of error even when no fault was
injected), e.g.with robots R2, R3, and R10. To calculate the
TPR and the FPR, starts at t=11. At t=11, there are seven
faulty robots. Therefore, the TPR for the case of seven faulty
robots is 2/7. Similarly, the FPR is 0/3. At t=12, the TPR
for six faulty robots is 2/6 whilst the FPR is 3/4, and so on.
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Experimental Setup
The experiments in this paper were carried out in
simulation. The context of the work is a robot
swarm in a foraging scenario. The source code for
the foraging swarm robotic system, data, and scripts
used to produce results for this paper are available at
http://sites.google.com/site/huikenglau/shared.
Simulation Settings
The software used to implement the foraging robot swarm
is the Stage plug-in (Gerkey et al., 2003). The robot swarm
is placed in an arena to continuously locate, transport, and
deposit objects until the end of simulation. At any time, a
random number of robots can fail.
Arena The arena is an octagonal-shaped area of 12m ×
12mwith a circular base of 3m in diameter in the centre. Ob-
jects are placed at random1 locations but outside of the base
at a default object-replenishing-rate (OPR) of 0.10. This
means that the probability of adding an object at every sec-
ond is 0.10.
Robot The physical robot from which the simulation
model was based is the Linuxbot from Bristol Robotics Lab-
oratory 2. Each robot is equipped with an array of sensors
and components needed for foraging. The default moving
speed of the robots is 0.15 m.s−1 with a communication
range of 2m.
Fault Each robot in the swarm is subject to a particu-
lar fault in the wheels whilst other components are still
functioning, as examined in Winfield and Nembrini (2006).
Three models of faulty wheels were simulated: complete
PCP, partial PPT, and gradual PGR. The PCP causes the wheels
of a robot to stop responding completely and thus the robot is
unable to proceed with foraging. With PPT, the robot moves
with a reduced speed and thus resulting in less objects be-
ing collected when compared to a fault-free condition. With
PGR, the robot moves with a gradually reducing speed until
eventually it comes to a complete stop. In simulation, PCP is
simulated by setting the left wheel to left turn by 10◦ caus-
ing the robot to move in circle. For PPT, the robots move
with a reduced speed of 0.45×10−1ms−1 whilst for the PGR
the speed of the robot is reduced by 0.10 ×10−3ms−2. The
mode of the fault is transient; the fault lasts for a random
period of time and then the robot recovers and continue with
normal operation.
Environment Two different scenarios in which the robot
swarm operates: constant OPR (CST), varying OPR (VOPR).
In a CST scenario, the OPR is fixed at 0.10. On the other
1The random number generator used is from GSL-GNU Scien-
tific Library.
2http://www.ias.uwe.ac.uk/Robots/linuxbot.htm
hand, in a VOPR scenario, the OPR alternates between 0.10 to
0.01 at different intervals.
A Simulation Run A simulation starts with 100 initial ob-
jects placed randomly in the arena. A maximum number of
objects in the arena at any one time is capped at 400 units
to avoid overcrowding. Each object is a small red coloured
square box which can be sensed by the camera on each robot
and picked up by the grippers on the robot. Robots depart
from the base and the heading for each robot Ri is based
on the formula Ri = i×2pin , n is the number of robots in the
swarm. The robots will continuously carry out foraging un-
til the end of the simulation. In this paper, each simula-
tion lasts for 10,000s. Periodically (i.e. every control cycle,
250s), data on the number of objects collected obj, energy
used eng, and distance travelled dist for each robot are
extracted and output as csv files. For each variable, an in-
stance of the CoDe scheme is executed separately and an
error is considered detected if it is reported in at least one of
the variables. The h in Eq. 1 for obj = 1.0, eng = 12.0, and
dist = 2.5
Experimental Results
Fixed Swarm Size
Figure 2 is the result for the TPR and FPR in detecting er-
rors for different number of faulty robots in a CST scenario.
Each point in the graphs represent the TPR or FPR calcu-
lated over 100 repeated runs. Note that since the number
of faulty robots and the duration of each fault are random,
the number of instances for each group of faulty robots also
differs. For example, out of the 100 runs, there are 1208 in-
stances of eight faulty robots, 777 instances for seven faulty
robots, 948 instances of six faulty robots and so on.
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Figure 2: The TPR and the FPR for detecting multiple faulty
robots in a CST scenario with the CoDe scheme.
In Figure 2, the results show that as the number of faulty
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robots increases, the performance of detection decreases.
Note that in this experiment, no recovery is included. There-
fore, a TPR of 1.00 with one faulty robot means that the er-
rors in that faulty robot can always be detected. Similarly,
a TPR of 0.55 with eight faulty robots means that there is
55% chance that the errors in all eight faulty robots will be
detected. This is possible because there are still two fault-
free robots for the faulty robots to cross-referencing their
data. In addition, because of the dynamic neighbourhood of
the robots from one control cycle to another, a faulty robot
might also be cross-referencing its data against others from
the previous control cycle (refer line 5 in Algorithm 1).
The results show that with every increase of one faulty
robot, the TPR decreases at an approximately constant rate
of 0.10. This means the probability of detecting errors in
all faulty robots decreases as the number of fault-free robots
decreases. This is expected because the likelihood of more
than one faulty robot in the logical neighbourhood is in-
creased, and thus resulting in more false negatives. Sim-
ilarly, the increase of the number of faulty robots also in-
creases the FPR. The increase in the FPR is also approxi-
mately 0.10 for each addition of one faulty robot. Due to
the same reason for the TPR, each addition of faulty robot
increases the likelihood of fault-free robots to classify itself
as faulty (false positives).
The result for the Latency in detecting the errors
is shown in Figure 3. From the 100 runs, the median
Latency is 1 control cycle. This means that the errors are
detected in the next control cycle after faults were injected.
This is a positive result because if recovery measures were
implemented, the number of multiple simultaneous faulty
robots can be reduced.
(a) CST (b) VOPR
Figure 3: The Latency in detecting the models of fault of
the wheels in a CST and a VOPR scenario. The ’+’ points on
the boxplots are the outliers.
The graphs in Figure 4 compares the performance be-
tween a CST and a VOPR scenario. Overall, there is no sig-
nificant difference between the performance in the TPR and
the FPR. The drop in the TPR and the the increase in the
FPR as the number of fault robots increases are similar to
the results for a CST scenario. In fact, some of the results
for the VOPR scenario are better than the CST scenario. This
is because even with a fixed OPR, the presence of multi-
ple faulty robots can significantly affect the ability to pos-
itively identify errors. Nevertheless, this result shows that
CoDe scheme works well in a non-dynamic as well as a dy-
namic environment even with multiple faulty robots in the
swarm. This is encouraging as it further supports that the
CoDe scheme can be adaptive to dynamic environments.
(a) TPR (b) FPR
Figure 4: The TPR and FPR in detecting errors for a robot
swarm with multiple faulty robots in a CST and a VOPR sce-
nario.
Variable Swarm Size
Figure 5 show the TPR and FPR for multiple faulty robots
with different swarm sizes. A general observation is that
as the swarm size increases, the performance of detection
also improves. For example, on the x-axis with two faulty
robots in Figure 5(a), as the swarm size is increased from
10 robots to 18 robots, the TPR also increases (from about
0.85 to slightly above 0.90). Similarly in Figure 5(b) with
two faulty robots, as the swarm size increases from 10 to 18
robots the FPR decreases from about 0.20 to less than 0.10.
However, note that the increase in the TPR does not oc-
cur in all cases. In some cases, rather counter-intuitive. For
example with eight faulty robots in Figure 5(a), the TPR de-
creases from slightly below 0.60 to only above 0.50 when
the swarm size increases. This observation is interesting and
worth further investigation. One particular factor comes to
mind is the communication range of each robot. This param-
eter influences the size of the logical neighbourhood. Here,
it is set to 2m radius. From the results, it appears that an
increase in the swarm size does not guarantee an increase
in the neighbourhood size (i.e. the number of robots in the
neighbourhood) at each control cycle. Therefore, this aspect
will be investigated in the near future.
From this result of varying swarm size, the required
swarm size for different number of faulty robots can be cal-
culated. For example, in order to not falsely detect errors at
80% of the time in a swarm with four or less faulty robots
(i.e. FPR = 0.80) the swarm needs to have at least 12 robots.
Similarly, with six or less faulty robots, a swarm of at least
16 robots is needed. From this trend, it seems that a swarm
of n = k + 10 is required to achieve a FPR less than 0.20
with k faulty robots.
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(a) TPR
(b) FPR
Figure 5: The TPR and FPR in detecting errors for different
swarm sizes.
Based on the same analysis, to be able to detect four faulty
robots or less at 80% of the time (i.e. TPR = 0.80), the swarm
needs to have more than 20 robots. Unlike the TPR, based on
current results, it is impossible and unrealistic to extrapolate
the required swarm size with more than four faulty robots.
A general observation is that the swarm size required is
greater than 2k + 1. This is comparable to the generally
used hardware redundancy Abd-El-Barr (2006). The reason
is that in swarm robotics the robots are mobile and there is no
guarantee that for k faulty robots, there will be at least 2k +
1 fault-free robots in the same logical neighbourhood. This
observation hints that there are other factors involved and
one particular parameter that came to mind is the communi-
cation range of the robots. For confirmation, this parameter
will be investigated in the near future.
Comparison with Q-test
The performance of error detection with multiple faulty
robots using the CoDe scheme with the RDA is compared
with the Q-test (Gibbons, 1994) (Table 1, Table 2). Dixon’s
Q test (Gibbons, 1994), or simply the Q-test, is a non-
parametric technique that can be used for error detection.
It has been applied for error detection in the case of a sin-
gle faulty robot in Lau et al. (2011a) and shown to produced
the best results when compared to other statistical classifiers
such as T-test, Quartile-based, and Extreme Studentised De-
viate.
In Table 1, the RDA has consistently achieved a higher
TPR when compared to the Q-test from all swarm sizes
(from 10 to 20). However, a similar result is not obtained
for the FPR (Table 2). When the number of faulty robots
increases the FPR for the RDA increases. From the per-
spective of the CoDe scheme (i.e. majority voting), this is
expected, in particular when the number of fault-free robots
is significantly less than the number of faulty robots. Having
said that, a more detailed investigation will be conducted in
the near future.
Table 1: The difference of the TPR of the RDA and the
Q-test (i.e. RDA-Q-test) in detecting errors with multiple
faulty robots. Note that for the TPR, a positive value means
a better result.
No. Faulty 10 12 14 16 18 20
robots
1 0.18 0.13 0.15 0.15 0.09 0.14
2 0.27 0.18 0.26 0.19 0.23 0.15
3 0.28 0.25 0.31 0.26 0.22 0.25
4 0.33 0.30 0.32 0.29 0.27 0.22
5 0.36 0.28 0.34 0.32 0.27 0.28
6 0.33 0.28 0.30 0.26 0.30 0.27
7 0.21 0.28 0.30 0.31 0.21 0.31
8 0.20 0.27 0.30 0.29 0.27 0.30
9 0.22 0.26 0.29 0.27 0.28
10 0.12 0.26 0.27 0.26 0.28
11 0.22 0.22 0.27 0.24
12 0.13 0.21 0.22 0.23
13 0.19 0.19 0.22
14 0.12 0.20 0.20
15 0.12 0.19
16 0.02 0.18
17 0.15
18 0.09
Conclusion
We have presented our initial investigation on error detec-
tion for multiple faulty robots in the swarm. Specifically, we
looked at scenarios in which the behaviour of the robots can
be affected by both faulty components and changes in the en-
vironment. In addition, the way to calculate the performance
metrics, namely the true positive rate, false positive rate, and
latency for the case of multiple faulty robots are also pre-
sented. Revisiting the research questions, results from the
first experiment give evidence that the CoDe scheme, which
work for a single faulty robot, performs well for multiple
faulty robots. In the second experiment, the general results
show that as the swarm size is increased, the performance in
detecting errors with multiple faulty robots also increases.
In particular, the size of the swarm needs to be greater than
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Table 2: The difference of the FPR of the RDA and the Q-
test (e.e RDA-Q-test)in detecting errors with multiple faulty
robots. Note that for the FPR, a negative value means a bet-
ter result.
No. Fauty 10 12 14 16 18 20
Robots
1 -0.04 -0.08 -0.09 -0.10 -0.09 -0.08
2 0.01 -0.01 -0.02 -0.07 -0.08 -0.07
3 0.07 0.04 -0.05 -0.06 -0.07 -0.06
4 0.07 0.05 -0.01 -0.02 -0.07 -0.07
5 0.16 0.07 0.03 0.01 -0.06 -0.06
6 0.19 0.08 0.02 -0.03 -0.04 -0.01
7 0.27 0.09 0.05 0.00 -0.07 -0.03
8 0.30 0.16 0.13 0.04 -0.02 0.02
9 0.17 0.11 0.01 -0.02 0.02
10 0.27 0.14 0.08 0.00 0.01
11 0.24 0.06 0.03 0.03
12 0.26 0.11 0.00 0.04
13 0.19 -0.08 -0.02
14 0.24 0.13 0.08
15 0.25 0.10
16 0.38 0.11
17 0.15
18 0.31
2k + 1 where k is the number of faulty robots. The results
also suggest the need for further investigation on the corre-
lations between swarm size, communication radius, and the
performance of detection.
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Early-stage cancer and its interactions with the immune
system are still not fully understood. In order to better
understand these processes, researchers employ different
methods. Simulation and in particular, agent-based simu-
lation (ABS) have been found useful tools for understand-
ing it (Look et al., 1981; Castiglione et al., 1999, 2001;
Bonabeau, 2002; Figueredo and Aickelin, 2011; Figueredo
et al., 2013a,b).
In a previous study (Figueredo et al., 2013b) we have built
an ABS model to study the interplay of immune cells and
early-stage cancer. The model considers interactions be-
tween tumour cells and immune effector cells, as well as
the immune-stimulatory and suppressive cytokines IL-2 and
TGF-β. IL-2 molecules mediate the immune response to-
wards tumour cells. They interfere on the proliferation of
effector cells according to the number of tumour cells in the
system. Conversely, TGF-β stimulates tumour growth and
suppresses the immune responses by inhibiting the activa-
tion of effector cells and reducing tumour-antigen expres-
sion.
In order to validate our model, we used a well-established
mathematical model found in the literature (Arciero et al.,
2004). While at average both models do not show a sta-
tistical significant difference, some additional trends in the
results of the ABSmodel are observed. As ABS is a stochas-
tic simulation method, it was run for multiple times. Instead
of having one solution, as it is the case for a deterministic
mathematical model, ABS produces a variety of outcomes.
These solutions are usually very similar. In our cases study,
however, we could observe some instances which could not
have been observed by using analytical methods (see Fig-
ure 1).
The use of ABS modelling has therefore led to the dis-
covery of additional “rare” patterns, which we would have
not been able to derive by using analytical methods. These
“extreme cases” indicate that there might be circumstances
where the tumour cells are completely eliminated by the
immune system, without the need of any cancer therapies.
We strongly believe that the observed emergent behaviour
produced by stochastic simulation can make a useful con-
tribution to assisting immunological research. With the
additional information supplied from the ABS, immunolo-
gists can test new hypotheses and further investigate whether
these extreme cases actually occur in reality and why.
Currently, we are working on a methodology for defin-
ing experimental conditions that would allow us to observe
similar emergent behaviour in other simulation experiments
related to early-stage cancer research. One important aspect
here is to investigate the statistical conditions under which
emergent behaviour starts to appear. The questions we are
looking at are:
1. Howmany replications of our stochastic simulation do we
have to run before we can expect to see rare behaviours?
2. Is there any regularity in the growth of these rare emerging
patterns?
3. What are the factors that need to be considered when pre-
dicting the occurrences of emerging patterns (e.g. level of
dynamics in the model)?
The patterns obtained in our previous work were a result
of 50 independent runs of the ABS model (Figueredo et al.,
2013b). In order to further advance our knowledge regard-
ing these patterns we are currently running experiments with
10,000 independent runs in order to verify whether there is
any regularity in pattern growth. We also intend to validate
our results with immunologists. It is hoped that the develop-
ment of a methodology to further investigate extreme cases
could assist in defining suitable vaccination strategies and
the appropriateness of cancer treatments by the prediction
of the possible outcome scenarios and how frequently they
take place.
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(a) Simulation results for tumour cells (b) Simulation results for effector cells
Figure 1: Simulation results: the dashed line (red) shows the mathematical output; the lines in black show exemplar ABS results
for 6 runs. As it can be seen, there are some results very close to the mathematical formulation and others presenting more
variability due to the ABS stochastic behaviour. These variations, however, follow the same pathway as the analytical solution.
The dashed-dotted line (blue) shows the rare cases determined by the ABS simulations.
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Abstract
Motivated by the natural immune system’s ability to defend
the body by generating and maintaining a repertoire of an-
tibodies that collectively cover the potential pathogen space,
we describe an artificial system that discovers and maintains
a repertoire of heuristics that collectively provide methods for
solving problems within a problem space. Using bin-packing
as an example domain, the system continuously generates
novel heuristics represented using a tree-structure. An novel
affinity measure provides stimulation between heuristics that
cooperate by solving problems in different parts of the space.
Using a test suite comprising of 1370 problem instances, we
show that the system self-organises to a minimal repertoire
of heuristics that provide equivalent performance on the test
set to state-of-the art methods in hyper-heuristics. Moreover,
the system is shown to be highly responsive and adaptive: it
rapidly incorporates new heuristics both when entirely new
sets of problem instances are introduced or when the prob-
lems presented change gradually over time.
Introduction
Heuristic search methods have been shown to be successful
in solving a wide-range of real-world problems. Typically
for a given application domain, a range of heuristics for solv-
ing problems will exist; these might range in nature from
simple rules encapsulating expert knowledge to complex
search algorithms that need to be tuned by experts to work.
Commonly, different heuristics will work well on problems
in different parts of the problem space. By collecting to-
gether a set of heuristics, it is hoped that collectively, the
weaknesses of individual heuristics can be compensated for
by other heuristics in the set (Burke et al., 2003). The goal of
the hyper-heuristics field is to find automated methods that
can both generate appropriate sets of heuristics and provide a
means of selecting between heuristics in the set, given either
a new problem instance or even a partially solved problem
instance.
While such approaches have proved successful in many
application areas, most hyper-heuristic approaches fail to
continuously learn from experience On the one hand, the
failure to exploit previous knowledge leads to inefficient
hyper-heuristics; on the other, if the characteristics of in-
stances of problems in the domain change over time, a
hyper-heuristic may need to be completely re-tuned or in
the worst case redesigned periodically. An ’ideal’ hyper-
heuristic would be able to exploit previous knowledge
through access to some kind of memory, rapidly adapt ex-
isting knowledge to new circumstances, and additionally,
generate new knowledge when previous knowledge is not
applicable.
We observe that the immune system fulfils very similar
properties in its role as a host maintenance and defence sys-
tem. The immune system maintains a repertoire of anti-
bodies that has been shown theoretically to cover the space
of potential pathogens. Clonal selection mechanisms pro-
vide a means of rapidly adapting existing antibodies to new
variants of previous pathogens; meta-dynamic processes are
able to generate novel antibodies; a memory mechanism en-
ables the immune system to respond rapidly when faced with
pathogens it has previously been exposed to.
Using this analogy, we present a system that is shown ex-
perimentally to outperform single human-designed heuris-
tics by a significant margin and furthermore, is shown to
be more adaptable and responsive than a recent state-of-the-
art hyper-heuristic approach when faced with a continually
changing problem landscape, thereby addressing the needs
of real-world practitioners more fully. The novel system de-
scribed has the following features:
• it generates novel heuristics from a library of component
parts
• it utilises meta-dynamic processes to both add and remove
heuristics from the system resulting in a self-organising
network of heuristics
• it sustains a network of interacting heuristics of minimal
size that collectively solve problems from the whole of
the problem space
• it encapsulates memory in the sustained network enabling
rapid adaptation to new problems
Background
We briefly cover some background in relation to the tested
application domain of bin-packing and outline the immunol-
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ogy that inspired this approach before describing the system
in detail.
Immunology
Artificial Immune Systems (AIS) algorithms have been ap-
plied in many domains, including solving combinatorial op-
timisation (CO) problems (Kromer et al., 2012). Unlike
other biologically inspired paradigms there is no de-facto
model used by AIS practitioners. Of the models used the
one most frequently applied to CO problems is clonal selec-
tion theory (Burnet, 1959), however, many other paradigms
exist: we exploit the idiotypic network (Jerne, 1974) model
in this work, in part due to its plasticity and its ability to
describe the memory mechanism exhibited by the immune
system.
Idiotypic network inspired models have been developed
to address machine learning problems such as clustering
(Neal, 2003), however the most relevant line of work in re-
lation the model proposed in this article is in the robotics
domain. An idiotypic network model to perform behaviour
arbitration in mobile robots was one of the first applica-
tions in AIS (Watanabe et al., 1998) and spawned subse-
quent related work. In these early approaches, antibodies
in the network represented behaviours (actions); antibod-
ies were stimulated by environmental conditions and fur-
ther suppressed or stimulated by interactions with other an-
tibodies in a modified version of Farmer’s original equation
(Farmer et al., 1986). The immune repertoire consisted of a
set of antibodies which collectively covered a space of ap-
propriate actions required to achieve the robot goals in the
space defined by environment. In this early work, antibodies
were pre-defined; research focused on evolving connections
and matching strengths between antibodies. In more recent
work, Whitbrook et al have extended earlier work by using
an evolutionary algorithm in separate learning phase to pro-
duce antibodies which are used to seed the network. The
benefits of seeding the network with a diverse and novel set
of antibodies are described in Whitbrook et al. (2010).
In this paper, we adopt a similiar approach to Whitbrook
et al in recognising the need to develop a diverse set of an-
tibodies for potential inclusion in the network. In contrast
to previous work however, our mechanism is not just used
to seed the network in an initial phase but continuously gen-
erates a stream of potential antibodies which are either in-
corporated into the network or rejected according to a meta-
dynamic process. This results in a learning scheme in which
the network is able to continuously adapt over time.
HyperHeuristics
Originally described as “heuristics to select heuris-
tics” (Burke et al., 2003) the field of hyper-heuristics has
evolved to also encompass “heuristics to generate heuris-
tics” (Burke et al., 2010); both methods have the common
goal of searching a landscape defined by the heuristics in or-
der to find a procedure for solving a problem, rather than
searching directly over the solution space defined by the
problem itself. Hyper-heuristic methods have been widely
applied to bin-packing problems. We discuss the most rele-
vant research briefly below.
Heuristic generation Genetic Programming (GP) is typi-
cally used a method of generating new heuristics. In Burke
et al. (2006, 2012) GP was used to automate the design of
heuristics for the bin-packing problem in multiple dimen-
sions. Using a small set of benchmarks, they found the
generated heuristics to be competitive with human-designed
heuristics. In Sim and Hart (2013), the authors introduced
Single Node Genetic Programming as a method to evolve
new heuristics for bin-packing. SNGP, introduced in Jack-
son (2012), differs from the conventional GP model intro-
duced by Koza (1992) in a number of key respects. A single
tree structure is used to represent a population of possible
trees by allowing any node to be the start node. Only muta-
tion is used to change connections with the tree, alleviating
the undesirable affect of bloat found in conventional GP and
enabling different network structures to emerge in addition
to classical tree structures.
Heuristic selection Most hyper-heuristics use a fixed set
of low-level heuristics (whether generated or hand-built) and
define or learn a model to select an appropriate heuristic
based on the current state of the problem or a description of
the problem characteristics. In contrast, Sim and Hart (2013)
introduce an island model based on the concept of Cooper-
ative Coevolution (Potter and De Jong, 2000) in which a set
of islands each contribute a heuristic to a collaborating set
that collectively are able to solve a problem. Crucially, the
number of islands is not prefixed but is adaptable. In Sim
and Hart (2013), an island contains a population described
using SNGP; each island contributes its best heuristic to the
collaboration set. Based on a set of 685 test instances, the
authors showed that the model was able to solve more in-
stances and reduce the number of extra bins required than
an equivalent sized set of man-made heuristics from the lit-
erature.
In the current work, a simplified version of SNGP is used
to generate novel heuristics and the island model described
above is replaced by an AIS algorithm which is shown to be
able to find, maintain and adapt a collaborating set of heuris-
tics that equals or outperforms other previous approaches.
1D BPP and Benchmarks
The objective of the one dimensional bin packing problem
(BPP) is to find a packing which minimises the number of
containers, b, of fixed capacity c required to accommodate
a set of n items with weights ωj : j ∈ {1 . . . n} falling in
the range 1 ≤ ωj ≤ c, ωj ∈ Z whilst enforcing the con-
straint that the sum of weights in any bin does not exceed
the bin capacity c. The lower and upper bounds on b, (bl and
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bu) respectively, are given by equation 1 Any heuristic that
does not return empty bins will produce, for a given problem
instance, p, a solution using bp bins where bl ≤ bp ≤ bu.
bl =

n∑
j=1
ωj ÷ c
 , bu = n (1)
Table 1 shows the parameters from which the benchmark
problem instances used in this study were generated. Data
sets ds1, ds2 & ds3, introduced by Scholl et al. (1997) all
have optimal solutions that vary from the lower bound given
by Equation 1. However all are known and have been solved
since their introduction (Schwerin and Wa¨scher, 1997). All
of the instances from FalU and FalT , introduced by Falke-
nauer (1996), have optimal solutions at the lower bound ex-
cept for one (Gent, 1998).
Six deterministic heuristics commonly cited in the liter-
ature are used for comparison — FFD, DJD, DJT, ADJD,
BFD and SS. Descriptions of each of these heuristics can be
found in Sim and Hart (2013). Note that in the implementa-
tion used here, each deterministic heuristic is presented with
each problem instance’s items pre-sorted in descending or-
der of size.
Implementation
The system comprises of three main parts: a database of
problem instances, a heuristic generator and the AIS as il-
lustrated by Figure 1.


Figure 1: System Model
The system is designed to run continuously; problem in-
stances can be added or removed from the system at any
point. A heuristic generator akin to gene libraries in the nat-
ural immune system provides a continual source of potential
heuristics. The AIS itself consists of a set of heuristics (akin
to antibodies in the natural immune system that interact with
each other based on an affinity metric. The overall goal of
the system is to develop a repertoire of heuristics that can
solve the set of problem instances to which they are currently
exposed and that can adapt its structure and constituent parts
as the problem instances change in nature. The component
parts are described in detail below.
Heuristic Generator
Heuristics are represented using a tree structure and are gen-
erated using only the initialisation process used in SNGP
(Jackson, 2012) resulting in structures as shown in the ex-
ample given in Figure 2 — this tree shows one of the de-
terministic heuristics from the literature DJD encoded in a
tree format. A fixed set of terminal and function nodes are
available to the generator and are defined in Table 2 which
combines nodes according to the process outlined in Algo-
rithm 1. Further details outlining the justification for the
choice of nodes and further details on the SNGP process can
be found in Sim and Hart (2013). One heuristic is generated
per iteration of the AIS algorithm.

 

 



















Figure 2: DJD Heuristic Expressed as a Tree
Algorithm 1 Heuristic Generation
1: Each of the terminal nodes T ∈ {t1, . . . tr} are added
exactly once. The terminal nodes are given an integer
identification number ranging from 1 . . . r.
2: A number, n, of function nodes are selected at random
from the set of all function nodes F ∈ {f1, . . . , fs} and
given an identification number ranging from r+1, . . . to
r + n. This allows for the possibility of duplicate func-
tion nodes within the population or for SNGP structures
with function nodes omitted.
3: The function nodes have all their child nodes assigned
at random from nodes with a lower id thus preventing
any infinite looping.
4: A single node is chosen at random to be the root node.
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Table 1: Data sets ds1, ds3 and FalU were created by generating n items with weights randomly sampled from a uniform
distribution between the bounds given by ω. Those in FalT were generated in a way similar to Falkenauer (1996) so that the
optimal solution has exactly 3 items in each bin with no free space. Scholl’s ds2 was created by randomly generating weights
from a uniform distribution in the range given by  ± δ. The final column gives the number of instances generated for each
parameter combination.
Data Set capacity (c) n ω #Problems
ds1 100,120,150 50,100,200,500 [1,100],[20,100],[30,100] 36× 20 = 720
ds3 100000 200 [20000,30000] 10
FalU 150 120,250,500,1000 [20,100] 4× 20 = 80
FalT 1 60,120,249,501 [0.25,0.5] 4× 20 = 80
Data Set c n  (avg weight) δ(%) # Problems
ds2 1000 50,100,200,500 c3 ,
c
5 ,
c
7 ,
c
9 20,50,90 48× 10 = 480
Table 2: Nodes Used
Function Nodes
/ Protected divide returns -1 if denominator is
0 otherwise the result of dividing the first
operand by the second
> Returns 1 if the first operand is greater than the
second or -1 otherwise
IGTZ Evaluates the first operand. If it evaluates as
greater than zero the result of evaluating the
second operand is returned otherwise the result
of evaluating the third operand is returned
< Returns 1 if the first operand is less than
the second or -1 otherwise
X Returns the product of two operands
Terminal Nodes
B1 Packs the single largest item into the current bin
returning 1 if successful or -1 otherwise
B2 Packs the largest combination of exactly 2 items
into the current bin returning 1 if successful or
-1 otherwise
B2A Packs the largest combination of up to 2 items
into the current bin giving preference to sets of
lower cardinality. Returns 1 if successful or -1
otherwise
B3A As for B2A but considers sets of up to 3 items
B5A As for B2A but considers sets of up to 5 items
C Returns the bin capacity
FS Returns the free space in the current bin
INT returns a random integer value ∈ (−1, ...,+5)
W1 Packs the smallest item into the current bin
returning 1 if successful else -1
AIS
The AIS component is responsible for constructing a net-
work of interacting heuristics and for governing the dynamic
processes that enable heuristics to be incorporated or re-
jected from the current network. These two aspects are now
described.
Affinity A key aspect of this is the affinity metric that de-
fines the manner and the extent to which heuristics can in-
teract. In the natural immune system, affinity is defined
by physical and chemical interactions between molecules of
different shape, with molecules with complementary struc-
tures showing highest affinity (the well known lock-and-key
analogy). We re-interpret the notion of complementarity in
the heuristic space as follows:
Definition Heuristic HA is complementary to Heuristic
HB if Heuristic HA uses fewer bins than Heuristic HB on
at least one problem instance
The affinity of Heuristic HA for Heuristic HB is equal
to the number of extra bins ∆babp used by Heuristic HB
summed across the set of l problem instances available to
the system, and is defined in equation 2. Note that affinity
between two heuristics is asymmetrical.
αab =
l∑
p=1
∆babp
{
∆bapbp = bbp − bap : if bap < bbp
∆bapbp = 0 : otherwise
(2)
The total stimulation experienced by a heuristic is the sum
of the affinities with all other heuristics in the network and
is given by Equation 3 where there are m heuristics present
in the network.
sx =
m∑
j=1
αxj (3)
An example for a system of m = 3 heuristics and l = 3
problems is given in figure 3.
Network Dynamics Each iteration, one new heuristic is
generated and is made available to the network. The affin-
ity metric described encourages diversity between pairs of
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
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


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Figure 3: Affinity between Complementary Heuristics
heuristics leading to increased network performance by sus-
taining those that cover different parts of the problem space.
In a practical application however, it is reasonable to assume
that in addition to maintaining diversity, important goals of
the system should be to find (1) the set of heuristics that
most efficiently cover the problem space and (2) the set that
collectively minimise the total number of bins used to solve
all problems the network is exposed to. While the latter is
addressed by sustaining any heuristic with non-zero stimu-
lation, the former goal requires some attention.
Previous AIS models relating to idiotypic networks at-
tempt to use Farmer’s original equation (Farmer et al., 1986)
to govern the dynamics of addition and removal of nodes
from a network. In machine-learning applications such as
data-clustering this was quickly found to lead to population
explosion e.g. Timmis et al. (2000), later addressed by using
resource limiting mechanisms (Timmis and Neal, 2001). In
previous robotic applications, the situation is avoided com-
pletely by using a network of fixed size and focusing only
on evolving connections. In more theoretical models such as
Hart (2006) the criteria are not relevant, as the goal is sim-
ply to show that a network can be sustained. In this heuris-
tic case, simply sustaining all heuristics that contribute to
covering the heuristic space is likely to lead to population
explosion in the same manner observed in data-mining ap-
plications, as no pressure exists on the system to encourage
efficiency.
Therefore, at the end of each iteration, the contribution
made by each heuristic to the overall performance is calcu-
lated in terms of whether it plays a unique contribution in
determining the overall quality of the system. Any heuris-
tic whose contribution is subsumed by one or more other
heuristics is removed from the system. Thus, in Figure 3
heuristic H2 is subsumed by the combination of H1 and
H3 and is therefore removed from the system. This simple
method thus provides pressure on the system to minimise
the number of heuristics used. This can be thought of as
an artificial form of apoptosis that removes antibodies that
cover duplicate parts of the landscape and allows for prolif-
eration of new cells only in the case that they cover an equal
or greater area of the search space that an existing heuristic
is occupying.
Pseudo-code describing the network dynamics is give in
Algorithm 2. H is the set of heuristics currently present
in the network, E is the set of problems in the current en-
vironment. Note that there is a single parameter in the al-
gorithm that defines the maximum concentration a heuristic
can reach. This parameter introduces user control over the
period of the network memory and is discussed in section .
Algorithm 2 AIS Pseudo Code
1: repeat
2: Add a randomly generated heuristic
3: Optionally change the set of problem instances
4: for all heuristics i ∈ H do
5: Calculate current stimulationi using Equation 3
based on E
6: if stimulationi > 0 then
7: if concentrationi < concentrationmax then
8: concentrationi ← concentrationi + 1
9: end if
10: else
11: concentrationi ← concentrationi − 1
12: end if
13: end for
14: Remove heuristics with concentration ≤ 0
15: Remove all heuristics that give no global improve-
ment (oldest first)
16: until stopping criteria met
Experimental Results
A number of experiments were conducted using the model
described with the test set of 1370 instances previously de-
scribed in section .
Baseline comparison on a static dataset
An initial experiment was performed in order to compare
the AIS model to previous work in terms of solution qual-
ity on a static data set. 1370 instances were split into two
sets: the training set comprised of the first and then every
second problem instance from each of the data sets with the
remaining problem instances used as a test set. This split
ensured an even distribution of problem instances from each
of parameter combinations used to generate them in the test
and training set. All 685 problems in the training set were
placed in the AIS environment, and the AIS algorithm run
for 200 iterations. The quality of the network is measured
in terms of the number of problem instances for which the
known optimal solution was found by at least one heuris-
tic, and additionally in terms of the number of extra bins
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required to solve the instances compared to the known opti-
mal. Results are recorded for problem instances in the train-
ing set, and then on the test set of instances (with no further
iteration of the network). The experiments are repeated 30
times, reinitialising the system each time. Results are com-
pared to using each of the single deterministic heuristics and
to the island model described in Sim and Hart (2013) and
shown in table 3a.
The best results shown for the AIS are identical to the
best results presented in Sim and Hart (2013), even though
the Island Model in that publication required evolutionary
operators in order to find solutions and the AIS relies simply
on randomly generated heuristics. Given this performance,
we now examine the response of the system to dynamically
changing data.
Response to dynamically changing data
The AIS method was inspired by the ability of the natural
immune system to rapidly respond to a dynamically chang-
ing environment, in which the self-sustaining network of an-
tibodies is postulated to act as a memory of past responses.
Four experiments were devised in order to investigate the
behaviour of the system under the following dynamically
changing conditions.
1. A set of 685 randomly selected problem instances is in-
troduced every 200 iterations. At this point, problems
currently in the system are removed, the network cleared,
and the system is started from scratch
2. A set of 685 randomly selected problem instances is intro-
duced every 200 iterations. At this point, problems cur-
rently in the system are removed, but the existing network
is retained
3. Every 200 iterations the problem instances used are tog-
gled between those from Scholl’s data sets 1 & 2 (de-
scribed in Table 1). Antibodies in the existing network
are retained.
4. A new problem is introduced every iteration. The existing
network is retained.
Experiment 1 was designed to investigate the time taken
for the system to reach equilibrium from an initial starting
state. The results are shown in Figure 4. Note that in this
graph (and in the following ones) only the first 5 cycles are
shown. At the end of each 200 iteration cycle, the total num-
ber of bins required by the system is assumed to be the best
that can be achieved and is given a score of 0. The y-axis
then shows the number of bins required over and above this
score, enabling different sets of problem instances where the
optimal number of bins required varies to be plotted on a rel-
ative scale to highlight the response to changing conditions.
It is clear that the system performs poorly at the point
of restart requiring up to 1200 extra bins than the best result
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Figure 5: Response When the Problem Instances are
Changed every 200 iterations
found during each cycle. The response is still rapid however:
the median number of iterations required to reach the best
result is 65 (shown in table4 ).
Experiment 2 examines the role of memory, implicit in
the sustained network. The system is effectively trained dur-
ing a 200 iteration cycle on a set of problem instances repre-
sentative of the whole set of 1370 problem instances. When
the problem instances are changed, the heuristics already in
the system have a greater probability of performing well on
the new set of problem instances than randomly generated
ones due to the shared problem characteristics. Results are
shown in Figure 5. The median number of iterations to reach
the optimal value is 10 and the total number of bins required
is at most 5 greater than that at the end point (Table 4).
Experiment 3 presents a more difficult test for the sys-
tem; the two alternating problem sets have very different
characteristics. The memory encapsulated in the network is
therefore expected to be of less relevance. Results are shown
in Figure 6 and in Table 4. Performance drops in comparison
to Figure 5 where the memory could be exploited; however,
there is still an improvement in comparison to the complete
re-start applied in Experiment 1.
Finally, Experiment 4 investigates the system response to
slowly changing environmental conditions. Figure 7 shows
how the system responds as problem instances are gradually
introduced to the system. The system starts with no problem
instances and no heuristics. Each iteration one randomly
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Single Deterministic Heuristics
Heuristic Problems Extra
Solved Bins
FFD 393 1088
DJD 356 1216
DJT 430 451
ADJD 336 679
BFD 394 1087
SS 383 1112
(a)
Collaborative Heuristic Models
Problems Solved Extra Bins
min max mean sd min max mean sd
Immune 554 559 556 1.4 159 165 162 1.4
Model
Island 552 559 557 1.4 159 164 162 1.4
Model
(b)
Table 3: A comparison of results obtained on a static dataset of 685 problems using a) single heuristics and b) collaborative
methods
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Table 4: System Response Time to Varying Conditions
Response Time
min max median
Exp1 9 186 63
Exp2 1 111 10
Exp3 15 200 64.5
Exp1, 2 & 3 correspond to Figures 4, 5 & 6 respectively.
The minimum, maximum, and median number of
iterations that were required to reach the optimal value
are shown. All results are taken over 30 data points.
generated heuristic and one randomly selected problem in-
stance are introduced. The graph shows the percentage of
extra bins over the known optimal that are required using
the heuristics present in the network at each iteration. The
number of heuristics sustained by the system is also shown.
Most benefit is gained from adding new heuristics when
few heuristics are present. As the number of heuristics in-
creases, it becomes harder for a newly added heuristic to
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Figure 7: Number of Heuristics Sustained and the Percent-
age of Extra Bins Required than Optimal as the Number of
Problem Instances is Increased
find a new niche. Furthermore, the total number of poten-
tial heuristics is limited by the generation method currently
used (although this could easily be extended by adding new
nodes).
Conclusion
We have introduced an AIS model for generating and main-
taining a repertoire of heuristics that solve bin-packing prob-
lems. Results show that the model achieves equal results
to state-of-the-art methods on static data sets, and is ex-
tremely responsive to dynamically changing data-sets, mak-
ing it suitable for use as a continuous learning system. The
memory encapsulated in the network can be exploited to
provide a rapid response to new problems that share char-
acteristics with those previously seen by the network.
The model can be generalised to other domains by re-
placing the component parts of the heuristic generator. Cur-
rently, the generation model does not make use of any evolu-
tionary or cloning operators to improve randomly generated
solutions. By adding this feature in the future, it is hoped to
speed up the response even further.
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Abstract
We describe an immune inspired approach to achieve self-
expression within an ensemble, i.e. enabling an ensemble of
autonomic components to dynamically change their coordi-
nation pattern during the runtime execution of a given task.
Building on previous work using idiotypic networks, we con-
sider robotic swarms in which each robot has a lymph node
containing a set of antibodies describing conditions under
which different coordination patterns can be applied. Anti-
bodies are shared between robots that come into communi-
cation range facilitating collaboration. Tests in simulation in
robotic arenas of varying complexity show that the swarm is
able to learn suitable patterns and effectively achieve a forag-
ing task, particularly in arenas of high complexity.
Introduction
Current and emerging ICT scenarios increasingly rely on
complex distributed software systems in order to function
properly in dynamic and unpredictable environments Zam-
bonelli et al. (2011). This results in a need for the software
controlling such systems to become autonomic in adapting
behaviours such that quality of service of the system is main-
tained.
In Zambonelli et al. (2011), the authors describe two im-
portant dimensions of adaptation that can occur within au-
tonomic systems, which they refer to as where and what.
Where relates to where adaptation takes place, i.e. at the in-
dividual or ensemble level. What on the other hand refers to
the set of mechanisms the system can utilise to adapt. They
distinguish between self-adaptation and self-expression: the
former refers to components or ensembles modifying their
parameters so as to exploit their current abilities, whereas
the latter describes the ability of radically modifying at run-
time the structure of components and ensembles. In terms
of ensembles, self-expression could result in re-structuring
in terms of topology (e.g., switching from a hierarchy to
a collective of peers) or of control regime for interactions
(e.g., switching from being a collective decision-making en-
semble to a competitive market-based one) Zambonelli et al.
(2011).
While self-adaptation mechanisms at both individual and
ensemble levels has been the focus of much research (e.g.
see Salehie and Tahvildari (2009) for overviews), mecha-
nisms for achieving self-expression in distributed systems
are less well-understood, particularly with respect to sys-
tems that enable software within an ensemble to express
at run-time the most useful interaction topology or con-
trol regime. Inspired by the fact the features and proper-
ties apparent in the natural immune system such as scala-
bility, adaptivity through learning and decentralization map
naturally to those desired in autonomic systems Cabri and
Capodieci (2013), we describe an idiotypic-network ap-
proach to self-expression. We consider a swarm-robotic sce-
nario in which multiple robots have to fulfil a simple forag-
ing task. Multiple coordination patterns, i.e. collaborative
strategies, are available to the robots to face the problem;
robots contains a lymph node describing a set of antibodies
that indicate a suitable strategy — by sharing of antibodies
across the swarm when robots come into contact with each
other, the entire swarm is able to learn to solve the prob-
lem over time, even when placed in environments of varying
complexity.
Previous Work
A fruitful line of work within robotics that started with Ishig-
uro et al. (1995) has applied inspiration from Jerne’s idio-
typic network theory to develop behaviour arbitration mech-
anisms in individual robots. Antibodies consist of a match-
ing condition to match environmental conditions, an action,
and of receptors that enable interactions with other antibod-
ies. The resulting network of stimulatory and suppressive
connections alters concentrations of antibodies; the one with
the highest concentration applies its action. Various weak-
nesses in this work that required hand-coding of antibodies
for instance have recently been addressed inWhitbrook et al.
(2010b), who consider evolutionary methods for generating
antibodies and reinforcement learning to connecting them in
a network, resulting in a system that has been ported suc-
cessfully to real-robots Whitbrook et al. (2010a). We extend
this work in that we deal with swarms of robots rather than
individuals, and that rather than considering individual ac-
tions, the robots must select a cooperative strategy to take
Artificial Immune Systems - ICARIS
ECAL 2013 864
Figure 1: A footbot. Sensors and actuators are placed as fol-
lows: (1) omni-directional sensing camera, (2) proxity sen-
sors, (3) LEDs, (4,5) wheels and ground sensors, (6) RAB
sensor and actuator
Figure 2: Simple example arena. Footbots in action are
shown, together with the blue light symbolizing the nest and,
in the opposite end, a red light for indicating the food area.
part in.
There have also been previous attempts to apply idiotypic
network ideas to swarms. In Jun et al. (1999), a distributed
version of Ishiguro et al. (1995) is proposed, in which in-
dividual robots choose an appropriate action according to a
changing environment and the experiences of nearby robots.
In Luh et al. (2006), instead of a single action, more com-
plex behaviours are selected as a results of modelling a two
layered immune network, merged as interaction among an-
tibodies in the single robot and then distributed throughout
all the swarm. Our works differs from both these publica-
tion, firstly in the robotic scenarios used and for switching
coordination patterns as a response of the designed artificial
immune network; this implies not only selecting behaviours,
but also roles, statuses and interactions within the coordina-
tion pattern, and can result in dynamically changing inter-
acting topologies, e.g. switching from a peer-to-peer coor-
dination pattern to a purely stigmeric communicative collab-
orative effort and vice-versa.
Sensor Purpose
LED actuator 12 light emitting diodes sur-
round the robot. LEDs can be
different colors
Omni-directional
light sensing camera
senses colored lights: returns
their distance and angle of per-
ception with respect to the sens-
ing robot
Wheels actuator enables movements
24 proximity sensors for detecting collisions
Range and Bearing
sensor and actuator
(RAB)
sends/receives infra-red packets
of a fixed 10 bytes size
Ground sensor detect strong variations in the
floor color
Table 1: Sensors and actuators modelled in robot simulation
Task and robot description
We model a simple task in which a swarm of robots, ini-
tially randomly distributed in a confined arena, are required
to collect food from a source and return that food to a nest,
in an iterative process. The goal of the task is to maximise
the total amount of food returned to the nest in a fixed time
period, although performance can also be evaluated in terms
of the rate of food collection over shorter time periods. The
robot used in the simulation is called a footbot, and is one
of the types of robot used in the swarmanoid project Dorigo
et al. (2012) and in other previous research regarding swarm
robotics coordination, e.g. Capodieci and Cabri (2013) —
see Figure 1. The sensors and actuators used on the robot
are relatively simple. For instance, each robot is not able
to calculate its position in space, nor does it have any con-
cept of orientation. The modelled sensors and actuators are
shown in table 1.
Coordination Patterns
Three coordination patterns are considered: a completely
swarm approach, a peer-to-peer (p2p) directly communica-
tive approach and a baseline coordination strategy operated
with the limited amount of sensors and actuators. The arti-
ficial immune system (AIS) enables the robots to select be-
tween these patterns based on their assessment of the com-
plexity of their current environment and expected utility.
RACO: Robotic Ant Colony Optimization
RACO is a robotic application of the well-known ant colony
optimization family of algorithms Dorigo et al. (1996). In
a typical ACO implementation a virtual pheromone trail
is used to guide agents towards an object of interest; in
a robotic scenario, as it is difficult for a robot to actively
modify the environment by laying pheromones, some of the
robots in the swarm adopt the role of pheromone: each robot
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Figure 3: States and conditions for the RACO algorithm
is assigned a (small) probability p of acting a pheromone,
with the remaining (1 − p) act as ants. All the robots start
by uniformly diffusing into the area following a very simple
diffusive algorithm: each robot starts with a random orien-
tation and starts moving in a straight line; if a collision is
sensed in one or more of the 24 proximity sensors the robot
reacts by moving in the opposite direction from the sensed
collision. If a robot that has decided to act as a pheromone
reaches the food area (represented by a red emitting light) or
the nest area (blue light), the robot stops moving and lights
all 12 of its LEDs in yellow. Robots from the ants group
continue to diffuse uniformly until they sense a pheromone;
at this point they follow the pheromone trail rather than dif-
fuse uniformly. The intensity of the pheromone is repre-
sented by the brightness of the emitted light. The more in-
tense the light, the greater the distance from which it can
be perceived by other robots. Intensity decays according to
equation 1 which models evaporation over time (also shown
in Figure 4).
Intensity(t) = MaxIntensity
−
(
βe
6t
expTime
1− (α− β) + e
(α−β)( 6texpTime )
)
(1)
In eq. 1, MaxIntensity represents the maximum value
for the light intensity emitted by the robot’s LEDs. exp-
Time is the maximum expiration time (when the intensity
reaches zero), t is the time variable and α and β are con-
stants. When the expiration time of the pheromone reaches
zero, the pheromone robot switches its role to become an
ant robot once more. However, if an ant robot comes within
a distance d of the pheromone, the pheromone regenerates
and its value is reset to MaxIntensity . When the expiration
time of the pheromone reaches zero, the pheromone robot
switches its role to become an ant robot (see Figure 3). Ev-
ery robot makes its decision to act as a pheromone every
time the food or nest area is reached, and that’s how new
pheromones are created.
Figure 4: Exponential evaporation time for the pheromone
robot: emitted light intensity A over time
AMORPH: Amorphous computing inspired path
formation
The second coordination pattern strongly relies on commu-
nications in the form of packets sent and received with the
RAB sensor and actuator built in each robot. This is purely
peer-to-peer (p2p) approach in which roles are assigned dy-
namically according to the current situation. This strategy
is inspired by the work of Abelson et al. in Abelson et al.
(2000) which studies the use of bio-inspired algorithms for
achieving collaboration among a potentially large number
of devices connected in unknown way. The algorithm is de-
scribed in detail in Abelson et al. (2000); the modifications
required to adapt this to a robotic swarm are discussed be-
low. Its underlying concept is to diffuse a gradient across
the amorphous net of communicating robots indicating the
shortest path from the nest to the food source.
The swarm starts by contracting who will be the path
opener: any robot sensing the nest area (blue light) sends
a message to nearby robots indicating its distance from the
light. Any robot receiving a distance greater than the one it
currently holds begins to diffuse; the process results in the
single robot that is furthest from the light becoming the path-
opener and remains stationary (robot A in figure 5). Robots
diffuse uniformly until one robot reaches the nest area (red
light) at which point it becomes the path-closer (robot-F in
figure 5) and halts. This robot sends out a packet to nearby
robots via infra-red signalling through the RAB actuator)
consisting of the tuple (SenderID, gradient, state, succes-
sorId). Gradient is an indicator of the distance to the start of
the path, state is a boolean value indicating whether a robot
is currently part of the path, successorID is the ID of the
robot that previously sent the highest gradient value to the
receiving robot. The path-closer sends the maximum gradi-
ent value (255). Receiving robots store the highest value re-
ceived g. They then transmit a new gradient g−1. The chain
ends when the path-opener receives a gradient and transmits
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Figure 5: Schematic of an example situation in the amor-
phous path formation algorithm: communication is variable
due to random placement, obstacles and limited RAB range
for signalling. A possible communication topology is shown
by the lines and arrows. At the end of the algorithm, robots
A,C,F provide the path from food to nest area.
a message that a path is ready to be formed (setting the state
packet to 1). All robots (including the path-opener) receiv-
ing state 1 set their LEDS to a specific colour thus indicating
the path. Robots not on the path now follow the lit path to
the food.
An emergent property of this algorithm is that the path of
lit robots formed is exactly one-robot thick. The robots that
are inside this path will be referred as nodes, while the other
robots can still be called ant robots since their behaviour now
is very similar to the one described in the previous coordi-
nation pattern.
Baseline strategy: blind diffusion
An additional cooperative strategy is represented by a coor-
dination pattern that uses the minimum amount of sensors
and actuators. It is called blind diffusion, since all the robots
are blind, in the sense that they disable the omni-directional
camera, thus are unable to sense lights and colour for being
attracted towards the point of interests in the arena.
All robots apply a simple diffusion algorithm: when a col-
lision is sensed through the proximity sensor, they steer in
opposite direction by rotating in a direction opposite to the
angle to incidence w.r.t. their body centre of the proximity
sensor detecting the collision. An emergent property of this
algorithm is that the swarm becomes uniformly distributed
throughout the whole arena. In this algorithm, food is sensed
by ground sensors built in the wheels of each robot that de-
tect floor colours based on a grey-scale. However, it should
be clear that this algorithm will be much less effective that
the previous approaches in terms of the amount of food col-
lected.
Remarks on coordination pattern performance
Previous experimentations with each of three coordination
patterns in a small area led to a number of observations
Figure 6: lymph-nodes are robots with variable connectivity
and they can host a multitude of interconnected antibodies.
that motivates the selection strategy introduced in this pa-
per. Briefly, it was observed that the AMORPH algorithm
performs best (in terms of total food collected) in complex
arenas, where complexity relates to both the size of the arena
and the number of obstacles present. In simple (obstacle
free) arenas, RACO performs best — probably due to the
fact the the RACO algorithm enables more robots to be de-
voted to foraging, rather than being tied up in path construc-
tion. Both algorithms struggle in some situations as both
lack a proper obstacle avoidance behaviour, therefore certain
configurations of either node or pheromone robots can im-
pede performance. This motivates the algorithm presented,
which is not only able to dynamically alter the current co-
ordination pattern due to online feedback regarding current
performance, but also results in subsets of the swarm in fact
following different coordination patterns at any given mo-
ment. This is described in the next section.
SelfEx - Model
The model introduced extends work originally discussed in
Ishiguro et al. (1995). Significantly, we extend the con-
cept of controlling an individual robot through a network of
antibodies that match conditions to actions to a distributed
swarm in which the robots only have limited communica-
tion range. Each robot is modelled as a lymph node that
contains a set of antibodies, connected in an idiotypic net-
work, see Figure 6. Robots can diffuse antibodies from one
lymph node to another, thus the contents of lymph nodes are
continually adapted. In contrast to previous work, antibodies
determine the coordination pattern that should be executed
by the robot at a given moment rather than a specific action.
The algorithm (SelfEx) is given in listing 1 and is described
in detail below.
As we can see in fig. 6 each robot is modelled as a lymph-
node in a net of lymph-nodes whose connectivity varies ac-
cording to the ever changing position of the robots. By tak-
ing a look inside each robot, we can see how each lymph-
node can host a multitude of interconnected antibodies and
each antibody is characterized by a variable concentration
value and it is divided into three main parts that will be ex-
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plained in the following section.
Algorithm 1 SelfEx: overview
1: Initialisation: each robot initialised with a set of anti-
bodies
2: Maturation: each robot estimates the complexity of the
environment
3: Selection: each robot selects a start coordination pat-
tern based on its antibody that highest affinity with the
environment
4: repeat
5: Evaluation & Affinity Update: every eval
timesteps, each robot evaluates its performance and
updates the affinities between antibodies in its own
idiotypic network
6: Concentration Update: each robot updates the con-
centration of each antibody within its lymph node
7: Diffusion: the best antibodies are diffused to robots
within communication range
8: until stopping criteria
Antibodies and Affinity An antibody is a tuple of values
〈 Conditions, Action, expected utilities 〉 as follows:
• Condition has two variables, complexity and status.
Complexity is a real-value representing the complex-
ity of the arena. Status ∈ 〈0, 1, t〉 where 0 indicates
an ant robot in the RACO model, 1 a node robot in the
AMORPH model and t indicates the time a robot has
spent in the pheromone state in the case of pheromone
robots.
• Action ∈ 〈BlindDiffusion,RACO,AMORPH〉.
• Utility is the value of the food collected in a time period,
eval by each robot
The affinity between an antibody and the current environ-
ment is calculated as the Manhattan distance between the
calculated complexity and the complexity value stored in the
antibody.
Initialisation A set of antibodies to seed networks were
derived from an initialisation phase; during this phase, a
swarm utilised each individual coordination pattern in each
tested arena over a 50000 time-step period. During this pe-
riod, each robot logged its status, perceived complexity in-
dex and the amount of food it managed to collect during the
evaluation time. These results were then averaged to build
an initial set of 10 seed antibodies. Each robot’s lymph node
is loaded with the same set of 10 antibodies found. The ini-
tial concentration of each antibody in each lymph node is set
to zero.
Maturation The purpose of the maturation phase is for
each robot to estimate the complexity of the environment.
This is calculated according to algorithm 2. Note that the
lower the value of complexity calculated, the higher the
complexity of the arena.
Algorithm 2 SelfEx: Maturation Phase
1: initialise lymph node of each robot with a set of anti-
bodies
2: Goal ∈ {Food,Nest}
3: repeat
4: for all robot i inR do
5: Move according to blind diffusion pattern
6: if Goal encountered then
7: maturationCounteri ←
maturationCounter + 1
8: end if
9: end for
10: until end of maturation phase
11: complexity = averaged value of each robots
maturationCounter
Evaluation and Affinity Update After eval timsteps,
each robot evaluates its own performance u and compares
this to the expected utility uE indicated in the currently ac-
tive antibody. If u > uE then positive feedback is given
to the selected antibody by increasing the affinities from all
other antibodies towards the selected one; in addition to that,
the expected utility field of this antibody is updated with the
newly obtained value. If u < uE then negative feedback re-
sults in the the selected antibody increasing its affinity to all
other antibodies. Affinity values r (between antibody i and
j) are calculated as follows:
ri,j = ω|obtUtilities− expUtilities|+ K0|dAc− abAc|
ω =
{
status if status is ≤ 1
1− statusevalT ime if status > 1
(2)
The difference between obtained utilities (obtUtilities)
and expected utilities (expUtilities) is weighted according to
the status variables (see section ). In addition, the affinity
is adjusted according to the difference in the detected area
complexity and the complexity value stored in the antibody,
regulated by the constantK0 (< 1).
Concentration Update Antibody concentration updates
are performed in a similar manner to that of Ishiguro et al.
(1995) as shown in eq. 3. The main differences are that we
assume that every antibody is connected to all the other anti-
bodies, antibodies with low concentration are not removed,
and we do not add new antibodies.
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dci
dt
= K1
N∑
j=0
rj,icicj −K2
N∑
k=0
ri,kcick +K3Dci (3)
The first term of eq. 3 refers to the stimulation part of the
immune net; the second term (with a negative sign) refers to
the suppression operated by the other antibodies and the lat-
ter term takes into account the euclidean distance D among
all the conditions of the antibodies to the obtained/detected
values of status, utilities and area complexity. Three con-
stants (K1,2,3) regulates the contribution of each of these
effects. The resulting concentration is than squashed to fit
the [1...255] range.
Diffusion The calculated concentrations of the four anti-
bodies with highest concentration in each lymph node are
now shared amongst other robots in range, in order to dis-
tribute knowledge throughout the ensemble regarding cur-
rent performance in a single packet1.
Ant robots broadcast such packets but do not receive
packets as they are able to form their own estimate of how
much food has been collected. Pheromone and Node robots
average its concentration with the external concentration
sent by other robots for each antibody. Following the updat-
ing step, the robot selects the antibody with the highest con-
centration and executes the coordination pattern indicated.
Experiments and simulations
The pre-experimentation phase to establish the initial set of
antibodies was undertaken in two areas; the first was char-
acterized by the highest complexity index (visible in fig. 2,
the simplest area), while the second arena with a high-index
used an extensive sized hexagonal arena with an obstacle
between the straight path from nest to food area. Tests with
the main algorithm were performed in three different arenas:
the two described above and one of intermediate complex-
ity. Each experiment was repeated 10 times, with a differ-
ent random initial distribution of robots each time. In each
arena, experiments were performed with the single RACO
and AMORPH algorithms as well as with SelfEx. Parame-
ters were tuned through an empirical process — values used
in the results reported are shown in table 2. The experi-
ments were performed using ARGoS swarm robotics simu-
lator (Pinciroli et al. (2012)).
Results and remarks
As stated previously, the experiments were evaluated on the
basis of total performances over the total length of the ex-
periment and the variation of food collected each evaluation
period (by the entire swarm). This latter metric is useful to
note the gradual improvements of each collaborative effort:
1Only four antibodies are distributed due to the limitations of
the RAB sensor
Parameter Description Value
eval evaluation period for affinity step 10,000
l total timesteps experiment run 200,000
m maturation phase length 5500
K0 from equation 2 0.05
K1 from equation 3 0.25
K2 from equation 3 1
K3 from equation 3 0.05
p probability to become a pheromone 0.35
expT ime from equation 1 (RACO) 1500
α from equation 1 (RACO) 0.3
β from equation 1 (RACO) 0.8
Table 2: Values of parameters used for the simulations
the AIS approach should show an average increasing trend in
the amount of food collected in each time interval, in order
to indicate the network is learning. Figure 7 shows the re-
sults of the simplest arena. SelfEx and RACO have similar
performance, although SelfEx is less variable than RACO.
AMORPH performs best in terms of the median value of
food collected and variability. However it is clear from the
right hand figure that the performance of AMORPH deteri-
orates over time, whereas SeflEX and RACO show steady
improvement, suggesting that given further time they may at
least equal the AMORPH performance. In the second arena
(Figure 8) RACO performs best. SelfEx performs better than
AMORPH, particularly in terms of variability. As in the first
arena, the performance of SelfEx increases over time, a pat-
tern not clear in RACO and AMORPH. Finally, in the third
and most difficult arena, the best performance is achieved
by SelfEx (Figure 9). In this arena, performance does not
increase over time, suggesting the ensemble reached con-
sensus on the coordination pattern to adopt very early in the
experiment.
Figure 10 shows the percentage of robots in each evalu-
ation period that follow the different coordination patterns
in Arenas 1 and 3 (figures from a single run). In Arena 1,
the swarm is divided in its choice of pattern — interestingly,
some robots still select the blind diffusion strategy. In con-
trast, in Arena 3, robots eventually converge towards a single
coordination pattern. The ability of SelfEx to enable het-
erogeneous behaviours might be particularly useful in more
dynamic environments.
Conclusions and Future Work
We have introduced a novel approach to managing a col-
laborative swarm of robots by taking inspiration both from
autonomic computing and bio-inspired algorithms, and ex-
tending previous work that used idiotypic network models to
control individual robots. The model was tested on a simple
foraging task in which robots had to choose a coordination
pattern from a set of three different possibilities. Each robot
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Figure 7: First test arena results
Figure 8: Second test arena results
Figure 9: Third test arena results
Artificial Immune Systems - ICARIS
ECAL 2013 870
Figure 10: Distrubution of coordination patterns amongst
robots in each time interval. The top figure shows Arena
1, the lower Arena 3. The figures are ’stacked’ in the order
blind diffusion,RACO, AMORPH from the bottom
is a modelled as lymph node hosting a connected network
of antibodies. Sharing of antibodies across robots enables
common decisions to be made as to the best manner to ful-
fill the task. The results shown that the ensemble was able to
deploy Self-Expression, i.e. fragmenting into sub-sets and
initially choosing different coordination pattern. The results
show that the SelfEx approach was able to learn and improve
its performance over time, thus demonstrating the cognitive
ability as emerging property of an immune net. However,
the overall performances also show that how our approach is
slow to converge and the maturation phase implies smaller
quantities of collected food during the initial time intervals:
there is a large room for improvements by appropriately tun-
ing the parameters involved. Additional improvement could
be gained by using a hyper-mutation process in order to
optimise individual antibodies within a network via a local
search process.
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Abstract 
In the research of multi-objective optimization algorithm, 
evolutionary algorithms have considered to be very successful 
tools. Artificial Immune System (AIS)-based algorithms as one 
of the viable alternative have also be widely developed in this 
domain. Over the years, researchers of evolutionary algorithms 
have extended their interest to many-objective situations; 
however works in AIS-based algorithms is rather scattered. 
This paper extends an AIS-based optimization algorithm to 
solve such many-objective optimization problems. The idea of 
ε-dominance and the holistic model of the immune network 
theory have been adopted to enhance the exploitation ability 
aiming for a quick convergence. 
AIS-based Many-objective Optimization 
Algorithm 
Evolutionary algorithms (MOEA) have shown to be the state-
of-art tools for solving multi-objective optimization problems 
with 2 or 3 objectives. The application has been extended to 
many-objective situation with 4 or more objectives. With 
modification in the fitness assignment process and the 
evolution scheme, these algorithms achieve satisfactory 
results.  
 AIS-based algorithms are considered to be one of the viable 
alternatives in multi-objective optimization. A number of 
AIS-based multi-objective optimization algorithms have been 
proposed with promising results (Shang, 2012; Tsang and 
Lau, 2012). Majority of these studies focus on 2 to 3 
objectives, with many-objective situations rarely being 
considered. The experiment in (Jarosz and Burczynski, 2011) 
had extended the application to 5 objectives. However, the 
study of many-objective optimization with AIS is still rare. 
This study therefore attempts to develop a novel AIS-based 
algorithm for solving many-objective problems.  
 In general, an AIS-based multi-objective optimization 
algorithm first generates the initial population. This 
population will go through cloning, variation, evaluation, 
network suppression and memory updating. Cloning and 
variation process generates modified solutions. Evaluation 
process assesses the fitness of each solution. Different fitness 
assignment scheme was proposed to increase the chance of 
domination. ε-dominance is one of them which relaxes the 
dominance requirement (Hernández-Díaz, et al. 2007). The 
resulting solutions are often dominated by solutions with 
lower or equal fitness in all objectives which are close enough 
to non-dominated solutions. Memory updating process selects 
population for next generation. 
 Inspired by the immune network theory, network 
suppression process provides a means to manage diversity. 
Such operation differentiates the AIS-based approaches from 
evolutionary algorithms in optimization. 'Near' solutions are 
suppressed to reduce redundant search. The concept of 
network interaction with suppression and activation had been 
implemented and tested on multi-objective optimization with 
promising results (Tsang and Lau, 2010). This study builds on 
the success in past studies and extends to many-objective 
situations. When a solution suppresses and dominates near 
solutions, this suppression hints a potential promising search 
if the exploitation can go further in the same direction from 
the dominated solution to the non-dominated solution. This 
suppression triggers the activation through generating new 
solutions on the identified high-potential space. The 
difference in decision variables define the search area and step 
size. New solutions will be generated based on the direction 
and step size as defined. Such an approach can supplement the 
dominance relation in identifying the searching area which 
accelerates the convergence through directed exploitation. 
Experiment and Conclusion 
The AIS-based approach enhanced with the proposed network 
activation scheme has been implemented and compared 
against the general AIS-based approach and some other 
conventional approaches. Test problems from the DTLZ 
family (Deb, et al. 2002), which are scalable to different 
number of objectives, are used for studying the performance 
in continuous functions.  
 Preliminary results comparing with the NSGA-II (Deb, et 
al. 2000) and using the Coverage C metrics (Zitzler, 1999) are 
shown. C(A,B) gives the proportion of solutions in B that are 
dominated by solutions in A. C(AIS, NSGA-II) is much 
higher than C(NSGA-II, AIS) for all 3 cases of increasing 
number of objectives. Box-plot is used as the presentation 
tools as it displays also the summary of the whole result 
including the outliners. The results show the potential of the 
AIS-based many-objective optimization algorithm. 
 
  
Artificial Immune Systems - ICARIS
ECAL 2013 872
Figure 1 C metric between NSGA-II and AIS
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The emerging field of computational immunology shows
great promise to advance immunological research. Simu-
lations of immunological systems provide a platform for in
silico experimentation, facilitating the formulation and eval-
uation of hypotheses.
A major challenge in this field, however, lies in param-
eterization, particularly in agent-based simulations. These
simulations contain many parameters (>50 is plausible),
many pertaining to aspects of immunology that either have
not or cannot be examined with current wet-lab technolo-
gies. Curve-fitting (e.g. linear regression) based-calibration
is tractable only for relatively simple simulations with few
parameters, and will not necessarily lead to biologically-
plausible parameter values (e.g., if the model is a bad rep-
resentation of the biology). For larger systems the current
state of the art is to calibrate by hand/eye, with some val-
ues based on wet-lab data or expert opinion, and the rest
on trial and error. Furthermore, it is typical to calibrate
simulations against data from only a single wet-lab exper-
iment. Although these data may comprise observations of
multiple cells/molecules/disease scores (termed responses),
given that a simulation is likely to be used to perform mul-
tiple novel experiments that have not been attempted in the
wet-lab, it still constitutes calibration against a single data-
point (single experiment). Put another way, with so many
degrees of freedom there may be multiple points in parame-
ter space for which a simulation re-creates data from a single
experiment; a simulation calibrated in such a manner will
not necessarily be representative of the biology when used
for a different experiment. We propose that to have genuine
trust that they reliably capture the biology, immunological
simulations should be calibrated against multiple wet-lab ex-
periments.
Performing calibration of this magnitude by hand is in-
tractable, and as such we are investigating alternatives based
on automated multi-objective meta-heuristic search tech-
niques. Each wet-lab experiment used in calibration is
performed also in simulation. Each response from each
experiment is treated as an individual objective that the
search algorithm must align simulation behaviour with. The
search algorithm searches for parameter values that satisfy
all these constraints. We are developing this methodol-
ogy by calibrating ARTIMMUS, an existing simulation of
the murine autoimmune disease Experimental Autoimmune
Encephalomyelitis (Read, 2011), using NSGA-II (K Deb,
2002), a multi-objective search technique. ARTIMMUSs
hand-calibrated parameters have been shown to reflect the
in vivo disease dynamics of EAE (Read, 2011; Mark Read,
2012). ARTIMMUS comprises around 70 parameters, rep-
resenting a very large search space. In demonstrating proof
of principle of this technique we first calibrate a restricted
set of 8 key parameters (shown in figure 1c; all other pa-
rameters retain their previously calibrated values, see Read
(2011)), gradually increasing the range of permitted values
over which the search process may operate, and the number
of objectives.
Results are promising: figure 1a depicts previously cal-
ibrated simulation behaviour (left), and NSGA-IIs best at-
tempt at recreating it (right) (Tripp, 2013). The absolute
difference between target (hand-calibrated) values and those
obtained by NSGA-II are shown in figure 1b. This exper-
iment represents the most difficult problem setup that was
attempted. NSGA-II operated on 6 objectives, attempting to
match the peak numbers of CD4Th1, CD4Treg, CD8Treg,
the times at which these peaks occurred for CD4Th1 and
CD8Treg, and the number of CD4Th1 cells remaining at 40
days. The difficulty of this search problem must be empha-
sized, the 8 parameters being calibrated constitutes a sub-
stantial search space, and 6 objectives is a lot for a multi-
objective optimization algorithm such as this. Nonetheless,
the results are promising and further investigation, in par-
ticular incorporating dynamics from a second experiment,
is warranted. Interestingly, the search process highlighted
how disparate areas of search space could provide seem-
ingly well-aligned behaviours (termed local optima) when
calibrating against this one experiment. This highlights the
importance of more powerful calibration techniques: the ex-
istence of multiple local optima in immunological simula-
tions when calibrating against single experiments is prob-
lematic for reasons outlined above. Furthermore, if state-of-
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(a) Effector T cell population sizes within the simulation over time. Left, the hand-calibrated simulation dynamics. Right, the
result of NSGA-II calibrating ARTIMMUS parameters and recreating hand-calibrated dynamics
response CD4Th1P CD4TregP CD8TregP CD4Th1T CD8TregT CD4Th140
abs difference 47.0 76.0 55.0 5.0 0.0 0.0
(b) The absolute difference in values between hand calibrated response values, and those resulting from NSGA-II. Response
names ending in ‘P’ denote peak population sizes, ‘T’ denotes the time at which these peaks occur.
Parameter hand NSGA-II (183) range NSGA-LA (261)
CD4Th 40 30 0 - 100 43
CD4Treg 30 38 0 - 90 55
CD8Treg 30 47 0 - 90 50
Neurons 500 527 440 - 560 460
Microglia 75 106 15 - 135 117
DCs in LN 10 13 0 - 70 43
DCs in CNS 40 59 0 - 100 40
DCs in Spleen 100 72 40 - 160 109
(c) The parameters over which NGSA-II performs optimization. Hand calibrated and NSGA-II parameter values are given, as
are the ranges of values over which NSGA-II operated. The best solution found is labelled ‘NSGA-II’. DC, dendritic cells; LN,
lymph node; CNS, central nervous system. A sub-optimal, but good, result from NSGA-II (labelled ‘NSGA-LA’) is also given.
Fitnesses are shown in parentheses, and represent the sum of absolute differences between hand calibrated and NSGA-optimised
response values. Lower fitnesses represent better solutions.
Figure 1: The result from NSGA-II that most closely calibrated ARTIMMUS parameter values against the hand-calibrated
target values.
the-art automated methods with access to considerable com-
putational power are challenged by this calibration problem,
then those calibrating by eye and hand with trial and error
aught to be cautious.
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Abstract
Immunological algorithms are a kind of bio-inspired intelli-
gence methods which draw inspiration from natural immune
systems. The problem-solving performance of immunologi-
cal algorithms mainly lies on the utilization of learning (i.e.
mutation) operators. In this paper, nine different learning op-
erators in a standard immune algorithmic framework are in-
vestigated. These learning operators consist of eight exist-
ing operators and a newly proposed search direction based
operator. Experiments are conducted based on nine variants
of immunological algorithms that use different learning op-
erators. Simulation results on a large number of benchmark
optimization problems give a deep insight into the character-
istics of these operators, and further verify that the proposed
new learning operator can greatly improve the performance
of immunological algorithms.
Introduction
Many difficulties such as dimensionality, differentiabili-
ty and multimodality are associated with the optimization
of large scale problems. To address such problems, bio-
inspired intelligence algorithms (Da Silva Santos et al.,
2010; Gao, 2012) have attracted more and more interest,
among which the immunological algorithm (IA) is a par-
ticular class of optimization methods inspired by the basic
features of adaptive immune response to antigenic stimu-
lus. Most IAs mimic the metaphors of clonal selection prin-
ciple (de Castro and Zuben, 2002), hypermutation (Freitas
and Timmis, 2007), receptor editing (Gao et al., 2007) and
lateral interaction effect (Whitbrook et al., 2007), providing
a promising search mechanism by exploiting and exploring
the solution space in parallel and effectively (Dasgupta et al.,
2011). The main unique property of IAs is the utilization of
the clonal proliferation, and the clonal selection which re-
turns promising solutions acquired in the learning process.
It is evident that IAs possess good features of maintaining
population diversity, and capability of allocating multiple
optimal solutions (Haktanirlar Ulutas and Kulturel-Konak,
2011). Although IAs have achieved good performance in
solving various kinds of practical problems, such as dig-
ital signal processor (Mitra and Venayagamoorthy, 2010),
nonlinear classification (Ozsen et al., 2009), fault diagno-
sis (Hao and Sun, 2007), etc, their performance is limited in
solving optimization problems (McEwan and Hart, 2009).
Compared with other bio-inspired algorithms, such as the
well-known evolutionary computation (Yao and Xu, 2006),
IAs still greatly suffer from the issues of stagnation and s-
low convergence. The reason seems to be that the learn-
ing capacity (involving hypermutation and receptor editing)
has not been fully exploited, i.e., no sophisticated learning
operator can be found in the literature (Jansen and Zarges,
2011). Based on the above consideration, we review and an-
alyze the existing learning operators commonly used in IAs,
and propose a new search direction based learning opera-
tor (Lsd) to encourage the antibodies to utilize the informa-
tion of its surrounding antibodies, by means of moving the
antibody toward the nearby antibodies with higher affinities
and meanwhile away from the antibody with lower affinities.
Therefore, the Lsd operator can not only evolve antibodies
into promising search areas to accelerate convergence speed,
but also prevent antibodies from entering undesired regions
to jump out of local optimal solutions. The experiments of
using all learning operators in IAs are conducted based on
a large number of benchmark numerical optimization prob-
lems. The results show the characteristics of each learning
operator, and further indicate that the proposed Lsd operator
manipulates the best performance.
Immunological algorithm
To investigate the effect of learning operators, a standard
immunological algorithm framework (called IA) is utilized
(de Castro and Zuben, 2002; Kelsey and Timmis, 2003). I-
A evolves a population of antibodies (B cells) towards a
global optimum through a process of evaluation, cloning,
learning (i.e. mutation) and selection. The evaluation proce-
dure computes the affinity function values for all antibodies.
Affinity is an important measure to represent the fitness of
antibody to antigen. For a minimization optimization prob-
lem, higher affinity values of antibodies correspond to better
solutions for the problem needed to be solved. The cloning
proliferation is a mitotic procedure whereby the cells divide
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themselves, creating a set of clones identical to the paren-
t cell. Generally, the proliferation rate is directly propor-
tional to the affinity level. The learning procedure (involv-
ing hypermutation or receptor editing) performs the explo-
ration and exploitation within solution search space, guid-
ing antibodies to the global optimum. It plays a key effect
on the search performance of the algorithm. The selection
procedure picks up the antibodies with higher affinities and
meanwhile eliminates those with lower affinities to reduce
the computational complexity.
From the perspective of optimization, a learning operator
L mutate a candidate solution Ab = (x1, x2, ..., xD) to a
trial one Ab′ = L(Ab) = (x′1, x
′
2, ..., x
′
D), where D is the
dimension of the problem. In the literature, there are several
learning operators commonly used in IA. They are summa-
rized in the following.
• Gaussian mutation Lgs(Yao et al., 1999; de Castro and
Timmis, 2002; Xu and Zhang, 2007; Khilwani et al.,
2008; Song et al., 2006; Woldemariam and Yen, 2010):
Ab′ = Ab+ αN(0, 1), where N(0, 1) is a random Gaus-
sian number generated by the Gaussian function given as
fGaussian(x) =
1√
2pi
e−
x2
2 , and α controls the learning
intensity imposed on the antibodies.
• Cauchy mutation Lcy (Yao et al., 1999; Xu and Zhang,
2007; Khilwani et al., 2008): Ab′ = Ab+αδk, where δk is
a Cauchy random variable with the scale parameter t = 1
and satisfies the density function fCauchy(x) = tpi(t2+x2) .
• Static Hypermutation Lh1 (Cutello et al., 2004; Gong
et al., 2008): the number of mutations is independent from
the affinity of the antibody. That is to say, Ab′ will under-
go a constant number c of mutation times. Each muta-
tion act on Ab is implemented through replacing a certain
number of Ab at a random dimension with a random inte-
ger between 0 and 9 (Gong et al., 2008).
• Proportional Hypermutation Lh2 (Cutello et al., 2004):
the number of mutations is proportional to the normalized
affinity value, that is, fˆ(Ab)× c×D, where fˆ(Ab) is the
normalized affinity distributed in the interval of [0, 1]. c is
a constant number, representing the maximum mutation
intensity.
• Inversely proportional hypermutation Lh3 (Cutello et al.,
2004, 2005, 2006): the number of mutations is inverse-
ly proportional to the normalized affinity value, i.e., the
higher affinity of an antibody, the less times of mutations
will be carried out on it. It is reasonable to make such
an inverse choice, since better antibodies usually contain
more useful information for evolution. Too many muta-
tions might have higher probability to destroy these infor-
mation, thus depressing the learning performance.
• Hypermacromutation Lm (Cutello et al., 2004): the num-
ber of mutations is independent from the affinity and the
parameter c. Instead, the operator mutates at most j−i+1
values in the interval of [i, j], where two randomly gener-
ated integers i and j satisfy the condition of i < j ≤ D.
• Lateral interaction mutation Lli (Cutello et al., 2006;
Pavone et al., 2011): in addition to hypermutation and re-
ceptor editing, the lateral interaction during different anti-
bodies also takes place according to the idiotypic network
theory (Gao et al., 2008). In other words, each paratope
on an antibody can not only recognize a foreign antigen,
but also can be recognized by external idiotopes. Motivat-
ed by this mechanism, similar to the crossover operator in
evolutionary computation, an antibody is attracted by oth-
er antibodies, i.e., Ab′i = (1 − β) × Abi + βAbj , where
Abj ̸= Abi is a randomly selected antibody in the popu-
lation.
• Baldwinian learning Lbl (Gong et al., 2010): learning
mechanism can provide an easy evolutionary path towards
co-adapted alleles in environments, by means of employ-
ing differential information during other antibodies. It is
realized as Ab′i = Abi+ s× (Abj −Abk) in a probability
of p, where i ̸= j ̸= k, Abj and Abk are randomly select-
ed from the population, and s represents the Baldwinian
learning strength.
Intuitively, all the above eight learning operators are able
to evolve antibodies to matured ones in semi-blind manner-
s, although some of the matured ones might possess lower
affinities. However, as the parallel feature of the immune
algorithm, there did exist a probability of making progress
to improve the affinity of antibodies. After the clonal selec-
tion progress, the most improved antibodies are reserved and
enter into the next generation of evolution.
Search direction based learning operator
Even though the above learning operators used in IA can ex-
plore/exploit the solution space in an effective manner, as
we observed, they are not fully developed from the aspect of
utilizing the information in environment. In Fig. 1, we sum-
marized the characteristics of the learning operators. The
solid rectangle S show the solution space of the optimization
problem. The dashed circles denote contour lines of affini-
ty, and the inner circles indicate that they represent higher
affinities than the outer ones.
From Fig. 1, we can notice that the learning mechanism-
s used in (1)-(6) on the antibody Ab only utilize random
perturbation on the antibody itself, while those in (7)-(8)
make use of information in the environment. As reported
in (Cutello et al., 2006; Gong et al., 2010), learning from the
environment provides an encouraging alternative method,
probably a more easy way to achieve better search perfor-
mance. In details, the mechanism in (7) uses the informa-
tion of a randomly selected antibodies in the population to
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guide the current search. A successful guide is strongly de-
pending on the quality of the selected guiding antibody Abj ,
implying that there must be amount of redundant search if
the guiding antibody is far away from the global optimal
solution. Instead, the mechanism in (8) utilizes the differen-
tial information between two other antibodies Abj and Abk
in the population. The learning acting on this differential
information might have ability to use the mutual beneficial
components, thus exhibiting more promising properties for
searching.
Based on the above analysis, we can find that the mecha-
nisms used in (7) and (8) don’t use any measurable knowl-
edge from the population, i,e, the guiding antibodies (Abj
andAbk) are randomly selected without any relevance of the
current antibodyAb, therefore hindering the effectiveness of
the learning performance. In view of the limitations of the
above learning operators, we propose a new search direction
based learning operator Lsd, not only to provide another al-
ternative mutation method, but also aiming to achieve a bet-
ter search capacity. The Lsd is formulated in Eqs. (1)-(3):
In these equations, ∆repulsion and ∆attraction are repul-
sion and attraction effect on Abi respectively. In a single
learning procedure of Lsd, if a randomly selected guiding
antibody Abj whose affinity is lower that the base antibody
Abi, then the repulsion effect will be implemented with a
probability of pr, for the purpose of preventing the base an-
tibody from entering undesired region of the search space.
On the other hand, the attraction effect takes place with a
probability of pa when the affinity of the selected guiding
antibody Abk is higher, thus enhancing the capacity of ex-
ploiting the promising regions of the search space. In addi-
tion, to improve the randomness of the learning mechanism,
the attraction and repulsion scaling factors α1 and α2 are set
as random numbers generated in the interval [0, 1]. From Eq.
(3), it is clear that the search direction of the base antibody is
guided to move towards the regions with higher affinity, and
meanwhile away from the regions with lower affinity, thus
enabling the algorithm to possess better exploitation capaci-
ty and the ability of jumping out of local optimum.
Experimental results and discussions
The computational progresses of nine learning operators
used in IA described above have been implemented in C++
program under Visual Studio 2010. In order to evaluate the
performance of the proposed Lsd learning operator, it is val-
idated using some well-known benchmark numerical opti-
mization problems obtained from the literatures (Yao et al.,
1999; Cutello et al., 2006; Gong et al., 2010). Table 1 lists
the details of the benchmark functions. f1−f5 are unimodal
functions which are relatively easy to be optimized, but the
difficulty increases as the dimension size increases. f6 is the
step function, while f7 is a noisy quartic function. f8 − f13
are multimodal functions with plenty of local minima which
represent the most difficult class of problems for many op-
timization algorithms; f14 − f23 is a multimodal function
with only a few local optima. The different type of bench-
mark functions test the searching ability of learning opera-
tors from different aspects, that is, unimodal functions trend
to reflect the convergence speed of the opearator in a direc-
t manner, while multimodal functions are likely to estimate
the operator’s capacity of escaping from local optima.
Owing to the random nature of the IA and the learning
operators, to evaluate the performance of each learning op-
erator, their performance cannot be judged by the result of a
single run. Many trials with independent population initial-
ization should be made to obtain a useful conclusion of the
performance of the approach. Therefore, in this study the
results are obtained in 30 trials. In the experiment, the user-
defined parameters are set as follows: the population size is
set to be 30, the clone size is 5. It is worth mentioning that
we use equal cloning strategy in this study to reduce the in-
fluences of cloning operator. By doing so, each antibody in
the population has the same probability to undergo the learn-
ing mechanism, thus we can make a direct comparison of
the performance during all learning operators. In addition,
the termination condition of the algorithm is set to be that
when the maximum number of function evaluations reaches
150000. Fig. 2 depicts the sketch of the Sphere function f1
when its dimension D is set to be 2, and the corresponding
convergence graphs of each learning operator. It is obvious
that, for such unimodal function, all learning operators can
evolve the antibodies effectively. In particular, the learning
operator Lsd possesses the fast learning speed and the most
precise solution.
To further demonstrate the effectiveness and robustness
of the proposed Lsd, all learning operators are carried out
on all tested 23 benchmark functions. One of the effective
strategies to perform a comparative study between the vari-
ants of IAs is to use the oracle-based view of computation
(Wolpert and Macready, 1997). Based on this method, the
best solution should be found within a certain number of
function evaluations. Herein, the best values can be used for
comparison because of the equal number of function eval-
uation for all operators in all cases. To make an intuitive
comparison during the variants, the results of best run are
normalized between 0 and 1, therefore the worst and best
values of each best solution are changed to 0 and 1, respec-
tively. The normalized results for all benchmark functions
are presented in Table 2. To achieve a general conclusion
based on the oracle-based view, three kinds of the sum of
scores and rank of each learning operator are presented in
this table. The symbol
∑
u denotes the sum of scores on
unimodal function f1− f5, while∑m is the sum on multi-
modal functions f8 − f13.
∑
represents the total sum on all
tested benchmark functions. At first glance, it is clear that
the learning operator Lsd works very well because it has the
best performance with the score of 22.940 to 23, and has a
rank of 1 among 9 operators. Furthermore, as the
∑
u of
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Figure 1: The learning characteristics of all nine operators.
Lsd is 4.941 which is also the best one among all operators,
thus confirming that Lsd has a fastest convergence speed for
unimodal functions. On the other hand, the biggest value
of
∑
m of Lsd also verifies the capability of escaping from
local optimum for multimodal functions.
Based on Table 2, there are some remarks should be em-
phasized concerning all learning operators. The first six
learning operators mutate the base antibody only utilizing
random perturbation, while the last three ones make use of
information in the population either semi-blind or search di-
rection based. The population information utilization based
learning operators have ranks of 1, 2, 3, significant better
than the others, suggesting that the interaction of informa-
tion in the population is likely to improve the search per-
formance. Thus, we can conclude that the former operators
mainly act as the exploitation in the search space, while the
latter ones mainly employed as exploration. In the further,
it is a promising research direction to combine one of for-
mer six operators with the one of latter ones, and it can be
expected to achieve a better performance.
Conclusions
In this paper, we made a comprehensive study on the learn-
ing operators used in the immunological algorithms. Nine
different learning operators, maturing the antibody either by
utilizing random perturbation or by utilizing the guiding in-
formation from other antibodies, are implemented and ana-
lyzed. In view of the limitations of the existing operators,
the newly proposed search direction based learning mecha-
nism can not only attract the antibody to promising regions
in search space, but also preventing from entering undesired
regions by means of the information contained in the anti-
bodies with worse affinities. Experimental results on a large
number of benchmark numerical optimization problems ver-
ified the effectiveness and robustness of Lsd, suggesting that
the useful information during the whole population should
be sufficiently utilized to improve the search performance of
the algorithm.
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Table 1: Benchmark problems used in the experiments.
Function Definition Dim. Domain S fmin
f1(X) =
∑n
i=1 x
2
i 30 [−100, 100]n 0
f2(X) =
∑n
i=1 |xi|+
∏n
i=1 |xi| 30 [−10, 10]n 0
f3(X) =
∑n
i=1(
∑i
j=1 xj)
2 30 [−100, 100]n 0
f4(X) = max{|xi|, 1  i  n} 30 [−100, 100]n 0
f5(X) =
∑n−1
i=1 [100(xi+1 − x2i )2 + (xi − 1)2] 30 [−30, 30]n 0
f6(X) =
∑n
i=1(⌊xi + 0.5⌋)2 30 [−100, 100]n 0
f7(X) =
∑n
i=1 ix
4
i + random[0, 1) 30 [−1.28, 1.28]n 0
f8(X) =
∑n
i=1−xisin(
√|xi|) 30 [−500, 500]n -12569.5
f9(X) =
∑n
i=1[x
2
i − 10cos(2pixi) + 10] 30 [−5.12, 5.12]n 0
f10(X) = −20exp(−0.2
√
1
n
∑n
i=1 x
2
i )
−exp( 1n
∑n
i=1 cos(2pixi)) + 20 + e 30 [−32, 32]n 0
f11(X) = 14000
∑n
i=1 x
2
i −
∏n
i=1 cos(
xi√
i
) + 1 30 [−600, 600]n 0
f12(X) = pin{10sin2(piy1) +
∑n−1
i=1 (yi − 1)2[1 + 10sin2(piyi+1)]
+(yn − 1)2}+
∑n
i=1 u(xi, 10, 100, 4), 30 [−50, 50]n 0
yi = 1 +
1
4 (xi + 1)
u(xi, a, k,m) =
 k(xi − a)
m, xi > a
0, −a ≤ xi ≥ a
k(−xi − a)m, xi < −a
f13(X) = 0.1{sin2(3pix1) +
∑n−1
i=1 (xi − 1)2[1 + sin2(3pixi+1)]
+(xn − 1)[1 + sin2(2pixn)]}+
∑n
i=1 u(xi, 5, 100, 4) 30 [−50, 50]n 0
f14(X) = [ 1500 +
∑25
j=1
1
j+
∑2
i=1(xi−aij)6
]−1 2 [−65.536, 65.536]n 1
f15(X) =
∑11
i=1[ai − xi(b
2
i+bix2)
b2i+bix3+x4
]2 4 [−5, 5]n 0.0003075
f16(X) = 4x21 − 2.1x41 + 13x61 + x1x2 − 4x22 + 4x42 2 [−5, 5]n -1.0316285
f17(X) = (x2 − 5.14pi2x21 + 5pix1 − 6)2 + 10(1− 18pi cosx1 + 10 2 [−5, 10]× [0, 15] 0.398
f18(X) = [1 + (x1 + x2 + 1)2(19− 14x1 + 3x21 − 14x2 + 6x1x2 + 3x22)]×
[30 + (2x1 − 3x2)2(18− 32x1 + 12x21 + 48x2 − 36x1x2 + 27x22] 2 [−2, 2]n 3
f19(X) = −
∑4
i=1 ciexp[−
∑3
j=1 aij(xj − pij)2] 3 [0, 1]n -3.86
f20(X) = −
∑4
i=1 ciexp[−
∑6
j=1 aij(xj − pij)2] 6 [0, 1]n -3.32
f21(X) = −
∑5
i=1[(X − ai)(X − ai)T + ci]−1 4 [0, 10]n -10.1422
f22(X) = −
∑7
i=1[(X − ai)(X − ai)T + ci]−1 4 [0, 10]n -10.3909
f23(X) = −
∑10
i=1[(X − ai)(X − ai)T + ci]−1 4 [0, 10]n -10.53
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Table 2: Normalized statistical results of learning operators, Lgs, Lcy , Lh1, Lh2, Lh3, Lm, Lli, Lbl, Lsd for the benchmark
problems.
Function Lgs Lcy Lh1 Lh2 Lh3 Lm Lli Lbl Lsd
f1 0.856 0.901 0.285 0.000 0.800 0.915 1.000 1.000 1.000
f2 0.000 0.785 0.567 0.234 0.965 0.865 0.999 1.000 1.000
f3 0.000 0.235 0.245 0.345 0.657 0.768 0.987 1.000 1.000
f4 0.000 0.324 0.156 0.000 0.483 0.481 0.925 1.000 0.956
f5 0.000 0.124 0.000 0.235 0.210 0.454 0.768 0.923 0.985
f6 0.125 0.248 0.000 0.000 0.358 0.405 0.567 0.999 1.000
f7 0.450 0.500 0.000 0.000 0.146 0.056 0.679 0.956 1.000
f8 0.235 0.167 0.250 0.000 0.580 0.375 0.788 0.876 1.000
f9 0.000 0.056 0.120 0.000 0.450 0.734 0.567 0.752 1.000
f10 0.125 0.450 0.045 0.000 0.236 0.678 0.458 1.000 0.999
f11 0.250 0.467 0.000 0.011 0.235 0.385 0.572 0.750 1.000
f12 0.000 0.450 0.245 0.000 0.560 0.476 0.877 0.999 1.000
f13 0.258 0.782 0.000 0.000 0.450 0.359 0.578 0.974 1.000
f14 0.856 0.978 0.450 0.000 0.874 0.385 0.683 0.999 1.000
f15 0.784 0.654 0.000 0.000 0.487 0.530 0.976 0.965 1.000
f16 0.460 0.750 0.000 0.674 0.576 0.045 0.956 0.999 1.000
f17 0.470 0.865 0.000 0.000 0.430 0.012 0.995 0.999 1.000
f18 0.956 1.000 0.385 0.000 0.450 0.755 0.999 0.999 1.000
f19 0.845 0.999 0.568 0.000 0.450 0.785 1.000 1.000 1.000
f20 0.864 0.968 0.452 0.000 0.969 0.704 0.933 0.999 1.000
f21 0.765 0.742 0.000 0.011 0.345 0.358 1.000 1.000 1.000
f22 0.875 0.785 0.075 0.000 0.550 0.340 1.000 1.000 1.000
f23 0.920 0.965 0.105 0.000 0.568 0.285 1.000 1.000 1.000∑
u 0.856 2.369 1.253 0.814 3.115 3.483 4.679 4.923 4.941∑
m 0.868 2.372 0.660 0.011 2.511 3.007 3.840 5.351 5.999∑
10.094 14.195 3.948 1.510 11.829 11.150 19.307 22.189 22.940
Rank 7 4 8 9 5 6 3 2 1
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Abstract 
The negative database (NDB) is the negative representation of 
original data. Existing work has demonstrated that NDB can be 
used to preserve privacy and hide information. However, most 
work about NDB is based on binary representation. In some 
applications which are naturally descripted in real-valued 
space, the binary negative database is hard to be applied 
appropriately. Therefore, the real-valued negative database is 
proposed in this paper, and reversing the real-valued negative 
database is proved to be an NP-hard problem. Moreover, an 
effective algorithm for generating real-valued negative 
databases is given. Finally, an example of applying the real-
valued negative database to the privacy-preserving data 
publication is descripted, and it shows that the real-valued 
negative database is valuable in practice. 
Introduction 
Nowadays, databases have become basic tools for storing 
data. As the privacy of data is widely concerned, the 
techniques which can preserve privacy while keeping the 
database services available are urgently needed. Traditional 
databases store the data with the form what it actually is. This 
way is called the positive representation of data, and the 
databases are called positive databases. The privacy of 
traditional databases is easy to be revealed when the databases 
are leaked. Although some cryptography methods can be 
applied to the positive databases, it is time-consuming to 
encrypt every entry in the databases and the encrypted 
databases cannot support basic database operations efficiently. 
Another way is to control the access of the positive database, 
but this way cannot eliminate all the security risks as there 
may be some internal attacks.  
The negative database, which is inspired by Natural 
Immune System, was proposed by Esponda and his colleagues 
(Esponda et al., 2004a; Esponda et al., 2004b; Esponda et al., 
2005; Esponda et al., 2007a; Esponda et al., 2009). In contrast 
to traditional databases, the negative database only stores the 
information in the complementary set of the original data. 
This way is called the negative representation of data. It has 
been proved that reversing the negative database with the 
binary representation (i.e. recovering the corresponding binary 
positive database) is NP-hard (Esponda et al., 2004b; Esponda 
et al., 2009). Therefore, the binary negative database could be 
employed to protect data privacy. Some algorithms for 
generating binary negative databases from binary positive 
databases have been proposed, such as the prefix algorithm 
(Esponda et al., 2004b; Esponda et al., 2009), the RNDB 
algorithm (Esponda et al., 2004b; Esponda et al., 2009), the q-
hidden algorithm (Jia et al., 2005; Esponda et al., 2007a) and 
the hybrid-NDB algorithm (Liu et al., 2011). Furthermore, 
some basic operations upon the negative database have been 
proposed, such as the negative Cartesian product, negative 
join and negative intersection (Esponda et al., 2004a; Esponda 
et al., 2005; Esponda et al., 2007b).  
So far, most work about the negative database is based on 
the binary representation. However, in some applications 
which are naturally descripted in real-valued space, the 
negative database with the binary representation is not 
appropriate. Therefore, the real-valued negative database is 
proposed in this paper. 
The negative database has already been introduced to some 
applications such as privacy preserving (Esponda et al., 
2004b; Esponda et al., 2007a; Esponda et al., 2009), sensitive 
data collection (Esponda, 2006; Horey et al., 2007) and 
authentication (Dasgupta and Azeem, 2007; Dasgupta and 
Azeem, 2008). In this paper, an example of applying the real-
valued negative database to the privacy-preserving data 
publication is given. This example demonstrates that the real-
valued negative database is appropriate for the privacy-
preserving data publication.   
Existing Work about Negative Databases 
The negative database (NDB) was proposed by Esponda and 
his colleagues (Esponda et al., 2004a; Esponda et al., 2004b). 
Presently, most negative databases are based on the binary 
representation. The details of the binary negative database 
are descripted as follows (Esponda et al., 2004b; Esponda 
et al., 2009). 
Assume the original data is a database which consists of n 
entries, i.e. DB = {x1, x2, … , xn}, and each entry in DB is a 
binary string with length m. The universal set is U = {0, 1}m. 
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The complementary set of DB is denoted as U-DB, and the 
negative database NDB only stores the elements that belong to 
U-DB.  As there are usually too many binary strings belong 
to NDB, a “don‟t care” symbol „*‟ is introduced to compress 
NDB to a reasonable size. Each entry in NDB is a string 
defined upon the alphabet {0, 1, *} with length m. The 
positions with value 0 or 1 are called specified positions, and 
those with symbol „*‟ are called unspecified positions. The 
symbol „*‟ represents 0 or 1 at a given position. If all the 
entries in U-DB are covered by NDB, NDB is said to be 
complete. Any binary string s is said to be matched with (or 
covered by) an entry y in NDB if and only if the value at each 
position of s is identical to that of y or the corresponding 
value of y is „*‟. With the unspecified value „*”, multiple 
different negative databases can be generated from the same 
positive database.  
It has been proved that reversing the binary negative 
database (i.e. recovering the corresponding binary positive 
database) is an NP-hard problem (Esponda et al., 2004b; 
Esponda et al., 2009). If reversing a negative database is 
computationally infeasible, the negative database is said to be 
hard-to-reverse, otherwise it is said to be easy-to-reverse.  
Some algorithms for generating the binary negative 
database from a binary positive database have been proposed. 
The prefix algorithm (Esponda et al., 2004b; Esponda et al., 
2009) is the first algorithm for generating binary negative 
databases, and it is compact and efficient. The binary negative 
database generated by the prefix algorithm is complete but 
easy-to-reverse. In order to overcome this shortcoming, the 
RNDB algorithm (Esponda et al., 2004b; Esponda et al., 2009) 
was proposed. The RNDB algorithm embeds some random 
factors for generating binary negative databases which are 
possibly hard-to-reverse. However, the hard-to-reverse 
property of the binary negative databases generated by the 
RNDB algorithm could not be guaranteed, and the size of 
those binary negative databases could be too large. The q-
hidden algorithm (Jia et al., 2005; Esponda et al., 2007a) was 
proposed for the binary positive databases that contain only 
one entry, and it is very efficient. The generated binary 
negative databases are not complete, but hard-to-reverse on 
average. The hybrid-NDB algorithm (Liu et al., 2011) 
combines the prefix algorithm with the q-hidden algorithm to 
generate binary negative databases that are both complete and 
hard-to-reverse on average. It is noted that the “hard-to-
reverse” property mentioned here means that the SAT solvers 
with local search strategy (e.g. WalkSAT (Selman et al., 
1995)) could not reverse the negative databases on average. 
In real-world applications, real-valued databases are often 
used. However, it is not convenient to employ the binary 
negative database to represent a real-valued database. 
Therefore, the real-valued negative database is studied in this 
paper. It is noted that earlier work about the negative database 
is the negative selection algorithm (Forrest et al., 1994; Ji and 
Dasgupta, 2007). The binary negative database is closely 
related to the negative selection algorithm with the binary 
representation (Forrest et al., 1994; Ji and Dasgupta, 2007), 
while their objectives and generation algorithms are obviously 
different. Hence, the real-valued negative database is also 
related to (but different from) the negative selection algorithm 
with the real-valued representation (González et al., 2003; Ji 
and Dasgupta, 2004; Ji and Dasgupta, 2006; Ji and Dasgupta, 
2007). 
The Real-Valued Negative Database 
Assume real-valued positive database (DB) contains n entries, 
i.e. DB = {x1, x2, …, xn}. There are m attributes {R1, R2, …, 
Rm} in DB, and the domain of each attribute Rk (k = 1…m) is 
Ik = [lk, uk]. lk is the lower bound and uk is the upper bound. 
The bounds lk and uk are both real values, i.e. lk  R, uk  R. 
Each entry xi (i =1…n) is a vector of m real values, and each 
value xi[k] (k = 1…m) belongs to the domain of kth attribute, 
i.e. xi[k]  Ik.  
The real-valued negative database only stores the 
information that belongs to the complementary set of the real-
valued positive database. Since the instances covered by the 
real-valued negative database are usually too many to be 
presented exactly, intervals are introduced to compress them.  
Suppose a is an entry with m real values, and v is an entry 
with m intervals. Entry a is matched with (or covered by) 
entry v if and only if following condition is satisfied. 
          a[k]  v[k],  k = 1, 2, …, m            (1) 
Based on above matching rule, the real-valued negative 
database for DB can be defined as follows. 
Definition 1. (Real-Valued Negative Database) Giving the 
real-valued positive database DB and the universal set U = 
I1I2 … Im, the real-valued negative database (RvNDB) for 
DB is a compressed representation of UDB. Each entry in 
RvNDB consists of m intervals, and does not cover any entries 
in DB.  
If RvNDB covers the whole complementary set of DB, 
RvNDB is said to be complete. Otherwise, RvNDB is said to 
be incomplete. A simple database query can be processed 
directly upon the real-valued negative database. For any s (a 
vector with m real values), if it is covered by RvNDB, it does 
not belong to DB; if s is not covered by RvNDB and RvNDB is 
complete, it belongs to DB. 
As any two entries in the real-valued negative database may 
intersect with each other, one real-valued positive database 
can be mapped to multiple real-valued negative databases. An 
example is given in table 1. 
Table 1. An example of RvNDBs 
DB NDB1 NDB2 
0.2, 0.8 [0, 0.2), [0, 1.0] [0, 0.2), [0.8, 1.0] 
 [0.21, 1.0], [0, 1.0] [0.21, 1.0], [0.8, 1.0] 
 [0, 1.0], [0, 0.8) [0, 1.0], [0, 0.8) 
 [0, 1.0], [0.81, 1.0] [0, 1.0], [0.81, 1.0] 
Notes: There are two attributes in DB. The domains of the two attributes 
are both [0, 1.0].  
The NP-Hard Property of RvNDBs 
In this section, reversing the real-valued negative database 
(RvNDB) is proved to be an NP-hard problem. The proofs are 
Artificial Immune Systems - ICARIS
885 ECAL 2013
similar to the work in (Esponda et al., 2004b; Esponda et al., 
2009). Based on the hardness of reversing the real-valued 
negative database, the real-valued negative database can be 
used to preserve privacy. 
Problem 1. Is the positive database of RvNDB non-empty? 
That is, is there any entry that is not covered by RvNDB? 
Problem 2. Can RvNDB be reversed to obtain the entries in 
the corresponding positive database? That is, can any entry 
that is not covered by RvNDB be found? 
Lemma 1. Problem 1 is NP. 
Proof. Giving any entry w which consists of m real values, if 
an algorithm can check whether it is the solution in 
polynomial time, problem 1 is NP. Obviously, the complexity 
of checking whether the entry w is matched with (or covered 
by) an entry yi in RvNDB is O(m) (m is the number of 
attributes). Then the complexity of checking whether RvNDB 
covers the entry w is O(m|RvNDB|) (|RvNDB| is the number of 
entries in RvNDB). Therefore, checking whether an entry w is 
the solution of problem 1 can be done in O(m|RvNDB|), and 
problem 1 is NP.  
Lemma 2. Any CNF-SAT instance  can be converted to a 
real-valued negative database RvNDB. 
Proof. Giving any CNF-SAT instance  with n clauses and m 
variables x1, x2, …, xm,  = C1C2…Cn, a real-valued 
negative database RvNDB = {y1, y2, …, yn} with m attributes 
and n entries can be constructed as follows.  
(1) Divide the domain of each attribute into two segments: [lk, 
pk) and [pk, uk] (k = 1, 2, …, m). Then encode three 
intervals as follows. 
                 
 
 
, 0
, 1
*
k k
k k
k
l p
p u
I
 


 
                (2) 
As the interval Ik covers both interval [lk, pk) and [pk, uk], 
the symbol „*‟ represents either 0 or 1.  
(2) Each clause Ci is mapped to an entry yi of RvNDB, and a 
binary negative database denoted as eNDB = {e1, e2, …, 
en} is constructed according to RvNDB. 
(a)  If the kth variable is presented as xk in Ci, [lk, pk) is 
assigned to yi[k], and ei[k] is set as 0.  
(b)  If the kth variable is presented as kx  in Ci, [pk, uk] 
is assigned to yi[k], and ei[k] is set as 1. 
(c)  If the kth variable does not appear in Ci, Ik is 
assigned to yi[k], and ei[k] is set as „*‟. 
After all the clauses of the CNF-SAT instance are mapped 
to entries, the real-valued negative database RvNDB denoted 
with intervals is constructed. The database eNDB is the 
binary form of RvNDB, and they can be converted to each 
other easily. The eNDB has the same structure with the binary 
negative database defined in (Esponda et al., 2004b; Esponda 
et al., 2009).  
Lemma 3. Any entry in eNDB is not the true assignment of 
.  
Proof. Obviously, if assign ei[k] (k = 1…m) to the kth variable 
xk, the entry ei is not a true assignment of Ci. Because each 
entry in eNDB cannot satisfy at least one clause of , it is not 
the true assignments of . 
Lemma 4. Each true assignment of the CNF-SAT instance  
corresponds to a real-valued entry not covered by RvNDB, 
and vice versa. 
Proof. For any true assignment a of the CNF-SAT instance , 
as every clause of  is satisfied by a and every entry in eNDB 
is not the true assignment of , at least one bit of a is different 
from each entry in eNDB. That is to say, a is not covered by 
eNDB. According to equation 2, the assignment a can be 
converted to an entry v that consists of intervals, and 
obviously the entry v is not covered by RvNDB.  
For any entry w consists of m real values and not covered 
by any entries in RvNDB, it could be encoded to a binary 
string a as follows. 
0 [ ] [ , )
[ ] , 1,2,...,
1 [ ] [ , ]
k k
k k
w k l p
a k k m
w k p u

 

      (3) 
As w is not covered by any entry yi (i = 1, ..., n) in 
RvNDB, there is at least one attribute k that w[k] is not 
covered by yi[k], and the encoding result a[k] is different from 
ei[k] as well, i.e. a[k] = [ ]ie k . According to the encoding of 
RvNDB, if assign a[k] to xk, the clause Ci will be satisfied. 
Moreover, since w is not covered by all the entries in RvNDB, 
all the clauses in  are satisfied by a, and a is a true 
assignment of the CNF-SAT instance . 
Theorem 1. Problem 1 is NP-complete. 
Proof. According to lemma 4, the problem of checking the 
satisfiability of the instance  is equivalent to the problem 1 
for RvNDB. Furthermore, due to the instance  is chosen 
arbitrarily, any instance of the CNF-SAT can be converted to 
a special real-valued negative database. Therefore, problem 1 
is NP-complete. 
Theorem 2. Problem 2 is NP-hard. 
Proof. Based on lemma 1, 2, 3, 4 and theorem 1, this theorem 
is immediately proved.  
Generation Algorithm for RvNDBs 
Some generation algorithms for the binary negative database 
have been proposed (Esponda et al., 2004b; Jia et al., 2005; 
Esponda et al., 2007a; Esponda et al., 2009; Liu et al., 2011). 
Based on these generation algorithms, an algorithm for 
generating real-valued negative databases is proposed in this 
section.  
Giving a positive database DB = {x1, x2, …, xn}, and there 
are m attributes in DB. Each entry in DB is a vector of m real 
values. The procedure of the generation algorithm for the real-
valued negative database from DB is described as follows. 
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(1) Preprocessing: Divide the domains of attributes in DB, and 
convert DB to a real-valued database DBI which consists 
of intervals. 
(2) Encoding: Encode DBI to a binary positive database DB2. 
(3) Generating: Input DB2 to an algorithm for generating a 
binary negative database from the binary positive database 
such as the q-hidden algorithm or the prefix algorithm, 
and output a binary negative database NDB2.  
(4) Decoding: Decode NDB2 to a real-valued negative 
database RvNDB which consists of intervals. 
Phase 1: Preprocessing 
The preprocessing phase contains two processes: the dividing 
process and the converting process. In the dividing process, 
the domain of each attribute in DB is divided into several 
distinct intervals. In the converting process, the values of each 
entry in DB are converted to the intervals which they belong 
to.  
Dividing Process. The domain of each attribute in DB is 
divided to a set of intervals. For any k (k = 1…m), the interval 
set ,1 ,2 ,{ , , , }k k k k numP p p p , where numk is the number of 
intervals in Pk. 
The set Pk should be generated according to the 
requirements for real-life applications and satisfy following 
basic conditions. 
(1) The union of all the intervals in Pk equals to Ik, i.e. 
,1 ,2 ,k k k num kp p p I              (4) 
(2) The intersection between any two different intervals in Pk 
is the empty set, i.e. 
, , , 1k i k j kp p i j num               (5) 
(3) Since DB will be encoded to a binary database, ideally, the 
number of intervals in Pk should be the exponent of 2. 
 
 
Figure 1. An algorithm for dividing process 
Although the dividing process depends on the requirements 
of real-life applications, a simple algorithm is given in figure 
1. The algorithm in figure 1 equally divides each domain Ik (k 
= 1…m) into numk intervals. This algorithm can be applied to 
some applications such as the privacy-preserving data 
publication. 
Converting Process. According to above dividing process, 
DB can be converted to a real-valued positive database DBI 
which consists of intervals as follows.  
Let DBI = {t1, t2, …, tn}. For each entry xi (i = 1…n) in DB, 
the value of the kth (k = 1…m) attribute is converted to the 
interval which xi[k] belongs to in Pk, i.e. 
     ti[k] = pk, j    iff  xi[k]  pk, j          (6) 
Phase 2: Encoding 
In order to generate real-valued negative databases, the real-
valued positive database DBI is encoded to a binary database, 
and then an algorithm for generating negative databases from 
binary positive databases can be employed.  
For the kth (k = 1…m) attribute, since any two different 
intervals are not intersected with each other and the number of 
the intervals in Pk is the exponent of 2, it is easy to encode 
numk intervals in Pk as numk binary strings with length 
log2(numk). According to the encoding of intervals in Pk, the 
entries in DBI can be converted to binary strings. The details 
of the encoding phase are shown in figure 2.  
The algorithm shown in Figure 3 is used for generating the 
binary code from an integer. If the length of the binary code is 
less than l, some zeros will be attached after it. It follows that 
all the generated binary strings have the same length. In the 
encoding phase, this algorithm is employed to encode the 
intervals in Pk (k = 1…m) according to their indexes. 
 
 
Figure 2. The algorithm for encoding phase 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. Generating the binary code from an integer 
binaryCode(v, l) 
Input: an integer v and length l 
Output: a binary string str with length l  
   
1. i  1 
2. While i  l do 
3.      str[i]  v mod 2 
4.      v  v/2  
5.      i  i + 1 
Encode algorithm 
Input: DBI = {t1, t2, …, tn}, P = {P1, P2, …, Pm} 
Output: DB2 = {s1, s2, …, sn}  
1. For each entry ti (i = 1…n) in DBI do 
2.     For the kth (k = 1…m) attribute do 
3.         l  log2(numk) 
4.         If ti[k] is the jth interval in Pk then 
5.              si[k]  binaryCode(j1, l) Divide algorithm 
Input: I = {I1, I2, …, Im}, Num = {num1, num2, …, numm} 
Output: P = {P1, P2, …, Pm} 
 
1. For the kth (k = 1…m) attribute do 
2.     low  lk, unit  (uk lk)/numk 
3.     For i = 1 to numk1 do 
4.         up  low + unit  
5.         Add [low, up) to Pk 
6.         low  up 
7.     Add [low, uk] to Pk 
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Phase 3: Generating 
In the encoding phase, a binary database DB2 has been 
generated from the real-valued positive database DBI. In the 
generating phase, DB2 is inputted to an algorithm for 
generating negative databases from the binary positive 
database, such as the prefix algorithm (Esponda et al., 2004b; 
Esponda et al., 2009), the RNDB algorithm (Esponda et al., 
2004b; Esponda et al., 2009) and the q-hidden algorithm (Jia 
et al., 2005; Esponda et al., 2007a), and the generation 
algorithm outputs a binary negative database NDB2 = {z1, 
z2, …, zN}. 
Phase 4: Decoding 
In the generating phase, a binary negative database NDB2 is 
obtained from the binary positive database DB2. It is not 
convenient to use the binary negative database in the real-
valued space. Therefore, in the decoding phase, the binary 
negative database NDB2 is converted to a real-valued negative 
database RvNDB. 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. The algorithm for decoding phase 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. Decoding a string defined upon alphabet {0, 1, *} to a 
set of intervals 
The algorithm for the decoding phase is given in figure 4. 
Since the entries in NDB2 are defined upon the alphabet {0, 1, 
*}, and the symbol „*‟ represents either 0 or 1 at a given 
position, each entry may cover multiple strings of specified 
values (i.e. 0 and 1). An extra algorithm for decoding a string 
defined upon the alphabet {0, 1, *} to a set of intervals is 
given in figure 5.  
The algorithm in figure 5 enumerates every specified string 
which is covered by the string str, and converts these 
specified strings to intervals. Finally, the adjacent intervals in 
W are merged. 
Application to the Privacy-Preserving Data 
Publication 
As sensitive data has been involved in many applications 
nowadays, the privacy preserving of data has been widely 
concerned. The privacy-preserving data publication is a 
technique which can both preserve the privacy and maintain 
the utility of the published data. 
The data generalization is an important technique for 
protecting sensitive data and preserving privacy (Fung et al., 
2010). In the preprocessing phase of the generation algorithm 
for the real-valued negative database, the conversion from real 
values to intervals can be regarded as the generalization of 
real values, and the dividing of domains determines the 
generalized intervals. Therefore, when apply the real-valued 
negative database to the privacy-preserving data publication, 
the first phase can be replaced by some generalization 
techniques, such as some algorithms that can satisfy the k-
anonymity principle (Sweeney, 2002). Then, a real-valued 
negative database can be generated from the generalized 
positive database through the generation algorithm descripted 
in the former section.  
An example of applying the real-valued negative database 
to the privacy-preserving data publication is given as follows. 
The original data is shown in table 2. There are four attributes 
in the original positive database, and the attribute “Name” is 
the explicit identifier. The combination of attributes <Age, 
Postcode> is regarded as the quasi-identifiers. The sensitive 
attribute is “Salary”. The domains of the last three attributes 
(i.e. I(Age), I(Postcode) and I(Salary)) are divided as follows. 
I(Age) = [0, 150]  
Divided as: {[0, 20), [20, 40), [40, 70), [70, 150]}  
Encoded as: {00, 01, 10, 11}. 
I(Postcode) = [00000, 50000]  
Divided as: {[00000, 10000), [10000, 20000), [20000, 
30000), [30000, 50000]}  
Encoded as: {00, 01, 10, 11}. 
I(Salary) = [0, 100.0]  
Divided as: {[0, 10.0), [10.0, 20.0), [20.0, 50.0), [50.0, 
100.0] }  
Encoded as: {00, 01, 10, 11}. 
Table 2. The original database 
Name Age Postcode Salary (k$) 
Alice 16 21000 5.5 
Bob 10 25000 65.0 
John 55 16000 50.5 
Bill 62 11000 25.3 
David 42 13000 15.5 
Extend_Pattern(str, Pk) 
Input: A string str defined upon alphabet {0, 1, *}, and Pk 
Output: A set W of intervals which is decoded from str 
 
1. Initialize W as the empty set 
2. Set Bp as the unspecified positions of str 
3. For every possible assignment T of Bp do 
4.     Let str be the same with str but the unspecified 
positions are assigned according to T 
5.     Let temp be the decimal value of str 
6.     Add pk, temp+1 to W 
7. Merge the adjacent intervals in W 
Decode algorithm 
Input: NDB2 = {z1, z2, …, zN}, P = {P1, P2, …, Pm} 
Output: RvNDB 
 
1. For each entry zi (i = 1…N) in NDB2 do 
2.      For the kth (k = 1…m) attribute do        
3.           Qk  Extend_Pattern(zi[k], Pk) 
4.      RvNDB  RvNDB∪(Q1…Qm) ** 
** It is noted that the cross product operation (Q1…Qm) could be 
compressed to a new type of entry yQ = (Q1, Q2, …, Qm) for decreasing 
the size of RvNDB. Consequently, an entry in RvNDB could consist of 
m sets of intervals. 
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The generalized data which satisfies 2-anonymity principle 
(the k-anonymity principle demands that each entry in the 
published database cannot be distinguished from at least other 
k-1 entries (Sweeney, 2002)) is shown in table 3. The binary 
positive database is shown in table 4. The binary negative 
database generated by the prefix algorithm (Esponda et al., 
2004b; Esponda et al., 2009) from the binary positive 
database is shown in table 5. Finally, the real-valued negative 
database decoded from the binary negative database is shown 
in table 6.  
Table 3. The real-valued positive database which consists of 
intervals 
Table 4. The binary positive database 
Age Postcode Salary (k$) 
00 10 00 
00 10 11 
10 01 11 
10 01 10 
10 01 01 
Table 5. A binary negative database 
Age Postcode Salary (k$) 
01 ** ** 
00 0* ** 
00 11 ** 
00 10 01 
00 10 10 
11 ** ** 
10 1* ** 
10 00 ** 
10 01 00 
Table 6. The real-valued negative database 
Age Postcode Salary (k$) 
[20, 40) [00000, 50000] [0, 100.0] 
[0, 20) [00000, 20000) [0, 100.0] 
[0, 20) [30000, 50000] [0, 100.0] 
[0, 20) [20000, 30000) [10.0, 20.0) 
[0, 20) [20000, 30000) [20.0, 50.0) 
[70, 150] [00000, 50000] [0, 100.0] 
[40, 70) [20000, 50000] [0, 100.0] 
[40, 70) [00000, 10000) [0, 100.0) 
[40, 70) [10000, 20000) [0, 10.0) 
Discussion 
The real-valued negative database can be applied to the 
privacy-preserving data publication. The preprocessing phase 
of the generation algorithm for the real-valued negative 
database could be replaced by an existing generalization 
algorithm. The privacy of the published data is preserved 
through not only the generalization but also the real-valued 
negative database. If high data precision is expected, the 
generalized intervals can be controlled to small ranges. Even 
if the sensitive data is not generalized, it is still under the 
protection of the negative representation. If the real-valued 
negative database is complete, it can be considered as 
“equivalent” to the generalized positive database and no extra 
information is lost. Furthermore, since the relationship 
between the real-valued positive database and the real-valued 
negative database is one-to-many, and it is hard to check 
whether two real-valued negative databases correspond to the 
same positive database (the hardness could be roughly 
controlled through the generation algorithm for negative 
databases). Therefore, the real-valued negative database could 
be properly applied to the privacy-preserving data 
republication (Xiao and Tao, 2007) and the privacy-
preserving publication of dynamic data (Jian et al., 2007; Xiao 
and Tao, 2007; Bu et al., 2008). 
Conclusions and Future Work 
Since the data in some applications is naturally represented in 
real-valued space, it is difficult to apply binary negative 
databases properly. Therefore, the real-valued negative 
database is proposed in this paper. Reversing the real-valued 
negative database is proved to be an NP-hard problem, and it 
follows that the real-valued negative database could be 
employed to protect data privacy. Based on the generation 
algorithms for the binary negative database, an effective 
algorithm for generating real-valued negative databases is 
proposed in this paper.  
The real-valued negative database is applied to the privacy-
preserving data publication in this paper. The privacy of the 
published data is under the protection of both the 
generalization and the negative representation. Furthermore, 
the balance between security and data precision could be 
controlled through the level of generalization and the 
generation algorithm for the real-valued negative database.  
Although the definition and a generation algorithm for the 
real-valued negative database are given in this paper, some 
further work is expected. Since the generation algorithm for 
the real-valued negative database is based on the generation 
algorithms for the binary negative database, some more 
efficient generation algorithms which are dedicated to the 
real-valued negative database are expected to be proposed. 
Some operations for the real-valued negative database such as 
select, delete, insert, project, union, intersection, set 
difference, Cartesian product and join need to be designed 
urgently. These database operations are critical for extending 
the applications of the real-valued negative database. 
Moreover, some concrete and practical solutions of applying 
the real-valued negative database to the privacy-preserving 
data publication will be considered in future as well.  
Age Postcode Salary (k$) 
[0, 20) [20000, 30000) [0, 10.0) 
[0, 20) [20000, 30000) [50.0, 100.0] 
[40, 70) [10000, 20000) [50.0, 100.0] 
[40, 70) [10000, 20000) [20.0, 50.0) 
[40, 70) [10000, 20000) [10.0, 20.0) 
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Abstract
Cognisant of the gulf between engineers and immunologists
that currenty hinders a truly inter-disciplinary approach to
the field of Artificial Immune Systems (AIS), we propose
a redefinition of the term AIS practitioner, as an individ-
ual who identifies those components and interactions cap-
tured in computational immunology models that are respon-
sible for a particular property of interest (POI), and distils
from these a set of algorithms and principles that can be ap-
plied in an engineering domain. We outline the role of the
cross-disciplinary practitioner and the potential benefits to
the field.
Introduction
The Artificial Immune Systems (AIS) field, which seeks to
understand immune system operation and exploit these prin-
ciples in engineering contexts, has been critized for reason-
ing by metaphor (Stepney et al., 2005): algorithms are based
on naı¨ve biological analogies, are poorly understood, and
weakly capture their inspiring biological properties. Various
frameworks have been proposed that enable the richness of
emergent biological properties to be translated into useful
engineered systems. The conceptual framework (Stepney
et al., 2005) proposed starting with a study of the immuno-
logical system, modeling it, and leading to the development
of engineering algorithms. (Andrews, 2008) notes that the
framework lacks guidance on selecting biological inspira-
tion for particular engineering domains, and that evaluating
a particular domains potential requires that it first be mod-
eled. The immuno-engineering framework (Timmis et al.,
2008), through better grounded in engineering by account-
ing for the physical properties of engineering systems (e.g.
in terms of memory, processing power etc.), suffers the same
problem.
The interdisciplinary approach to algorithmic develop-
ment advocated by these frameworks is essential but raises
practical issues: immunologists inform modeling efforts to
realistically represent and aid biological understanding; en-
gineers desire algorithms that can be theoretically analyzed,
verified and validated to demonstrate desirable properties
and applicability to the problem at hand - the biological in-
spiration is irrelevant. Furthermore, engineers and immu-
nologists will rarely interact; they have differing goals.
We propose redefining the term AIS practitioner, as an in-
dividual who identifies those components and interactions
captured in computational immunology models that are re-
sponsible for a particular property of interest (POI), and to
distil from these a set of algorithms and principles that can
be applied in an engineering domain.
The AIS Practitioner
The cross-disciplinary AIS practitioner possesses sufficient
understanding to identify key modern-day engineering chal-
lenges, and appreciate how qualities exhibited by the im-
mune system can help. They can comprehend computa-
tional immunology models, and derive therefrom the re-
quired algorithmic principles. Stripping away immunolog-
ical nomenclature is vital; algorithmic components labeled
T cells or lymph nodes are so abstract at this stage that they
are meaningless and confusing.
We capture the AIS practitioners role as shown in fig-
ure 1. The box represents the space of abstract represen-
tations (models, simulations, algorithms, design principles)
that capture a particular POI, a quality observed in the im-
mune system and desired in an engineering solution, such as
robustness, homeostasis, life-long learning, and adaptation,
to name some examples (Hart and Timmis, 2008). Abstract
representation complexity is represented vertically, whereas
the domain of concern is depicted horizontally.
The bottom right corner represents the minimal ratio-
nal representation (MRR), the minimal set of compo-
nents/actors, interactions or principles responsible for mani-
festation of the POI, expressed free of immunological termi-
nology. Its minimalism reflects the computational power and
memory constraints of many engineering domains. The top
right corner represents inefficient, sub-optimal and/or obfus-
cated abstract representations. Although they capture the
POI, they contain superfluous interactions or components,
and as such are not considered as suitable for adoption in en-
gineering contexts. The top left contains detailed and com-
Artificial Immune Systems - ICARIS
891 ECAL 2013
Figure 1: The space of abstract representation that capture a
property of the immune system
plex models, representing, for example, large numbers of
cells, pathways and spatial compartments. They may cap-
ture a great many immunological properties, in addition to
the POI. The bottom left corner contains the minimal set of
components and interactions responsible for the POI, and no
other properties. Though minimal, these abstract represen-
tations exist in a form to benefit immunology, not in a form
immediately applicable in engineering domains.
We consider the AIS practitioners role to derive the MRR,
given some abstract representation occupying the left of the
box. The components and interactions present that are re-
dundant or unnecessary with respect to the POI are removed
or abstracted. Depending on the nature of the POI, and
the immune-inspired engineering solution being derived, the
MRR may be expressed as an algorithm, or as design prin-
ciples for constructing systems. The level of abstraction of
the model is such that it should specify all necessary com-
poments of the system, and the interactions that take place
between components. The model should be able to be val-
idated to show that it gives rise to the desired POI, and if
applicable, under what parameter ranges.
Conclusion
We have outlined a role for the AIS practitioner in defining
design principles that capture particular properties of the im-
mune system. Such principles are free from immunological
jargon and thus can easily be interpreted by engineers wish-
ing to solve a problem. We believe this will increase the us-
age of immune-inspired solutions to engineering problems,
through facilitating access to the subject by those unfamiliar
with the biological field, and secondly, by providing princi-
ples that are readily understood in terms of their computa-
tional properties.
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Abstract
Immunos 99 is a classification algorithm based upon the prin-
ciples of Artificial Immune Systems (AIS). AIS algorithms
can provide alternatives to classical techniques such as deci-
sion trees for classification tasks. Immunos 99 provides one
alternative however the algorithm and implementations have
some room for performance improvement. This paper dis-
cusses improvements made to Immunos 99 and its reference
implementation to improve runtime performance. The new
algorithm/implementation results in an approximate 40% re-
duction in run time on test data. The paper closes with a
proposal for an implementation of the Immunos 99 algorithm
that is suitable for use on map/reduce clusters.
Introduction
The classification of large data sets is increasingly important
in a wide variety of applications. Many classification tech-
niques are available, with varying applicability. The need
to apply classification techniques to large datasets has moti-
vated research on improving the efficiency or running time
of algorithms. For example the AIRS classifier (Watkins,
Timmis, & Boggess, 2004) has been successfully paral-
lelised, reducing execution time while retaining classifica-
tion performance (Watkins & Timmis, 2004).
Our interest in the classification of large data sets relates
to the automation of business process analysis. A business
process is a set of activities that are required in a specific or-
der, to provide a product or service. Efficient organisation of
business processes is essential to the efficient running of the
business itself. The data collected by monitoring of business
processes is not clean, which limits the range of applicable
classification techniques (Taylor, Leida, & Majeed, 2012).
Techniques which are both resistant to noise in training data
and applicable across a wide variety of input data are there-
fore of particular interest in this endeavour.
In initial small-scale experimentation on samples of poor
quality data from real business processes, the Immunos 99
algorithm, proposed by Brownlee (Brownlee, 2005), showed
promising performance. However the runtime performance
of this (and other) classifier made its use infeasible for
large data sets. Immunos 99 is a classification algorithm
inspired by the Immunos family, which incorporates addi-
tional immune-inspired techniques such as cell prolifera-
tion and hypermutation. A complete specification for Im-
munos 99 can be found in (Brownlee, 2005, Section 5). The
only publicly-available implementation of the algorithm is a
plugin for the Weka data mining toolkit (Hall et al., 2009;
Brownlee, n.d.).
Motivation & Experimental Environment
We are working on monitoring data for business processes
relating to provision of service and customer interactions.
The ability to predict and prevent the failure of business pro-
cesses in these areas would enable organisations to perform
more efficiently, achieving improved levels of customer ser-
vice and customer satisfaction. There is little research on
the automated analysis of such business processes, not least
because of the poor quality of data available. However, if
classification is to be useful industrially, it has to be achieved
fast enough to allow timely intervention in failing business
processes.
In small-scale trials, we tested a range of classifiers, seek-
ing effective prediction of the outcome of a business pro-
cess is considered; since the business process outcome can
be only SUCCESS or FAILURE, based on some business
condition, the problem is a two-class classification task. We
find that Immunos 99 can be trained to handle classification
of the real data, which is noisy and of low quality.
We next trained Immunos 99 with a typical dataset from
BT process monitoring. The proprietary dataset comprises
observations on 65,000 business processes, over 46 vari-
ables; 74% of the business processes were identified as be-
longing to the class SUCCESS, and the remaining 26% were
classified as FAILURE. The trial performed 10-fold cross-
validation on the dataset, for each classifier under test. How-
ever, the execution of the training runs was infeasibly long,
with typical executions taking around 40 hours to complete
classification of a day’s test data.
Since Immunos 99 was the most successful classifica-
tion technique in small-scale trials, we decided to im-
prove the implementation of the algorithm, exploiting multi-
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threading, with the goal of reducing execution time. What
constitutes an appropriate execution time in this work is de-
pendent on business context – the execution must complete
in time to be able to intervene in a business process that may
take hours, or may take weeks to complete. Our initial goal
was to reduce execution time so that training on one day’s
data takes hours rather than days.
The purpose and goal of our work on the Immunos 99
algorithm is to enable training and classification of large,
noisy data sets, at an appropriate speed for the business con-
text. We do not include rigorous algorithmic analysis, as this
is not appropriate for our business context.
The improvements discussed here have been tested across
large proprietary datasets, and the improvement in execution
time has been shown throughout. Results from one of the
proprietary datasets is included, to show improvements in
execution time are achievable on the real datasets. However,
owing to the proprietary nature of the data, the paper illus-
trates performance by application to a public dataset (Sec-
tion ), allowing detailed discussion and analysis, as well as
presentation of reproducible results.
Analysing the Original Immunos 99
Immunos 99 is an immune-inspired classifier originally de-
scribed by Brownlee (Brownlee, 2005) (Algorithm 1). It
utilises a number of immune system features, and analogues
of immune system components in its design. In an immune
system, an antigen is something that provokes a response
from the immune system; in this case, an antigen is analo-
gous to an observation from the input data. In an immune
system, the B-cells are recognisers that bind to specific anti-
gens with a particular affinity; here the analogy is of recog-
nisers with an affinity represented as a numerical value.
Here, we use complexity functions to reason about rela-
tive execution times, independent of implementation varia-
tions. Assuming that each operation in the function takes 1
unit of time, the estimated runtime for a sequential execu-
tion of the algorithm is equal to its complexity. Changes to
the defined functions to account for the expected reduction
in runtime caused by the application of multi-threading and
parallelism are discussed in the following section. The com-
plexity functions are derived from examination of the origi-
nal implementation of the algorithm in (Brownlee, n.d.).
To calculate the complexity function, let g represent the
number of generations to use and n represent the number
of observations in the input data, which is also the size of
the initial B-cell pool. The algorithm performs g ∗ n2 affin-
ity calculations. After each B-cell has been exposed and
the affinity calculated, fitness is determined by the B-cell’s
rank position in the B-cell pool. To determine the rank posi-
tion requires a sort operation, of complexity in the order of
O(n log(n)).
To train the algorithm, n is the size of the training set.
There are c classification classes, and a total of a antibod-
Algorithm 1:Original Immunos 99 Training Algorithm,
from (Brownlee, 2005)
1 Divide data into antigen groups (by classification label)
2 foreach group do
3 Create initial B-Cell population
4 foreach generation (to parameter limit) do
5 Expose all B-cells to all antigens from all
groups
6 Calculate fitness scoring
7 Perform population pruning
8 Perform affinity maturation
9 Insert randomly selected antigens of the same
group
10 end
11 end
12 Perform final pruning for each B-cell population
13 return the final B-cell population as the classifier
ies in pool, where ac is the number of antibodies for class
c. The approximate complexity of the training phase of Im-
munos 99 is formed of the three parts: the initial generation
of antibodies in equation 1 (line 3); the generation and mu-
tation phase in equation 2 (lines 5-9); and the final pruning
phase in 3 (line 12). The complexity of the overall training
implementation is the sum of the three phases – the function
shows a typical quadratic relationship, plotted against size.
2n+ a+ c (1)
g(c(ac + n(7ac + 2(aclog(ac))))) (2)
c(ac + n(3ac + aclog(ac))) (3)
Parallelising the Algorithm
A number of changes have been made, to improve training
times for the Immunos 99 algorithm. These improvements
fall into 2 categories, first partial threading of the algorithm
itself, and second changes to the Java implementation (pub-
lished in (Brownlee, n.d.)). Partial threading is introduced
using the Fork-Join paradigm which is supported by the core
Java library in Java 7.
The first opportunity for parallelism, training of each
group of B-cells in parallel, is identified by Brownlee
(Brownlee, 2005), but not included in the Weka implemen-
tation.
The most time consuming part of the algorithm is the
affinity calculations across all antibodies and all antigens.
Each affinity calculation (the affinity of one antigen to one
B-Cell) is independent of all the other affinity calculations.
This is a significant opportunity for further parallelism to
be introduced. The nested loops running the affinity calcu-
lations in series (lines 5-6 of Algorithm 1) can be replaced
with a construct that distributes the individual calculations
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to the available thread pool, and then collects the results as
each thread completes. Once all calculations are complete,
the normal sequence of the algorithm is resumed.
An example of the fork-join construct is shown in figure
1. The modified algorithm is summarised in Algorithm 2.
The fork-join construct is used for the blocks between lines
7-13 and lines 22-30, with the worker threads performing
lines 10 and 25 only.
Fork
Process calculation results and continue
Wait for completion
Antibodies for this class/generation
Worker 4Worker 3Worker 2Worker 1
Figure 1: Example fork-Join construct for antibody affinity
calculation
The parallelised algorithm uses the same number of oper-
ations to train the classifier as the original Immunos 99 algo-
rithm, so the complexity function is the same. If we assume
that each computation takes a single time unit, the expected
runtime of the modified algorithm is reduced, since affinity
calculations occur simultaneously. For the three phases of
the algorithm described for the original, and a thread pool
of size t, the estimated runtime of the initial setup phase is
unchanged (equation 1). The estimated runtime of the modi-
fied generation and mutation phase, and of the modified final
pruning phase are given by equations 5 and 4, respectively.
The runtime of the algorithm is primarily influenced by the
number of classes in the training data (since each group of
antibodies can be trained in parallel with enough threads)
and by the number of execution threads available (reducing
the time required to complete the affinity calculations by al-
lowing more to be performed in parallel).
g(
ac + n(
ac
t + (6ac) + 2(ac log(ac)))
min(c, t)
) (4)
c(ac + n(2(
ac
t
) + ac + ac log(ac))) (5)
Figure 2 shows the effect of additional threads on the
complexity of the algorithm for a hypothetical 4 class prob-
Algorithm 2: Parallelised Immunos 99 algorithm
1 Create the thread pool, p
2 Divide data into antigen groups (by classification label)
3 foreach group do
4 Create initial B-Cell population
5 foreach generation (to parameter limit) do
6 begin Expose all B-cells to all antigens from all
groups
7 foreach Antigen, ag, in the training set do
8 foreach Antibody, ab in the generation
do
9 begin on a thread from p
10 Calculate the affinity between
ag and ab
11 end
12 end
13 end
14 end
15 Calculate fitness scoring
16 Perform population pruning
17 Perform affinity maturation
18 Insert randomly selected antigens of the same
group
19 end
20 end
21 begin final pruning for each B-cell population
22 foreach Antigen, ag, in the training set do
23 foreach Antibody, ab in the last generation do
24 begin on a thread from p
25 Calculate the affinity between ag and ab
26 end
27 end
28 abbest = ab with best affinity to ag
29 increment score of abbest
30 end
31 Prune antibodies with score below threshold
32 end
33 return the final B-cell population as the classifier
lem – using more than c threads has only a small additional
benefit. Figure 3 illustrates the effect of increasing the num-
ber of classes, where the thread pool size is equal to the num-
ber of classes.
Other Parallelisation: the AIRS Approach
Watkins, Timmis, and Boggess report parallelisation of
the AIRS algorithm (Watkins, Timmis, & Boggess, 2004;
Watkins & Timmis, 2004), which we look to for inspiration.
In the AIRS parallelisation the training data is partitioned
and sent to thread,s which train independently before merg-
ing the resulting memory cells into a single pool for classifi-
cation. The AIRS approach is more pervasively parallel that
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Figure 2: Effect of additional threads on the estimated run-
time of modified Immunos 99 on 4 class data.
the Immunos 99 parallelisation, as it distributes large, inten-
sive, independent units of work. In contrast, the Immunos
99 parallelisation approach attempts to gain the largest in-
crease in performance possible without extensive redesign
of the original code – the modified Immunos 99 implemen-
tation only minimally changes the serial version to distribute
the large number of computationally simple affinity calcula-
tions.
Reducing Implementation Inefficiencies
The original implementation of the Immunos 99 algorithm
is part of the Weka Classification Algorithms project on
SourceForge (Brownlee, n.d.). We analysed the execution
of the original Weka code using the VisualVM profiler (Or-
acle Corporation, n.d.). VisualVM identifies the hot spots
in the code where improvements are most likely to have an
impact. The profiler analysis was used both to guide the
algorithmic changes in the previous section and, in conjunc-
tion with code reviews, to identify inefficiencies in the use
of Java and its libraries. These implementation-specific im-
provements affect the runtime of the Immunos 99 modified
algorithm, but are not factored into the general complexity
analysis in Sections and , as they pertain to specific versions
of the implementation, Java library and virtual machine.
A significant time overhead in the Weka implementation
is the use of array copy operations. For instance, each time
the algorithm calls Collections.sort from the Java li-
brary sorting functions, the collection is copied into a tem-
porary array, sorted, and copied back, rewriting the origi-
nal collection. We reduce the time to sort a collection by
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Figure 3: Impact of number of classes on estimated runtime
of modified Immunos 99 (with t = c).
implementing a sort function that directly modifies the ar-
ray behind each collection without any copying. A simpler
modification to reduce copying is achieved by refactoring
the Weka code to avoid unnecessary use of methods that rely
on copying, such as Instance.toDoubleArray().
The profiler analysis showed extensive use of
LinkedList objects. LinkedLists are inefficient
when used in conjunction with random access operations,
as in the original code, since every index request requires
traversal of the list (average complexity O(n/2)). To
improve efficiency, the LinkedList objects were re-
placed with ArrayList objects, which provide the same
interface but have complexity of O(1) access to contents.
A review of the logic of the Weka implementation re-
vealed an inefficiency in the final pruning step (Algorithm
1 line 7). At this step, only the antibody with the best affin-
ity is required, so it is unnecessary to sort all the antibodies
by affinity. By replacing a call to Collections.sort
with a call to Collections.min, the complexity is re-
duced from O(n log(n)) (for sorting) to O(n) (to scan the
collection).
Experimental Results
We illustrate the difference in execution time between the
original and modified implementations using the Chess
(King-Rook vs. King-Knight) Data Set (kr-kk) from the
UCI machine learning repository (Frank &Asuncion, 2010).
Each test is a 10-fold cross validation of the kr-kk dataset,
which is repeated 10 times, with the time for each run
recorded. Tests are performed on an otherwise-idle Win-
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Figure 4: Box plots showing execution times and accuracy
for 10-fold cross-validation of each implementation on the
chess data set
dows Server 2008 box with 16 Cores (4x Intel Xeon E7340
CPUs) and 32GB of RAM. Tests are run under the 64-bit
Java 7 JDK (version 1.7.0-b147).
Figure 4 shows the time and classification performance of
the implementations. The box plots show the median value
as the centre bar; the outer limits of the box are the first and
third quartiles, and whiskers show the highest and lowest
value within 1.5 ∗ InterquartileRange of the box edge.
Any outliers are shown as points.
The results for execution time (upper plot in Figure 4)
shows that the improved algorithm has a mean execution
time that is approximately 58% of the execution time for
the original. Both implementations exhibit very low levels
of variation in execution time. The outlier in the plot for the
modified algorithm is thought to be due to the influence of
the operating system scheduler on the server performing the
tests.
The lack of overlap between the result ranges of the two
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Figure 5: Box plots showing execution times and accuracy
for 10-fold cross-validation of each implementation on the
proprietary data set
implementations indicates a significant improvement in ex-
ecution time with the modified implementation. A non-
parametric Mann-Whitney U test for significance was per-
formed, with H0 of no significant difference between the
performance of the original and modified implementations.
The test p-value is 0.0001806, soH0 is rejected with greater
than 99% confidence.
To increase confidence that the classification ability of the
algorithm has not been compromised by the modifications,
the overall classification accuracy was also recorded for the
10 runs (lower plot in Figure 4). In the results, the modi-
fied algorithm has a slightly lower median accuracy, but less
variation in classification performance than in the original
implementation. Performing the Mann-Whitney U test for
significance, with H0 that there is no significant difference
between the performance of each algorithm yields a p-value
of 0.6305 so H0 is accepted.
In the motivation for this work (Section ), we describe
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the training phase execution of the original algorithm on a
proprietary dataset, which took in the order of 40 hours to
complete. Performance of the modified algorithm was also
tested on this proprietary dataset. The experimental setup
was identical to that for the kr-kk dataset. The mean exe-
cution time was reduced from 38.86744 hours for the un-
modified algorithm to 3.29218 hours for the modified algo-
rithm. A Mann Whitney U Test for significance was again
performed, with H0 that the execution time for the two im-
plementations is the same. The p-value of 0.00001083 de-
termines that H0 is rejected with greater than 99% confi-
dence. The mean accuracy of the algorithms is almost iden-
tical: 60.274% and 60.276% for the unmodified and mod-
ified implementations, respectively (Mann Whitney U Test
p-value of 0.9092). The results (following the same format
as before) are plotted in figure 5.
The results are in line with expectation: the quadratic
complexity of the Immunos 99 algorithm means that perfor-
mance gains from the modified implementation should be
higher for larger datasets. We have also informally observed
increased improvements for larger datasets in other work on
proprietary datasets.
Further Work: Proposed Map-Reduce
Implementation
In working on the Immunos 99 algorithm, it became appar-
ent that a map-reduce variant of Immunos 99 would support
massively-parallel execution. This should lead to feasible
training times for very large datasets. The outline is pre-
sented here as an opportunity for further work.
Map-reduce (Dean &Ghemawat, 2008; The Apache Soft-
ware Foundation, n.d.) allows tasks to be broken down into
an arrangement of map and reduce tasks. Map tasks are re-
sponsible for splitting the incoming data into chunks that can
be independently processed. Reduce tasks are responsible
for processing a chunk of data and then returning a result to
the next task in the chain. The most time consuming part of
the Immunos 99 algorithm (exposing all B-cells to all anti-
gens) could leverage these constructs as follows.
1. Scoring of each antibody within a generation can be per-
formed independently of any other antibody.
2. Each antigen/antibody affinity comparison used to calcu-
late the antibody score can be mapped out as a separate
task.
3. Ranking the antibodies by affinity for scoring could be a
subsequent reduce task that merges the antibody scores
into a sorted list for the calculation (cf. merge sort).
4. Rank scoring of the antibodies for each instance can be
done as a reduce task on the sorted antibody scores.
5. Final pruning and other finalising tasks can be performed
in serial by a final reduce task.
The final pruning step could be implemented using a sim-
ilar series of map and reduce tasks, which would further re-
duce execution time.
The map-reduce approach would allow a refactoring that
can efficiently exploit a large number of compute resources
to process in a much shorter time than either the original im-
plementation in Section , or the improved variant in Section .
A caveat to this is that the time spent administering and dis-
tributing the map and reduce tasks over a compute cluster is
not insignificant, so for smaller datasets the single machine
approach from Section is likely to be faster.
Conclusion
This paper has assessed the practical performance of the Im-
munos 99 classification algorithm (Brownlee, 2005), con-
sidering some performance deficiencies of the algorithm and
its publicly-available implementation (Brownlee, n.d.). We
present modifications to the existing source code that en-
able Immunos 99 training to run in an acceptable time (ac-
cording to the business context) on large, noisy datasets,
by effective exploitation of multi-core processors are dis-
cussed. We outline additional modifications using the map-
reduce paradigm (Dean & Ghemawat, 2008; The Apache
Software Foundation, n.d.) which have the potential to sup-
port massively-parallel execution.
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Abstract 
The metaphor of Migration and Maturation of Dendritic Cells 
(DCs), in particular, the induced signal pathways to the change 
of the immunogenic functions of DCs (Martin-Fontecha, 
Lanzavecchis & Sallusto, 2009) provides important features for 
the development of the proposed DC-inspired optimization 
algorithm. Specifically, the quantified capability and behavioral 
change of DCs (Callard, George & Stark, 1999) of the classical 
DC models (Caetano Reis, 2006), namely, (i) ontogeny of DC, 
(ii) the selectively up-regulation of markers (of DC subsets), 
(iii) the level of threat (of the antigen), (iv) production of 
chemokine and cytokine, (v) transcription factors, and (vi) the 
effector functions of DCs underpin a highly autonomous 
control mechanism for the evolution of the optimal solution(s).  
 
(DC )i
Antigen
(DC )
i
(DC )i
(DC )i (DC )i
(DC )i
(DC )i
(DC )i
DCx,y 
where x and y refer to the DC subsets 
and the population of each DC subset 
respectivelys
Emitted chemokines and cytokines exert 
either of suppressive, or simulative 
(synergetic) effect to the DC subset
chemokine
(DC )
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Draining lym
ph node
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Under the change of environment (e.g. 
chemokine/cytokine concentration and 
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processes of maturation and migration. 
Comparatively, other naïve DCs, such as 
(DC )) is unable to derive a mature DC 
with the given antigen.
Signal cascading
(the emission and the  interaction of chemokines/ cytokines)
 
Fig. 1. Schematic diagram of the interactions between DC subsets 
and chemokine in maturation and migration where DCs are 
represented by (DCx,y)i and (DCx,y)m 
 In the proposed autonomous optimization framework, a 
multi-agent system is developed as described in (Lee & Lau, 
2012) incorporating the following DC-inspired philosophies, 
  Compartmental interaction and communication of agents. 
  Potential threat of solutions is scaled as DCs perform in 
the host tissue, as well as the measurement of the fitness of 
the solution(s). 
  Synergetic signal cascading (i.e. cytokine production) 
(Ricart et al., 2011) is adopted to facilitate the solution 
development process with self-governing characteristic.  
  Effector functions are defined to gauge the quality of 
solution during the solution development (for example, to 
recruit more DC subsets and re-generating more candidate 
solutions as depicted in Fig.1). 
 
 In the proposed framework (as depicted in Fig. 2), each 
artificial DC uptakes the characteristics of an antigen (or a 
permutation) for assessing the level of “fitness” and “threat” of 
the solution, which are critical to the signal production and 
forthcoming pathways. Similar to the classical optimization 
algorithm, “fitness” refers to the optimality for the given 
objective functions. Whilst the “threat” introduced in the 
proposed DC-inspired optimization algorithm is quantified by 
the virulence factors (to the domains), number of iterations or 
number of replications. These quantified “threat” perhaps 
ruining the quality of solutions instead of the measurement of 
“fitness”.  
 Further enhancing the autonomous control of the proposed 
framework, immunological signal cascading is adopted. 
Biologically, signal cascading is represented by a highly 
dynamic and complex network of immunogical signals, 
namely, chemokines and cytokines. They are predominantly 
emitted based on the quantified “threat” and “fitness” as 
abovementioned. The emitted signals and their interactions will 
further stimulate/suppress the production of chemokine and 
cytokine. For each of produced signals, it has a specific role in 
governing the behaviors of the artificial DC subsets, 
particularly aims at presenting the best for the activation of T-
cell. With the inspirations of these immuno-features, a 
metaphor is anticipated for evolving the optimal solution(s) in 
the optimization problem. Primarily, the following 
immunological effector functions are implemented in the 
proposed DC-based optimization framework, 
  Ontology – e.g. recruiting new populations (of artificial 
DC subsets).  
  Phenotype – e.g. changing the permutations (re-capturing 
the characteristics of the given problem). 
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  Population – e.g. the death rate of artificial DC subsets, 
and the rate of proliferation. 
  Migratory behavior. 
   
 By modeling DCs’ capabilities and behaviors changes in 
maturation and migration, namely, the quantified level of 
“threat” and a self-regulated metaphor, the optimal solutions 
will be resulted. More importantly, the solutions generation can 
be specific and avoid premature converge which is observed in 
the classical optimization algorithms.  
 
“capturing” the information adhered to the candidate 
solutions
Activate the corresponding objective function processors 
(DCx,y) based on the affinity measures 
Selective expression of the receptors (candidate solution 
receptors) that are evolved in the  DCx,y)
Interaction of the expressed receptors and immune 
molecules (constraints of the domain) the potential 
candidate solutions by measuring their “fitness” and 
“threat”
Re-expression of 
the candidate 
solutions?
Further enhance the 
capturing of the 
related decision 
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Yes Yes Yes 
Impair/recruit 
more DCx(y)?
DC*x,y
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(remove  DCx,y)No 
Affinity of “Fitness” Affinity of “Threat”
Induce the emission of 
chemokine(s) and signal 
cascading 
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Controlling the fate of DC subsets: 
Synergetic/Suppressive/Simulative effect No 
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No 
 
Fig. 2. Proposed automatic DC-mediated Cascading Framework for 
pursuing an optimal solution – For the attack, each DC subset 
(denoted by DCx,y) acts as a “decision maker” (or “controller”) is 
equipped with a distinct phenotype for gauging the threat of the 
candidate solutions (as antigens) based on (i) the emitted signals (as 
cytokines and chemokine), and (ii) their interactions with the 
corresponding receptors, and other immune molecules from the 
neighbouring DC subsets.  
In parallel to the studies of classic DC maturation models, 
impact of the properties changes of “ontogeny” (Population 
subsets), “phenotype” and “effector” to solutions development 
are studied in the proposed DC-inspired optimization 
framework. More importantly, the study reveals some of the 
unexplored immuno-phenomenon and mechanisms through 
Matlab simulation.  
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Abstract 
Through the analysis of one-vs.-one, one-vs.-rest and the 
decision tree mechanism of binary support vector machine 
emotion classifiers, a method based on feature-driven 
hierarchical support vector machine is proposed for speech 
emotion recognition. For each layer, classifier used different 
feature parameters to drive its performance, and each emotion 
is subdivided layer by layer. This method did not rely entirely 
on the activity-valance dimensional emotion model, but relied 
on the type of emotion to distinguish. Furthemore, 
classifications are constructed by appropriate characteristic 
parameters ultimately. Experiments on the Chinese-speaker-
dependent and Berlin-speaker-independent corpus reached 
conclusions as follows, Chinese-speaker-dependent recognition 
rate is relatively higher than Berlin-speaker-independent. 
feature-driven hierarchical support vector machine in the case 
driven by effective features improves the speech emotion 
recognition performance. Meanwhile applying the mean of the 
log-spectrum to this method can identify high-activity and low-
activity emotion effectively. 
Keywords: Feature-driven, Speech emotion recognition, 
Support vector machine (SVM), Hierarchical Classifier, Mean 
of the Log-Spectrum (MLS) 
1. Introduction 
Speech emotion recognition is not only used for human-
computer interaction, but also applied in speech synthesis, 
artificial counseling, polygraph, telephone banking, driverless 
system and so on[1]. Nowadays, the field of emotion 
recognition is facing to huge challenges. The main difficulty 
[2] is that we could not extract a most effective universal 
phonetic feature for various kinds of emotion. Furthermore, 
one sentence may contain several kinds of emotions at the 
same time, and emotions may be associated with just parts of 
a sentence. There is no clear boundary for each complex 
emotion. Sometimes even humans are not capable of 
distinguishing them. Moreover, their cultural backgrounds and 
the environments also affect the emotion expression. Speech 
emotion recognition is a hot research issue in natural 
computing area, some researchers and institutions have done 
many works for emotion recognition [3].  
Emotion recognition system consists of three parts: the 
module for extracting feature parameters, the module for 
reducing feature parameters’ dimensions and the module for 
emotion recognition. Most researchers mainly utilized prosody 
features [4-6] like pitch period, short time energy, duration of 
voice, and their relative statistics as feature parameters. 
Besides, MFCC (Mel Frequency Cepstrum Coefficient) was 
also used for emotion recognition. This coefficient has more 
information when it is extracted from voiced sound rather than 
from unvoiced sound. Yang[7] proposed a coordinate feature 
set based on music theory for emotion recognition. They 
considered that the acoustic and semantic features were useful 
for the recognition. Another problem in speech emotion 
recognition is how to reduce the dimensions of the features in 
order to simplify the calculation. There were several common 
ways to do it: Sequential Floating Forward Selection (SFFS), 
Forward Feature Selection (FFS), Backward Feature Selection 
(BFS), Principal Component Analysis (PCA) and Linear 
Discriminate Analysis (LDA). After the simplified features 
obtained, we needed to build the effective classifiers. In 
1990s, most of the emotional models were built on Maximum 
Likelihood Bayes (MLB) and Linear Discriminant 
Classification (LDC). Now, there are much more kinds of 
emotional models being used for emotion classification, like 
Hidden Markov Model (HMM), Gaussian Mixture Models 
(GMM), Artificial Neural Network (ANN), Support Vector 
Machine (SVM) etc. [8], and sometimes we use multiple 
methods simultaneously. However, we cannot know which 
classifier is the best at the current time. 
SVM stemmed from statistical learning theory proposed by 
Vapnik and others, as a classifier. SVM could yield good 
results even from small test samples. So it was widely used for 
speech emotional recognition. Because of the Structural Risk 
Minimization, SVM classifier usually had better performance 
than others [9]. In this paper, an improved method based on 
feature driven is proposed in order to perfect speech emotional 
recognition performance. Feature-driven hierarchical SVM 
does not completely depend on the emotion dimensional 
model of activation-valence, and it adjusts the feature 
parameters of each layer gradually according to the property 
recognized by lots of experiments. 
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This paper is organized as follows. In section 2, several 
speech corpuses are described, and then Chinese Speaker-
dependent and Berlin speaker-independent Speech Corpus are 
used in this paper. In section 3, three kinds of binary SVM 
emotion classifications are discussed for a multi-category 
classification problem of Speech emotion recognition. In 
section 4, Hierarchical SVM emotion recognition method 
based on feature-driven is proposed to improve the 
performance of Speech emotion recognition. We extract six 
feature parameter classes based on prosody affective features 
and acoustic affective features to achieve the hierarchical 
SVM classifiers analysis. Experimental comparison between 4 
kinds of hierarchical methods and some analysis for improved 
the parameters in speech feature driven method are discussed, 
and compared in section 5. Finally, conclusions are 
summarized in section 6. The page limit is 8 pages for a full 
paper. Your submission must be converted to Portable 
Document Format (PDF). Please be sure to use highest 
portability and quality options. Papers that significantly 
deviate from these instructions will not be included. 
2. Several binary SVM classifications 
Support vector machines(SVMs) are one of supervised 
learning models with associated learning algorithms. Speech 
emotion recognition of is a multi-category classification 
problem, here it is converted to binary classification problem 
to solve one by one, the state-of-the-art including: 
2.1 One-Versus-One binary SVM 
The hyper planes of binary SVM are built from any two of 
all categories, so the number of binary SVM classifiers is 
k*(k-1)/2. Here ‘max-wins’ voting method is used, for One-
Versus-One voting strategy, the k*(k-1)/2 binary SVM 
classifiers are trained in parallel, For example, category i and 
category j trains with classifier Cij, Cij decides whether sample 
x belong to category i or category j. Therefore the number of i 
category votes adds one, otherwise j’s number of votes adds 
one. When the process is over, the category with the most 
voters is the right category that the sample belongs to. The 
structure of One-Versus-One binary SVM is shown in figure 
1. Here 1-5 are set to represent 5 emotion categories of 2 
speech corpuses, so 10 classifiers are trained. From the 
process of category, we know that this method is less effective 
while the number of the classifiers increases, which will cause 
the decision speed more slowly. 
 
Figure 1: One-Versus-One ‘max-wins’ voting SVM 
2.2 One-Versus-The-Rest binary SVM 
One-Versus-The-Rest binary SVM only builds k SVMs, 
each SVM classifier recognizes one category from all the 
other categories. The unbalanced decision tree combines the 
One-Versus-The-Rest with right branch, and it just needs to 
train (k-1) classifiers, the number of classifiers is less than 
them in one-versus-one method. Figure 2 shows the structure 
of this method, the recognized emotion should be the easiest 
to be distinguished on first layer. Chinese Speaker-dependent 
speech corpus is used, furthermore anger is chosen on the first 
layer. For instance, 1 represents anger, 2 represents sadness, 3 
represents happiness, 4 represents neutral and 5 represents 
amazement. 
 
Figure 2: One-Versus-The-Rest unbalanced binary tree SVM 
2.3 SVM decision Tree Mechanism 
The classification error may occurs on any layer of these 
nodes, and it will spread to all the successor nodes, to this 
problem, DAG (directed acyclic graph) is proposed by Platt 
and others [11]. There are k*(k-1)/2 internal nodes, k 
branches, each node is a SVM binary classifier. For each test 
sample, each node’s binary decision determines the path of the 
next decision from the root node. Figure 3 demonstrates the 
five categories’ directed acyclic graph. Whatever the emotion 
of the test sample is, it will always reach to the bottom of the 
classifiers[12]. Here, the result is right when every classifier’s 
result is right, but because each binary classifier just handles 2 
different emotions, the training is simple and effective. where 
1 represents anger, 2 represents sadness, 3 represents 
happiness, 4 represents neutral and 5 represents amazement in 
figure 3. 
 
Figure 3: Directed acyclic graph SVM 
3 Extracting the speech emotion characteristic 
parameters 
Six kinds of feature parameters are extracted to study the 
hierarchical SVM classifiers based on prosody affective 
features and acoustic affective features.   
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3.1 Prosody affective features 
Prosody affective feature usually includes intensity, length 
or duration, pitch, accent, tone, intonation and rhythm. 
Short time energy and short time amplitude:  
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Where Sn is the nth frame after enframing and windowing, N 
is the number of frames, M is the length of frame. From figure 
4, we know that different emotion has different short time 
energy change, the same is true for short time amplitude. 
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(a) Sadness in Chinese speaker-dependent 
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(b) Anger in Chinese speaker-dependent 
Figure 4. Voice activity detection using double threshold 
comparison method  
Short time zero-crossing rate:  
| sgn[ ( )] sgn[ ( 1)] | ( )n
m
Z x n x n w n m
∞
=−∞
= − − ⋅ −∑      (2) 
In addition, short time zero-crossing rate combined with 
short time energy is used in hunting for starting point and end 
point of the sound, Figure 4 demonstrates this problem, when 
make final decision, the threshold is needed to set in real 
situation. 
Pitch period:  
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Where tn is the value of autocorrelation function, x(n) is the 
recognized voice signal, k is the delay time, Mo is the number 
of the autocorrelation which is calculated in [13]. After 
getting the autocorrelation function and detecting its peak, we 
can get pitch period. Figure 5 are shown for Chinese Speaker-
dependent speech corpus’s pitch period of the same sentence 
expressed by anger, sadness, neutral and amazement 
respectively, and the rate of change in anger and amazement is 
larger than in sadness and neutral, at the end of the sadness’s 
pitch period envelop curve is cocking up. 
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Figure 5. The pitch period of four kind emotions for Chinese 
speaker-dependent 
3.2 Acoustic affective features 
Acoustic affective features are generally the feature of tone 
and speech spectrum.  
Formant:   
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Levinson-Durbin method is used to calculate the linear 
prediction coefficient ak( ). The LPC spectrum are calculated 
by formula (4), only the first 3 formants are extracted. 
MFCCs: 
The extracting processes of Mel Frequency Cepstral 
Coefficients (MFCCs) are shown in figure 6. 
 Figure 6: The MFCC extracting process 
Mean of log power spectrum (MLS): 
MLS is calculated by each frame’s of one sentence, which is 
mainly used to convert time domain signal to frequency 
domain signal. Thus the average of MLS are calculated as 
showed in formula (5), where k is spectrum bandwidth, Nl is 
the lth class emotion’s utterance number, ( , )ilv n k  is the 
discrete Fourier transformation for the nth frame of signal i, 
the range of k’s bandwidth is between 0 to 2000Hz. 
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(a) The average of the log-spectrum for Chinese speaker-dependent  
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(b) The average of the log-spectrum for Berlin speaker-independent. 
Figure 7: The average of the log-spectrum 
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(5) 
Figure 7 showed the average of the log-spectrum arranged 
by the similarity of spectrum. (a) is the 5 categories 
distributed situations of Chinese speaker-dependent. We can 
see that the MLS peak of anger, happiness concentrated to 
400Hz, while the MLS peak of sadness and neutral 
concentrate to 200 to 250 HZ, MLS envelope curves are 
similar with each other, especially between high-activity and 
non-high-activity speech. (b) is the distributed situations of 
the log power spectrum mean of Berlin speaker-independent. 
They have similar envelope curves as they are both high-
activity emotion. The MLS peak is also concentrated to 
400Hz, while sadness, neutral and boredom are concentrated 
between 100 to 250 Hz. Now, six kinds of parameters and its 
different dimensions feature derivatives are extracted as 
showed in table 1.  
Table 1:  247 dimensions global feature parameters 
Basic feature 
parameters statistical characteristic 
feature 
dimens
ions 
short time 
energy and 
amplitude 
Mean, standard deviation, 
minimum, maximum, dynamic 
range, mean of first difference, 
standard deviation of first 
difference 
14 
short time 
zero 
crossing-rate 
Mean, standard deviation, 
minimum, maximum, dynamic 
range, mean of first difference, 
standard deviation of first 
difference 
7 
pitch period 
Mean, standard deviation, 
minimum, maximum, dynamic 
range, mean of first difference, 
standard deviation of first 
difference 
7 
MFCC and 
its first 
difference 
Mean, standard deviation, 
minimum, maximum, dynamic 
range, mean of first difference, 
standard deviation of first 
difference 
168 
First three 
formants 
 
Mean, standard deviation, 
minimum, maximum, dynamic 
range, mean of first difference, 
standard deviation of first 
difference 
21 
30 
dimensions 
MLS 
mean 30 
3.3 Reducing dimensions of feature vector 
The more dimensions the feature vector has, the more 
information it contains. However, the calculated complex also 
greatly increases with the dimensions increases. When the 
number of vector dimensions exceeds a certain limit, 
dimension disaster [14] would appear. Therefore, feature 
selection in broad definition is one kind of mapping 
transformation from the high-dimensional vector to low-
dimensional vector for the sake of reducing dimensions. For 
literature [15], principal component analysis (PCA) is 
contributed for reducing dimensions, when PCA is applied to 
classifiers. it not only reduces calculated quantity, but also 
eliminates some interference factors. Here, select several 
characteristic vectors as a main component vectors that 
correspond to the first k characteristic value, and d is the 
vector dimensions, we set k/d equals to 0.95, so the number of 
feature vector’s dimensions are reduced from 247 to 31 using 
PCA in this paper. 
4. Hierarchical SVM emotion recognition method 
based on feature-driven 
It is shown in Figure 4, A feature-driven hierarchical SVM 
is proposed for emotion recognition, which demonstrates the 
structure of this method. In this paper, five kinds of emotions 
are subdivided for three layers. Especially, Feature-driven 
hierarchical SVM does not completely depend on the emotion 
dimensional model of activation-valence, and it adjusts the 
feature parameters of each layer gradually according to the 
property recognized by lots of experiments and experience. 
This feature-driven method is similar with unbalanced 
decision tree, however, the number of hierarchical layers 
decreases. A feature-driven hierarchical SVM is strict to each 
classifier of each layer, generally, we set the two easiest 
distinguished main categories as the first layer. Therefore, the 
performance of each classifier of each layer should be well 
enough to guarantee test samples correctly before it enters the 
next layer. Meanwhile, linear kernel function is utilized for 
hierarchical SVM based on feature-driven in this paper. 
 
Figure 8: Feature-driven hierarchical SVM 
In figure 8, 1 represents anger, 2 represents sadness, 3 
represents happiness, 4 represents neutral and 5 represents 
amazement. The structural parameters are as following for 
Chinese Speaker-dependent speech corpus. Here,  
(1) Classifier C1 distinguishes anger, happiness and amazing 
emotion from sadness, neutral emotion. The feature 
parameters are the combination of short time energy, short 
time amplitude, short time zero-crossing rate, pitch period, 
and MLS (Mean of the Log-Spectrum). 
(2) Classifier C21 distinguishes sadness from neutral. In 
addition, the feature parameters of MFCC and formant are the 
combination. 
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(3) Classifier C2h distinguishes anger from happiness and 
amazement. Therefore, parameters includes short time energy, 
short time amplitude, pitch period, short time zero-crossing 
rate, mean value of 12 dimensions MFCC and formant 
combine the feature parameter. 
(4) Classifier C3 distinguishes happiness from amazement. 
The feature parameter is all the feature parameters of C2h 
combined with MLS.  
In the Berlin Speaker-independent speech corpus: 1 represents 
anger, 2 represents neutral, 3 represents happiness and 4 
represents boredom. The structural parameters of Berlin 
Speaker-independent speech corpus follows. Here  
(1) Classifier C1 distinguishes sadness, neutral and boredom 
from anger and happiness. The feature parameters of short 
time energy, short time amplitude, pitch period, short time 
zero-crossing rate and MLS (Mean of the Log-Spectrum) are 
the combination. 
(2) Classifier C21 distinguishes anger from happiness. The 
feature parameters are the combination with short time energy, 
short time amplitude, pitch period, short time zero-crossing 
rate, MLS, and the mean of MFCC. 
(3) Classifier C2h distinguishes sadness from neutral and 
boredom. The feature parameters are the combination of short 
time energy, short time amplitude, pitch period, short time 
zero-crossing rate, MFCC and formant. 
(4) Classifier C3 distinguishes neutral from boredom, so the 
feature is the same as C2h. 
5 Experimental test and result analysis 
The orthogonal method is adopted to ensure the 
independent of each training and test samples. For the 
experimental process, we choose 50 sentences for each 
emotion, training samples using 30 of them, test samples using 
the rest 20. 50 sentences are labeled with 1-50, and every 10 
sentences as one group, then there are totally 35C =10 
situations in the combination of training samples and test 
samples. Therefore, the 10 independent experiments are 
conducted to reduce the effect of the unbalance in speech 
corpus.  
5.1 Speech Corpus 
Chinese Speaker-dependent and Berlin Speaker-
independent Speech Corpus are selected for our experiments. 
The term of speaker-dependent indicates that all the speech 
come from one person, which means tones and pronunciation 
habits are all the same. The Chinese speech corpus records the 
voice of a woman and includes 5 types of emotions: anger, 
sadness, happiness, amazement and neutral. Each type of 
emotion has 50 sentences. The corpus is saved as .wav format 
with 16 kHz-16 bit resolution. The Berlin corpus [10] records 
the voice of five man and five women and includes seven 
types of emotions: happiness, sadness, anger, boredom, 
disgust, fear and neutral. The corpus is also saved as .wav 
format with 16 kHz -16 bit resolution. 
  
5.2 Comparison between Chinese Speaker-
dependent and Berlin Speaker-independent speech 
corpus 
We focus on the fallibility between anger, happiness and 
amazement in Chinese Speaker-dependent speech corpus, and 
the fallibility between neutral and sadness. In Berlin Speaker-
independent speech corpus, the anger is hard to distinguish 
from happiness. Meanwhile, the difference between sadness, 
neutral and boredom are also hard to detect. Therefore, we 
design the experiments to these two kinds of speech corpus 
using one versus one method and feature driven method 
respectively, the results are showed in figure 9. As the 
amazement in Chinese corpus and boredom in Berlin corpus is 
not on the same feature space in emotional model, so that just 
four kinds of emotions (anger, sadness, happiness and neutral) 
are compared in figure 9.  
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   (b) feature-driven method 
Figure 9: Comparison results of for Chinese and Berlin Corpus  
From the results of figure 9, especially for feature driven 
SVM, we find that the recognition rate for speaker-dependent 
is obviously higher than for speaker-independent. This is 
mainly caused by different personal pronunciation habits. 
Hence, when emotional recognition for speaker-dependent is 
extended to speaker-independent, the effect of personal 
pronunciation should be eliminated in feature parameters. As 
is shown in figure 9, we also know that recognition rate for 
speaker-independent in one-versus-one mechanism does not 
decline evidently, which is shown that the 1vs1 recognition 
method is also available. Combined figure 9 (a) and (b), the 
emotion recognition rate for speaker-dependent in feature-
driven method is almost higher than 1vs1-voting mechanism 
except for sadness. Meanwhile, the recognition rate for 
speaker-dependent is also higher than for speaker-
independent. Those cause by two reasons. Firstly, there are 
more feature parameters fused in one-versus-one mechanism 
each layer which influences the recognition rate. Secondly, 
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the recognition feature parameters of each layer are more 
appropriate for Chinese vocal features than German in feature 
driven SVM.  
5.3 Experimental comparison between four kinds of 
hierarchical methods  
The recognition results of four kinds of hierarchical 
structure are shown in figure 10. The feature driven method 
not only keeps the recognition rate for anger, sadness and 
happiness, but also improves the recognition performance for 
neutral and amazement. it proves that feature driven method 
applied to Chinese Speaker-dependent person speech corpus is 
more effective. 
From figure 10, the recognition rate of the one-versus-one 
mechanism is the highest among all four methods. In addition, 
recognition rates of unbalanced binary tree and directed 
acyclic graph are the almost same. The recognition 
performance of feature driven method is not satisfactory, 
especially for the sadness and happiness. Therefore, the main 
reason is that the Chinese pronunciation habit is different from 
Germany. As we all known that the pause time or silent 
segments in German is longer than it in Chinese, so the chosen 
parameters may fit for Chinese but not fit for German. 
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  (b) Berlin Speaker-independent corpus 
Figure 10: Comparison between four kinds of methods 
5.4 Experiments after improved the parameters in 
feature driven method of speech emotion recognition 
Feature parameters in every layer of hierarchical SVM 
based on feature-driven are devised and modulated 
respectively for extracting those feature parameters fitter, 
meanwhile, for improving the recognition performance. The 
results after devised and modulated for parameters in feature 
driven method are showed in table 2. 
 
Table 2: The parameters adjustment and the rate of error 
identification of feature-driven method 
classifier Chinese speaker-dependent corpus 
Berlin speaker-
independent Corpus 
feature 
parameters ZEP 
ZEP + 
MLS ZEP 
ZEP + 
MLS 
C1 Error 
recognition 
rate 
8.7% 6.9% 10.3% 8.1% 
feature 
parameters MFCC
MFCC 
+ 
Formant 
MFCC 
MFCC + 
ZEP & 
Formant 
& MLS C2l
Error 
recognition 
rate 
24.34% 22.25% 37.17% 31.09% 
feature 
parameters
ZEP & 
MFCC
ZEP & 
MFCC 
+ 
Formant 
ZEP & 
MFCC 
ZEP & 
MFCC + 
FormantC2h
Error 
recognition 
rate 
18.57% 16.49% 20.61% 21.35% 
feature 
parameters ZEP 
ZEP & 
MFCC 
+ 
Formant 
ZEP 
ZEP & 
MFCC + 
Formant 
& MLS C3
Error 
recognition 
rate 
19.34% 12.96% 16.24% 15.93% 
Here, ZEP represents the combination of short time energy, 
short time amplitude, pitch period and short zero-crossing 
rate. Here, given C1 as a instances for Chinese speech corpus 
to illustrate “Error recognition rate”, when high valence 
emotion (anger, happiness and amazement) is judged to be 
low valence emotion (neutral, sadness), then it is considered 
error recognition, and vice versa. A computational method for 
another classifier is built through similar way. 
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(b) Berlin Speaker-independent 
Figure 11: Results after improving parameters in Feature-driven 
methods 
Figure 11 is the comparison between before improved and 
after improved feature driven method. Combining the figure 
11 and table 2, we know that the recognition rate is greatly 
improved after importing the MLS feature parameter. 
Furthermore, the recognition rate of C21 and C2h classifiers 
in Chinese Speaker-dependent speech corpus improved after 
importing the formant, but the recognition rates of the two 
classifiers are adverse in Berlin Speaker-independent speech 
corpus. This indicates that a better feature parameters 
extracted is related to the type of language closely. 
6. Conclusion 
A new feature driven hierarchical SVM classifier is devised 
for emotion recognition. Here Chinese Speaker-dependent and 
Berlin Speaker-independent speech corpuses are used for 
experimental study. Meanwhile, the mean of the log-spectrum 
(MLS) is particularly used to improve the feature driven SVM 
classifier. Since SVM isn’t used to recognize multiple 
emotions directly. Therefore, we set ordinary binary SVM 
classifier as a contrast experiment to feature driven 
hierarchical SVM. Then we calculated the recognition rate 
respectively and analyzed the potential problems. However, 
the following problems still need further study. (1) All global 
feature parameters are extracted through the same statistical 
features, there may be conflict between statistical features and 
some feature’s impaction may be reduced when reducing 
dimensions through PCA. It is a research direction to use 
other methods such as SFS algorithm to reduce the 
dimensions. (2) How to extracts effective feature parameters. 
The feature parameters extracted in this paper still can’t 
separate anger, happiness from amazement and sadness from 
neutral very clearly. (3) Linear kernel function is utilized for 
binary SVM in this paper, for better performance, new kernel 
paper may be tried. 
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Abstract
In evolutionary game theory, the main interest is normally on
the investigation of how the distribution of strategies changes
along time and whether an stable strategy arises. In this paper
we compare the dynamics of two games in which three pop-
ulations of agents interact: a three-player version of match-
ing pennies and a game with several Nash equilibria. We do
this comparison by three methods: continuous replicator dy-
namics, an evolutionary approach, and reinforcement learn-
ing. We show how the convergence depends on the nature of
the underlying method used, as well as on the pace of adjust-
ments by the agents.
Introduction
In game theory (GT), one traditional explanation of equilib-
rium is that it results from an introspective analysis by the
players when the rules of the game, the rationality of play-
ers, and the payoff functions are all common knowledge. It
is well-known that both conceptually and empirically this
argument has many problems. Just to mention one of them,
in games with more than one equilibria, even if one assumes
that players are able to coordinate their expectations using
some selection procedure, it is not clear how such a pro-
cedure comes to be common knowledge (Fudenberg and
Levine, 1998). Moreover, in the real world, individuals,
as for instance animals, are not necessarily rational as as-
sumed by the GT. Thus, in the context of evolutionary GT
(EGT), alternative explanations focus on equilibrium arising
as a long-run outcome of a process in which populations of
animals interact over time.
In the next section, we briefly review some of these ap-
proaches. In particular, we note that one of the approaches,
the replicator dynamics (RD), presents some problems re-
lated to its justification among populations of animals. In
fact, there has been a great deal of questioning about why
should one care about using the RD, since neither eco-
nomic agents nor artificial agents (and actually not even
monkeys) are genetically programmed to ”play“ certain be-
haviors. Thus a justification for the replicator could be that
there is an underlying model of learning (by the agents) that
gives rise to the dynamics.
Some alternatives have been proposed in this line. Fu-
denberg and Levine (1998) refer to two interpretation that
relate to learning. The first is social learning, a kind of ”ask-
ing around“ model in which players can learn from others
in the population. The second is a kind of satisficing-rather-
than-optimizing learning process in which the probability of
a determined strategy is proportional to the payoff difference
with the mean expected payoff.
This second variant has been explored, among others, by
Bo¨rgers and Sarin (1997); Tuyls et al. (2006), which are
based on some kind of reinforcement learning at individual
level. In particular, in the stimulus-response based approach
of Bo¨rgers and Sarin, the reinforcement is proportional to
the realized payoff (in their formulation, necessarily posi-
tive). Thus each strategy’s probability increases by a factor
that is computed by the current probability multiplied by the
difference between the strategy’s expected payoff and the
expected payoff of the player’s current mixed strategy. In
the limit, it is shown that the trajectories of the stochastic
process converges to the continuous RD. This is valid in a
stationary environment. However, as noted by Bo¨rgers and
Sarin and Fudenberg and Levine, this does not imply that
the RD and the stochastic process have the same asymptotic
behavior when the play of both players follow a stimulus-
response learning approach. We remark that Fudenberg and
Levine (1998) specifically mention a two agent or two popu-
lation game, but the same is true (even more serious), when
it comes to more.
The reasons for this difference are manifold. First,
Bo¨rgers and Sarin’s main assumption is ”...an appropriately
constructed continuous time limit“, i.e., a gradual (very
small) adjustment is made by players between two itera-
tions of the game. This implies that the discrete learning
model evolves stochastically, whereas the equations of the
RD are deterministic. Also, there is the fact that players
may be stuck in suboptimal strategies because they are all
using a learning mechanism, thus turning the problem non-
stationary. These facts have as consequences that other pop-
ular dynamics in game-theory as, e.g., best response dynam-
ics, which involve instantaneous adjustments to best replies,
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have difference in the asymptotic behavior. For example,
in the matching pennies game, “discrete time replicator dy-
namics will cycle along expanding trajectories, but will not
get absorbed by any pure strategy outcome” (Bo¨rgers and
Sarin, 1997). In the battle of the sexes game, a learning ap-
proach which is not based on the gradual adaptation (such as
best response) may prevent convergence to an equilibrium
while the gradual adjustment of RD permits such conver-
gence.
In summary, there are advantages and disadvantages in
using the discussed approaches and interpretations, i.e., the
continuous, analytical variant of RD, and learning and adap-
tation approaches such as best response, genetic algorithms,
and stimulus-response based models. Besides, as we verify,
not all adaptation methods do replicate the RD.
In this paper we aim at applying different approaches and
compare their performance. Specifically, we use three of
them: the analytical equations of the RD, a genetic based
evolutionary approach, and reinforcement learning (here Q-
learning). We remark that, as discussed in the next sec-
tion, some learning approaches are not appropriate for this
problem as they either consider perfect monitoring (observa-
tion of other individuals’ actions, as in Claus and Boutilier
(1998)), or modeling of the opponent (as in fictitious play),
or both. In our case this is not possible given the high num-
ber of individuals involved in the populations, and the un-
likelihood of encounters happening frequently among the
same individuals.
Further, we employ two games that are played by three
populations of individuals and have been seen as metaphors
for studying interactions in populations of individuals. The
first is a three-person version of the matching pennies, due to
Jordan (apud Fudenberg and Tirole (1991)). In this, as in the
two-person original game, there is just a single Nash equilib-
rium (in mixed strategies). The second is due to B. O’Neill
(apud Myerson (2002)), which pays a non-zero quantity to
the players when exactly one of them select one of the two
strategies. This game has eight Nash equilibria, four of
which are in pure strategies, thus making the task of coor-
dinating which equilibrium to select very hard for the indi-
viduals.
We are interested in the trajectory of a population of indi-
viduals with very little knowledge of the game. Indeed, they
are only aware of the payoff or reward received, thus de-
parting from the assumption of knowledge of payoff matrix
and rationality being common knowledge, frequently made
in GT. We show that, in the case of the three-player matching
pennies, the evolutionary approach leads to the same result
as the RD, namely to cycle, which means to the (unique)
Nash equilibrium in mixed strategy. For the second game, it
was possible to observe convergence to the Nash equilibria
in pure strategies. In all cases, convergence depends on the
rate of experimentation in the populations.
Background and Related Work
Evolutionary Game Theory
EGT investigates the relationship between individual and
aggregate behaviors. Its inspiration comes from population
genetics, where the focus is less on individual behavior and
more on the aggregate population behavior. This shift from
individual-level decision-making (eventually leading to user
equilibrium), to dynamics of individuals interaction is in line
with the increasing complexity in modern societies. There
are many systems where we nowadays observe a tendency
of a complex coupled decision-making process. Already
in 1950, Nash saw this phenomenon, which he then called
“mass-action interpretation”. Later, this focus on equilibria
was criticized by J. Maynard Smith: ”An obvious weakness
of the game-theoretic approach to evolution is that it places
great emphasis on equilibrium states ...” (Smith, 1982). Be-
sides, J. Maynard Smith also dealt with the shift from indi-
vidual to population level. Even if he borrowed some def-
initions from standard GT when he introduced the concept
of evolutionary stable strategy (ESS) as a way to understand
conflicts among animals, he had already noticed that ”there
are many situations ... in which an individual is, in effect,
competing not against an individual opponent but against
the population as a whole... Such cases can be described
as ’playing the field’...“ (Smith, 1982).
Currently, this kind of modeling is called a population
game, which models simultaneous interactions of a large
number of simple individuals or agents distributed in a finite
number of populations. Simple agents here mean that each
has a (typically small) number of strategies to choose, caus-
ing a minor impact in other agents payoff. Despite this, the
payoff of each agent is, as in the classical GT, conditioned
by the distribution of strategies in each population. In EGT
and population games, typically, one is not interested in con-
stancy or equilibrium only. Rather, the major interest is on
the dynamics of games. A population of decision-makers is
considered, in which what is investigated is how the rate of
the strategy profiles change as a response to the decisions
made by all individuals in the population.
This idea that the composition of the population of in-
dividuals (and hence of strategies) in the next generations
changes with time (in this case generations) suggests that we
can see these individuals as replicators. The RD is based on
gradual movement from worse to better strategies. One of
the results of Bo¨rgers and Sarin is that in appropriately con-
structed continuous time limit, a stimulus-response based
learning model converges to the continuous time version of
the RD. They have proposed that such a continuous time
limit is constructed so that each time interval sees many iter-
ations of the game, and that the adjustments that the agents
make between two iterations of the game are very small.
This way the stochastic learning process becomes determin-
istic in the limit, thus replicating the system of differential
equations which characterizes the RD.
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However, as mentioned in the introduction, this result
refers to arbitrary, finite points in time, and does not hold
if infinite time is considered. When time tends to infinitely,
the asymptotic behavior of the discrete time learning process
can be different from the asymptotic behavior of the contin-
uous time RD.
Additionally, the RD treats the player as a population
(of strategies). By the construct of the continuous time of
Bo¨rgers and Sarin, in each iteration, a random sample of the
population is taken to play the game. Due to the law of large
numbers, this sample represents the whole population. How-
ever, in the discrete learning process, at each time, only one
strategy is played by each individual. Moreover, the out-
come of each of these interactions affects the probabilities
with which the strategies are used in the next time step.
These results have been extended in Tuyls et al. (2006). It
was shown that the positive reinforcement model by Bo¨rgers
and Sarin (1997) corresponds to the learning automata.
Moreover, a similar dynamics was derived for Boltzmann
action selection. The theoretical results were verified with
experiments in 3 classes of 2× 2 games.
These works suggest that other dynamics, e.g., based on
less gradual adjustments may lead to different results in
other games as well. We also remark that at least one of the
games considered in in this paper is one in which not only
the analytical computation of the RD is non-trivial, but also
the fact that more populations and actions are involved con-
tribute to results being less intuitive as the cases in Bo¨rgers
and Sarin (1997); Tuyls et al. (2006).
Next, for sake of clarity, we briefly mention the Q-
learning method, as well as discuss some related work on
multiagent reinforcement learning (MARL).
Individual and Multiagent RL
Reinforcement learning (RL) by a single agent problems can
be modeled as Markov decision processes (MDPs). An ex-
perience tuple s, a, s′, r denotes the fact that the agent was
in state s, performed action a and ended up in s′ with reward
r. Q-learning is a popular model-free algorithm in which the
update rule for each experience tuple is given in Equation 1
where α is the learning rate and γ is the discount for future
rewards.
Q(s, a)← Q(s, a) + α (r + γ maxa′ Q(s′, a′)−Q(s, a))
(1)
When many individuals or agents learn simultaneously,
the problems are well known. They arise mainly due to the
fact that while one agent is trying to model the environment
(other agents included), the others are doing the same and
potentially changing the environment they share.
Besides, in MARL an issue is the exponential increase in
the space of joint states and joint actions, if agent i explicitly
models the states and actions of other agents. The decision
on whether or not to include joint states and/or joint actions
in the learning process of i is a key one as it has severe im-
plications. In fact, most of the game-theoretic literature con-
centrates on games with few players and few actions because
otherwise it is computationally prohibitive.
This paper deals with a large number of agents, thus
approaches such as JAL (joint agent learners, Claus and
Boutilier (1998)) cannot be used because an explicit model
of other agents’ actions, states, and rewards is necessary. Af-
ter JAL, several approaches have been proposed for related
as well as more general MARL problems. However, they
cannot be used due to some restrictions: zero-sum game
(e.g., Littman (1994)), few agents and/or few actions and/or
assumption of perfect monitoring (e.g., Hu and Wellman
(1998); Lauer and Riedmiller (2000); Kapetanakis and Ku-
denko (2002); Kuminov and Tennenholtz (2008)).
Methods
Formalization of Population Games
Population games are quite different from the games stud-
ied by the classical GT because population-wide interaction
generally implies that the payoff to a given member of the
population is not necessarily linear in the probabilities with
which pure strategies are played. A population game can be
defined as follows.
• (populations) P = {1, ..., p}: society of p ≥ 1 popula-
tions of individuals where |p| is the number of populations
• (strategies) Sp = {sp1, ..., spm}: set of strategies available
to agents in population p
• (payoff function) pi(spi ,q−p)
Agents in each population p have mp possible strategies.
Let npi be the number of individuals using strategy s
p
i . Then,
the fraction of individuals using spi is x
p
i =
npi
Np , where N
p
is the size of p. qp is the mp-dimensional vector of the xpi ,
for i = 1, 2, ...,mp. As usual, q−p represents the set of qp’s
when excluding the population p. The set of all qp’s is q.
Hence, the payoff of an agent of population p using strategy
spi while the rest of the populations play the profile q−p is
pi(spi ,q
−p). Consider a (large) population of agents that can
use a set of pure strategies Sp. A population profile is a
vector σ that gives the probability σ(spi ) with with strategy
spi ∈ Sp is played in p.
One important class within population games is the class
of symmetric games, in which two random members of a
single population meet and play the stage game, whose pay-
off matrix is symmetric. The reasoning behind these games
is that members of a population cannot be distinguished,
i.e., two meet randomly and each plays one role but these
need not to be the same in each context. Thus the symmetry.
However, there is no reason to restrict oneself to a symmetric
modeling in other scenarios beyond population biology. For
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HH T
H +1/+1/-1 -1/-1/-1
T -1/+1/+1 +1/-1/+1
T
H T
H +1/-1/+1 -1/+1/+1
T -1/-1/-1 +1/+1/-1
Table 1: Payoff matrices for the three-player matching pennies game; payoffs are for player 1 / player 2 / player 3.
x3
x2 y2
x1 0/0/0 6/5/4
y1 5/4/6 0/0/0
y3
x2 y2
x1 4/6/5 0/0/0
y1 0/0/0 0/0/0
Table 2: Payoff matrices for the 3PEOY game; payoffs are for player 1 / player 2 / player 3 (the four Nash equilibria in pure
strategies are indicated in boldface).
instance, in economics, a market can be composed of buyers
and sellers and these may have asymmetric payoff functions
and/or may have sets of actions whose cardinality is not the
same. In asymmetric games, each agent belongs to one class
determining the set of legal strategies.
Before we present the particular modeling of asymmetric
population game, we introduce the concept of RD.
The previously mentioned idea that the composition of
the population of individuals (and hence of strategies) in
the next generations changes with time suggests that we
can see these individuals as replicators. In the RD, the rate
of use of a determined strategy is proportional to the pay-
off difference with the mean expected payoff, as in Eq. 2.
As previously defined, the fraction of agents using spi is
xpi =
npi
Np . The state of population p can be described as a
vector xp = (xpi , ..., x
p
m). We are interested in how the frac-
tion of agents using each strategy changes with time, i.e., the
derivative dx
p
i
dt (henceforth denoted x˙pi ).
x˙pi = (pi(s
p
i ,x
p)− p¯i(xp))× xpi (2)
In Eq. 2, p¯i(xp) is the average payoff obtained by p:
p¯i(xp) =
m∑
i=1
xpi pi(s
p
i ,x
p)
Obviously, to analytically compute this average payoff, each
individuals would have to know all the payoffs, which is
quite unrealistic.
Two Scenarios for Three Player Games
In the three-population games considered here, to avoid con-
fusion we use the term ”player” with its classical interpre-
tation, i.e., the decision-makers of the normal form game
(NFG). Because this game is played by randomly matched
individuals, one from each population, we call these individ-
uals ”agents”. Thus player refers to a population of agents.
The just given description of the general population game
is instantiated for our particular scenarios as follows.
Three Player Matching Pennies From the general defi-
nition of a population game given in the previous section,
this is the particular instance for the three player matching
pennies (henceforth 3PMP):
• (populations) P = {1, 2, 3}
• (strategies) for each population p ∈ P : S1 = S2 = S3 =
{H,T }
• (payoff function) see Table 1
From the payoff matrix for this game (Table 1), one sees
that as in the two player original game, there is a single Nash
equilibrium, in mixed strategies. This is indicated in Table 3.
In this table, columns 2–3 specify x1 (fraction of agents se-
lecting each strategy H and T in population p = 1), columns
4–5 specify x2 of p = 2, and columns 6–7 specify x3 of
p = 3. The last column gives the payoffs for the agents.
Three Player Coordination Game The second three
player game that we consider is a kind of coordination game.
As mentioned, it pays a non-zero quantity to the players
when exactly one of them select one of the two strategies.
Henceforth we denominate this game by 3PEOY (three play-
ers, where exactly one should select strategy y). This game
has eight Nash equilibria, four of which are in pure strate-
gies, thus making the task of coordinating over equilibrium
selection very hard for the agents.
The corresponding population game is then defined:
• (populations) P = {1, 2, 3}
• (strategies) for each population p ∈ P : S1 = {x1, y1},
S2 = {x2, y2}, and S3 = {x3, y3}.
• (payoff function) see Table 2
Bioinspired Learning and Optimization
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profile x1H x1T = (1− x1H ) x2H x2T = (1− x2H ) x3H x3T = (1 − x3H ) payoff
σ 12
1
2
1
2
1
2
1
2
1
2 0/0/0
Table 3: Unique Nash equilibria for the 3PMP game.
profile x1x x1y = (1 − x1x) x2x x2y = (1 − x2x) x3x x3y = (1 − x3x) payoff
σa 1 0 1 0 0 1 4/6/5
σb 0 1 0 1 0 1 0/0/0
σc 0 1 1 0 1 0 5/4/6
σd 1 0 0 1 1 0 6/5/4
σe 1 0 ≈ 0.44 ≈ 0.56 ≈ 0.54 ≈ 0.45 ≈ 2.63 / ≈ 2.73 / ≈ 2.22
σf ≈ 0.44 ≈ 0.56 ≈ 0.54 ≈ 0.45 1 0 ≈ 2.73 / ≈ 2.22 / ≈ 2.63
σg ≈ 0.54 ≈ 0.45 1 0 ≈ 0.44 ≈ 0.56 ≈ 2.22 / ≈ 2.63 / ≈ 2.73
σh
2
3
1
3
2
3
1
3
2
3
1
3 ≈ 2.22 / ≈ 2.22 / ≈ 2.22
Table 4: Eight Nash equilibria for the 3PEOY game.
The eight Nash equilibria appear in Table 4. In this table,
columns 2–3 specify x1 (fraction of agents selecting each
strategy s1i in population p = 1), columns 4–5 specify x2
of p = 2, and columns 6–7 specify x3 of p = 3. The last
column gives the payoffs for the agents. For example, for
the first equilibrium (profile σa), because x1x = 1, x2x = 1,
and x3x = 0, all agents in p = 1 selects action x1, all agents
in p = 2 select x2 and all agents in p = 3 select y3.
Regarding the mixed strategy profile σe (for example), all
agents in p = 1 select action x1 (because x1y = 0), whereas
in the other two populations nearly half of the agents select
each action. Profiles σf to σh can be similarly interpreted.
In the classical GT interpretation of equilibrium, profiles
σa, σb, σc, and σd would be Nash equilibria in pure strate-
gies, while the other four equilibria would mean that agents
randomize between at least two pure strategies. The EGT
interpretation thought is as follows. If we consider that we
are dealing with three populations of agents, we can think
about the equilibria in terms of the percentage of individuals
in one of the three populations that in fact select one of the
actions available. This seems a more reasonable explanation
for the concept of mixed strategies, given that, at each time,
agents in fact only select an action.
The same reasoning obviously applies to the 3PMP game
which has only a mixed strategy profile.
Moreover, it must also be noticed that in asymmetric
games, all ESS are pure strategies (for a proof see, e.g.,
Webb (2007)). Thus, for the 3PEOY game, only σa to σd
are candidates for ESS.
Note from Table 4 that in this game σb, though a Nash
equilibrium, is not efficient (all agents receive zero), thus
the learning models tested here should be able to recognize
this.
Replicator Dynamics, Evolutionary
Approach and Reinforcement Learning
As mentioned in the introduction, the continuous RD model,
which is hard to justify, can be reproduced with some forms
of learning. To compare the performance of these learning
models, we have first formulated the continuous RD for our
specific three-population game. The equations can be de-
rived from Eq. 2.
In both the 3PMP and 3PEOY, we have checked which
Nash equilibria are stable. In the 3PEOY in particular, the
Nash equilibria that need to be investigated are, as men-
tioned, those in pure strategies, i.e., σa to σd from Table 4.
To check which are the ESSs, it is necessary to analyze
which are the stable rest points. In simple games, e.g., 2× 2
or even symmetric 2× 3 this can be done graphically. How-
ever, because our problem involves several variables the di-
vergence operator was used.
Now we turn to the approaches based on evolution and
reinforcement learning. In both cases, in each time step,
agents from each population p play g games whose payoffs
are given in Table 1 and Table 2.
For the evolutionary approach, mutations create geneti-
cally mutated versions of the agents. Here we use a muta-
tion rate pm: at each time step, each agent in the population
receives a new strategy with probability pm. We recall that,
according to Bo¨rgers and Sarin (1997), it is expected that if
the adjustment is not gradual, there may be no convergence
to the behavior of the continuous RD. The sum of the pay-
offs obtained by playing these g games is then the fitness of
the agent. After these g games are played, the populations
of agents are reproduced: In each population p, the fittest
agents have a higher probability of being selected. Then
each individual suffers mutation with probability pm, which
means that its strategy is changed to another one randomly
selected.
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For the reinforcement learning, agents learn using individ-
ual Q-learning (Eq. 1), thus assessing the value of each strat-
egy by means of Q values. For action selection, ε-greedy
was used, i.e., action selection is random with probability
ε, otherwise it is greedy. In line with the just mentioned is-
sue of gradual adjustments, and from Tuyls et al. (2006), we
know that the value of ε is key to reproduce the behavior of
the continuous RD.
Experiments and Results
In this section we discuss the numerical simulations of the
evolutionary and learning based approaches and compare
them with the continuous RD, from which we know the
Nash equilibria, and the candidates to be ESSs, for both
games 3PMP and 3PEOY.
We are interested in investigating issues such as what hap-
pens if each population p starts using a given profile σp in
games that have more than one equilibrium. To which extent
the rate pm shifts this pattern? For instance, if the popula-
tion starts using any σp, what happens if it is close to (but
not actually at) σ∗? Will it tend to evolve towards σ∗ or
move away? If it reaches σ∗, how long has it taken? What
happens if there are multiple equilibria?
The main parameters, as well as the values that were used
in the simulations are: P = {0, 1, 2}, N0 = N1 = N2 =
300, g = 10, 000, α = 0.5; ε, ∆ (number of time steps)
and pm were varied. In all cases, at step 0, agents select
strategies from a uniform distribution of probability.
The next subsections discuss the evolutionary and the re-
inforcement learning approaches respectively.
Adaptation with Evolutionary Approach
In this case, because more than two variables (strategies) are
involved, it is not possible to show typical (2d) RD-like plots
that depict the trajectory of these variables. Therefore, as an
alternative to show the dynamics, we use heatmaps.
We start with the 3PMP game. In the plots that appear
in Figure 1 (which were reduced due to lack of space),
heatmaps are used to convey the idea of the intensity of the
selection of each of the 8 joint actions (represented in the
vertical axis) along time (horizontal axis), with ∆ = 1000
time steps. These 8 joint actions are those that appear in Ta-
ble 1. Due to an internal coding used, the 8 joint actions are
labeled such that 0 and 1 mean the selection of first strategy
(H) and second strategy (T ) respectively.
In each triplet (joint action), the first digit indicates the
action of p = 3, the second digit is for the action of p = 2,
and the third digit is for p = 1.
In the heatmaps, to render the figure cleaner we just use
shades of gray color (instead of hot colors as usual). In any
case, the darker the shade, the more intense one joint action
is selected. Thus we should expect that the Nash equilibria
correspond to the darker strips.
(a) pm = 10−1 (b) pm = 10−2
Figure 1: 3PMP: Evolution of Dynamics for Different values
of pm, evolutionary approach.
In Figure 1 it is possible to see that there is no convergence
to any of the pure strategy. Rather, agents cycle among 6 of
the joint actions. This happens for all value of pm tested.
The two joint actions that pay −1 to all agents are quickly
discarded. Remember that a different pattern occurs when
fictitious play was used, according to Bo¨rgers and Sarin
(1997).
Regarding the second game, 3PEOY, plots appear in Fig-
ure 2. Again, there are 8 joint actions. These are labeled
such that 0 and 1 mean the selection of first strategy (x) and
second strategy (y) respectively.
In particular, the four Nash equilibria (σa, σb, σc, and σd)
in pure strategies of these game are represented as: 100,
111, 001 and 010 respectively.
(a) pm = 10−1 (b) pm = 10−2
(c) pm = 0.5
Figure 2: 3PEOY: Evolution of Dynamics for Different val-
ues of pm, evolutionary approach.
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In Figure 2 we show how the selection evolves along time,
for two values of pm. Figure 2(a) is for pm = 10−1, i.e.,
changes in strategy occur with this rate. In these particular
plot we show clear convergence to σa (100). However, con-
vergence is also possible to other joint actions, as, e.g. 010
and 001, but not to 111 because this is a non efficient Nash
equilibria. We do not show all plots as they are similar to
Figure 2(a).
When pm is lowered as in Figure 2(b), the pattern is the
same, i.e., clear convergence to either σa, σc or σd.
When pm is set higher, this pattern does not occur, i.e.,
there is no clear convergence to any of the Nash equilib-
ria. An extreme case with pm = 0.5 is depicted in Fig-
ure 2(c), where one sees that the performance is poor due
to the high rate of changes by the agents. Interestingly, fre-
quently, the Pareto inefficient Nash equilibria σb is selected,
which means payoff of zero to each agent.
Reinforcement Learning
We now turn to the individual learning using Q-learning. Ex-
periments were run with different values of α and change in
ε. It seems that α has much less influence in the result than
ε. Thus we concentrate on α = 0.5.
For both games, here we show plots for ε starting at 1.0
with various decay rates each time step.
For the 3PMP game, to render the picture more clear, plots
in Figure 3 depict the evolution within time of the percentage
of H being selected by agents in population p = 1 only as
others are similar. One can see that agents shift from H to T
and vice-versa. This happens no matter if the decay of ε is
fast (Figure 3(a)) or more slow (Figure 3(b)).
For the 3PEOY game, due to a more clear convergence
pattern, it is possible to plot not only the percentage of se-
lection of action x by agents in the first population, but also
for p = 2 and p = 3. Figure 4 depicts them. Figure 4(a)
refers to a faster decay of ε, 0.9 at each time step, and shows
convergence to σc. However we note that similar patterns
occur leading to σa and σd (but not σb). Figure 4(b) is for
decay of 0.99. In this particular plot, convergence is to σd.
How agents have converged to a given profile is better
seen examining the trajectories of the probabilities to play
each strategy, for each population. Due to the number of
variables, it is not possible to plot them all together. Thus we
opted to show the behavior of selected variables in a pairwise
fashion, namely x1 x x2, x1 x x3, x2 x x3 (Figure 5). In this
plot, for each of the three pairs, the x-axis represents the
probability with which the first component of the pair selects
strategy x, while the y-axis represents the probability with
which the second component of the pair selects x.
It is possible to see that although these percentages all
start at 0.5, they all converge to 1.0 or close. In the particular
plot convergence was to x1 = 1, x2 = 0, and x3 = 1 and
hence this corresponds to the same pattern as in Figure 4(b),
σd.
0 0.2 0.4 0.6 0.8 10
0.2
0.4
0.6
0.8
1
x1 versus x3
x2 versus x3
x1 versus x2
Figure 5: Trajectories: x1 x x2, x1 x x3, and x2 x x3 (all
start at xi = 0.5).
In short, some conclusions can be drawn from these simu-
lations. First, simultaneous learning by the agents does not
always lead to the Nash equilibrium, much less to the ESS
computed for the corresponding RD of the static NFG.
If an evolutionary approach is used, depending on the pm
rate, any of the Nash equilibria may establish, or agents may
be stuck at a sub-optimal state.
This is in line with the result in Bo¨rgers and Sarin (1997),
which prescribes gradual adjustments. Profiles that are dom-
inated do not establish.
Conclusion
In this paper, two three-population games were used to il-
lustrate the patterns of convergence when different methods
are used for replicating the dynamics prescribed by analyt-
ical, continuous methods such as the RD. It was seen that
the extent of match between the continuous RD and discrete
learning methods (whether an evolutionary approach or Q-
learning) depends on the pace of the adjustment.
Also, compared to results in Tuyls et al. (2006), an extra
population in the matching pennies game has slowed down
the convergence as it takes more time for agents to learn in
the presence of three populations.
Future work will consider information broadcast to
agents, in order to have a further way to model action se-
lection and try to improve the coordination task, as well as
investigate issues regarding correlated equilibria.
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Abstract
Grammatical Evolution is an evolutionary algorithm that can
evolve complete programs using a Backus Naur form gram-
mar as a plug-in component to describe the output language.
An important issue of Grammatical Evolution, and evolution-
ary computation in general, is the difficulty in dealing with
deceptive problems and avoid premature convergence to lo-
cal optima. Novelty search is a recent technique, which does
not use the standard fitness function of evolutionary algo-
rithms but follows the gradient of behavioral diversity. It
has been successfully used for solving deceptive problems
mainly in neuro-evolutionary robotics where it was origi-
nated. This work presents the first application of Novelty
Search in Grammatical Evolution (as the search component
of the later) and benchmarks this novel approach in a well-
known deceptive problem, the Santa Fe Trail. For the ex-
periments, two grammars are used: one that defines a search
space semantically equivalent to the original Santa Fe Trail
problem as defined by Koza and a second one which were
widely used in the Grammatical Evolution literature, but
which defines a biased search space. The application of nov-
elty search requires to characterize behavior, using behavior
descriptors and compare descriptions using behavior similar-
ity metrics. The conducted experiments compare the per-
formance of standard Grammatical Evolution and its Nov-
elty Search variation using four intuitive behavior descriptors.
The experimental results demonstrate that Grammatical Evo-
lution with Novelty Search outperforms the traditional fitness
based Grammatical Evolution algorithm in the Santa Fe Trail
problem demonstrating a higher success rates and better so-
lutions in terms of the required steps.
Background
Grammatical Evolution
Grammatical Evolution (O’Neill and Ryan, 2001) is an evo-
lutionary algorithm that can evolve complete programs in
an arbitrary language using populations of variable-length
binary strings. Namely, a chosen evolutionary algorithm
(typically a variable-length genetic algorithm) creates and
evolves a population of individuals and the binary string
(genome) of each individual determines which production
rules in a Backus Naur Form (BNF) grammar definition are
used in a genotype-to-phenotype mapping process to gener-
ate a program. In natural biology, there is no direct mapping
Figure 1: Comparison between the GE system and a bio-
logical genetic system. Cited in (O’Neill and Ryan, 2001),
p.351.
between the genetic code and its physical expression. In-
stead, genes guide the creation of proteins, which affect the
physical traits either independently or in conjunction with
other proteins (Ryan et al., 1998). Grammatical Evolution
treats each genotype to phenotype transition as a ”protein”
which cannot generate a physical trait on its own. Instead,
each one protein can result in a different physical trait de-
pending on its position in the genotype and consequently,
the previous proteins that have been generated.
Fig. 1 shows the comparison between the GE system and
a biological genetic system (O’Neill and Ryan, 2001). The
binary string of the genotype of an individual in GE is equiv-
alent to the double helix of DNA of a living organism, each
guiding the formation of the phenotype. In the case of GE,
this occurs via the application of production rules to gener-
ate the terminals of the resulted program (phenotype) and
in the biological case, directing the formation of the pheno-
typic protein by determining the order and type of protein
subcomponents (amino acids) that are joined together.
Before the evaluation of each individual, the following
steps take place in Grammatical Evolution:
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Figure 2: GEmapping process. FromDempsey et al. (2006),
p. 2588, (with minor changes)
i The genotype (a variable-length binary string) is used
to map the start symbol of the BNF grammar definition
into terminals. The grammar is used to specify the legal
phenotypes.
ii The GE algorithm reads ”codons” of typically 8 bits (in-
teger codons are also widely adopted) and the integer
corresponding to the codon bit sequence is used to de-
termine which form of a rule is chosen each time a non-
terminal to be translated has alternative forms. If while
reading ”codons”, the algorithm reaches the end of the
genotype, it starts reading again from the beginning of
the genotype (wrapping).
iii The form of the production rule is calculated using the
formula form = codon mod forms where codon is the
codon integer value, and forms is the number of alterna-
tive forms for the current non-terminal.
An example of the mapping process employed by Grammat-
ical Evolution is shown in Fig. 2. In this example, the first
codon of the genotype of the individual is the binary string
00001000 which is the binary form of the integer 8. The
start symbol <E> has six alternative forms, therefore the
form to be applied is this with label 2 (8 % 6) which results
in the expression ( - <E> <E> ). The next codon is then
read in order to replace the first non-terminal symbol <E>
of the new expression, and this goes on until the expression
contains only the terminal symbols x and y and any of the
arithmetic operators. Namely, until all of the non-terminal
symbols have been replaced.
Figure 3: “The Santa Fe Trail.
After the mapping process (i.e. the creation of the phe-
notype), the fitness score is calculated and assigned to each
individual (phenotype) according to the given problem spec-
ification. These fitness scores are sent back to the evolution-
ary algorithm which uses them to evolve a new population of
individuals. Grammatical Evolution is a flexible and promis-
ing grammar-based evolutionary algorithm with two unique
features inspired from molecular biology: genetic code de-
generacy which improves genetic diversity, due to its many-
to-one genotype-to-phenotype mapping mechanism; and ge-
netic material reuse, due to the genome wrapping it applies.
Even though Grammatical Evolution shows competence on
a series of problems where it has been applied, the experi-
ments conducted by Georgiou and Teahan (2010, 2011) and
Georgiou (2012) cast doubt about its effectiveness and ef-
ficiency on deceptive problems such as Artificial Ant and
Maze searching.
The Santa Fe Trail Problem
The Santa Fe Trail is the most common instance of the Ar-
tificial Ant problem and was designed by Christopher Lang-
ton (Koza, 1991). It is a standard and challenging prob-
lem, which is widely used for benchmarking in Genetic Pro-
gramming (Koza, 1991, 1992) and Grammatical Evolution
(O’Neill and Ryan, 2001, 2003).
This problem can be briefly described as finding a com-
puter program to control an artificial ant, within a limited
amount of steps, such that it can find all food items forming
a twisting trail in a 32 x 32 toroidal plane grid. The trail
is composed by 89 food pellets distributed non-uniformly
along it, and has 55 gaps and 21 turns (see Fig. 3). The
Santa Fe Trail has the following irregularities: single gaps,
double gaps, single gaps at corners, double gaps at corners
(short knight moves) and triple gaps at corners (long knight
moves) (Koza, 1991).
The artificial ant starts in the upper left cell of the grid
(0,0), facing east, and can perform three primitive actions:
move, turn right and turn left - each action consumes one
step. The move action moves the ant forward one square in
the direction it is currently facing. When the ant moves into
a square, it eats the food if there is any. The other two actions
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turn the ant right or left respectively by 90 degrees, without
moving the ant. The ant can use a binary sensing boolean
operator food ahead, which comes with no cost in moves.
This sensing operator looks into the square the ant is cur-
rently facing and executes one of its arguments depending
upon whether the square ahead contains food or is empty.
Besides the sensing operator, Koza (1991) introduced the
unlimited sequence operator progn that executes its argu-
ments in order. Alternatively, Koza (1992) introduced two
and limited sequence progn2 and progn3, taking two and
three arguments respectively. This difference regarding the
sequence operators used introduces a representational bias,
but does not affect the ant control possibilities, since any
progn subtree can be translated into semantically equivalent
subtrees using progn2 and progn3 operators and vice versa
(Robilliard et al., 2005).
During the evaluation of the ant, its program is iterated
until exhausting the steps limit or eating all food items.
There is no unanimity in the literature regarding the fixa-
tion of the maximal number of steps an ant is allowed to
perform. Robilliard et al. (2005) note that Koza said he ar-
bitrarily fixed to 400, but Langdon and Poli (1998) set the
limit to 600 steps, assuming a possible mistype in Koza‘s
paper. O’Neill and Ryan (2003) set the maximum number
of steps to 615 and Georgiou (2012) benchmarks a variety
of GE configurations using 650 steps.
As the goal is to collect the maximal number of food items
laid down in the trail, the customary fitness function is the
amount of food collected by the ant, or in the case of mini-
mization, the number of pellets missed out of the total 89 on
the trail.
This benchmark problem is still repeatedly used (Geor-
giou and Teahan, 2010; Lehman and Stanley, 2010; Doucette
and Heywood, 2010) because of its interesting characteris-
tics: it has a large search space, full of global and local
optima and many plateaus riven with deep valleys, which
may be indicative of real problem spaces (Langdon and Poli,
1998). More, there are low and middle order schemas which
are required as stepping stones to build solutions but which
are below average fitness. Langdon and Poli (1998) have
shown that GP does not perform significantly better than
random search on this problem since it contains multiple
levels of deception, where solutions have low fitness neigh-
bors. The search space is highly deceptive because it has
many high scoring non-optimal programs that do not cor-
respond to trail following behavior: random policies may
collect many food items.
Performance of GE on the Santa Fe Trail Problem
O’Neill and Ryan (2003) compared Grammatical Evolution
with Genetic Programming, using the Santa Fe Trail prob-
lem as a benchmark, fixing the steps upper limit to 615.
They have used the grammar in Fig. 4 (from now on called
BNF-O‘Neill grammar) and the experiments results were fa-
Figure 4: “BNF-ONeill grammar definition.
Figure 5: “BNF-Koza grammar definition.
vorable to GE.
The comparison SFT experiments were later questioned
by Robilliard et al. (2005). They have found that the search
space of programs possible by BNF-O‘Neill grammar was
not semantically equivalent to the set of programs possible
within the original SFT definition. The former is narrower:
any original SFT program can be translated into a seman-
tically equivalent BNF-O‘Neill program but the converse is
not true. Robilliard et al. (2005) argue that they found no
solution in the Santa Fe Trail problem using Grammatical
Evolution, up to and including 600 time steps in their exper-
iments, and they note that almost all Grammatical Evolution
publications mention an upper limit of 615 time steps. Only
in O’Neill and Ryan (2001) with Grammatical Evolution is
the limit reported as 600 steps, which Robilliard et al. (2005)
claim is a mistype.
Georgiou and Teahan (2010) have made a series of ex-
periments where GE gives very poor results in the Santa
Fe Trail problem with a search space semantically equiva-
lent to the search space used in the original problem (Koza,
1991). They have used the SFT-BAP grammar cited in Ro-
billiard et al. (2005), from now on named BNF-Koza (see
Fig. 5), which defines a search space of programs seman-
tically equivalent to the Koza‘s original (Robilliard et al.,
2005). Indeed, the same work proved experimentally that
GE literature (O’Neill and Ryan, 2001, 2003) uses a BNF
grammar which narrows the original search space and conse-
quently gives an unfair advantage to GE when it is compared
against GP in the SFT problem. As noted by Robilliard et al.
(2005) the BNF-O‘Neill grammar does not allow multiple
<op> statements or sequences of <op> and <condition>
statements in the branches of the <condition> production
rule, in contrast with the first production rule of <line> in
the BNF-Koza.
In the experiments of Georgiou and Teahan (2010) the
maximum allowable steps for the ant was set to 650. The
reason for this increase was to give Grammatical Evolution
the chance to find more solutions using the investigated BNF
grammars in order that the sample of the solutions found
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and the comparison of the effects of these grammars on the
performance of Grammatical Evolution being more encom-
passing. Furthermore, they have proved experimentally that
during an evolutionary run GE is not capable of finding so-
lutions using the BNF-O‘Neill grammar definition with less
than 607 steps. BNF-O‘Neill defines a smaller search space,
biasing the search towards areas where a solution may be
found more easily (higher success rate) but with the cost
of excluding areas where more efficient programs (using
less steps) exist. Note that the easy incorporation of do-
main knowledge, by changing the grammar, and biasing the
search, is a great advantage of the grammar representation
used by GE. But we should be careful not to exclude good
solutions (the ones which require less steps), as it is the case
of BNF-O‘Neill.
The best solution we know so far for the SFT problem, in
GP or GE, requires only 337 steps, and it was generated by
CGE (Georgiou and Teahan, 2011), one of the GE variations
developed over the last years.
Promoting diversity in GP to overcome deception
Diversity promotion and maintenance, relying generally on
the genotype and fitness function, has been the main ap-
proach to mitigate deception and stagnation in GP. A va-
riety of different techniques have been proposed in order
to preserve genotypic diversity, that make use of different
measures to compare genotypes. We are going to refer
only some of them: higher mutation rates (Banzhaf et al.,
1996), larger population sizes (Ciesielski and Mawhinney,
2002), fitness shaping (Luke, 1998), aiding explicit objec-
tives to promote genotypic diversity, together with a goal-
oriented one, in a multi-objective scheme (de Jong et al.,
2001), replacing the most similar programs (Ciesielski and
Mawhinney, 2002), maintaining a diversity of genetic lin-
eages (Burke et al., 2003) and fitness sharing (Eka´rt and
Ne´meth, 2002). Burke et al. (2002) have shown that geno-
type diversity approaches manifest a low correlation with
fitness.
A different approach is the promotion of phenotypic di-
versity based on fitness: the use of a selection method which
is uniform over the fitness values (Legg and Hutter, 2005) or
the phenotype diversity measurement in terms of the num-
ber of unique fitness values in the population, using entropy
(Rosca, 1995). Burke et al. (2002) concluded that ”success-
ful evolution occurs when population converges to similar
structure and high fitness diversity” and ”the fitness based
measures of phenotypes and entropy appear to correlate bet-
ter with run performance.” The phenotype techniques spread
individuals across different fitness levels but are not able to
maintain diversity in the same fitness levels (Legg and Hut-
ter, 2005). Yan and Clack (2009) pointed out the importance
of preserving phenotypic behavioral diversity, in achieving
higher fitness and adaptability to dynamic domains, where
behavior is not reduced to fitness, being much more detailed.
Novelty Search
All diversity preserving techniques, described above, take
objective-based fitness into account. The Novelty Search
(NS) approach, introduced by Lehman and Stanley (2008) is
much more radical, as it ignores completely the fitness ob-
jective, relying only on behavior diversity as the sole criteria
for selection in artificial evolution. Objective based fitness
is replaced by novelty and the idea is not to select the most
fitted individuals for reproduction but those with the most
novel behaviors instead. Novel individuals are rewarded and
will guide the search towards finding other novel individu-
als. NS is driven towards behavior space exploration, look-
ing for what is divergent from the past and present behaviors,
regardless of their fitness. The idea is that by exploring the
behavior space without any goal besides novelty, ultimately
an individual with the desired behavior will be found. Sur-
prisingly, NS has been successful in several deceptive prob-
lems (Lehman and Stanley, 2011; Gomes et al., 2012), as it
is not dependent of any fixed goal, avoiding the convergence
towards local optima.
NS requires the definition of distances between behavior
descriptors. Those descriptors may be specific to a task or
suited for a class of tasks (Doncieux and Mouret, 2010). The
descriptors are normally vectors that capture behavior infor-
mation along the whole evaluation or which is just sampled
at some particular instants. The used descriptors may even
change along an evolutionary run. Several general distance
functions between behavioral vectors have been suggested:
euclidian distance, edit distance, hamming distance, relative
entropy and normalized compression distance, fourier anal-
ysis, for instance (Doncieux and Mouret, 2010).
Given a behavior function and a distance metric, the nov-
elty score of an individual is computed as the average dis-
tance from its k-nearest neighbors (µi) in both the popula-
tion and the archive (see Eq. 1).
ρ(x) =
1
k
×
k∑
i=0
dist(x, µi) (1)
A point in a sparse area will be highly rewarded and a
point in a dense area will receive a low novelty score. There
have been several proposed ways of registering the past be-
haviors but we won‘t deal with them here, as in our NS ap-
plication we wont use any archive of past behaviors.
Novelty Search applied to GP
Lehman and Stanley (2010) were the first to apply novelty
search to Genetic Programming. They made experiments in
three deceptive tasks: maze navigation, and the two artificial
ant benchmarks: the Santa Fe Trail and Los Altos. There is
no reference to the features of the best individual evolved, in
terms of the number of steps, genotype or phenotype length,
but in the end, NS was able to avoid bloat, evolving smaller
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programs and outperforming objective based fitness in terms
of the number of successfully evolutionary runs.
Doucette and Heywood (2010) used SFT to study the ef-
fects of NS on performance and also on solution generaliza-
tion. NS evolved programs, which eat less food items on
average than the traditional fitness based method but they
achieved better performance in terms of generalization to
new trails.
Naredo et al. (2013) applied NS to evolve GP classifiers
and obtained encouraging results when compared to canon-
ical GP. NS exhibited the best results when confronted with
difficult problems, but for simple problems, however, the ex-
plorative capacity of NS seemed to be a detriment to the
search.
Santa Fe Trail Experiments
All experiments mentioned in this study have been per-
formed using the jGE library (Georgiou and Teahan, 2006),
which is a Java implementation of the Grammatical Evolu-
tion algorithm, and jGE Netlogo extension (Georgiou and
Teahan, 2010), which is a Netlogo extension of the jGE li-
brary. We have used the customary fitness function: the
number of food items eaten. An invalid individual has a
fitness of 0.
In order to evaluate the performance of Novelty Search in
the Santa Fe Trail benchmark, we have used both grammars,
BNF-ONeill and BNF-Koza. The latter is used because it is
semantically equivalent to the original formulation of SFT,
and we have used BNF-ONeill also because it has been ex-
tensively used in GE literature, although it narrows the orig-
inal search space excluding good solutions. In order to sam-
ple a larger number of solutions we have fixed the maximum
allowable steps for the ant to 650, as in (Georgiou and Tea-
han, 2010).
Note that when Grammatical Evolution is being per-
formed with Novelty Search (NS-GE) every individual must
be evaluated to know its fitness score. But that score is not
being used for individual selection. The fitness score is only
used to evaluate NS-GE performance.
We did not add any archive, thus novelty was only tested
against the other individuals in the current population. Our
preliminary experiments showed that the addition of an
archive of past behaviors did not improve the performance of
NS without memory. Moreover, the archive would introduce
a memory mechanism that does not exist in the standard GE.
In order to track novelty GE requires a small change: the fit-
ness function is replaced by the novelty metric.
Behavior descriptors
We have evaluated NS using several behavior descriptors,
and all of them were compared against the standard GE for
both grammars. There is no natural behavior descriptor: we
have many possibilities and we wanted to make empirical
comparisons between several of them. The behavior de-
scriptors should ideally be compact in order to capture rel-
evant behavior variation and condense the irrelevant ones.
We have to be careful not to conflate the stepping-stones that
will lead the evolution towards finding successful solutions
We are going to present our four behavior descriptors (two
of them are different samplings of the same behavior char-
acteristic):
Amount of food eaten This is the behavior descriptor
used by Lehman and Stanley (2010): the amount of food
eaten is sampled N evenly spaced times during an individual
evaluation. We have considered two values for N, in order
to cover descriptors with different granularity and implying
behavior spaces with different sizes: N=1 and N=26. In the
former case, the amount of food is sampled only once: at
the end of the 650 steps or when the food trail is depleted.
A sample of 1 means a behavior space of size 90 and a
lot of conflation: many different forms of eating the same
amount of food will be considered identical. A sampling
of 26 means that the amount of food will be registered ev-
ery 25 steps. The search space of behaviors will be much
larger but there are constraints: it will be impossible to eat
more than 25 items in each period. An invalid individual or
a valid individual that does nor eat any food after 650 steps
will have a vector filled with 26 zeros or 1 zero depending
on the sampling size. We have used the Euclidean distance
for measuring similarity between behaviors.
Food eaten sequence This is a behavior descriptor simi-
lar to the one used by Doucette and Heywood (2010) in his
SFT experiments. The behavior descriptor is a vector of size
89 x 2, containing the food item coordinates in the order in
which they were eaten. The x and y coordinates of the first
food item eaten occupy the first and second vector position,
respectively. The 3rd and 4th vector positions are occupied
respectively by the x and y coordinates of the second food
item eaten. If the ant ate N food items, being N less than 89,
the first N x 2 vector cells will be occupied by the N food
item position coordinates and all the other vector cells will
be filled by the x and y coordinates of the Nth food item po-
sition. We have to describe the behavior of ants that do not
eat any food item and also the invalid individuals. Both will
have a vector filled with 0s. Note that not all of the food
position combinations are possible because there are natural
constraints imposed on the space of behaviors by the num-
ber of maximal steps. For example, it will be impossible to
have the food items in reverse order: going to the end of the
trail and then following it upside down. We will use the Eu-
clidian distance for measuring similarity between behaviors.
Steps sequence We have a vector of 89 cells where the nth
cell will be filled by the number of steps necessary to eat the
nth food item. In case the ant has eaten only N (<89) food
items, every cell after the Nth will be filled by the dummy
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value. For example, this vector [1,2,3,*,*,*] means that one
food item was eaten after the first move, a second food item
after the second move, a third food item after three steps and
then no more food items were eaten. An invalid individual
will have a vector filled with the value *. Note that again
the behavior descriptor imposes constraints on the space of
possible behaviors. The vector is always sorted in increasing
order, except the dummy *. We have used a variation on the
Euclidean distance (see Eq. 2) for measuring the distance
between behavior vectors using this descriptor. The subtrac-
tion in the Euclidean formula is substituted by a function
dif(v, w) in order to deal with the dummy value * (absence
of food). Consider two vectors v and w, each one with 89
cells: v = (v1, v2, ..., v89) and w = (w1, w2, ...w89).
dist(v, w) =
√√√√ 89∑
i=0
dif(vi, wi)2 (2)
We want to penalize, as being different, the behavior vectors
that have less food items (more *s). This way the differ-
ence between a dummy value and any number of steps is
500. The difference function between the values from two
corresponding cells is given by Eq. 3.
dif(x, y) =
 0 if x=* and y=*x− y if x=* and y=*
500 otherwise
(3)
Experiments setup
Five distinct experiments were performed to evaluate the
standard GE and NS-GE with the four different descriptors
using the BNF-Koza grammar and another five for BNF-
ONeill. Each experiment consisted on 100 evolutionary
runs. For each method, we have measured performance in
terms of the success or hit rate (number of runs evolving in-
dividuals that eat all 89 food items) and the average quality
of hits, (average number of steps necessary to eat all the 89
items). We also have measured the average number of food
items eaten, the average number of generations for a hit, and
finally the minimal number of steps of a hit. The tableau
in Table 1 shows the settings and parameters of the experi-
ments.
After some exploration, for almost all behavior descrip-
tors we have chosen 10 for the parameter K, i.e. the number
of nearest neighbors checked in NS (see Eq. 1). The only
exception was the steps sequence descriptor: the best value
for K was 5. We have used 50 as the maximum number of
generations and a population of 500 individuals, which are
widely used values in GP for the SFT. A Generation Gap of
90% means that in a population of 500 individuals the 50
best individuals will survive in the next generation and the
worst 450 are replaced. Also, the standard genetic opera-
tors of mutation (point) and crossover (one-point) have been
used.
Objective Find an ant that follows food trails
Terminal
Set
turn-left, turn-right, move, food-ahead
Behavior
Descriptors
Amount of food eaten sampled at the end -
(K=10, Euclidean), Amount of food eaten
sampled 26 times - (K=10, Euclidean),
Food eaten sequence - (K=10, Euclidean),
Steps sequence - (K=5, A specific Eu-
clidean distance adapted to the descriptor)
Grammars BNF-O’Neill and BNF-Koza
Evolutionary
Algorithm
Steady-State GA, Generation Gap: 0.9,
Selection Mechanism: Roulette-Wheel
Initial
Population
Randomly created with the following re-
strictions: Minimum Codons: 15 and
Maximum Codons: 25
Parameters Population Size: 500, Maximum Genera-
tions: 50 (without counting generation 0),
Prob. Mutation: 0.01, Prob. Crossover:
0.9, Codon Size: 8, Wraps Limit: 10
Table 1: Summarizing Tableau for the SFT Problem.
Results
The experimental results for BNF-Koza and BNF-O‘Neill
can be seen in Table 2 and Table 3, respectively. They show
that GE with NS, without any memory of past individuals,
using any of the four behavioral descriptors, clearly outper-
forms standard fitness based GE in terms of hits rate for
BNF-Koza, which is semantically equivalent to the original
SFT problem. Standard GE for BNF-O‘Neill, which defines
a biased narrower search space, had a high hit percentage
but was also outperformed by NS-GE for every behavior de-
scriptor. NS-GE was also able to find more efficient pro-
grams (requiring less number of steps) than standard GE in
both grammars. Anyhow, in spite that NS-GE with Steps
Sequence descriptor found the most efficient solution, we
cannot say that any of those descriptor is more efficient than
the other: chance can play a role here, on average the num-
ber of required steps is very similar. Successful solutions
evolved by NS-GE required a less number of evaluations,
for both grammars (confirmed by the values on the Gen col-
umn in both tables). The average number of food items eaten
is much higher in the NS-GE for every descriptor but that
comes naturally from the higher success rate.
Even a simple descriptor that defines a very small behav-
ior space (90 behaviors), and which is highly related with the
fitness function: just counting the amount of food eaten in
the end of the 650 steps, was able to attain a remarkable suc-
cess rate. When we increase the number of samples (gran-
ularity of behavior characterization), we have increased the
behavior space but we were also able to distinguish behav-
iors that were considered similar with just one sampling.
Note that the amount of food eaten can never decrease and
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BNF-Koza Hits Food Gen Steps MinSteps
Fitness (GE) 8% 58.8 37.75 589.25 497
Food1 42% 78.36 22.55 599.38 385
Food26 48% 81.96 28.38 584.90 461
Food Seq. 33% 76.59 30.28 575.10 385
Steps Seq. 41% 77.88 23.78 587.92 331
BNF-
O‘Neill
Hits Food Gen Steps MinSteps
Fitness (GE) 77% 82.92 15.84 613.99 609
Food1 95% 88.28 08.96 614.01 607
Food26 100% 89.00 08.19 614.06 607
Food Seq. 94% 88.24 09.64 613.87 607
Steps Seq. 95% 88.28 08.96 614.01 607
Table 2: Results for BNF-Koza and BNF-O‘Neill. For each
behavior descriptor and objective based fitness, the columns
give the percentage of hits, the average number of food items
eaten, the average number of generations for a hit, the aver-
age and minimal number of steps for a hit.
26 samples imply sampling every 25 steps, which in combi-
nation with the form of the Santa Fe Trail impose strong con-
straints on the possible values of consecutive cells. The in-
crease on the behavior description granularity has increased
the performance in both grammars, but more experiments
need to be made in order to assess if a too granular descrip-
tion is not necessary, distinguishing a lot of irrelevant behav-
ior and slowing down evolution.
Considering all evolved programs in our experiments, the
evolved code presented in Fig. 6 was able to complete the
trail in the least number of steps: 331. This program out-
performs the most efficient program known so far, evolved
by the Constituent Grammatical Evolution algorithm (CGE)
(Georgiou and Teahan, 2011). Note that CGE has attained a
higher hit rate than NS-GE, but CGE is a much more com-
plex algorithm than the standard GE, incorporating the con-
cepts of constituent genes and conditional behavior switch-
ing, being able to decrease the actual search space, and ex-
plore programs in more useful areas. With a slight modifi-
cation over the standard GE, using very intuitive behavior
characterizations, by rewarding individuals that behave dif-
ferently from the others, without any selective pressure to
find the better ones, NS-GE has improved dramatically the
performance on the very deceptive Santa Fe Trail Problem.
Conclusion and Future Work
Even though Grammatical Evolution shows competence on
a series of problems where it has been applied, its effective-
ness and efficiency on deceptive problems, such as the Santa
Fe Trail, has been questioned (Robilliard et al., 2005). This
is because problems of this type have some characteristics
of real world problems, such as many local optima and large
Figure 6: Best Program Evolved. Netlogo code of the best
solution (331 steps) with the descriptor Steps Sequence.
search spaces, making them challenging and difficult for
evolutionary algorithms to efficiently solve them (Langdon
and Poli, 1998; O’Neill and Ryan, 2003). This work pre-
sented the first application of Novelty Search in Grammat-
ical Evolution and benchmarked this approach in the Santa
Fe Trail problem to investigate whether a search mechanism,
which promotes behavioral novelty, would improve the per-
formance of Grammatical Evolution in a deceptive problem.
The results demonstrated a dramatic improvement in terms
of both success rate and quality of solutions, which encour-
ages further investigation and application to more problems
such as Los Altos Hills and Maze Searching. Furthermore,
more work is required for the investigation of how the appli-
cation of Novelty Search in Grammatical Evolution affects
the genotype and phenotype bloating, a known issue with
the Santa Fe Trail problem.
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Abstract
The problem of parameterization is often central to the ef-
fective deployment of nature-inspired algorithms. However,
finding the optimal set of parameter values for a combina-
tion of problem instance and solution method is highly chal-
lenging, and few concrete guidelines exist on how and when
such tuning may be performed. Previous work tends to ei-
ther focus on a specific algorithm or use benchmark prob-
lems, and both of these restrictions limit the applicability of
any findings. Here, we examine a number of different algo-
rithms, and study them in a “problem agnostic” fashion (i.e.,
one that is not tied to specific instances) by considering their
performance on fitness landscapes with varying characteris-
tics. Using this approach, we make a number of observations
on which algorithms may (or may not) benefit from tuning,
and in which specific circumstances.
Introduction and Background
There exist many algorithms that are inspired by nature, and
each has associated with it a set of parameters. These de-
fine specific features or details of an algorithm that may be
altered in order to change the behaviour or performance of
the method (for example, in evolutionary algorithms, param-
eters may include mutation rate or crossover probability).
The problem of finding the optimal settings for these pa-
rameters (often referred to as “tuning”) is well-established
(Lobo et al., 2007; Nannen et al., 2008; Akay and Karaboga,
2009; Birattari, 2009; Eiben and Smit, 2011), but little in-
depth work has been performed on quantifying the benefits
of tuning for a range of algorithms. We address this in the
current paper, by investigating the precise benefits (or other-
wise) of tuning for a number of different algorithms. More-
over, we do this in a way that is independent of any spe-
cific problem, by using an approach based on fitness land-
scape characteristics. The main contribution of the paper
is therefore to establish a framework for deciding - prior
to any problem-specific implementation - which algorithms
may (or may not) benefit from tuning. Our aim is to offer
advice to future practitioners on the relative merits of tun-
ing, compared to the effort involved in finding the best set of
parameter values. We achieve this by establishing, for each
algorithm, the problem features that offer the most potential
for performance improvements via tuning.
Previous work (Crossley et al., 2013) characterised a
number of nature-inspired algorithms according to their
performance on fitness landscapes with different features.
However, the authors used the default parameter settings for
each algorithm, which fails to reflect the fact that, in prac-
tice, methods are usually tuned prior to serious use (Leung
et al., 2003; Adenso-Diaz and Laguna, 2006; Koster and
Beney, 2007; Ridge and Kudenko, 2010). Here, we extend
this work by quantifying the relative merits of tuning for a
range of algorithms in a wide variety of fitness landscape
scenarios. We achieve this by assessing both their tuned and
untuned behaviour, using the methods described in Crossley
et al. (2013).
In order to tune our selected algorithms, we use the no-
tion of racing, which was first introduced in the field of
machine learning (Maron and Moore, 1993, 1997). Specif-
ically, we use the F-race algorithm (Birattari et al., 2002;
Yuan and Gallagher, 2004; Smit and Eiben, 2009; Birattari
et al., 2010), which has been extensively used to find the
best possible set of parameter values for a given problem in
a limited time.
The rest of the paper is organised as follows: we first de-
scribe our approach in the Methodology section, before pre-
senting our experimental findings in the Results section. We
conclude with a discussion of the implications of our results,
and suggest further work.
Methodology
Our methodology may be summarised as follows: (1) select
a number of nature-inspired algorithms, and obtain consis-
tent source code for their implementation; (2) for each al-
gorithm, find the best parameter settings (i.e., tune) over a
number of different problems; (3) compare the performance
of tuned and untuned algorithms.
Algorithm selection
We compare a number of nature-inspired algorithms, all of
which are commonly applied to continuous function opti-
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misation (we use the same set as in Crossley et al. (2013)).
These may be classified (Brabazon and O’Neill, 2006) as ei-
ther social, evolutionary or physical. The social algorithms
we select are Bacterial Foraging Optimisation Algorithm
(BFOA) (Passino, 2002), Bees Algorithm (BA) (Pham et al.,
2006), and Particle Swarm Optimisation (PSO) (Kennedy
and Eberhart, 1995). The evolutionary algorithms selected
are Genetic Algorithms (GA) (Goldberg, 1989) and Evolu-
tion Strategies (ES) (Ba¨ck and Schwefel, 1993), and phys-
ical algorithms are represented by Harmony Search (HS)
(Geem and Kim, 2001). We also include stochastic hill
climbing (SHC) as a “baseline” algorithm; in contrast to
Crossley et al. (2013) we exclude random search, as it has no
parameters to tune. As before, we heed the observation that
“Ideally, competing algorithms would be coded by the same
expert programmer and run on the same test problems on the
same computer configuration” (Barr et al., 1995). With that
in mind, we use only implementations provided by Brown-
lee (2011). Space prevents a complete description of specific
implementation details for each algorithm, but full imple-
mentation details can be found in Brownlee (2011), which is
freely available and contains complete source code.
Tuning
Our fundamental goal is to investigate the pre- and post-
tuned performance of our selected algorithms on landscapes
with different general features, and thus identify character-
istics of landscapes for which tuning may yield significant
differences in algorithm performance. As Morgan and Gal-
lagher (2010) observe, “Different problem types have their
own characteristics, however it is usually the case that com-
plementary insights into algorithm behaviour result from
conducting larger experimental studies using a variety of dif-
ferent problem types” (our emphasis). Rather than using ar-
bitrary benchmark instances of problems in order to perform
tuning, we use a landscape-based approach, as utilised in
Crossley et al. (2013). As Morgan and Gallagher (2010) ex-
plain, this Max-Set of Gaussians (MSG) method (Gallagher
and Yuan, 2006) is a “randomised landscape generator that
specifies test problems as a weighted sum of Gaussian func-
tions. By specifying the number of Gaussians and the mean
and covariance parameters for each component, a variety of
test landscape instances can be generated. The topological
properties of the landscapes are intuitively related to (and
vary smoothly with) the parameters of the generator.” We
now describe the characteristics under study:
Ruggedness of a landscape is often linked to its difficulty
(Jones and Forrest, 1995), and factors affecting this include
(1) the number of local optima (Horn and Goldberg, 1994),
and (2) ratio of the fitness value of local optima to the global
optimal value (Malan and Engelbrecht, 2009; Merz, 2000).
Other significant factors concern (3) dimensionality (Hendt-
lass, 2009) (that is, the number of variables in the objective
function), (4) boundary constraints (that is, the limits im-
Table 1: A summary of the ranges selected for the various
characteristics in the landscape generation methodology.
Characteristic Min Max Step Default
No. of local optima 0 9 1 3
Ratio of local optima
to global optimum
0.1 0.9 0.2 0.5
Dimensionality 1 10 1 2
Boundary constraints 10 100 10 30
Smoothness 10 100 10 15
posed on the value of a variable) (Kukkonen and Lampinen,
2005), and (5) smoothness of each Gaussian curve (effec-
tively the gradient) used to generate the landscape (Beyer
and Schwefel, 2002) - a smaller value indicates a smoother
gradient. For each characteristic, we use the same ranges as
in Crossley et al. (2013), summarised in Table 1.
To produce a test set of problems, we use the MSG land-
scape generator. For every value of every characteristic (in
the range specified in Table 1) we generate a set of five
landscapes, which makes up the initial problem set for each
value. We then use the F-racing methodology (Birattari
et al., 2002) to find optimised parameters for each algorithm,
over every value of every landscape characteristic used. We
ensure that termination criteria are standardised, in order to
ensure reasonable comparisons, and therefore use the num-
ber of objective function evaluations to determine when to
terminate an algorithm’s run. We established, through initial
experiments, that all selected algorithms generally converge
within 20,000 objective function evaluations, so we use that
as the specific value.
Comparison
We run each algorithm 100 times on each landscape in the
set of landscapes generated for each particular characteristic
value (when investigating smoothness, for example, we gen-
erate 1000 different landscapes (100 each for smoothness =
10 . . . 100), and run each algorithm 100 times on each land-
scape). This is done first for all algorithms with ‘default’
parameter configurations, and then again, this time using
the parameter configurations obtained through the F-Racing
process. We measure the performance of each algorithm in
terms of the mean (µ) and standard deviation (σ) of the ex-
act average error obtained, over all values for a particular
characteristic. That is, we investigate the robustness of each
algorithm to changes in the values for each characteristic,
rather than their absolute performance on specific problem
instances. This allows us to identify specific landscape fea-
tures where tuning may make a significant difference, some
difference, or no difference at all, for a particular algorithm.
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Results
We find that the effect of tuning using F-Racing is varied
across algorithms, and that they fit into three categories: Al-
gorithms which do not benefit from F-Racing (ES), algo-
rithms which only benefit significantly from F-Racing when
a landscape is ‘difficult’ for the algorithm using default pa-
rameters (BA, HS, PSO), and algorithms which always ben-
efit from F-Racing (BFOA, GA, SHC). Of course, we ac-
knowledge the fact that F-Racing is just one of many pos-
sible meta-search techniques available for parameter tuning,
and future work will involve a comparative study of alterna-
tive methods.
We summarise our results in Table 2; the full datasets are
available online1; the repository contains all performance
data across all runs, summary spreadsheets and details of
all parameter settings. We now examine in detail the perfor-
mance of each algorithm, using spider plots to graphically
depict the results in Table 2. For each plot, the further a line
is from the origin, the smaller the average error (that is, the
“larger” an area, the larger the degree of robustness, which
is considered “better”).
Bacterial Foraging Optimisation Algorithm
There exists little discussion on the role of different parame-
ters in the BFOA.While some elements of the search pattern
are clearly altered by various parameters, it is very difficult
to estimate values for these. In the original description of the
BFOA (Passino, 2002), the parameter values were assigned
based on observation of actual bacterial colonies. While this
may be true to the nature-inspired concept, it is not nec-
essarily the best way to obtain optimal performance from
the algorithm. The combination of parameters offered by
BFOA gives a highly configurable search environment. Pa-
rameters such as step size and population size directly affect
the potential area the algorithm can explore in a given num-
ber of objective function calculations. Attraction and repul-
sion weights, and the “space” over which these attraction
and repulsion effects spread, work to control local optima
avoidance. Parameters controlling the number of chemotac-
tic steps before a reproduction step, and the number of repro-
duction steps before an elimination-dispersal event, control
the balance of exploitation versus exploration. Given that
the search behaviour of the algorithm is highly configurable,
it is unsurprising that BFOA is heavily reliant on tuning.
Results for BFOA are shown in Figure 1. Across all char-
acteristics, tuning offers a significant improvement on the
average error and standard deviation of the performance -
in many cases, improving the ranking of the algorithm from
the largest average error to one of the smallest, and cop-
ing well with the changing characteristics. We see the most
significant improvement where boundary constraint ranges
change, a characteristic that is heavily reliant on parameters
1http://dx.doi.org/10.6084/m9.figshare.696908
Figure 1: Summary of results for Bacterial Foraging Opti-
misation Algorithm.
which control the range at which new solutions are gener-
ated (in the case of BFOA, this is the step size). Improve-
ments are also shown for dimensionality and smoothness co-
efficient, increasing the performance of BFOA where there
is little gradient information in a large fitness landscape.
Smaller improvements are demonstrated by the increasing
number of local optima and the increasing attractiveness of
these local optima, but tuning still benefits the algorithm
considerably.
In terms of the configurations selected by F-Racing,
there is little variation in parameter values as characteristics
change. Across all characteristics, and all values for those
characteristics, there are only eight different configurations
selected by racing. This suggests that, while it is difficult to
find a good configuration, once it has been found, it is likely
to be good for all similar problems. Tuning is vital to the
performance of the BFOA, but it is possible that by explor-
ing problems using a similar methodology to that demon-
strated here, we may create a ‘bank’ of promising configu-
rations.
Bees Algorithm
The BA is considered to be an algorithm on which param-
eterisation has little effect (Pham et al., 2006). We observe
that the BA is one of the best untuned performers in this
study, offering weight to this argument for relative parame-
ter insensitivity. In terms of adjusting the BA to cope with an
increasing number of local optima, there are several param-
eters which have an effect. Parameters such as the number
of sites under investigation, the number of bees attributed to
those sites, and the differentiation between sites and ‘elite’
sites are all factors which affect the searching behaviour of
the algorithm to allow for greater flexibility as the modal-
ity of the problem landscape increases. Results for BA are
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Table 2: Mean (µ) and standard deviation (σ) of the exact average error of algorithm performance (both untuned (UT) and
tuned (T)). Smaller values imply more robustness to changes in a specific characteristic.
BFOA Bees Algorithm ES GA Harmony Search PSO SHC
UT T UT T UT T UT T UT T UT T UT T
# of Local
Optima
µ 0.118 0.003 0.001 8.8×10−6 0.085 0.078 0.093 0.015 0.011 2.2×10−5 0.025 0.014 0.266 0.072
σ 0.011 0.001 2.1×10−4 9.2×10−7 0.028 0.026 0.033 0.008 0.005 2.9×10−5 0.010 0.010 0.041 0.020
Dimensions µ 0.754 0.417 0.216 0.073 0.542 0.544 0.420 0.529 0.364 0.263 0.420 0.157 0.577 0.589
σ 0.388 0.360 0.202 0.069 0.345 0.346 0.233 0.401 0.271 0.204 0.307 0.145 0.261 0.371
Local Optima
Ratio
µ 0.120 0.003 0.001 8.7×10−5 0.084 0.082 0.079 0.007 0.007 0.002 0.025 0.016 0.284 0.088
σ 0.021 0.002 2.3×10−4 1.9×10−4 0.012 0.012 0.006 0.006 0.003 0.004 0.004 0.011 0.045 0.011
Boundary
Range
µ 0.317 0.022 0.001 0.001 0.097 0.093 0.125 0.021 0.048 0.001 0.076 0.022 0.446 0.305
σ 0.213 0.033 1.3×10−4 0.001 0.017 0.018 0.057 0.016 0.041 0.001 0.050 0.013 0.239 0.217
Smoothness µ 0.260 0.010 0.004 0.001 0.110 0.102 0.154 0.021 0.018 0.001 0.043 0.014 0.349 0.112
σ 0.089 0.005 0.002 4.3×10−4 0.012 0.012 0.045 0.011 0.007 0.001 0.012 0.006 0.039 0.014
Figure 2: Summary of results for Bees Algorithm.
shown in Figure 2. Post-tuning, we find that the BA selects
the same parameter configuration, regardless of the num-
ber of local optima present in the landscape. We then see
that tuning has no effect on the ability of the algorithm to
cope with increasing numbers of local optima. As long as
the number of sites under investigation is greater than the
number of optima, the algorithm is capable of dealing with
modality. Coupled with the abandonment of ‘unpromising’
sites, this means that ‘too many’ sites are not detrimental to
the exploration pattern of the algorithm.
We see the same pattern when increasing the ratio of lo-
cal optima to the global optimum. As long as the number
of sites under investigation covers the modality of the land-
scape, the BA is not hampered by increasing levels of attrac-
tiveness, regardless of parameter settings. The patch size
parameter of the BA controls the distance from a site bees
are allowed to explore. This is the parameter which affects
the search behaviour of the algorithm as boundary constraint
size increases. The BA allows for full coverage of any sized
search space, using scout bees to investigate new random
sites to give ‘teleportation’ across the landscape. As with
the number of local optima, we find the F-Races for the BA
Figure 3: Summary of results for Evolution Strategies.
select the same parameter set for most boundary constraint
sizes. We find that, post-tuning, the performance of the
BA actually decreases slightly, suggesting the algorithm can
cope less well with changes in boundary constraint size. We
believe that the configurations may have become over-fitted
to the landscapes used for tuning, and, while performance
on the landscapes used for racing may have increased, the
ability to search generalised landscapes has decreased. Di-
mensionality provides the most significant result in terms of
pre-tuning and post-tuning performance of the BA. We ob-
serve little change in performance at one to three dimensions
- the point where the untuned algorithm is already perform-
ing well. As dimensionality increases beyond this, the effect
of tuning becomes increasingly beneficial. We suggest that
there is no increase in performance in other characteristics
because these landscapes are not challenging enough to the
BA to require adjusting the parameters. For the ranges of
landscape characteristics on which we have tested the BA,
it is clear that tuning generally makes little difference to the
performance, as suggested by its original developer.
Bioinspired Learning and Optimization
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Evolution Strategies
ES has the smallest number of parameters of all the al-
gorithms studied here (excepting the baseline algorithm,
stochastic hill climbing). The two parameters this form of
ES offers are (1) population size and (2) number of children.
It is suggested (Cant-Paz, 2001) that altering these parame-
ters adjusts selection pressure (that is to say, the greediness
of the algorithm changes). The parameter configurations
obtained through F-Racing are varied, implying that there
do exist some configurations that are more successful than
others. A range of configurations are selected across each
characteristic - both in terms of different values for the two
parameters, and different selection pressures when the two
parameters are combined. Results for ES are shown in Fig-
ure 3. It is perhaps surprising to observe that the results of
using the tuned parameters show little or no change in per-
formance across all characteristics. There is a small decrease
in average error as the number of local optima changes, but
the standard deviation is similar for both untuned and tuned,
suggesting that while the average error has decreased very
slightly, the ability of the algorithm to cope with increasing
numbers of local optima is unchanged. For all other charac-
teristics post-tuning, there is little change in both average er-
ror and standard deviation across characteristics values (that
is to say, the algorithm is no more capable of dealing with
changes in these characteristics). This is perhaps consistent
with the definition of the two parameters the algorithm of-
fers - selection pressure can only affect the way in which ES
explores local optima, and there is no control over the area
that is explored around each point of interest, or any way to
encourage the algorithm to rapidly explore an increasingly
large search space.
We use a simple variant of ES, here, and there exist many
other versions of the ES algorithm that offer a greater range
of parameters (such as CMA-ES (Hansen and Kern, 2004)).
ES clearly yields its best performance with an “out-of-the-
box” parameter configuration, which means that it is quick
to implement. However, our results suggest that there is little
that can be done to improve the performance of this particu-
lar variant.
Genetic Algorithm
The performance of the GA increases post-tuning, coping
significantly better with increasing numbers of local op-
tima, increasing boundary constraint range and an increas-
ing smoothness coefficient. Results for the GA are shown
in Figure 4. The parameters of the GA are not as intuitively
linked to the exploration pattern as many of the other algo-
rithms in the study. This particular GA offers four config-
urable parameters: (1) population size, (2) ‘bits’ per param-
eter in the representation, (3) crossover rate and (4) muta-
tion rate. In experiments with a fixed number of objective
function calculations, population size affects the number of
generations the algorithm evaluates before terminating. A
Figure 4: Summary of results for Genetic Algorithm.
larger number of bits in a bit string representation allows
more ‘precise’ solutions to be generated at the expense of
having a representation which is less affected by mutation.
Similarly to BFOA, there are a few configurations which re-
occur across different characteristics and different charac-
teristic values. It is probable that once a ‘good’ configura-
tion has been found for a GA, it is applicable to ‘similar’
landscapes, which is consistent with the suggestion Gold-
berg (1989) that GAs are robust problem solvers, exhibiting
approximately the same performance across a wide range of
problems.
With increasing dimensionality, the GA initially shows
promising results in terms of tuned performance, with a
marked performance increase up to four dimensions. The
benefit from tuning rapidly declines, however, until the
tuned performance is worse than that of the tuned version.
There are two possible explanations for this: the first is that
the restriction on the number of objective calculations did
not allow the F-Race algorithm to gather any meaningful
performance data from the configurations. The second ex-
planation is that we did not test a wide enough range of con-
figurations - although two of the four parameters have def-
inite ranges (mutation and crossover rates are percentages,
thus generation was bounded between zero and one), so this
is unlikely.
Harmony Search
The four parameters of HS all control different aspects of
the search strategy. Memory size dictates how many promis-
ing solutions can be stored - effectively, how many potential
sites of interest are retained by the algorithm. Considera-
tion rate and adjustment rate control how new solutions are
generated. The consideration rate is the percentage chance
that a solution based on one in memory will be generated
(conversely, 1-consideration rate is the chance a random so-
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Figure 5: Summary of results for Harmony Search.
lution is generated instead). The adjustment rate is then the
percentage chance that the randomly chosen solution from
memory will be adjusted. If so, the fourth parameter, which
controls the maximum range at which solutions can be ad-
justed, is used. If the adjustment does not occur, the con-
sidered solution potentially occupies an additional slot in
the memory - thus increasing the chance that this solution
may be chosen for consideration again. The interplay be-
tween these parameters is crucial, and it is somewhat hard to
see how consideration rate and adjustment rate can directly
affect the search strategy - unlike memory size and range,
which are more obvious. The results for HS are shown in
Figure 5. HS, like the BA, offers some of the lowest ‘out of
the box’ average error rates in this study. For most charac-
teristics, there is little room for a performance increase post-
tuning. Boundary constraint range proves to be the second-
most challenging characteristic to HS pre-tuning, but post-
tuning shows improved performance. The range values in
all the configurations selected by F-Racing are much smaller
than those in the ‘out of the box’ values, and this contributes
significantly to the performance improvement when bound-
ary constraint ranges are increasing. The consideration rate
also decreases almost linearly as size increases - effectively,
more random solutions are used instead of relying on the
‘memory’. These random solutions allow the solution pool
to jump from one position in the search space to another,
encouraging a wider search space, and explaining the signif-
icant improvement as boundary constraint range increases.
Dimensionality also yields an improvement in the tuned pa-
rameter performance of HS, in terms of both average error
and ability to cope, as it rises. High dimension problems
(seven and above) have a much higher consideration rate
than the successful configurations for lower dimensionality,
suggesting that a focus on exploitation rather than explo-
ration is beneficial to the HS when dimensionality is high.
This is the opposite case of what happens with boundary
constraint range, as discussed above.
Particle Swarm Optimisation
PSO in this form has four parameters; these control the pop-
ulation size, the maximum velocity of a particle, the bias
towards the particle best solution and the bias towards the
global best solution. With these parameters, it is possible to
control the coverage of a search space (the number of parti-
cles), enforce a large search area of a small search area for
each particle (the maximum velocity), and, through manip-
ulation of the local and global best solution bias, control the
capability of the algorithm to converge on a single solution
or explore several areas of interest (optima avoidance). Re-
sults for PSO are shown in Figure 6. The parameters used
cover a broad range of search behaviours, and, as such, we
would expect to see a large improvement in particle swarm
performance post-tuning. This holds true for most of our
characteristics. Results for the number of local optima, for
example, show a reasonable decrease in average error as the
number of local optima increases, yet the standard deviation
demonstrates no change, indicating that the algorithm is no
more capable of dealing with increasing numbers of local
optima post-tuning. Performance of PSO greatly improves
on dimensionality post-tuning, in terms of both average er-
ror and ability to cope as it grows. The F-Race algorithm for
PSO selects the same configuration for all values of dimen-
sionality (except for 2 dimensions), implying that there is
no specific parameter that requires adjustment to cope with
the increase in dimensionality, but selecting a configuration
which provides good exploration allows PSO to perform
well as the size of the search space increases exponentially.
This trend continues across all characteristics, with F-Races
often selecting the same configurations, regardless of char-
acteristic values. As with the other swarming algorithms,
we suggest that once a good configuration has been found,
it is able to deal with a wide range of problems of a similar
nature, regardless of the specific characteristics. The config-
urations selected are all varied in their parameters, and it is
unexpected to see that there is no pattern to maximum ve-
locity as boundary constraint range increases. This is possi-
bly because maximum velocity is an upper bound, and there
are particles with randomly generated velocities below the
maximum, so this parameter is less significant than it may
initially appear. It would perhaps be interesting to consider
the effect of having a minimum velocity on the increase in
boundary constraint range, although this would also severely
hamper exploitation.
Stochastic Hill-Climbing
With only a single parameter - the range at which new so-
lutions are generated - the SHC algorithm does not offer a
large amount of customisation. This single parameter is di-
rectly linked to the search pattern and nothing else, and as
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Figure 6: Summary of results for Particle Swarm Optimi-
sation.
there are no other parameters there is no interplay between
parameters to consider. Arguably, therefore, SHC should
prove the easiest algorithm to tune. Results for SHC are
shown in Figure 7. All characteristics, barring dimensional-
ity, show an improvement post-tuning. As the neighbour-
hood size is the range at which new solutions are gener-
ated, it is unsurprising that tuning improves algorithm per-
formance as boundary constraint ranges change. As the
number of objective function calculations is limited, despite
having a larger neighbourhood size, the ability of the algo-
rithm to effectively explore larger environments is still re-
stricted, therefore the average error does not decrease by as
much as may be expected, and the ability of the algorithm
to deal with increasing search space sizes improves only
slightly. SHC demonstrates a large increase in performance
and a greater ability to cope with more optima (a reduced
standard deviation) post-tuning. The parameter configura-
tions selected for the number of local optima, the ratio of
local optima and the smoothness all have a neighbourhood
size of around 50% of the search space size. We suggest that
the performance improvement for all of these characteristics
is actually derived from the algorithm having configured it-
self properly for the search space size used as a default for
all other characteristics, rather than tuning itself to best per-
form on any specific characteristic.
Conclusions and Future Work
In this paper we have built on previous studies of the perfor-
mance of nature-inspired algorithms on fitness landscapes
with different characteristics. Earlier work explored ‘out of
the box’ parameter configurations, and we futher develop
this by using an automated parameter configuration method-
ology. This allows us to study the effect of tuning on dif-
ferent algorithms, contributing significantly to the debate on
Figure 7: Summary of results for Stochastic Hill-Climbing
Algorithm.
when and how it is beneficial to tune specific algorithms.
We observe that algorithms broadly fall into three cat-
egories: algorithms which do not/sometimes/always bene-
fit from tuning by F-Racing. Dimensionality often offers
the most significant improvement post-tuning in algorithms,
particularly those with parameters that increase the breadth
of search space (swarming algorithms are significantly bet-
ter here than evolutionary algorithms). The methodology
presented here is easy to implement, is computationally in-
expensive, and offers considerably more information on the
performance of an algorithm than using a standard set of
benchmark problems. We hope that it will offer a frame-
work for the experimental comparison of nature-inspired al-
gorithms, as well as a useful set of heuristics for practitioners
to use in order to decide when and how to tune their meth-
ods. Future work will focus on a comparative study of tuning
techniques (i.e., in addition to F-Racing), and the applica-
tion of our insights to the predictive performance ranking of
methods on given problems.
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Abstract 
The Genetic Immune Strategy for Multiple Objective 
Optimization (GISMOO) is a hybrid algorithm for solving 
multiobjective problems. The performance of this approach has 
been assessed using a classical combinatorial multiobjective 
optimization benchmark: the multiobjective 0/1 knapsack 
problem (MOKP) [1] and two-dimensional unconstrained 
multiobjective problems (ZDT) [2]. This paper shows that the 
GISMOO algorithm can also efficiently solve the 
multiobjective quadratic assignment problem (mQAP). A 
performance comparison carried out using well-known 
published algorithms and shows GISMOO to advantage. 
Introduction 
Even today, most of the work on optimization treats problems 
with a single objective to optimize [3, 4]. However, practical 
contexts have a multiobjective nature inherent in various 
performance measures. For this type of problems, there is 
generally no ideal solution which gives optimality for all the 
objectives.  This is why the optimal solution concept becomes 
less relevant and is replaced by Pareto-optimality, where we 
obtain a set of solutions giving us a compromise among the 
different objectives. The solutions cannot be prioritized 
except by the decision maker’s preferences.  Multiobjective 
problems also often have a very large feasible solution set and 
are characterized by repetitive decisions. Consequently, we 
can define two goals in multiobjective optimization: (i) to 
discover solutions as close to the Pareto-optimal solutions as 
possible; and (ii) to find solutions as diverse as possible in the 
solution set thereby obtained. Satisfying these two goals is a 
challenge for any multiobjective algorithm [5-10]. 
Many authors have concluded that a promising research 
model for multiobjective problem solving is that of 
metaheuristics adaptation [11, 12]. In fact, these algorithms 
are among the greatest achievements of modern operations 
research, especially in solving large and complex real 
problems [13-15]. According to Whitacre [13], the growing 
interest in metaheuristics in the last few years is due to the 
successful adaptation of these algorithms to specific problems 
and hybrid approaches. 
Many of the algorithms proposed for multi-objective 
problems are Evolutionary Algorithms (EA) [6, 8, 16-19]. 
This is so, doubtlessly because EA’s can traverse a large 
search space to generate an approximation of the Pareto-
optimal front in a single optimization step [20]. One of these 
algorithms, proposed by [21], is a hybrid between a Genetic 
Algorithm (GA) and an Artificial Immune System (AIS). This 
approach, called GISMOO, has a small number of parameters 
to calibrate, is easy to implement, and has been shown to be 
efficient in solving classical benchmarks in both discrete and 
continuous optimization. 
The goal of this paper is to deepen the understanding of the 
Quadratic Assignment Problem (QAP) from the Pareto 
viewpoint, by adapting the GISMOO algorithm to solve this 
problem. On the one hand, we mean to show that this is an 
interesting approach in the solution of the multiobjective 
Quadratic Assignment Problem (mQAP).  On the other hand, 
because only a few workers have treated this problem from a 
Pareto viewpoint, we wish to compare the performance of 
GISMOO with that of other known algorithms.  
The remainder of this paper is organized as follows.  
Section II briefly describes the mQAP. In Section III we 
present the GISMOO algorithm in order to solve the problem 
in a Pareto sense. Section IV details the numerical 
experiments carried out in this paper. Section V compares the 
experimental results of GISMOO with those of two other 
evolutionary algorithms well known in the literature: NSGAII 
and PMSMO. The last section offers some concluding remarks.  
The multiobjective Quadratic Assignment 
Problem (mQAP) 
The Quadratic Assignment Problem (QAP), defined by 
Koopmans and Beckmann [22] in 1957, is one of the most 
well known and widely studied problems of combinatorial 
optimization. It consists of assigning n interconnected 
facilities (factories, warehouses, etc.) to n locations in such a 
way as to minimize the sum of the product flows over the 
distances.  The problem can be formulated as follows:   
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where n is the number of locations/facilities, aij is the distance 
between location i and location j, bij is the flow between  
facilities i and j, and πi  is the location of facility i in the 
permutation π ∈  where  is the problem’s solution space. 
The QAP belongs to the class of NP-hard problems [23, 24].  
The multiobjective  Quadratic Assignment Problem 
(mQAP) was formalized in 2002 [25].  This particular 
extension of the QAP considers several flow matrices between 
any two facilities.  The mQAP can  therefore model the 
situation of installations where the management of several 
types of products is a concern.  For example, the flow of 
doctors, patients, visitors, pharmaceutical products, 
equipment, etc., between different facilities can be considered 
in the implantation of a (new) hospital. The mQAP can be 
formalized by the following equations: 
 
( ){ } ( ) ( ){ } Ω∈= pipipipi ,,...,C 1 mCCMinimise
 
(2) 
with 
 
( ) mkbaC n
i
n
j
k
ij
k
ji
,...,1,
1 1
==∑∑
= =
pipipi  (3) 
where m is the number of objectives (i.e. flow types), C(π) 
is the objective function vector to be simultaneously 
optimized, k
ji
b pipi is the k-th flow between the facilities πi et πj, 
and minimizing means finding all non-dominated points [23].   
Some research focuses on the resolution of mQAP [26-31].  
Genetic Immune Strategy for MultiObjective 
Optimization (GISMOO) 
GISMOO is a hybrid Pareto GA/AIS algorithm which offers 
an original iterative process in two phases: a Genetic phase 
and an Immune phase. New solutions (also called 
descendants) are then obtained from the offspring creation 
using classical genetic operators and from the creation of 
clones according to the AIS cloning selection principle. 
As for most multiple objective evolutionary algorithms, one 
of the main difficulties in solving multiple objective problems 
is the performance assignment. Indeed, the quality of a 
solution in multiobjective optimization depends on the 
evaluation of multiple incommensurable and often competing 
objective functions. Then, instead of dealing with the real 
objective functions the performance assignment of a Pareto 
EA can schematically be viewed as being composed of two 
factors: a dominance factor and an isolation factor [9]. The 
first factor evaluates the dominance level of a given solution 
in Pareto sense and the second factor measures the density of 
solutions surrounding a given solution. Even if the 
performance assignment of most Pareto EAs is done using 
these two factors, each algorithm calculates the two factors in 
different ways. 
Regarding GISMOO, the dominance factor is calculated in 
two steps as proposed in [9]. The first step consists of 
assigning to each individual x of the Parent population (POP) 
combined with the Descendant population (Q), a strength S(x) 
corresponding to the number of solutions dominated by x. A 
solution x is said to dominate a solution y if and only if ∃i∈Z | 
fi(x) < fi(y), and ∀j∈Z, j≠i fj(x) ≤ fj(y) where fi(⋅) indicates the 
value of the solution for the objective i and Z indicates the 
number of objectives to minimize. Using the value of S(x), the 
dominance factor of an individual x, called R+(x), is 
determined in GISMOO using Equation (4) below, where   
indicates a dominance relationship of y with respect to x.   
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In this way, for the non-dominated individuals x for 
which ∑
∪∈
=
xyQPOPy tt
yS
,
0)( , the dominance factor value is not 
equal to 0, but rather between 0 and 0.5 according to the 
number of solutions it dominates. For the non-dominated 
solutions, this computation of the dominance factor allows us 
to better take into account the distribution of dominated 
solutions of POP and Q within the search space. Thus, the 
computation of the dominance factor favours non-dominated 
solutions situated in the less well explored regions.    
The isolation factor, for its part, is based on the space metric 
sp introduced by Schott [32], which measures the distance 
Dist(x) between a given individual x and its closest neighbour 
y (with x≠y) as indicated in Equation (5).  
 
( ) ( )( ) ( ) ( )( )2 21 1( ) min ...y POP Q Z ZDist x f x f y f x f y∈ ∪  = − + + −    (5) 
It should be noted that, in GISMOO, the isolation factor 
value is not directly added to the dominance factor value. In 
fact, the fitness of an individual in GISMOO is obtained using 
the dominance factor. and in case of a tie between individuals, 
the tie is broken using the isolation factor. 
GISMOO’s outline is shown in Algorithm 1. The algorithm 
starts building an initial population (POP0) of size N, 
randomly or using greedy heuristics. 
The main loop of GISMOO (lines 3-21) begins with the 
Genetic phase (lines 4-8) and generates N/2 offspring. This 
phase consists of the classical operations of a GA: selection, 
crossover and mutation. Notice that the selection procedure 
used in GISMOO is a binary tournament selection. In 
addition, even if two offspring are created during the 
recombination, only the best of the two is added to the 
Descendant population Q. It is important to mention that no 
crossover probability is needed in the Genetic phase of 
GISMOO, because the number of offspring to generate is 
related to the Parent population size. However, a mutation 
probability (pm) is used to determine whether the generated 
offspring will be mutated or not (line 6). The crossover 
operator used in the Genetic phase to solve the mQAP 
problem is a cycle crossover operator [33] as proposed by [27] 
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for the same problem. For the mutation operator we choose to 
use a classical inversion operator. 
 
Algorithm 1 : Outline of GISMOO procedure  
  1: Create an initial Parent population POP0 of size N  
  2: Initialize  t to 1 
  3: While no stopping rules is invoked 
  4:  While | Qt | < N/2 
  5:   Select and recombine P1 and P2 ∈POPt  to obtain E1 and E2 
  6:   Mutate  E1 and E2 according to mutation probability pm 
  7:   Evaluate E1 and E2 and add the best offspring found in Qt 
  8:  End While 
  9:  Rank non-dominated solutions of POPt 
10:        For each non-dominated solution x∈POPt do 
11:   Calculate nb_clonesx to produce for x according to Eq. (6) 
12:   cpt =0 
13:   While cpt < nb_clonesx 
14:    Create 2 clones C1clo et C2clo using x  
15:    Create C1hypα (and C2hypβ) by hyper-mutation α(β) on 
C1(C2)  
16:    Evaluate C1hypα and C2hypβ and add the best of the two in 
Qt 
17:    cpt = cpt +1 
18:   End While 
19:  End For 
20:   Copy the N first solutions of POPt∪Qt into POPt+1   
21:  t = t +1 
22: End While 
 
Thereafter, the Immune phase (lines 9-19) adds N/2 
solutions to the Descendant population Q. These solutions are 
generated using the cloning selection principle introduced by 
De Castro and Timmis [34]. This principle is used to model 
the fact that only the best “antibodies” will proliferate in the 
population. In GISMOO, antibodies correspond to the non-
dominated solutions of the current population POP. The 
number of clones to create for each non-dominated solution x 
(nb_clonesx) is related to the isolation factor as shown in 
Equation (6) :  
( ) ( )
1
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2
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x
N
nb clones round Dist x Dist x
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where nbSolND indicates the total number of non-
dominated solutions in the current population and Dist(x) 
corresponds to the isolation factor of an individual x as shown 
previously. The round function returns a number rounded to 
the nearest integer.  
We note that a non-dominated solution in a less crowded 
region of the search space will generate a greater number of 
clones. This calculation is then dynamically adjusted during 
the iterative process of the algorithm and does not require the 
setting of additional parameters. 
Once the number of clones to generate for an individual x 
is calculated, we generate two copies ( cloc1 ,
cloc2 ) of x. 
Thereafter, the two clones are hyper-mutated using two 
different mutation operators α and β, depending on the 
problem to solve, in order to obtain two mutated clones 
( 1
hypc α , 2
hypc β ). The hyper-mutation rate to apply to all clones 
generated for an individual x is set according to their rank. 
Indeed, for the first ten individuals with the highest rank the 
hyper-mutation rate is set at Z, the number of objectives to 
minimize. For each ten individuals the hyper-mutation rate is 
increased by one until we reach all non-dominated solutions. 
The two mutation operators used to solve the mQAP problem 
are respectively a classical inversion and a simple swap. We 
then compare the two obtained solutions, only adding the best 
in the Descendant population Q. This process is repeated until 
the total number of clones to be generated is reached. 
After the Genetic and Immune phases, an elitist 
replacement of the population in order to keep the N best 
solutions of the combined Parent and Descendant population 
(line 20) is made. The replacement strategy used is a (λ+µ) 
type of deterministic replacement where λ indicates the size of 
the Parent population and µ the size of the Descendant 
population. In the proposed approach, we have λ=µ=N.  
Finally, notice that GISMOO also used an archive in order to 
store non-dominated solutions found during the search. For a 
detailed description of GISMOO, the reader can consult 
Zinflou et al. [21].  
Numerical experiments 
The focus of the experiments was on comparing the 
performance of GISMOO to those of two state-of-the-art 
algorithms: NSGAII [6] and PMSMO [9]. For a detailed 
description of these two evolutionary algorithms, the reader 
can respectively consult [6] [9].  
Test problems 
We used a set of 22 benchmark mQAP instances to test the 
performance of the three evolutionary multiple objective 
algorithms. These test instances were generated by Knowles 
and Corne [25] and are available at 
http://dbkgroup.org/knowles/mQAP/. The number of 
locations, number of objectives and the category of each 
instance are indicated in Table 1. 
Experimental conditions 
All the algorithms used in this work were implemented in 
C++ and compiled with Visual Studio .Net 2010, using the 
same main data structures in our implementation. All the 
algorithms use the same population size set at 100 individuals, 
and the same computational time for the same test instance. 
The computational times used for the instances with 10, 20, 
and 30 locations are set to 10, 20, and 30 seconds, 
respectively [27]. 
The parameter settings for NSGAII, PMSMO and GISMOO 
are determined empirically according to our previous works 
[1, 21] and the work of [27]. For the three algorithms, the 
mutation probability (pm) was set at 0.06. It is important to 
mention here that no crossover probability is required in the 
GISMOO algorithm. For the two other algorithms, the 
crossover probability was set at 1. The population size N is the 
same for all algorithms and was set at 100. To perform a 
recombination,  all the algorithms in this paper use a cycle 
crossover operator [33]. As a mutation operator, each 
algorithm uses a classical inversion. 
 Genetic Phase 
Immune Phase
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Problem Instance 
category 
# of 
locations 
# of 
objectives 
KC10-2fl-1uni* Uniform 10 2 
KC10-2fl-2uni* Uniform 10 2 
KC10-2fl-3uni* Uniform 10 2 
KC20-2fl-1uni Uniform 20 2 
KC20-2fl-2uni Uniform 20 2 
KC20-2fl-3uni Uniform 20 2 
KC30-3fl-1uni Uniform 30 3 
KC30-3fl-2uni Uniform 30 3 
KC30-3fl-3uni Uniform 30 3 
KC10-2fl-1rl * Real-like 10 2 
KC10-2fl-2rl * Real-like 10 2 
KC10-2fl-3rl * Real-like 10 2 
KC10-2fl-4rl * Real-like 10 2 
KC10-2fl-5rl* Real-like 10 2 
KC20-2fl-1rl  Real-like 20 2 
KC20-2fl-2rl  Real-like 20 2 
KC20-2fl-3rl  Real-like 20 2 
KC20-2fl-4rl  Real-like 20 2 
KC20-2fl-5rl Real-like 20 2 
KC30-3fl-1rl  Real-like 30 3 
KC30-3fl-2rl  Real-like 30 3 
KC30-3fl-3rl Real-like 30 3 
Table 1: Characteristics of the test suites used  
 
The computational experiments were run on a HP Z600 
workstation with 2.13 GHz quad core Intel Xeon processor 
and 4 Gb of RAM, with Windows XP. Each instance was 
solved 30 times for each algorithm with random seeds. 
Performance assessment 
The test procedure for performance assessment uses the 
generational distance (GD) metric [27]. This metric evaluates 
the average distance between the obtained non-dominated set 
(E) and the reference set P* of Pareto-optimal solutions or a 
very good approximation. The GD metric is computed using 
the following equation:  
( ) ( ){ }∑ ∈ ∈= Eu PvvudistEPEGD *|,min||
1
*,  (7) 
where dist(u,v) is the Euclidean distance (in objective 
spaces) between the solution u ∈ E and  the nearest member v 
in P* and |E| represents the cardinality of the set E. The 
smaller the value of this metric, the better the convergence 
toward the Pareto-optimal front. When all obtained solutions 
lie exactly on P* chosen solutions, this metric has a value of 
zero. 
The GD allows us to compare the preliminary results 
obtained by GISMOO to those of well known algorithms. 
However, it is obvious that additional performance 
assessments are needed in multiobjective optimization in 
order to prove conclusively the superiority of an algorithm. In 
this paper, the reference sets for the 10 location instances are 
the true Pareto front available at 
http://dbkgroup.org/knowles/mQAP/. From the approximation 
sets found by the three algorithms for each 20 and 30 location 
instances, the set containing only non-dominated solutions 
was computed and used as the reference set. 
In addition to GD, performance assessment was also 
undertaken using PISA and the guidelines from [35] and [36]. 
Consider for example the comparison between GISMOO and 
PMSMO on a problem. First, the bounds of approximation sets 
of both algorithms were calculated so that the approximation 
sets could be normalized to the interval [1, 2]. After that, a 
dominance rank was calculated for each of the 60 
approximation sets by simply counting the number of 
approximation sets that are better than the observed one. The 
Mann-Whitney rank sum test was used to discover if there are 
significant differences between the dominance ranks of the 
two algorithms.  
Results and discussion 
Table 2 presents the average GD values obtained by each 
algorithm for the 22 mQAP instances. The first column of 
each table indicates the name of the problem. In this column a 
“*” right after the name of the problem denotes the problems 
on which the GD was calculated using true Pareto optimal 
solutions, while “†” indicates that we used an approximation 
set to calculate the GD values. The following columns 
respectively show the average results over 30 runs for each 
algorithm. With regard to the average best results obtained, 
they are indicated by a shaded area. 
Table 2 shows that GISMOO globally outperforms the 
other algorithms. Indeed, GISMOO’s GD metric is better than 
that of the other two algorithms in every one of the 22 tested 
instances. 
 
Algorithm Problem 
PMSMO NSGAII GISMOO 
KC10-2fl-1uni* 1703.65 2248.78 0 
KC10-2fl-2uni* 4671.3 10032.7 0 
KC10-2fl-3uni* 240.129 321.019 56.4565 
KC20-2fl-1uni† 9064.52 15357.5 2329.48 
KC20-2fl-2uni† 19008.3 30414.5 8999.31 
KC20-2fl-3uni† 1751.35 3095.25 551.016 
KC30-3fl-1uni† 6212.65 12861.4 2405.68 
KC30-3fl-2uni† 23244.3 38251.6 5880.51 
KC30-3fl-3uni† 3400.69 5398.18 890.908 
KC10-2fl-1rl * 36076.6 83310.2 4534.06 
KC10-2fl-2rl * 85563.9 104218 0 
KC10-2fl-3rl * 18781.2 84171.2 2014.34 
KC10-2fl-4rl * 5578.69 16619.8 0 
KC10-2fl-5rl* 58147.3 99401.8 2797.36 
KC20-2fl-1rl † 415416 694862 64192.5 
KC20-2fl-2rl † 206671 345675 29807.8 
KC20-2fl-3rl  162788 245988 16266.3 
KC20-2fl-4rl† 371847 706505 84916.1 
KC20-2fl-5rl† 1373590 2529950 222566 
KC30-3fl-1rl†  172467 314176 51039.8 
KC30-3fl-2rl†  242664 522926 56675.9 
KC30-3fl-3rl† 195027 250777 23985.2 
Table 2: Average GD values of non-dominated solutions 
found by PMSMO, NSGAII and GISMOO in 30 runs  
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In Table 3 and 4, we summarize the outcome of the Mann-
Whitney rank sum tests for a significance level α of 0.0125. In 
these tables, the “↑ p-value” (↓ p-value) denotes the 
problems, on which GISMOO is significantly better (worse) 
than the other algorithm in comparison, while “↔” indicates 
there are no significant differences between the two 
algorithms.  
 
Problem  
KC10-2fl-1uni* ↑ 
KC10-2fl-2uni* ↑ 
KC10-2fl-3uni* ↑ 
KC20-2fl-1uni† ↑ 
KC20-2fl-2uni† ↑ 
KC20-2fl-3uni† ↑ 
KC30-3fl-1uni† ↑ 
KC30-3fl-2uni† ↑ 
KC30-3fl-3uni† ↑ 
KC10-2fl-1rl * ↑ 
KC10-2fl-2rl * ↑ 
KC10-2fl-3rl * ↑ 
KC10-2fl-4rl * ↑ 
KC10-2fl-5rl* ↑ 
KC20-2fl-1rl † ↑ 
KC20-2fl-2rl † ↑ 
KC20-2fl-3rl  ↑ 
KC20-2fl-4rl† ↑ 
KC20-2fl-5rl† ↑ 
KC30-3fl-1rl†  ↑ 
KC30-3fl-2rl†  ↑ 
KC30-3fl-3rl† ↑ 
Table 3: Outcomes of the Mann-Whitney rank sum test on 
dominance ranking for GISMOO and NSGAII 
 
Problem  
KC10-2fl-1uni* ↑ 
KC10-2fl-2uni* ↑ 
KC10-2fl-3uni* ↑ 
KC20-2fl-1uni† ↑ 
KC20-2fl-2uni† ↑ 
KC20-2fl-3uni† ↑ 
KC30-3fl-1uni† ↑ 
KC30-3fl-2uni† ↑ 
KC30-3fl-3uni† ↑ 
KC10-2fl-1rl * ↑ 
KC10-2fl-2rl * ↑ 
KC10-2fl-3rl * ↑ 
KC10-2fl-4rl * ↑ 
KC10-2fl-5rl* ↑ 
KC20-2fl-1rl † ↑ 
KC20-2fl-2rl † ↑ 
KC20-2fl-3rl  ↑ 
KC20-2fl-4rl† ↑ 
KC20-2fl-5rl† ↑ 
KC30-3fl-1rl†  ↑ 
KC30-3fl-2rl†  ↑ 
KC30-3fl-3rl† ↑ 
Table 4: Outcomes of the Mann-Whitney rank sum test on 
dominance ranking for GISMOO and PMSMO 
The Mann-Whitney rank sum test results also show that 
GISMOO globally outperforms the other two genetic 
algorithms. Indeed, GISMOO is never worse than NSGAII or 
PMSMO in any of the 22 mQAP instances. In fact, GISMOO is 
significantly better than NSGAII and PMSMO on all the 
instances. These results confirm the results obtained with the 
GD metric. 
Beside the GD and Mann-Whitney rank sum test results, 
Fig. 1 and 2 graphically represent the solution sets found by 
GISMOO, NSGAII and PMSMO on a typical run using 
respectively two ten location problems: KC10-2fl-1uni and 
KC10-2fl-1rl. The KC10-2fl-1uni is a uniform instance while 
KC10-2fl-1rl is a real-like instance. In these two particular 
examples, we notice that GISMOO globally outperforms 
NSGAII and PMSMO. Indeed, in both cases the curves 
proposed by GISMOO dominated and are more extended than 
those of NSGAII and PMSMO. We also notice that for these 
two problems the approximation sets found by GISMOO are 
very close to the true Pareto optimal solution. In fact, for the 
problem KC10-2fl-1uni all the solutions found by GISMOO 
are also in the Pareto. These graphs confirm the results of the 
GD metric and the ability of our approach to find diversified 
solutions and to efficiently explore the solution space. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: Non-dominated sets of a typical run of GISMOO, 
NSGAII and PMSMO 
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Figure 2: Non-dominated sets of a typical run of GISMOO, 
NSGAII and PMSMO on the KC10-2fl-1rl problem  
Conclusion 
In this paper, we compared our GISMOO algorithm with two 
well known multiobjective algorithms (NSGAII, PMSMO) on 
twenty-two state-of-the-art benchmark mQAP problems. The 
biggest difference between GISMOO and other two 
algorithms lies in the environmental selection and the way in 
which the immune metaphor is used in a Pareto GA to 
identify and emphasize the solutions located in less crowded 
regions found during the iteration process of the algorithm. 
The preliminary experimental results obtained on the 
benchmark problems considered here have shown that our 
approach is efficient: on every problem, GISMOO 
outperformed the other algorithms with regard to the quality 
indicators used here. These results confirm those obtained in 
[21] and [2] respectively for other combinatorial and 
continuous optimization problems. 
On the basis of these results we suggest that GISMOO is an 
efficient tool to solve the mQAP problem. In future work, we 
will seek to extend the numerical experiments to other 
performance metrics. We will also seek to extend the 
application field of GISMOO to other multiobjective 
problems in industry and elsewhere. 
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Abstract
In this paper we study the performance of different evolu-
tionary strategies based on explicit averaging. On a previ-
ous study, (Costa et al., 2012) proposed a probabilistic fitness
function for an agent model based on neural networks and
genetic algorithms employed to investigate the behaviour of
rats in an elevated plus-maze (EPM). Differently from other
computational models, the virtual rat proposed in (Costa et
al., 2012) is not built based on experimental data compar-
isons with real rats, but, instead, is based on a behavioural
model exploring the conflict between fear and anxiety. De-
spite the good results of the proposed agent, the effects of the
uncertain fitness functions in the evolutionary learning pro-
cess were not studied in the previous study. In our experi-
ments we found significant differences in the performance of
the genetic algorithm when the fitness of the individuals is
sampled different times thus enabling us to define the best
strategy for the studied problem.
Genetic algorithm, Uncertainty, Explicit averaging fitness,
Elevated plus-maze, Rat
Introduction
Uncertainty has been widely studied in different areas,
like politics (Cioffi-Revilla, 1998; Carmignani, 2003), eco-
nomics (Naceur Jabnoun and Yusuf, 2003; Pindyck, 2007;
Baker et al., 2013), movies (Miller and Shamsie, 1999;
Vany, 2004; Gil, 2008), sports (Jennet, 1984; Peel and Den-
nis, 1992; Knowles et al., 1992; Forrest and Simmons, 2002;
Buraimo and Simmons, 2008), criminology (Lattimore and
Witte, 1986; Goulas and Zervoyianni, 2013) and sociology
(Marris, 1996). By reviewing the uncertainty literature, we
find many concepts for this word. Early studies claim that
uncertainty is product of unpredictability (Cyert and March,
1963) or environmental turbulence (Emery and Trist., 1965).
In (Lawrence and Lorsch, 1967), uncertainty is described as
the lack of knowledge in the decision making process and
similarly, in (Duncan, 1972), uncertainty is the absence of
information for decision making. Uncertainty is also faced
as result of the complexity of influential variables (Gal-
braith, 1973).
Working with evolutionary computation, there are vari-
ous kinds of uncertainties involved. According to (Jin and
Branke, 2005), these uncertainties may be classified into
four groups:
1. the fitness function is subject to noise, which also may be
comprehend as a problem of a partially observable envi-
ronment;
2. the variables and/or the environmental parameters may
change after simulation;
3. the fitness function is an approximation, which may cause
errors;
4. the optimum of the problem is dynamic, so the optimizer
has to seek the optimum continuously.
(Campi and Calafiore, 2004) adds another class to this list:
5. the optimization is based on sampling finite, small, num-
ber of instances (scenarios), normally because of the cost of
obtaining each instance.
One of the classes of uncertainty problems that has been
most studied is related to problems where the fitness func-
tion is subject to noise (Fitzpatrick and Grefenstette, 1988;
Rattray and Shapiro, 1996; Sondahl and Stonedahl, 2010).
Many of the solutions adopted to this class of problems in-
vestigate the influence of different selection schemes (Miller
and Goldberg, 1996; Sano, 2002; Goschin et al., 2011) in the
performance of the evolutionary algorithms. The problem
studied here belongs to the first class of uncertain problems.
Uncertainty is also one of the greatest difficulties dur-
ing decision making processes. The process of decision
in rats navigating in mazes is widely investigated in ani-
mal behavioural studies (Salum et al., 2003; Walf and Frye,
2007). One of the mazes extensively used for this purpose
is the elevated plus-maze (EPM). The EPM is an elevated
plus-shaped maze composed of two opposed open arms and
two opposed enclosed arms.The experiments using EPM
are mostly derived from studies realized by Montgomery,
in 1955, for the investigation of the conflict between fear
and anxiety in rats during their exposition to a new envi-
ronment (Montgomery, 1955). The conflict in the animal is
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caused by sensations of curiosity and fear occurring simul-
taneously and understood as defence mechanisms (Graeff,
1990). Most of the studies of rats in the EPM are based
on the results of Montgomery (Montgomery, 1955), which
show that rats spend more time in the enclosed arms of the
maze than in the open arms.
In the last years, some researches proposed computational
models to simulate the rats behavior in the EPM (Salum
et al., 2000; Giddings, 2002; Miranda et al., 2009; Shimo
et al., 2010; Costa et al., 2012). In (Salum et al., 2000),
artificial neural networks (ANNs), trained by competitive
learning, control a virtual rat in a virtual EPM. The inputs
of the ANN are: need for exploration, aversion repulsive
stimuli, and spontaneous motor activity. In the paper, the au-
thors also studied a completely open and a completely closed
maze. (Miranda et al., 2009) proposes a very similar model.
(Giddings, 2002) implements a computational model based
on the fact that the rat generally remains in the direction that
it already is. The probabilities of following the previous di-
rection, or moving to other direction, are defined a priori for
different parts of the maze.
Other approach is used in (Shimo et al., 2010; Costa et al.,
2012), in which the virtual agent is obtained from a opti-
misation process. In this case, the agent is a mobile robot
controlled by an ANN. The weights of the ANN are defined
by a genetic algorithm (GA), which uses a fitness function
based on the comparison of the trajectories of the individu-
als in a replica of the EPM and the trajectories of real rats in
an EPM.
According to the authors’ knowledge, (Costa et al., 2012)
proposed the first model in which the virtual agent is ob-
tained independently from experimental data obtained with
real rats. In the same way of the model proposed in (Shimo
et al., 2010; Costa et al., 2012), the computational agent (a
virtual robot) is represented by an artificial neural network,
whose weights are evolved by a genetic algorithm. The out-
puts of the ANN determine the next action of the virtual
robot. The main contribution of (Costa et al., 2012) is a
probabilistic fitness function that is not dependent of exper-
imental data obtained with experiments using real rats, but
is based on the relation of fear and anxiety related by Mont-
gomery. The results of the experiments with real rats are
employed only in the validation of the model. The exper-
imental results showed that the virtual model was capable
of reproducing the rats behaviour, when some parameters of
the trajectories like number of entrances and time spent in
each arm are considered. However, the effects of the uncer-
tainty inherent to the fitness function were not studied on our
previous study (Costa et al., 2012). The problem by using a
probabilistic function, is that the comparison of candidate
solutions can be unfair, causing bias in the selection of the
individuals, and affecting the evolutionary process.
As mentioned in (Jin and Branke, 2005), one of the
classes of uncertainty in evolutionary optimisation occurs
when the fitness function is noisy, and there are many types
of strategies to deal with that uncertainty. One of them is
explicit averaging, where the fitness of an individual is sam-
pled a number of times. In this paper, we test different evolu-
tionary strategies based on explicit averaging for the model
proposed in (Costa et al., 2012), with the intention of re-
ducing the effects of the uncertainty in the fitness function
employed by the virtual robot. One problem with explicit
averaging is the additional computational costs for the op-
timisation algorithm. This is particularly true for problems
where the evaluation process is costly, like in robots. If the
evaluation is costly, an option is to use a less accurate fitness
function and another option is to calculate the average based
on fewer independent individual evaluations (Sondahl and
Stonedahl, 2010). However, this is not the case of our prob-
lem, as the fitness evaluation can be split in two parts: one
to obtain the trajectory of the agent, which is costly, and an-
other to compute the fitness based on this trajectory. Since
the last one is not costly, we are able to make many inde-
pendent evaluations to calculate the mean fitness for each
individual without significantly changing the time required
to evaluate an individual.
In next section we explain the computational methods for
the virtual rat and the four strategies studied in this paper to
deal with uncertainty. In Section III, we present experiments
comparing the fitness and the time spent in the enclosed and
open arms for the virtual rats obtained with these strategies.
Conclusions and future directions are presented in Section
IV.
Methodology
In this paper, a computational agent (virtual robot) is em-
ployed to simulate the behaviour of a rat in the EPM. The
virtual robot is controlled by a recurrent multilayer percep-
tron (Elman’s network) with ten inputs (six sensors and four
recurrent signals from the hidden layer), four neurons in the
hidden layer, and four neurons in the output layer. The re-
currence is important because it allows that previous inputs
be stored in the internal neurons, acting like a memory. The
sensors are placed around the robot in order to detect the
walls of the EPM. The outputs of the ANN indicate the next
robot’s action (stay, turn left, turn right or go forward to the
next position).
A genetic algorithm optimises the weights of the artificial
neural network. This way, each individual of the GA corre-
sponds to a chromosome composed by an array of integers,
representing a possible solution in the fitness landscape. The
initial population is randomly chosen.
The same virtual EPM proposed in (Salum et al., 2000) is
employed in our work. Each arm of the plus-maze is divided
in five positions plus the central position that links the four
arms of the EPM, totalling 21 positions. The agent (rat or
virtual robot) is evaluated by its navigation in this virtual
EPM during a period of time corresponding to 5 minutes for
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the real rat, or 300 time steps for the virtual rat.
The fitness function, proposed in (Costa et al., 2012) and
employed here, is based on the conflict of fear and anxiety
model (Montgomery, 1955). Two terms compose the fitness
function: one for reward and other for punishment. The re-
ward represents the curiosity of the rat in exploring not re-
cently visited positions of the maze, while the punishment
represents the exposure to damage. This last term is prob-
abilistic, i.e., the same trajectory of the agent in the EPM
can generate different values for this term. The fitness of in-
dividual x is computed based on the trajectory of the agent
controlled by the ANN with weights given by the chromo-
some of the individual in the virtual EPM. In this way, after
selection and reproduction, each individual of the GA gen-
erates a trajectory in the virtual EPM and this trajectory gen-
erates the fitness of the individual according to the following
function:
f(x) =
n∑
t=1
r(x, pt) + s(x, pt).β , (1)
where pt is the position of the virtual rat at time step t. The
term of reward (r(x, pt)) may increase the fitness of the in-
dividual, following the rule:
r(x, pt) =
 1, if pt was not visited for the agentin the last γ time steps
0, otherwise,
(2)
where γ is a parameter of the model that is related to the
memory of the virtual rat.
On the other hand, the punishment (s(x, pt) in Eq. 1) rep-
resents the exposure to the damage and decreases the fitness
of the individual. It is known that the rat avoids the damage
by spending more time in the enclosed arms, i.e., the level
of damage is different for different positions of the maze.
This way, the punishment is given by s(x, pt)β in Eq.(1), in
which β is the weight of the punishment and
s(x, pt) =
{ −1, if zi < α(pt)
0, otherwise, (3)
where z is a random number, and α(pt) is the level of dam-
age of the position pt occupied in the time step t:
α(pt) =
 αo ∈ [0, 1], if ptis an open armαe ∈ [0, 1], if ptis an enclosed arm
αc ∈ [0, 1], otherwise.
(4)
The more the rat is exposed to danger, the higher is the
chance of it being punished, which means that the punish-
ment is probabilistic. That is, the fitness function is noisy
and may be compared to a robot walking around an uncer-
tain environment. The strategies described in the next sec-
tion were studied to deal with this kind of uncertainty.
Evaluation
As mentioned previously, we study four different evolution-
ary strategies for the GA. The individual’s selection and fit-
ness depend on the employed strategy. In the experiments,
for each strategy, we calculate the mean over 30 executions
of the GA and the population size is constant throughout the
simulation (500 individuals).
The fitness of the individual is calculated based on the
trajectory of the corresponding agent. After navigating in
the EPM, the corresponding trajectory of the virtual robot is
recorded. Then, the fitness based on this trajectory is sam-
pled n times using Eq. (1) and the individual’s fitness is
given by the mean fitness of these n independent results.
That is, the trajectory of a individual, which is the more
costly part of the evaluation process, is performed only once.
The mean of various fitness computations are calculated be-
cause of the uncertainties of the fitness function, as seen in
the last section. The evaluation process may be seen in Fig-
ure 1. It is important to highlight that, in (Costa et al., 2012),
the fitness is sampled only one time, i.e., n = 1.
Figure 1: Process of individual evaluation. First, the indi-
vidual navigates in a simulated five-minute test. The fitness
based on this trajectory is then sampled n times. The re-
sultant individual fitness is the mean of these independent
fitness calculated.S
Strategies
The four strategies studied here are presented below.
Strategy 1 The individuals are selected by elitism and
tournament. By elitism, the two best individuals of the pop-
ulation are selected to the next population. In tournament se-
lection, the best of two random individuals is selected, with
probability 0.75, and the selected individual is then submit-
ted to the reproduction operators. The tournament occurs
until the population is completed. One-point crossover (with
rate of 0.6) and mutation with uniform distribution (with rate
of 0.05) are employed. The population evolves during 500 or
1500 generations (depending on the experiment), conclud-
ing an execution of the GA. Then (after GA simulation),
the best individual of each of the 30 executions is evalu-
ated with n partial fitness calculations and the mean fitness
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represent the ﬁtness of these individuals. It is important to
observe that during the GA evaluation, each individual is
sampled with n = 1 on each generation of the evolutionary
process.
Strategy 2 This strategy is similar to Strategy 1. The dif-
ference is that each individual of the population is evaluated
based on n samples of the ﬁtness function. Then, at the end
of each execution, the best individual is selected and it is not
evaluated again.
Strategy 3 Strategy 3 is the same of Strategy 1, except that
the only type of selection is tournament. There is not elitism.
Strategy 4 In this strategy we do the same of Strategy 2,
but without elitism.
Results
In previous experiments, we have tested several sets of pa-
rameters and the selected for the virtual robot simulations
are: γ(pt) = 3, β = 5, αo = 0.015, αe = 0.012 and
αc = 0.011, which are used in all simulations presented
here.
Table 1 exhibits the mean ﬁtness obtained with the Strate-
gies 1, 2, 3 and 4, based on 30 executions of 500 genera-
tions each one. In the evaluation, the ﬁtness is computed 10
times for the best individuals of each run. By the table, it
is clear that the best results are achieved with Strategy 1, in
which the ﬁtness exhibited corresponds to the mean of the
best individuals of 30 executions of the GA evaluated after
simulations. Strategies without elitism (Strategy 3 and 4) are
worse than their similar with elitism. It shows that elitism is
important to the model.
Statistic Strategy 1 Strategy 2 Strategy 3 Strategy 4
Mean -10.94 -15.60 -11.29 -16.08
Sd 3.98 1.31 4.52 0.01
Min -18.84 -16.12 -22.48 -16.11
Median -11.15 -16.072 -11.60 -16.08
Max -2.88 -11.41 -1.98 -16.06
Table 1: Simulated results of the ﬁtness in 30 runs of 500
generations for Strategies 1, 2, 3 and 4, with n = 10.
To clarify how close our results are to the experiments
with real rats, Figure 2 contains mean and standard deviation
of the time spent in each arm and central position obtained
by experiments with real and virtual robots. The experimen-
tal results with real rats are based on the trajectory of 47
rodents (Costa et al., 2012).
Virtual robots spend similar proportions of time in each
arm of the EPM in relation to real rats, remaining substan-
tially longer in the enclosed arms. The qualities of the strate-
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Figure 2: Mean and standard deviation of the time spent in
enclosed and open arms and in the central position of the
EPM for real rats and for virtual robots with the four strate-
gies studied.
gies are in agreement with their respective ﬁtness presented
in Table 1.
Since we conclude that elitism is fundamental to keep best
individuals in the population, the next results are all obtained
with elitism. Our intention is to better understand the model
and the inﬂuence of Strategies 1 and 2. For this purpose,
we found the best individuals of 30 executions of both 500
and 1500 generations with Strategy 3 for n = 1, n = 10
and n = 100. Then, we evaluated them again after the runs,
like is done in Strategy 1, calculating 100 partial ﬁtness for
each one of best individuals obtained in the 30 runs. We
calculated the mean, standard deviation, median, maximum
and minimum of the 30 ﬁtness. The result is shown in Table
2.
Table 2: Mean, standard deviation, minimum, median and
maximum for the best individual of 30 executions of 500
and 1500 generations of Strategy 2 with n = 1, n = 10 and
n = 100, associated with Strategy 1 with n = 100.
From Table 2, it is clear that increasing from 500 to 1,500
the number of generations in the GA, the quality of the re-
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sults is improved in any studied situation. It also may be
seen that increasing the number of samples of the fitness
function is beneficial to the model. To improve the com-
prehension of what is happening, we analysed histograms of
fitness coming from Strategy 2 with n = 1 and n = 100.
The best individual of the 30 executions is evaluated again
with 1000 samples (partial fitness). These samples are in the
histograms of Fig. 3, which also exposes the original fitness
for n = 1 and n = 100, i.e., the fitness of the best individ-
ual of the simulations whose trajectory was selected to be
evaluated a thousand times (f1 and f100, for the case with
n = 1 and n = 100 respectively). We observe that f100 is
a little higher than the average of 1,000 evaluations, while
f1 is much higher, close to the maximum fitness obtained
in the 1,000 evaluations. The value for f1 is high because
the individual’s fitness obtained with the calculation of only
one sample is more susceptible to randomness. Since vari-
ous individuals in the population have similar genome, that
one with the maximum fitness is selected with higher prob-
ability, causing the bias in the histogram. On the other hand,
f100 is the mean of a thousand samples, which ensures that
the fitness will be near the mean fitness allowed for the tra-
jectory evaluated for the various individuals with the same
genome in the population. As this individual is selected with
higher probability, it is progressively better along the execu-
tions. But this process occurs in a very slow way, compared
to the case for f1.
The Figure 3 enables to observe how noisy is the fitness
function studied. One can observe, in the histograms, re-
gions without samples. This occurs because the punishment
weight is equal to 5.8 (β = 5.8) in the runs, whereas the re-
ward is equal to 1. So, there are values that are not covered
by the possible combinations of rewards and punishments in
Eq. 1 (one can remember that the reward is deterministic
while the the punishment is probabilistic for a given trajec-
tory).
Figure 4 shows the maximum, mean and minimum fitness
of each generation for the best of 30 executions of the GA in
simulations of Strategy 2 with n = 1, n = 10 and n = 100.
As it was already presented, increasing the number of sam-
ples improves the fitness achieved by the optimisation pro-
cess. The figure demonstrate that there is a jump in fitness
around the 500th generation in strategy with n = 100, re-
vealing that the virtual robot learns a new skill at this point
of evolution. It is interesting to observe that it only hap-
pens when 100 samples of the fitness are considered. By
analysing the amount of punishments and rewards received
by the best individual of each generation, we can note that
this jump is due to fact that the virtual robot have learned
how to be more rewarded in his trajectory.
Conclusions
The results show that explicit averaging is important to the
studied problem, as our fitness function is probabilistic. The
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Figure 3: Histogram of 1,000 samples for the best individual
obtained in 30 runs for Strategy 2 with n = 1 (up) and n =
100 (bottom). The tables show the mean, standard deviation,
minimum, median, maximum and the original fitness.
0 150 300 450 600 750 900 1050 1200 1350 1500
­90
­80
­70
­60
­50
­40
­30
­20
­10
0
10
20
F
itn
e
ss
Generation
 1 partial fitness
 10 partial fitness
 100 partial fitness
Figure 4: The up three lines are the maximum fitness; the
central three lines correspond to the mean fitness; and the
bottom lines are the minimum fitness of each generation for
a run of Strategy 2 with n = 1, n = 10 and n = 100.
Bioinspired Learning and Optimization
ECAL 2013 944
fitness function studied is very noisy, influenced by the re-
ward and punishment weight values in the fitness function.
It is relevant to highlight that the navigation in the EPM is
the most costly part of the evaluation process. It takes a robot
a long time to perform its trajectory in a EPM’s replica (as
it did in (Shimo et al., 2010)). Hence, it is possible and fair
to calculate a high number of samples of the fitness function
for each individual evaluation.
Among the four strategies studied for the problem of the
rat navigating in an elevated plus-maze, the most effective
one is to evaluate the best individual with 100 samples of
the fitness functions during the optimisation process. This is
caused by the fact the explicit averaging smooths the effect
of randomness in the fitness function. We also noticed that
selection by elitism plays an important role in the evolution
of the evolutionary robots for the problem studied here.
As a future work, we intend to study the influence per-
formed by the ANN and each neuron from the hidden layer.
Moreover, we intend to test the methods also in real robots.
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Abstract
Recent approaches in evolutionary robotics (ER) pro-
pose to generate behavioral diversity in order to evolve
desired behaviors more easily. These approaches re-
quire the definition of a behavioral distance which often
includes task-specific features and hence a priori knowl-
edge. Alternative methods, that do not explicitly force
selective pressure towards diversity (SPTD) but still
generate it, are known from the field of artificial life
such as artificial ecologies (AE). In this study, we in-
vestigate how SPTD is generated without task-specific
behavioral features or other forms of a priori knowl-
edge and detect how methods of generating SPTD can
be transferred from the domain of AE to ER. A promis-
ing finding is that in both types of systems, in systems
from ER that generate behavioral diversity and also in
the investigated speciation model, selective pressure is
generated towards unpopulated regions of search space.
We conclude by hypothesizing how knowledge about
self-organizing SPTD in AE could be transferred to the
domain of ER.
Introduction
Methods of evolutionary computation have been suc-
cessful as optimization technique for many years. Also
the optimization of behaviors, which can justifiably be
called ‘generation of behaviors’, in the field of ER (Nolfi
and Floreano, 2000) has proven to be effective. How-
ever, the next step in this research towards more com-
plex behaviors and tasks seems to be particularly diffi-
cult. Such a complex task could involve, for example,
several successive sub-tasks whereas learned earlier sub-
tasks have no utility before later sub-tasks are learned
as well. The relative simplicity of investigated tasks in
ER, especially when compared to natural systems, is,
for example, discussed by Nelson et al. (2009).
Evolving robot behaviors becomes even more chal-
lenging if the necessary a priori knowledge is minimized
which is necessary to achieve generally applicable ap-
proaches. Notably this concerns the fitness function
and how elaborated it is. Nelson et al. (Nelson et al.,
2009) define several fitness function classes such as the
behavioral fitness functions which incorporate a lot of a
priori knowledge (fitness function ‘selects for behavioral
features of a presupposed solution to a given task’, i.e.
how the task is accomplished) and the aggregate fitness
functions which incorporate a very low degree of a pri-
ori knowledge (fitness function measures what the robot
has accomplished and not how it was accomplished).
Behavioral fitness functions are applied in ER because
otherwise behaviors of certain complexities cannot be
evolved with a reasonable commitment of resources.
An option is to increase the diversity in the popula-
tion, e.g. by fitness sharing, see (Sareni and Kra¨hen-
bu¨hl, 1998). However, these methods include the mea-
surement of a distance between genotypes which is com-
putationally intractable for common encodings in ER,
such as artificial neural networks (ANN) (Mouret and
Doncieux, 2012).Instead promising recent results sug-
gest to increase the behavioral diversity during the
search or within the current population and measure
the distances between behaviors which can be done ef-
ficiently. Examples are novelty search (Lehman and
Stanley, 2011) and the approach by Mouret and Don-
cieux (Mouret and Doncieux, 2009, 2012). Novelty
search (Lehman and Stanley, 2011) operates without
an actual objective function. Instead selective pres-
sure is generated towards behaviors that have not been
seen before in the evolutionary run. A desired behav-
ior is that that maximizes the behavioral distance to
all known behaviors. For illustration and later use
this is shown schematically in Fig. 1a. The circles
represent behaviors that were found during the evo-
lutionary run (graded colors represent different gen-
erations) and their position in search space. Behav-
iors that are close to known behaviors are undesirable
which is represented by low values of the fitness func-
tion F around circles. Consequently selective pressure
towards unpopulated regions in search space is gener-
ated which is represented accordingly by steep, upward
slopes around circles. Multi-objective behavior diver-
sity (MOBD, Mouret and Doncieux, 2009) includes the
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Figure 1: Schematic representation of the fitness func-
tions generated by novelty search (Lehman and Stanley,
2011) and MOBD (Mouret and Doncieux, 2009); circles
represent known behaviors, selective pressure is towards
bigger values of F .
behavioral distance only as a component in the multi-
objective fitness function. In contrast to novelty search
it only accounts for the behaviors in the current popu-
lation. This is sketched in Fig. 1b.
For approaches of behavioral diversity a distance be-
tween behaviors needs to be defined, which typically
will be task-specific. Hence, this is a process similar to
defining an appropriate fitness function for a given task
in standard ER. It is argued that even naive behavioral
distance definitions can improve the evolutionary pro-
cess, such as definitions based on the final position of
the robot or of movable objects at the end of the evalua-
tion (Mouret and Doncieux, 2009; Lehman and Stanley,
2008). However, if we follow the analogy to fitness func-
tions, it seems likely that for more complex tasks the
measure of behavioral distance will also need to be more
complex. This factual connection gets even more plau-
sible if we reconsider the above mentioned comment by
Nelson et al. (2009) about behavioral fitness functions
(which select for behavioral features). In the design of
the behavioral distance measure not only what is ac-
complished is relevant but also how it is accomplished.
In a simple exploration task this is not really apparent,
if the behavioral distance is defined on the robot’s final
position (Mouret and Doncieux, 2009), but it addresses
at least the order of how the maze is explored. In a
more complex task such as the locomotion of a biped
robot (Lehman and Stanley, 2011) it gets more apparent
as the behavioral distance is defined by the trajectory of
the center of mass (how) instead of just the total offset
(what). Hence we state the hypothesis that also meth-
ods based on behavioral distances will run into similar
problems as seen in fitness function design such as hav-
ing to define ‘task-specific hand-formulated functions
that contain various types of selection metrics’ (Nelson
et al., 2009) and consequently having to involve a high
degree of a priori knowledge.
Based on our hypothesis we assume that neither
genotypic distances nor behavioral distances are able
to generate sustainable diversity in ER. What could
be candidate solutions? Natural evolution represents a
perfect standard for the generation of diversity. Partic-
ularly we are interested in evolutionary radiation which
is an increase in taxonomic diversity. A typical exam-
ple of a radiation is the Cambrian explosion. It gen-
erated a diversity that is comprehensible when looking
at the corresponding phylogenetic tree which gets liter-
ally bushy within a comparatively short period of time.
Each branching corresponds to an event of speciation.
Hence, to understand diversity we want to understand
speciation and the underlying process that generates
SPTD. Our objectives are 1) to detect how SPTD is
generated in a self-organizing system (e.g., speciation)
and 2) how to transfer this knowledge to ER.
Next we summarize the knowledge on how speciation
operates. Coyne and Orr (2004) ask: ‘Why are there
species?’ and they comment: ‘we regard it as one of
the most important unanswered questions in evolution-
ary biology’. Accordingly they do not answer but only
discuss the question. They point to Maynard Smith
and Szathma´ry (1998) who consider three explanations.
One, species are discrete ‘stable states’ formed by a self-
organizing system. However, this option lacks a mecha-
nism that would explain the origin of species. Two, spe-
cies fill discrete ecological niches. Third, reproductive
isolation is an inevitable result of evolutionary diver-
gence. The latter two are dependent on reproductive
isolation and are not mutually exclusive (Coyne and
Orr, 2004). A conclusive concept that connects both
is that of ‘adaptive peaks’ (Dobzhansky, 1951). Spe-
cies are adaptive peaks that are separated by ‘adaptive
valleys’ which are genotypes that are unfit for survival.
Whether these adaptive valleys are due to ecological or
environmental effects is kept open. Another aspect is
whether asexual or sexual reproduction is considered.
While in the case of asexual reproduction ecological
niches seem to be indispensable to create a reproductive
barrier, in the case of sexual reproduction the reproduc-
tive barrier might be generated without explicit ecolog-
ical niches especially because sexual selection could be
effective. To summarize we note that evolutionary ra-
diation and speciation are yet difficult to understand as
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also pointed out by Venditti et al. (2010): ‘Attempts to
understand species-radiations [. . . ] should look to the
size of the catalogue of potential causes of speciation
shared by a group of closely related organisms rather
than to how those causes combine.’ The conclusion
concerning inspirations for new methods to generate
diversity in artificial evolution, especially ER, regret-
tably has to stay inconclusive for now due to the limited
knowledge about the natural system itself. However, it
is the starting point of the following investigations.
Instead of detecting methods to generate speciation,
what are prerequisites for evolutionary radiation, that
is, for active speciation? A prerequisite could be the
existence of a complex environment that favors the for-
mation of adaptive peaks and that initiates specializa-
tion in the organisms. Another prerequisite could be
the existence of an ecology which creates complexity in
the interaction of different organisms and species. The
suitability of providing a complex environment within
applications of ER is limited, notably if a complex en-
vironment is not part of the desired task. On the con-
trary, a considerable amount of research on the creation
of AE in order to evolve behaviors has been reported.
For example, the minimal ecology, that of just two spe-
cies, is investigated in studies of coevolution (Floreano
and Nolfi, 1997)and AE, possibly with many species,
are popular in the field of artificial life (Ray, 1991).The
studies of coevolution have an emphasis on the actually
evolved behaviors combined with considerations about
their utility and complexity. It turns out that ‘the co-
evolutionary process tends to fail into dynamical attrac-
tors in which the same solutions are adopted by both
populations over and over’ (Nolfi and Floreano, 1998b).
In AE studies the actual behaviors are of less interest,
instead the evolutionary process as a whole is usually in-
vestigated in more detail. In addition it is also unclear
how these AE would have to be designed to generate
desired behaviors for a given task. Common to both is
their high sensitivity to parameters and the challenge
of creating actively progressing evolutionary processes.
However, they are interesting examples of how SPTD
is generated in a self-organizing process without incor-
porating a priori knowledge about how a certain be-
havior is accomplished. Summing up, the prerequisite
to generate diversity is a minimum of complexity that
provokes the emergence of adaptive peaks. The trigger
could be ecological or environmental features but also
effects of sexual selection. The goal of this study is 1)
to detect and measure SPTD which is generated by a
self-organizing process in AE, and 2) to determine how
methods from the domain of AE could be transferred
to ER. To the knowledge of the author, published stud-
ies on behavioral diversity tend to focus either on self-
organizing diversity without aiming for the solution of
parameter FAM EAM
max. age 4 years 4 years
max. energy 2.0 2.0
max. energy per seed 2.0 2.0
search energy cost 0.1 0.1
max. num. male mating 5 5
max. num. generations 1000 1000
initial number of birds 400 150
initial beak size mean 5.5 5.5
initial beak size variance 0.5 3.5
beak size interval [1, 10] [1, 10]
dry season length 43 days 30 days
initial number of seeds 5000 6300
feeding square size 10 10
world size 100 100
variance of offspring prop. 0.03 0.01
assortative range ∆ 0.5 [0.01, 10]
seed width W n.a. [0.01, 10]
Table 1: Parameter settings for fixed assortative mating
(FAM) and for evolved assortative mating (EAM); some
parameters differ from (Woehrer et al., 2012).
a given task (e.g., Ray (1991)) or on explicitly imposed
SPTD while searching for the solution of a particular
task (e.g., Lehman and Stanley (2011)). In the follow-
ing we investigate a speciation model of Woehrer et al.
(2012) and an extension to it in order to investigate how
SPTD is generated in this self-organizing system. The
results are then compared to approaches that explicitly
impose SPTD.
A model of speciation
One distinguishes several types of speciation, such as
allopatric speciation and sympatric speciation. Previ-
ously it was thought that speciation happens mostly
allopatrically, that is, by spatial separation of popula-
tions which then develop reproductive isolation. More
recent results (Coyne and Orr, 2004) support that sym-
patric speciation, which is speciation within the same
geographic region, might be more common than ex-
pected. Here, sympatric speciation is of more inter-
est because it is a self-organizing, evolutionary process
while allopatric speciation occurs due to external forces
(arguably except for migration). In terms of the ap-
plication of speciation to increase the behavioral diver-
sity in ER, sympatric speciation is preferred as it does
not need a priori knowledge while allopatric speciation
would need an implementation of a cause.
Woehrer et al. (2012) report an artificial life model
of sympatric speciation based on sexual selection, in
particular assortative mating which is a mating pattern
where mating between individuals with similar geno-
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types or phenotypes is more likely. The model is in-
spired by the natural system of finches on the Gala´pagos
Islands. Although an island setting might let allopatric
speciation appear as a good and exclusive explanation
this does not seem to be the case on the Gala´pagos
Islands (Woehrer et al., 2012). Woehrer et al. (2012)
point to the specialty of the proposed system that com-
bines natural selection and sexual selection acting on
the same trait which is directly related to so-called
‘magic traits’ (Servedio et al., 2011). Here we repro-
duce their results, report an extension of the model,
and perform additional measurements in simulations.
The artificial system models a bird population of dy-
namic size. A bird is modeled by age, beak size, energy
level, and gender. To survive the birds have to forage
(implemented as random search) for seeds. These are
modeled by energy, location, uniformly distributed size,
and distributed in discrete space of size 100 units ×100
units (see table 1 for used parameter settings). Selec-
tive pressure is imposed by the limited resource of seeds.
Initially of the dry season a number of seeds is placed in
the world which decreases consecutively over a period
of 30 or 43 simulated days (depending on which setting
is used) as the birds forage from it. The birds’ search
for seeds is limited by their beak size s because they
can only feed on seeds of size [s− 1, s+ 1]. The search
costs energy on each day and fed seeds add energy to
the bird’s energy. If a bird runs out of energy during
the dry season it dies. Those that survive may attempt
to reproduce. Reproduction is based on sexual selection
and assortative mating (with random mating no specia-
tion was observed (Woehrer et al., 2012)). Females with
beak size sf select only mates with beak size sm within
the female’s beak size interval sm ∈ [sf −∆, sf +∆] for
assortative range fixed to ∆ = 0.5. The offspring has a
beak size averaged over its parents plus Gaussian noise
and random gender. For all remaining details please
see (Woehrer et al., 2012) and table 1.
A typical run is shown in Fig. 2a which is a plot of all
beak sizes that occur in the population over 375 gener-
ations. The resemblance to a phylogenetic tree is obvi-
ous. Also the drift of species, branching into two spe-
cies, and the extinction of species can be noticed. Hence
the model of Woehrer et al. (2012) is a simple model
of self-organized speciation and can be used as an easy-
to-handle analogy to the studies on behavioral diversity
in ER. The interval of allowed beak sizes [1, 10] is the
equivalence to the behavior space and a bird’s beak size
would be the 1-d equivalence to the behavior defined by
ANN. The extreme difference between high-dimensional
ANN and the simplistic 1-d beak size interval is not a
limiting factor of this analogy because the speciation
model possesses the one qualitative feature that is rel-
evant for this study, namely self-organized generation
of diversity. The assortative mating corresponds to al-
lowing recombination only for ANN that share a ‘magic
trait’ which is defined by sexual selection and could be
a behavioral feature. In addition, this way the emer-
gence of speciation relies crucially on a pre-defined pa-
rameter (assortative range ∆). In order to avoid such
a pre-defined measure for the above mentioned reasons
we can allow the evolutionary algorithm to vary fea-
tures of sexual selection. The perfect solution would be
to evolve the full process of sexual selection which is,
however, beyond the scope of this paper. Instead we
restrict the following investigations to the evolution of
the allowed difference between females’ and males’ beak
size defined by the assortative range ∆ in this partic-
ular case of assortative mating. While this solves the
problem of having pre-defined parameters, this would
still correspond to a pre-defined process of sexual selec-
tion. That way we are able to investigate whether the
evolutionary process can self-organize towards a higher
degree of diversity without being forced to do so by a
parameter setting.
It turns out that the model is very sensitive to set-
tings of the assortative range ∆ which is typical for such
systems as pointed out above (Sec. ). If ∆ is set too
low, species extend over a narrow interval of beak sizes,
feed from a small set of seeds that they are able to eat,
and become extinct often (data not shown). If ∆ is set
too big, no speciation is observed because one big con-
nected component of birds in ‘beak size space’ emerges.
Still we proceed and allow the assortative range ∆ to be
evolved. The extension of the above model is described
in the following. The parameter ∆ that defines sexual
selection by setting the beak size range is defined now
as an individual bird property. It is passed on by an av-
erage over the parents plus Gaussian noise (see table 1
for parameters). Furthermore, we introduce an evolved
parameter of each individual bird called ‘seed width’ W
to increase the attractiveness of being a specialist. In
addition to the beak size it also determines the interval
of seed sizes a bird is able to feed on ([s −W, s +W ],
priority is with the more restrictive interval) and the
energy of a seed is scaled by 1/W 2 (for W < 1 a seed’s
energy is increased quadratically in W ). The system
shows also speciation without this additional feature of
seed widthW but the inclusion of seed width stimulates
speciation (data not shown).
For the following presentation and analysis of our re-
sults we define a technical concept of species in this
simple model. In order to do so we interpret the distri-
bution of a population’s beak sizes as a graph whereas
each bird’s beak size represents a node and two such
nodes are connected to each other if they are within
each others individual assortative range of sexual selec-
tion defined by ∆. A species is defined by the graph-
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Figure 2: Beak sizes s over generations t for fixed and
evolved assortative mating; for parameters see Tab. 1;
sub-figures b-d differ only in random initialization.
theoretic concept of connected components: a subset of
nodes and for each pair of such nodes there is a path
connecting both. With this definition we are able to im-
plement an automatic classifier that determines where
and how many species exist in a given configuration.
Results
In the following we investigate whether speciation is ob-
served, we investigate the distribution of beak sizes over
time to find what is beneficial for speciation in this ex-
tended model, the distribution of branch lengths, and
the dynamics of species. With this extended model we
obtain for different random initializations results (for
parameters see Tab. 1) that are characterized by three
classes: showing speciation (see Fig. 2b), intermediate
(see Fig. 2c), and not showing speciation (see Fig. 2d).
Following our connected-component definition, species
within limited beak-size intervals and clear separation
are noticed in Fig. 2b. In Fig. 2c species are not clearly
separated at all times. For example, at t ≈ 600 one spe-
cies spans almost over the whole beak-size interval. In
Fig. 2d, a single species covers the whole interval. Hence
this system does not reliably self-organize towards di-
versity, at least for the tested parameters.
For the following investigations we classify occurrent
configurations. It turns out that four configurations
are frequent: only species in the left part of the beak
size interval (s < 4.5, called left, frequency: 3.24%),
only species in the right part (s > 6.5, called right, fre-
quency: 3.14%), species distributed over the whole in-
terval (called all-over, frequency: 88.37%), and species
in the two outer parts but not in the middle (called sym-
metrical, frequency: 5.24%). Concerning the evolved
assortative range ∆, the all-over configuration is dis-
tinguishable from the three other configurations. In
Fig. 3a the distributions of all occurring assortative
ranges over a number of evolutionary runs are com-
pared. The mean for all-over configurations is 1.9 and
bigger than those of the others (about 1.3). With bigger
assortative range a species spans over big intervals more
easily. Consequently big assortative ranges counter di-
versity in terms of speciation. The populations that
spread over the whole interval are bigger than those
showing diversity (mean of about 200 birds compared to
about 100) because they exploit the energy provided by
seeds fully. Consequently they are less prone to fluctua-
tions and have a smaller risk of extinction. At the same
time they make sure to exploit seeds of all sizes. Hence
the low-diversity solution actually seems to be the evo-
lutionary more robust approach which raises the ques-
tion of how speciation could be stimulated additionally
(an optional target of an investigation which is beyond
this paper would be the tradeoff between a generalist’s
advantages and costs due to seed width W ). In turn it
is possible to force the system into speciation by forcing
bi- or multi-modal distributions of seed sizes (Woehrer
et al., 2012). However, this is tweaking the environment
which is not a good option for our application in ER.
Generally, populations with big assortative ranges
seem to be more stable and there is also a tendency
of spreading over the whole interval with increasing
time. We are able to support this claim by investigating
the distribution of branch lengths in the phylogenetic
trees. The branch length is the time period between
split-ups of species and/or their extinction. Based on
an automatic check for connected components, species
and the corresponding branch lengths are determined in
the implementation of the model. The distribution of
branch lengths based on independent evolutionary runs
(4.4 × 105 samples) is shown in Fig. 3b (squares). In
the analysis of this data we follow Venditti et al. (Ven-
ditti et al., 2010) who discuss and interpret different
branch length distributions of phylogenetic trees. While
they apply their methods to natural systems we found
that they can also be applied to this artificial sys-
tem. The best fit we found is the Weibull distribu-
tion (ca/bx(a−1) exp(−(x/b)a), a = 0.32, b = 0.065,
c = 29×103) which Venditti et al. (2010) interpret in the
following way: “the Weibull density can accommodate
Bioinspired Robotics
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Figure 3: Distribution of the assortative range ∆ for different configurations and the distribution of branch lengths
in the phylogenetic tree with fitted Weibull distribution; birth and death rate of species over beak size for different
configurations; averaged movement of species and implied potentials over beak size for different configurations.
the probability of speciation changing according to the
amount of divergence from the ancestral species. This
model will fit the data if, for example, species are either
more or less likely to speciate the older they get.” This
supports our finding that old species tend to speciate
less as they tend to span the whole interval.
Despite these shortcomings in the sustainability of
the evolution of species we are able to investigate the
dynamics of speciation in this system. Our aim is to
detect and measure how SPTD is generated without ex-
plicitly forcing it. The evolution of species in space and
time based on the above connected-component defini-
tion can be interpreted as a discrete birth–death process
combined with drifting motion. For the above defined
four classes of configurations the birth and death rate
depending on the beak size were measured, see Fig. 3c
and d (qualitative, no errors shown). The birth rate is
bigger by about an order of magnitude because in our
implementation the merger of species was not classified
as death; only actual extinction was classified as death.
Interestingly the birth rate for the all-over configuration
is almost homogeneous while the other configurations
have a dip at s ≈ 3 and s ≈ 8. This is most likely be-
cause species in the all-over configuration are in average
almost evenly distributed while in the other configura-
tions species are more likely to be positioned at s ≈ 3
and/or s ≈ 8. Once this ‘niche’ is covered, a birth at
the same position is not possible. The death rates of
all configurations have peaks at the bounds which is ex-
plained by the smaller number of available seeds once
birds cover also seed sizes that do not occur (< 1 or
> 10). Interestingly beak sizes keeping a distance to
the bounds support survival for all configurations.
In the following we want to measure the dynamics
of species, that is, the average movement of species in
beak size space in certain configurations. A measure-
ment of how the species drift for the four configurations
is shown in Fig. 3e. ∆x gives the average displacement
of a species from one to the next generation for 1.9×107
samples. Positive values ∆x > 0 describe the drift of
a species towards bigger beak sizes and negative val-
ues ∆x < 0 describe drift towards smaller beak sizes.
For the configurations left, right, and all-over the av-
erage motion of species indicates spreading and species
keep moving towards the bounds even when already ap-
proaching them which means they move into regions of
high death rates (Fig. 3d). The configuration symmet-
rical is different because it has a stabilizing effect at
s ≈ 4 and s ≈ 6.5 which are maxima. This is, however,
a direct effect of the classification and due to situations
when an all-over configuration turns into a symmetrical
configuration. Still it is valid data within our classifi-
cation scheme. To draw a direct connection to applica-
tions in ER we determine the potentials that are implied
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by the average movement of species (for example, simi-
lar to gravitational potentials) which is here merely an
integration over the average movement. Fig. 3f shows
the 4 potentials of the 4 configurations (normalized to
similar scales). These potentials are important findings
for this study because they are emergent fitness func-
tions with selective pressure towards bigger values in the
same way as in the above schematic representations of
the fitness functions for novelty search and MOBD (see
Fig. 1). Similarly also here currently populated regions
in beak-size space are less desirable and there is pres-
sure towards unpopulated regions. For example, the
potential for configuration left has a minimum at s = 3
which corresponds to the typically populated position
in this configuration as determined by low birth and
death rates around s = 3 (Fig. 3c and d) and an average
motion of ∆x = 0 (Fig. 3e). These potentials are the
confirmation that this self-organizing system certainly
generates SPTD. While, for example, in novelty search
that pressure is explicitly enforced by pushing towards
behavioral diversity, here the selective pressure is a fea-
ture of the ecological system. Unpopulated regions in
beak-size space correspond to big resources of energy in
the form of seeds no one forages for. Birds that manage
to push into these regions compete with few fellows,
gather plenty of energy, and increase their fitness for
survival. This analogy shows on the one hand that ap-
proaches based on behavioral distance should not just
be considered as engineered abstractions but rather as
bio-inspired approaches that have a direct connection
to ecological features of speciation. On the other hand
it shows an option of how to generate a self-organizing
SPTD as discussed in the following.
Discussion and Conclusion
In this paper we have detected self-organizing genera-
tion of SPTD in an AE and we have motivated the need
for methods that generate diversity, particularly behav-
ioral diversity in the field of ER. Standard methods to
increase the diversity in a population but also recent
methods based on behavioral distances include a con-
siderable amount of a priori knowledge because they
(tend to) include behavioral features in the definition
of the behavioral distance that measure how the robot
accomplishes a task. Mouret and Doncieux (2012) dis-
cuss the analogy between fitness function design and be-
havioral distance measure design: “More importantly,
novelty search critically depends on a good behavior
characterization to create a gradient. Researchers in
ER used to craft fitness function to create a perfect
fitness gradient; novelty search users have to craft the
behavior distance to create a similar gradient. This
last option may be easier for some problems but even-
tually some distances will be hard to define.” Hence,
even with methods not relying on fitness functions the
former problem of including a priori knowledge about
the task persists. Mouret and Doncieux (Mouret and
Doncieux, 2012) discuss how the ideal setting for ER
might look like: “In an ideal ER setup, ER researchers
would only define a high-level fitness function and let
the generic evolutionary process do the rest. This goal
could be achieved with a generic behavioral distance
function that could be used with most ER tasks while
still improving the evolutionary process.” Whether such
a generic measure of behavioral distances can be found
is unknown. Instead we study diversity in natural evo-
lution that is generated in a self-organizing process and
our focus is on diversity by speciation. Due to limited
biological knowledge about why species exist it is also
difficult to determine prerequisites for the generation of
diversity in artificial systems. Therefore we investigated
the simple speciation model by Woehrer et al. (2012)
and extended it to allow the evolution of features that
define the process of sexual selection based on assorta-
tive mating. Our findings indicate that self-organizing
speciation is achievable but the system is sensitive to
parameter settings as known from other AE.
It seems difficult to provoke evolutionary dynamics
that favor diversity over uniform solutions without im-
posing diversity by predefined environmental features
(e.g., multi-modal distributions of seeds, see (Woehrer
et al., 2012)). In fact it seems questionable whether
sustainable generation of diversity is possible without
stimulating influences from a dynamic environment or
a complex ecology with intensive inter-species interac-
tion. A beneficial finding is the analogy between meth-
ods based on behavioral distances in ER and the inves-
tigated self-organizing ecology in terms of the selective
pressure that is generated. In both systems selective
pressure is generated towards unpopulated regions of
the search space (cf. Figs. 1 and 3f). Hence we follow
that both systems relate to each other and that there
might be a way of transferring the methods of generat-
ing selective pressure in AE to ER.
In the speciation model this selective pressure is an
ecological feature because unpopulated regions of search
space hold plenty of seeds which increase the fitness
for survival once they are foraged. While this is eas-
ily implemented in this speciation model by defining a
beak-size search space, it is unknown how distributing
seeds in search space transfers as analogy to the behav-
ior space of ER. This triggers an important research
question: How to define AE in the context of ER that
generate SPTD without explicitly addressing particular
task-specific behavioral features and without including
a priori knowledge. This could be done by a data struc-
ture that covers the full behavior space and keeps track
of which regions of this abstract space have been vis-
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ited (following the analogy: regions where most of the
seeds have been eaten up). However, this would be most
likely intractable and probably also task-specific. Solu-
tions for this dimensionality reduction problem based
on heuristics would possibly have similar difficulties as,
for example, function approximation in reinforcement
learning (Sutton and Barto, 1998). Presumably any
method that maps behaviors from the actual behavior
space into a smaller feature space will suffer from be-
ing either task-specific or of limited benefit although
very simple mappings were shown to be beneficial in
simple tasks (Mouret and Doncieux, 2009; Lehman and
Stanley, 2008). Seemingly the statistics about the fre-
quencies of behaviors is embedded into the environment
in natural systems similarly to the concept of stigmergy
in swarm intelligence. A candidate solution would be
to evolve behaviors in an embodied system which al-
lows for embedding behavioral statistics in the environ-
ment. Fortunately, an embodied approach is feasible in
ER (Bredeche et al., 2012; Stradner et al., 2012).
Furthermore we have reported measurements
(Figs. 3c-f) that allow for modeling speciation as a
discrete birth–death process combined with a spatial
feature determined by drifting motion towards unpop-
ulated regions. That way speciation truly is linked
“to rare stochastic events that cause reproductive
isolation” (Venditti et al., 2010). In addition we have
shown that the analysis of branch length distributions
by Venditti et al. (2010) is also applicable in artificial
systems and might prove to be instrumental in classi-
fying artificial systems of speciation. In future work we
plan to continue investigations of how to integrate AE
into behavior space that is not task-specific and that
generates SPTD in complex tasks for ER. In addition
it might be desirable to investigate also models of
speciation that evolve themselves features of sexual
selection that generate diversity.
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Abstract 
This paper presents a self-folding method for multi-crease 
structures. The proposed method utilizes the symmetric 
breaking of a 3-layered two-dimensional sheet, where an inner 
contraction sheet induces shear force when heated, which 
directs the inclined folding direction. The fabrication technique 
developed enables distant placements of tiling patterns of the 
surfaces. The experimental result shows that by applying 
uniform heat, a feature with 62 folds can be simultaneously 
folded, an advantage over manual folding. The method 
presented is a new instant fabrication technique for making 
semi-rigid structures. 
Introduction 
Biological entities achieve their fertile morphogenetic 
processes based on protein self-assembly and self-folding. 
Inspired by such processes, various attempts at the automated 
structuring of robot bodies have been made in the field of 
robotics. Hawkes et al. (2010) demonstrated self-folded ship 
and plane origami structures employing shape-memory alloy 
(SMA) actuators. Cheung et al. (2011) showed arbitrary 3D 
shapes that could theoretically be folded from a single strand. 
The underlying principle behind these approaches is assigning 
an individual actuator (i.e., shape memory alloy, or an electric 
motor) to each folding site. Thus, scalability of the system 
remains an open challenge. Recently, Onal et al. (2011) 
showed that the body of an insect-shaped, legged robot could 
be folded from a single laser-cut polyester sheet. MEMS 
technology employing a pop-up technique was proposed by 
Whitney et al. (2011). Felton et al. (2013) advanced Onal’s 
model and incorporated the self-folding of a robot’s body by 
assigning conductors around the hinges for localized heating 
by current application. 
Self-Folding Method 
In this study, we use uniform heating to attain self-folding. 
We utilize thermal deformation of a contraction sheet 
(polyvinyl chloride, PVC) sandwiched by rigid structural 
layers with different gap widths, such that the shear force of a 
contraction layer induces a bending motion of the surface. We 
show the basic principle of the folding method in Fig. 1. 
Schematics of the fold are shown in side views on the left side 
in the figures, with corresponding snapshots on the right. The 
method is capable of (1) simultaneous mountain and valley 
folds, (2) simultaneous multiple folds, and (3) coarse angle 
control by varying gap widths. 
 
Fig. 1. Self-folding process by uniform heating. 
Accurate Folding Angle by Angle Fold 
Attaining an arbitrary folding angle of a sheet structure is 
difficult at any scale, for it is dependent on the folding torque 
generated by the material. In order to attain accurate arbitrary 
folding angles, we focus on the kinematics of angle folds, 
specifically, the V-fold, in which one of the angles (termed 
output angle Өout) can be precisely controlled by being 
kinematically coupled with another actuatable angle (termed 
input angle Өin). Since the derivative of Өout is small when 
Өin is small, in spite of the absolute change, the idea here is 
to “crudely” actuate Өin to exercise precise angle control over 
Өout. The concept for V-folds is illustrated in Fig. 2. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Input angle and output angle in V-fold. 
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Fabrication 
Since the pattern of a structural layer involves multiple 
discrete tiles (islands), structural layers are cut out and placed 
on a semi-rigid backing layer. Once a laser makes the pattern, 
parts that position at gaps are manually peeled off. A 
contraction layer is then inserted and sandwiched by the 
backing-laminated structural layers, by folding it in half. 
Finally, the backing layer is removed from the structure, and 
the desired self-folding sheet is obtained. 
Result 
The temperature control for the self-folding process is 
managed in an oven. To realize ideal uniform heating for the 
body, the sheet is hung from the ceiling. To demonstrate the 
advantage of self-folds, we chose an origami pattern that 
could only be folded if all the creases were folded 
simultaneously. This structure, which is shown in Fig. 4, 
consists of 62 mountain and valley folds. 
 
Fig. 3 shows the self-folding process by uniform heating. 
Starting at room temperature and ramped up to 65 degrees, the 
process is complete in about 5 minutes. 
 
Fig. 3. Self-folding process by “baking.” 
 
The fabricated structure is shown in Fig. 4. The process, 
although applicable one time only, is reliable and fast. The 
method is suitable for types of fold that consist of many pleat 
patterns, because heat is applied to the entirety of the targeted 
material. 
Conclusion 
This work presents the self-folding of a multi-crease structure 
by uniform heating. We first developed a technique that, by 
having different gap widths between a contraction layer, 
achieved the simultaneous folding of mountain and valley 
folds by heating the middle contraction layer. We further 
developed a fabrication technique, designing the island 
features and placing them onto the contraction sheet. The self-
folding process achieved is fast and reliable, and is promising 
for the fabrication of more complex structures. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4. Self-folded structure, which consists of 62 mountain 
and valley folds. 
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Abstract 
The Artificial Reaction Network (ARN) is an Artificial 
Chemistry representation inspired by cell signaling networks. 
The ARN has previously been applied to the simulation of 
biological signaling pathways and to the control of limbed 
robots. In this paper we create multiple cell-like autonomous 
agents using ARN networks. It is shown that these agents can 
simulate some aspects of the behavior of biological amoebae. 
To demonstrate practical applications of such agents they are 
then reconfigured as a swarm of robots in a simulated oil spill 
clean-up operation. We demonstrate that ARN agents, like 
amoebae, can autonomously recognize environmental patterns 
and produce emergent behavior. The results show that such 
agents may be useful in biological simulation and furthermore 
may have practical applications in swarm robotics.  
Introduction 
Unicellular organisms have evolved an astonishing array of 
complex behaviors. Some can avoid light with photo-sensitive 
spots; some actively hunt prey; while others can build 
protective shelters (Ford, 2009). It has been shown that single 
cells achieve such primitive intelligence by storing and 
processing information through the complex dynamics of 
interacting chemicals (Bray, 1995; Arkin and Ross, 1994). 
Within a cell, data is represented by a set of spatially 
distributed concentrations of chemical species; the 
instantaneous set of which corresponds to the cell’s current 
state. Intricate networks of chemical reactions termed cell 
signaling networks (CSNs), process this information by 
transforming input species into output species. In this way, 
cells are able to respond to changes within their environment, 
communicate with other cells, and perform internal self 
maintenance operations. Several researchers highlight the 
processing capabilities of CSNs and their similarities to 
Artificial Neural Networks (ANNs) (Bray, 1995; Bhalla, 
2003). For example, it has been demonstrated that a network 
of such reactions can perform Boolean and Fuzzy Logic 
functions and are equivalent to a Turing machine (Bray, 1995; 
Arkin and Ross, 1994). Furthermore, CSNs contain features 
such as feedback loops and interconnectivity, thus forming 
highly complex systems (Bray, 1995; Bhalla, 2003). It is 
possible to exploit computational features of such chemical 
processing to create an Artificial Chemistry (AC). In its 
broadest sense, an AC describes a man-made system which is 
similar to a real chemical system (Dittrich, et al., 2001). The 
Artificial Reaction Network is an example of an AC and is 
based on properties and mechanisms found in CSNs. In our 
previous work, it was applied to simulate the chemotaxis 
signaling pathway of Escherichia coli, and later investigated 
as a means to produce complex temporal waveforms to 
control limbed robots (Gerrard, et al., 2011; 2012a; b).  
In this paper, a single ARN network is instantiated and used 
as the internal control system for multiple instances of cell-
like autonomous distributed agents. Our first objective is to 
show that ARN agents have application in the simulation of 
biological cells, their interactions, and resulting emergent 
behaviors. This is addressed by using the agents to simulate 
aggregating cells of the slime mould Dictyostelium 
discoideum and comparing the emergent behaviors with the 
literature. Our second objective is to show that by 
reconfiguring the inputs to each agent’s ARN, the same 
agents can produce other distinct behaviors. Our final 
objective is to show that ARNs have application as the control 
systems for distributed robotic agents within real world 
environments. Here, we apply the agents to the task of 
cleaning up a simulated oil spill within a simplified search 
environment.  
The paper is structured as follows: the first section 
provides an overview of the ARN representation. This is 
followed by an overview of the operation of the ARN agents. 
The experimental details and results are presented next; these 
are followed by the conclusions. 
The Artificial Reaction Network  
In this section we provide a brief summary of the ARN 
representation. A full account can be found in our previous 
work (Gerrard, et al., 2011; 2012a; b).  
The ARN comprises a set of networked reaction nodes 
(circles), pools (squares), and inputs (triangles) as shown in 
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figure 1. Each pool stores the current available chemical 
species concentration (avail); this concentration represents 
data within the system. Thus, the complete set of pool 
concentrations at time t, corresponds to the system’s current 
state. Inputs are a special type of pool, the only difference 
being that they are not updated by flux at each time step, and 
are used to represent continuous concentrations, for example, 
environmental inputs or enzymes. Each circle corresponds to 
a reaction unit, representing a reaction between a number of 
chemicals. Data is processed by reaction nodes transforming 
incoming pool values to connected outgoing pool values. 
Connections symbolize the flow of chemical into and out of 
reaction units and their weight (w) corresponds to reaction 
order. Connections provide the facility to create complex 
control structures using combinations of inhibitory and 
excitatory connections. 
 
Figure 1: The Artificial Reaction Network representation. 
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Where: 
A, B, C, D = Species Concentrations                   
W = Reaction order (weight)              
avail = Available species concentration         
Kf  = Forward rate constant                
∆C = Change in species concentration C       
Kr = Reverse rate constant    
α=sum of other incoming weights 
 
Figure 1 shows the reaction between species A and B to 
produce species C. At time interval ∆t, each reaction unit’s 
temporal flux value is calculated by applying Euler’s 
approximation to the differential rate equation given in (1). 
This value is then used to update the current concentration of 
each reaction’s connecting pools as shown in (2). Pools may 
asymptotically approach 0, and thus below a particular 
threshold a pool is considered empty and its value set to zero. 
A reaction step may proceed if it meets its preconditions. 
Preconditions are met if incoming inhibitory pools are 
inactive, and incoming excitatory pools are active. Similarly a 
reaction step will fulfill a number of post conditions: 
participating reactants are consumed and products generated- 
the amount of which will depend on the parameters of the 
reaction step. 
ARN Agents 
This section describes the behavioral modes of each agent and 
the structure and operation of the ARN network controlling 
them. In the experiments outlined in this paper, a number of 
autonomous ARN controlled software agents termed 
“Cytobots” (“cyto” from Greek for cell, and “bot” from robot) 
are initialized and move around asynchronously within a 2D 
simulated environment containing a distribution of artificial 
chemicals. The artificial chemicals represent attractants of 
either food or cAMP (cyclic adenosine monophosphate). 
When an agent moves to a new position, the surrounding level 
of chemical is used to set the inputs to its ARN. Consequently 
this changes the internal state of the ARN and updates the 
agent’s trajectory. During this process, the agent modifies the 
state of the environment by, for example, consuming food or 
releasing cAMP.  Similar to the way in which a CSN acts as 
the control system to a cell, the behavior of each cytobot is 
controlled by its own instance of an ARN network. The ARN 
network architecture is based on a combination of functional 
structural motifs found in actual biochemical networks (Tyson 
and Novak, 2010). Each ARN instance is updated 
asynchronously with all other instances. In this way, each 
instance directs an agents’ movement asynchronously to other 
agents, enables it to react to situated environmental patterns, 
and allows it to stigmergically communicate with other 
cytobots to contribute to higher level function.  
The cytobot ARN network was designed to produce two 
simple behavioral modes: foraging and starvation, both are 
based on the movement patterns of single celled organisms as 
described in the following sections. The cytobot ARN is 
composed of 6 subnetworks as shown in figure 2. Each 
subnetwork contributes a functional aspect to either or both 
starvation and foraging behaviors. The subnetworks are 
discussed in the following sections. 
Cytobot Foraging Behavior  
Cytobots forage by performing a biased random walk. This 
pattern of movement is exemplified by the bacteria E. coli, 
where foraging cells alternate periods of runs (forward 
motion) and tumbles (random redirections). By comparing 
concentrations of attractants and repellants in a temporal 
fashion, the organism is able to reduce the frequency of 
tumbles up concentration gradients of attractants, and down 
gradients of repellants, resulting in overall travel to more 
favorable conditions (Vladimirov and Sourjik, 2009). In the 
foraging mode a cytobot performs a similar random biased 
walk movement pattern. At each new position X, an agent 
redirects to a new random angle between 0 and 360 degrees 
(tumble). The agent then moves forward in a straight line for a 
number of time steps based on the level of detected food at 
position X (run). The cytobot consumes food (if present) at 
each passing location. 
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Figure 2: The cytobot ARN network comprising 6 subnetworks. Each cytobot is controlled by an instance of this network.  
 
Cytobot Starvation Behavior 
The starvation behavior is based on the pattern of motion 
displayed by starving cells of the cellular slime mould D. 
discoideum. During the organisms’ vegetative stage, cells 
move up gradients of folic acid secreted by its bacterial prey. 
When the food resource has been depleted, the amoebae begin 
to starve and enter the aggregation phase of their life cycle. 
During aggregation, starving cells secrete cAMP which serves 
as a signal to attract surrounding amoebae towards a central 
location (McCann, et al., 2010). During the aggregation 
phase, D. discoideum cells are polarized, thus one side 
becomes the leading edge which always faces in the direction 
of travel (McCann, et al., 2010). Depending on parameters 
such as environmental conditions, and the cell population 
density, migrating cells often form transient emergent patterns 
such as streams, waves and spirals (McCann, et al., 2010; 
Dallon and Othmer, 1997). Streaming describes a pattern of 
motion where cells line up in close order files, with the head 
of one following the rear of another (McCann, et al., 2010).  
In these experiments the agents enter starvation mode if food 
has not been consumed within a time period. Here, instead of 
turning in a random direction, the new direction is weighted 
toward the highest concentration of cAMP within its 
surrounding area. As discussed later, by representing the 
external chemicals in different ways within the simulated 
environment, different high level behaviors can be produced 
by the agents.  
The Master Oscillator 
The master oscillator network (see figure 2) functions to 
synchronize all the outputs from all the other subnetworks 
together and is what each agent references at each time step to 
ascertain its current behavior. It is a simple closed loop, with 
a token unit of chemical cycling around it. It consists of 4 
reaction units: M0, M1, M2, and M3 (all with reaction rate of 
1) and 4 pools MA, MB, MC and MD. Each pool activates 
one of three behaviors, and for every time step that a 
particular pool contains the token unit, its corresponding 
behavior is performed. Pool MA activates turn, MC activates 
run and pools MB and MD activate stop. If these pools were 
switches to motor actuators on a simple wheeled robot, pool 
MC would switch on all wheel motors, while pool MA would 
switch on wheel motors on the left side only, thus turning the 
robot. The remaining pools would act as off switches. The 
other subnetworks inhibit or excite the reaction units of the 
master oscillator to allow or prevent chemical flow. The 
number of time steps that a chemical is present in a particular 
pool indicates the length of time that a particular behavior is 
performed. Thus if pool MC contains a chemical for 10 time 
steps, then the agent will move forward for 10 time steps; 
similarly if this were pool MA, the agent would turn for 10 
time steps. 
The Food Network and the Run Length Network 
The food network senses the level of food within the 
environment and connects to the run length network to 
modify the number of steps forward according to the level of 
food sensed. The value of food at a cytobot’s current position 
is stored at input pool FA. The forward rate of reaction node 
F0 is 1, thus all food is transferred to pool FB in a single time 
step. The presence of chemical in pool FB inhibits the run 
network reaction R0 for a number of time steps according to 
the level of food (by setting forward rate of unit F1 to 1 and 
weight to 0 this can be an exact correlation). This in turn stops 
pool RC in the run length network from emptying. Pool RC 
inhibits reaction M2 of the master oscillator thus preventing 
pool MC from emptying for the same number of time steps. 
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As discussed previously, the number of time steps which pool 
MC contains the token unit represents the number of time 
steps to move forward. 
The Signaling Network 
The signaling network functions as a switch between 
starvation and foraging mode. Low food levels trigger the 
starvation response and allow the weighted direction network 
to control each new angle. Sufficient food will switch off the 
weighted direction network and allow the chaotic network to 
control each new angle. It is a simple closed loop with a token 
unit of chemical flowing around it. Pool CA acts as a switch 
between foraging and starvation behavior, where the presence 
of chemical in CA inhibits the weighted direction network- 
while its absence switches on the weighted direction network; 
this in turn inhibits the chaotic network, as shown in figure 2. 
In this component, all reaction units have a forward flux of 
0.5; which ensures a minimum number of time steps for each 
behavior.  
The Weighted Direction Network 
The weighted direction network senses cAMP within the 
agent’s immediate environment and calculates a tumble angle 
which is weighted toward higher cAMP levels. This network 
interfaces with the environment via a number of receptor 
pools (AW, ANW, AN, ANE, AEA) which sense the level of 
cAMP around the cytobot. These pools represent receptors 
positioned at fixed points around the front of its perimeter. 
Limiting the signal detection to one side facilitates 
representation of polarization in D. discoideum, where that 
side becomes the leading edge. For each receptor input pool, 
there is a static pool containing a fixed level of chemical 
which represents the angle of the receptor relative to the 
cytobot. Directions start from AW (west) with a 
corresponding numeric value of 0 (A00) and progress in 45 
degree steps through each direction to east (thus maximum 
value is 180). Detected signals are classed as being in one of 
the following cardinal/ordinal directions: W, NW, N, NE, and 
E. Thus signals are detected from all directions above its 
horizontal plane. All connections have a weight of 1 with the 
exception of the connection between pool AD and reaction 
A12 which has a weight of -1. This negative connection raises 
the sum of chemical detected in pool AD to -1, which 
multiplied by AB, allows the average angle to be calculated. 
The calculated angle interfaces with the remaining 
subnetworks at pool AE. In an actual organism, receptors are 
set around the cell perimeter and direct movement 
appropriately.  
 
 
 360mod))90(( cnh   (3) 
 
 
Where: 
h= new heading (relative to external frame) 
n = count of time steps pool MA contained chemical 
c = current heading (relative to the external frame) 
 
In this simulation, for simplicity, a count of the number of 
time steps that MA contains the token unit is processed to 
gain the turn angle using (3). Thus if the number time steps is 
120 and the agent is facing north, then the current heading 
would equal 0 (relative to the external frame) and the new 
heading would equal 30. 
The Chaotic Network 
The chaotic network, as shown in figure 2, is responsible for 
generating pseudo random angles which agents use to perform 
the foraging tumble behavior. It is a networked 
implementation of a Logistic Map, see (4). Ulam and von 
Neumann (1947) were the first to examine a Logistic Map as 
a pseudo random number generator and it has been 
successfully used in this capacity by several researchers 
(Patidar, et al., 2009). The probability density distribution of 
the Logistic Map is non-uniform and is given in (5).  
 
 )1(1 nnn XXX    (4) 
Where: 
Xn= state variable of value 0 ≤ Xn ≤ 1 
λ= system parameter of value 1 ≤ λ ≤ 4 
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Where: 
P(X) = probability of X occurring 
 
At the start of the simulation, pools KA and KB of each 
cytobot’s chaotic network are initialized to the same random 
value between 0 and 1 (to 5 decimal places). This value 
represents the first value of X (where X represents the state 
variable of (4)). All the other pools are initialized to 0 with 
the exception of the static pools KI and RK whose initial 
values are 360 and 1 respectively. Reaction K2 is responsible 
for generating each new value of X and has a forward and 
reverse rate of 4 (the logistic map exhibits chaotic behavior 
when λ is 4). The connection between KA and K2 has a 
weight of 1 and the connection between K2 and KB has a 
weight of 2. The remaining series of reactions function to 
copy the value of X 3 times, where 2 copies serve as the new 
initial values of KA and KB and the remaining copy 
participates in the final output of the network at KH. Static 
pool KI has a fixed value of 360 which in reaction K0, allows 
the network to convert the pseudo random number at KH to 
an angle value between 0 and 360. However, reaction K0 
cannot proceed until all 11 pools that inhibit it are empty. 
These inhibitory connections ensure that random angles are 
not output while the agent is in starvation mode, and that pool 
AE is empty before adding more chemical.  
Slime Mould Aggregation Simulation 
In the following experiments cytobots are used to model the 
behavior of aggregating D. discoideum cells, where each 
cytobot represents a cell. In each experiment the emergent 
patterns, numbers of mounds, and length of time to mound 
formation is examined. A total of 10 experiments are 
performed at varying population densities of cytobots (p) and 
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different ranges of detection of cAMP (r), as shown in table 1. 
The environment contains no food, thus each agent 
immediately enters and stays in the previously described 
starvation mode. The agents’ behavior is initially explored at 
biologically realistic p and r values and compared with the 
behavior of the actual organism and other simulations. These 
parameters are then extended into ranges outwith the 
biological range in order to examine the emergent properties 
of the system.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3: Pseudocode to calculate the strength of detected 
cAMP at each direction relative to the cell.  
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Cytobots move within a simulated 2D environment of area 
5.06 mm2- approximately half the maximum recorded 
aggregation territory reported in the literature (Dallon and 
Othmer, 1997). Each pixel represents 4.5 μm and the grid is 
500 × 500 pixels, giving a total area of 5.06 mm2. In nature, 
aggregating D. discoideum cell densities are typically 250 per 
mm2 to 1x104 per mm2 (Dallon and Othemer, 1997). Due to 
the computational resources required to manage a population 
of cytobots within the upper range, two cell densities of 250 
agents per mm2 (1250 agents) and 150 per mm2 (750 agents) 
were chosen. The agents are initialized at random positions 
within the simulated environment. Each starving agent emits a 
cAMP signal at equal strength around its circumference into 
the environment. This signal is detected by other agents 
within or equal to r. In these experiments a range of r values 
are explored, including that of real cells of 1, 0.5, and 0.1 mm 
(McCann, et al., 2010). The actual cAMP signal degrades 
linearly with increasing distance (d) from the emitting cell. 
Each agent detects the cAMP signal of all starving cells 
within or equal to r, and a total value for each direction (A) is 
calculated using the pseudocode given in figure 3. Each cycle 
represents 1 minute of time. In this time the agent moves 
9μm- a distance which corresponds to that reported in the 
literature (Rifkin and Goldberg, 2006). Therefore, after 1 hour 
motion the agent travels a distance of 540μm. In reality there 
are always remaining cells that do not aggregate, and thus the 
simulation runs until 95% of agents are at a distance of less 
than 0.1mm from their nearest neighbor.  
Results 
The results for all 10 experiments are given in table 1. Each 
experiment was performed 100 times. In experiments 8, 9, 
and 10 the value of r and d are within the ranges reported for 
real D. discoideum cells. These experiments are used to 
compare the behaviors and length of time taken to aggregate 
with the literature. In experiments 8, and 9 aggregation 
completes after an average formation of 4.3 mounds in 10.05 
hours, and 6.7 mounds in 12.65 hours respectively. In nature 
the organism takes between 9-13 hours to aggregate (Cotter, 
et al., 1992; Becker, et al., 2010), thus the results of these 
experiments have an aggregation time within the reported 
range. This is also comparable to other simulations. For 
example, Becker et al. (2010) reports an aggregation time of 
11.6 hours for a simulated population of D. discoideum with a 
cell density of 200mm2. In experiment 10, the population 
never satisfied the criteria for completion of aggregation, 
where instead the agents appeared to move in a fashion 
reminiscent of Brownian motion. The likely explanation for 
this is twofold. Firstly, the simulation does not consider the 
effect of glycoproteins where aggregating cells making 
contact with each other attach together. Secondly, because the 
attraction range is so small, agents are only able to detect 
other agents within their immediate neighborhood, thus 
momentarily larger clusters with higher attraction strength go 
undetected and quickly dissipate- an effect that would not 
occur if agents stayed together. The complete set of results 
shows that by increasing p by 100mm2 the number of mounds 
formed at each r decrease with the exception of experiment 6. 
This is not surprising, as denser populations should have more 
chance of interacting, and thus form fewer clusters, but with 
higher numbers of agents. Similarly, decreasing r results in a 
general increase to the number of mounds formed at both 
values of p. The likely reason for this is that as r decreases the 
agent becomes unable to influence increasing quantities of 
area, thus larger numbers of stable clusters can form but with 
fewer numbers of agents.  
Emergent behaviors and clustering patterns similar to the 
biological organism were also observed. As previously 
discussed, the cytobots are polarized. 
FOR each cytobot 
Get current agents’ facing direction CF 
Assign a value to direction CF using statement 1 
 
FOR each (index n) detected cAMP signal 
Get detected signal incoming direction CA 
Assign a value to direction CA using statement 1 
IF CA = CF THEN kn = 3 
ELSE IF CA = CF-1 OR CA = CF+1 THEN kn=2 
ELSE IF CA = CF-2 OR CA = CF +2 THEN kn=1 
ELSE kn=0 
END IF 
Calculate distance dn 
Store each CA with kn and dn 
END FOR 
 
Calculate WA for current agent using Equation 6 
END FOR 
 
Statement 1: East = 1; North East = 2; North = 3; North West 
=4; West = 5  
 
Where: 
WA= total weight of direction A  
N= total number of agents within range of detection 
dn= distance of current agent from agent n 
CA = direction of incoming signal detected by current agent 
CF = the current agents facing direction 
kn = value of cAMP signal from agent n 
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Figure 4: A-E Cytobot aggregation for experiment 8 at: A- 1hr, B- 2hr, C-5hrs, D- 8hrs, E- 12hrs; Image F- D. discoideum cells 
aggregating; G- Is the lower right hand corner of image C demonstrating streaming behavior; H- Spiral patterns in experiment 4 
after 8 hours; I- Symmetrical patterns for experiment 2 at 7 hours; J- Wave pattern for experiment 2 at 2 hours. 
 
Diagram F is courtesy of T, Gregor, Laboratory for the Physics of Life, Princeton University, 2013 Used with permission. 
 
Table 1: Aggregation experiment simulation results 
No Density 
(p) per 
mm2 
Range 
(r) in 
mm 
Mean No. of 
mounds; (σ= 
Sta. Dev.) 
Mean time (hours); 
(σ); *Literature Range 
9-13 hours 
1 150 5 1 
(0) 
8.98 
(0.09) 
2 150 2.5 4 
(0.31) 
9.63 
(0.17) 
3 150 1 5.2 
(0.82) 
9.92 
(0.34) 
4 150 0.5 8.4 
(1.19) 
10.23 
(0.59) 
5 150 0.1 14.2 
(2.36) 
10.6 
(1.82) 
6 250 5 1 
(0) 
8.95 
(0.11) 
7 250 2.5 1 
(0) 
9.6 
(0.20) 
8 250 1 4.3 
(0.37) 
10.05 
(0.58) 
9 250 0.5 6.7 
(1.62) 
12.65 
(1.94) 
10 250 0.1 - - 
 
Implementing the agents in this way allowed us to observe 
whether or not the previously described streaming behavior 
occurs. A close up of the right hand corner of screenshot C is 
shown in figure 4G showing agents beginning to form a 
cluster. The protruding head of each agent can be seen clearly, 
where each lines up its head to the rear of another agent and 
forms a stream. As can be seen in figure 4F this is very similar 
to the streaming behavior in real cells of D. discoideum. Other 
emergent patterns occurred during different experiments 
including spirals (figure 4H), symmetric patterns (figure 4I), 
and waves (figure 4J).  
Oil Spill Clean-up Simulation  
To illustrate a practical application, the cytobots are used to 
tackle a simplified oil-spill clean-up simulation. In these 
experiments, the same ARN used previously produces 
different behaviors by altering its interface with the 
environment. In the following 4 experiments the length of 
time it takes for 3, 5, 8 and 15 cytobots to clean up 95% of the 
oil is recorded. These results are compared with similar work. 
The cytobots move within a 2D simulated environment 
containing an oil spill. This oil is analogous to a distribution 
of food within a nutrient landscape. The task of the cytobots 
is to clean up the spill as quickly as possible by consuming oil 
at each location. The agents move through the environment by 
switching between the two previously described behavioral 
modes- foraging and starvation. In the aggregation 
experiments, no food was present, thus the foraging behavior 
remained inactive. In this case, the concentration of oil 
surrounding the agents was fed into both the receptor pools of 
the weighted direction network and the food network. Thus in 
this case oil represents both food and cAMP. At the start of 
each experiment, the cytobots are distributed randomly within 
the environment, and the ARN network is initialized as 
previously described. The agents start the simulation in 
foraging mode but during the simulation alternate between 
foraging and starvation modes. Starvation behavior is 
triggered after the most recent positions (minimum of 2) 
contained zero food. In starvation mode, instead of turning in 
a random direction, the new direction is weighted toward 
higher concentrations of food within its surrounding area. 
This behavior forces exploration of unexplored search space 
because previously visited positions have a food level of 0. 
Consumption of environmental food therefore acts as a 
stigmergic signal, where agents are inclined to move up the 
nutrient gradient created by their foraging activities. Here, we 
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model the spillage of 100 tonnes of Statfjord crude oil at 150C 
under a wind speed of 5ms-1 The oil is distributed over a 2D 
sea surface of 300m by 200m, thus an area of area 60000m2, 
where 2 pixels corresponds to 1m, as shown in figure 4A. 
This particular oil type and parameter set were chosen in order 
to compare directly with work by Kakalis and Ventikos 
(2008) who present a robotic swarm concept for oil spill 
confrontation. For this reason, we account for an initial 
response time of 14 hours. Based on the complex 
mathematical models found in Kakalis and Ventikos which 
account for the main factors of short term changes in oil 
characterization, the volume of oil after 14 hours is reduced to 
150m3. Beyond the starting state, the volume is only 
influenced by the cytobots. The speed of each agent is 0.5ms-1 
and is based on other robotic agents in oil cleaning scenarios 
(Kakalis and Ventikos, 2008), thus the cytobots move 1 pixel 
(0.5m) for every time step. The actual cleaning surface is 1m, 
thus the cytobots clean a 2 pixel wide area in each time step. 
Mathematical modeling of an oil spill is non-trivial and at 
best can offer a crude approximation of its actual trajectory. 
Most oil spills quickly form a comet shape with most of the 
oil within the head and a trail of sheen (Wang and Stout, 
2007). To represent a simplified version of the comet shaped 
spread, the area is divided into 100 3m x 200m segments. The 
first segment contains 0.015 tonnes of oil, and each 
subsequent segment increases by 0.03 tonnes from right to 
left.  
Results 
In each experiment, a different number of cytobots was 
deployed- 3, 5, 8 and 15 and the recovery rate achieved by 
each group was compared. The simulation time was measured 
from deployment of the cytobots at 0 hours (14 hours after oil 
was spilled) and stopped when the cytobots had collectively 
removed 95% of the 150m3 of oil. Each experiment was run 
100 times, and the average volume of oil consumed at 6 
minute intervals was calculated. Figure 6 presents the volume 
of oil consumed by each group of cytobots against time. The 
finishing times in hours are 15.2, 11.5, 9.6, and 6.1 for 3, 5. 8, 
and 15 cytobots respectively. By adding 2 additional agents to 
the group of 3 the length of time is reduced by 3.5 hours, thus 
1.75 hour difference per extra cytobot. This difference 
decreases 1.12 hours per cytobot for 8 agents, then to 0.76 per 
agent for 15. This variation can be accounted for by 
examining the agents’ paths through the oil. Rates are much 
faster at the beginning of the experiments, where cytobots 
move toward the oil rich left side of the environment. This 
can be seen in the series of screenshots in figure 5 where A 
shows the starting position at time 0, and B shows that after 2 
hours the cytobots have moved toward the left-hand side, 
focusing mainly on highly concentrated areas (consumed oil is 
shown in white). Initially, the rate of oil removal is high 
because cytobots focus on the volume rich areas and cannot 
go over their path, thus each new location results in 
consumption of oil. However, as time progresses, large 
patches become cleaned and a higher probability exists for the 
cytobots to revisit previously cleaned areas. The consumption 
of oil in figure 5 C and D at 4 and 9.6 hours respectively 
shows more clearly that cytobots focus cleaning efforts on the 
richest volume area first, and are gradually forced to move 
toward the next highest concentration by the gradient created 
by their foraging activities. 
 
Figure 5: Oil simulation using 8 cytobots at A- 0 hours, B- 2 
hours, C- 4 hours and D- 9.6 hours 
Figure 6: Volume of oil cleaned against time for each group 
of cytobots 
 
Figure 5 D shows the state of the oil at the end of the 
simulation, where only small patches remain mainly in areas 
of low oil volumes. These results can be compared to the 
simulation by Kakalis and Ventikos. Here, varying numbers 
of simulated EU-MOP robots are deployed to tackle 150m3 of 
Strajford oil over 60000m3 (as before). In this case, the robots 
have a slightly faster speed of 0.54m/s but have the same 1m 
skimming face. Each EU-MOP robot has a storage capacity of 
2m3 and a transit speed of 2.1ms-1. The time taken for 3, 5, 8, 
and 15 EU-MOPS are 54, 32, 20 and 10 hours respectively. 
For comparison, the results of our simulation can be adjusted 
to include unloading of the oil at a servicing vessel. Using the 
same storage capacity and transit speed and assuming the 
distance to the ship and back is 2 times 300m and that each 
cytobot fills the same amount simultaneously, then the new 
times are 17.2, 12.7, 10.3 and 6.5 for 3, 5, 8 and 15 cytobots 
respectively. The Kakalis and Ventikos simulation has several 
differences to the one reported here, particularly in the 
distribution of the oil. Also, some key parameters are missing 
from their paper, for example, distance to boat. Despite these 
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differences, our results are very similar. For example the 
reported simulation time for 15 EU-MOPS is 10 hours and in 
our simulation 5 and 8 cytobots took 12.7 and 10.3 hours 
respectively. Given the differences in the simulation and 
differences in operation of the robots, the resulting clean up 
times are comparable showing that the cytobots have potential 
application as distributed robotic agents in real-world 
environments. 
Conclusions 
The aggregation experiment results presented above show that 
the agents are able to simulate behavior of individual 
unicellular organisms, and model emergent behavior arising 
from interactions among such groups. These results 
demonstrate the parallels between ARN agents and the 
biological counterpart from which they were inspired. It also 
highlights a potential use as a means to simulate groups of 
interacting cells such as a bacterial colony or tissue 
component within a multicellular organism.  
The results for the oil spill simulation demonstrate 
potential application for the ARN agents as autonomous 
agents within real world environments. This application 
demands an internal control system which can function 
without reference to other agents within the environment 
which are operating in parallel. By modifying the 
environment, (which in this case was consumption of food), 
the agents can stigmergically communicate and facilitate 
emergent behavior. The cytobots offer a unique range of 
abilities. Like cells, their internal network of spatially 
distributed dynamic chemical species allows them to 
autonomously coordinate and direct their movement, 
recognize and respond to patterns in the environment, and 
produce high-level behavior.  
In future work, it is intended to further explore the AI 
applications of the cytobot agents, and later, to create swarms 
of cytobot robots with applications in real world 
environments.  
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Abstract
The emerging field of morphological computation seeks to
understand how mechanical complexity in living systems can
be advantageous, for instance by reducing the cost of con-
trol. In this paper we explore the phenomenon of morpho-
logical computation in tensegrities – unique structures with
a high strength to weight ratio, resilience, and an ability to
change shape. These features have great value as a robotics
platform, but also make tensegrities difficult to control via
conventional techniques. We describe a novel approach to
the control of tensegrity robots which, rather than suppress-
ing complex dynamics, exploits them in order to achieve lo-
comotion. Our robots are physically embodied (rather than
simulated), evolvable, and locomote at higher speeds (relative
to body size) and with fewer actuators than those controlled
by more conventional approaches.
Introduction
Traditional engineering approaches to design of structures
and the control of robots attempt to avoid, or at least actively
suppress, complex system dynamics such as vibration and
dynamic coupling among components. By reverting them to
generally rigid and holonomic systems, their kinematics can
be modeled using classical mechanics (Murray et al., 1994;
Sciavicco and Siciliano, 2000), and these models can in turn
be used to generate desired movements.
By contrast, the bodies of many natural organisms (and
robots which attempt to mimic them) are by their very na-
ture high dimensional dynamic systems with an essentially
infinite number of degrees of freedom. Properties of liv-
ing systems such as elasticity and deformability come at
the cost of resonances and tight dynamic coupling between
components (Trimmer, 2007) – properties which are often
assiduously avoided in conventional engineering approaches
to robotic design. This precludes the use of most of the
traditional kinematic and inverse-dynamics approaches de-
scribed above (Craig, 1989). While some methods exist for
the control of non-holonomic (under-controlled) mechani-
cal systems, many are incredibly computationally expensive,
and difficult to transfer from simulation to reality (Hannan
and Walker, 2003; Fung, 1993; Vogel, 2003).
How then, are dynamically complex biological systems so
controllably robust and agile? The emerging field of mor-
phological computation (Paul, 2006; Pfeifer et al., 2007;
Pfeifer and Bongard, 2006) conjectures that “outsourcing”
the computation into the mechanics of the structure allows
related neural pathways to devote their resources to higher
level tasks (Valero-Cuevas et al., 2007) – a type of “intel-
ligence by mechanics” (Blickhan et al., 2007). These phe-
nomena have been shown in the physiology of animals such
as wallabies (Biewener et al., 2004) and guinea fowl (Daley
and Biewener, 2006) and cockroaches (Ahn and Full, 2002).
Biological morphological computation has served as in-
spiration for robotic control in several recent works. Iida
and Pfeifer (Iida and Pfeifer, 2006) explored how the body
dynamics of a quadraped robot can be exploited for sensing.
Watanabe (Watanabe et al., 2008) demonstrated how induc-
ing long distance mechanical coupling in a snake robot im-
proves its ability to learning a crawling motion. All of these
systems were largely composed of rigid elements. Our inter-
est is expanding these principles into the realm of soft mate-
rials and structures, where the complexity, and therefore the
potential for beneficial exploitation, is significantly higher.
This paper demonstrates morphological computation in
tensegrity robots. Tensegrities, pre-stress stable structures
composed of rigid struts and tensile springs, possess many
appealing traits, but exhibit high degrees of mechanical cou-
pling, and are therefore difficult to control through conven-
tional means. We implement an alternative and novel ap-
proach to tensegrity locomotion, one which seeks to exploit,
rather than suppress, vibration and dynamical coupling be-
tween components. The resulting robot is quite simple, with
open-loop actuation by low-voltage vibrating pager motors,
and yet is capable of robust and controllable motion. We
believe this to be both the fastest and the smallest physically
embodied tensegrity robot yet to be developed. We begin the
paper by describing the design of the robot. We then demon-
strate vibrationally-actuated gaits which produce linear and
rotational behavior. These gaits can be sequenced together
in order to generate controllable trajectories. We conclude
by discussing more sophisticated control algorithms and op-
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timization techniques.
Tensegrity Robots
A tensegrity structure (Figure 1) is a self-supporting struc-
ture consisting of a set of disjoint rigid elements (struts)
whose endpoints are connected by a set of continuous ten-
sile elements (springs). Despite the fact that none of the
rigid elements touch, tensegrities are able to maintain their
structure due to a synergistic interplay of compressive and
tensile forces (Wang, 1998). Because of this pre-stress sta-
bility, they are able to quickly return to form when perturbed
by an outside force. (Connelly and Back, 1998).
Examples of tensegrity can be found in structures ranging
from camping tents to sports stadiums. These same prin-
ciples are also found in the biological realm, at all scales
from the structure of proteins (Ingber, 1998) and cellular cy-
toskeleton (Wang et al., 2001) up to the tendinous network
of the human hand (Valero-Cuevas et al., 2007).
What makes tensegrities particularly appealing as a
robotic platform is their high strength-to-weight ratio and
resilience, as well as their ability to change shape by alter-
ing the resting length of the tensile elements. As a result,
tensegrity structures are increasingly being used for appli-
cations such as smart structures and soft robots (Tibert and
Pellegrino, 2003; Tibert, 2002; Motro, 2003; Sultan, 1999;
Matsuda and Murata, 2006).
Unfortunately, the pre-stress stability of tensegrities im-
poses complex nonlinear dynamics, even for relatively small
structures (Skelton et al., 2001). Conventional approaches to
tensegrity robots therefore attempt to dampen the vibrational
modes of the robots before controlling them. Skelton et al.
have been able to demonstrate both active vibration damping
(2004) and open-loop control of simple structures (2004).
In most cases, once the vibration and dynamical coupling
of a tensegrity robot has been reduced either actively or pas-
sively, deformation and control are achieved by changing
the rest lengths of the tensile elements, for instance by at-
taching strings to a reeled servo motor (Paul et al., 2006,
2005). Even so, the majority of tensegrity robotics has oc-
curred in simulation (Aldrich et al., 2003; Paul et al., 2006;
Graells Rovira and Mirats Tur, 2009; Iscen et al., 2013)
rather than reality (Shibata et al., 2009). One notable recent
contribution is Caluwaerts et al.’s work (2013) on physi-
cal reservoir computing in a simulated tensegrity robot, in
which they demonstrate learnable gaits produced by rela-
tively simple central pattern generators (CPGs).
There are a few published examples of physically embod-
ied tensegrity robots moving. Paul et al. (2006) built a
three-bar tensegrity robot with 0.4m struts, with three of its
tensile elements actuated by servomotors. Using a gait de-
rived from simulation, the physical robot was able to achieve
speeds of around 60cm/min. Shibata et al. (2009) built a
6-bar tensegrity with 15cm struts, with its tensile elements
actuated by shape-memory alloy wires. (The speed of the
Figure 1: Tensegrities consist of a set of rigid elements
(rods) joined together by tensile elements (springs). They
maintain their shape through a synergistic interplay of
forces. (Photo by Steven Stangle)
resulting robot was not published). Later, Koizumi et al.
(2012) built a six-bar robot with 0.6m struts with tensile ele-
ments actuated by 24 pneumatic McKibben actuators, which
moved by rolling. While the speed of the robot is not pub-
lished, an online video shows 15 rolls in the space of 45
seconds (1 roll per 3 seconds). We estimate from the video
that the robot is moving at approximately 25cm per roll, or
5m/min.
A new way to move tensegrities
The approaches describe above have essentially treated
tensegrity-based robots as quasi-static and non-oscillating
structures. And yet, tensegrities are by their very nature
highly dynamic – anecdotally, the tensegrities we have built
in our lab will readily oscillate as the table is bumped, or
even as someone types on a keyboard.
The motivation for our work, therefore, lies in striving to
exploit, rather than suppress, this inherent dynamical com-
plexity as an advantage – making tensegrities move by vi-
brating, rather than suppressing their vibrations. Since the
dynamics of real-world tensegrity structures are incredibly
difficult to model in simulation, we chose to avoid simu-
lation entirely and perform all experiments in the physical
world. Quoting Rodney Brooks, “ the world is its own best
model” (Brooks, 1990).
Design
Our ambition was to design a small (< 15 cm) tensegrity
that was powered by vibration alone. It would also have to
be robust enough to endure the long hours of testing and,
given the practical challenges of constructing a mechanical
device on so small a scale, it would be advantageous if it
were easy to manufacture and repair.
The resulting design, based upon a canonical six-bar
tensegrity shape, is shown in Figure 1. The geometry is
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Figure 4: Max distance (over 10 evaluations, each lasting 7 seconds) traveled by the robot during a sparse sweep of voltages
for motors 1 and 2 between 2.1V and 2.9V, in increments of 0.3V (motor 3 was fixed at 0v). As can be seen, the resulting space
is complex, and distance does not correlate directly with motor speed.
Figure 5: Variation across trials for a sweep of motor 1 values while keeping voltages for motors 2 and 3 fixed (the bottom row
of Figure 4))
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Figure 6: An example of how distance traveled was automatically measured. Position was calculated by subtracting an “empty”
arena image from one containing the robot. Distance could then be measured by comparing beginning (left) and final (center)
robot positions (right).
Figure 2: The robot testing arena is on the floor in order to
maximize the navigable area. (Photo by Steven Stangle)
Figure 3: The body of the tensegrity robot consists of rigid
plastic rods and metal springs. It is actuated by simple DC
vibrating motors attached at the midpoint of three of its six
struts. A closeup of the robot illustrated the springs and the
DC motors. (Photo by Steven Stangle)
defined by six equal length composite struts which are con-
nected to each other via 24 identical helical springs, with
four springs emanating from each strut end.
This 6-bar tensegrity has three orthogonal planes of sym-
metry. As a result of this natural symmetry, each spring
wants to stretch an equal amount in the fully assembled equi-
librium configuration, greatly simplifying design and anal-
ysis. There is however a slight loss of symmetry when the
tensegrity is placed in contact with the ground because none
of the stable contact positions are aligned with the planes of
symmetry. Sagging of the springs under the weight of the
spars and motors further disrupts the symmetry. Three small
vibration motors were mounted on composite struts and ori-
ented such that each shaft axis is perpendicular to one of the
planes of symmetry.
Few actual machining operations are required to produce
the tensegrity. The 9.4 cm long composite struts are cut from
6.35 mm square graphite composite tubes. The motors were
mounted to the flat outer surface of the struts using epoxy.
The struts, while square on the outside, are hollow circular
on the inside. Therefore, both ends of each strut could be
tapped to allow for insertion of 10-24 nylon screws. These
screws provide a smooth contact surface for the tensegrity
to rest on and are used to fasten nylon washers to the ends
of the struts. The hooked ends of the helical springs are
attached directly to the nylon washers via 4 equally-spaced
drilled holes.
Selection of the springs is critical to overall performance.
The basic strategy was to try to produce the smallest pos-
sible natural frequencies under the presumption that small
natural frequencies would lead to large displacement ampli-
tudes, thus enhancing the chances that the tensegrity might
roll. We strove to achieve this goal by minimizing spring
stiffness and spring preload subject to the constraint of keep-
ing static deflections within an acceptable limit (so that the
tensegrity would not lose its basic shape). A single vertical
strut was modeled as supported by eight linear springs ori-
ented at 45◦ in order to limit the maximum static deflection
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to 5% of total strut length. This calculation led to selection
of a helical spring with a spring constant of 0.209 N/cm.
Attempts were also made to optimize the selection of a
vibration motor. While the need for a small motor with
a relatively large offset mass was clear, choosing the best
range of operating speeds involved compromise. On the one
hand, the motor speeds have to be large enough to produce
sufficient centrifugal force, but also small enough to excite
the lower (high energy) natural frequencies of the tensegrity.
These considerations led to selection of the Precision Mi-
crodrives vibration motor Model 312-107 (Figure 3) which
operates between 100 and 260 Hz.
To check the suitability of this operating range, the tenseg-
rity was modeled using a matrix structural analysis code.
One end of one strut was assumed fixed in space and the
associated natural frequencies were determined. The fun-
damental (lowest) frequency was found to be 7.8 Hz, well
below the operating range of the motor. However, physical
testing of the tensegrity with these motors indicated the ex-
istence of natural frequencies that were within the operating
range.
Evaluation
Having designed the robot in order to maximize resonance,
we then evaluated its ability to locomote via vibration. Early
trials indicated a wide diversity of motions was possible, and
that small changes in motor frequencies could lead to large
changes to the resulting gait. Below we seek to quantify this.
(Videos of the robot moving can be seen
at the corresponding author’s web page:
www.cs.union.edu/∼rieffelj/videos/)
Setup
The robot was placed into an 85cm x 80cm arena (Figure 2)
on the floor of our lab (the robot had a habit of falling off
of tables) and tethered to the power supply and motor con-
trollers. In order to reduce the effects of the tether, which
might undesirably constrain the motion, the tether was built
from narrow gauge magnet wire. Two cameras, a USB cam-
era and a small handheld video camera, were placed 130cm
above the arena. The USB camera was used for distance
measures and the video camera was used to document re-
sults.
The voltage (speed) of each of the three motors was con-
trolled by USB motor controllers connected to a host com-
puter.
As illustrated by Figure 6, the process of distance mea-
sure was automated using the overhead USB camera con-
nected to the control computer. The location of the tenseg-
rity in a frame was determined by subtracting the image of
an “empty” arena from an image containing the robot and
then finding the centroid of the remaining pixels. The tether
is visible in some frames, but has a negligible impact upon
positional measurements. Distance could then be calculated
by comparing the pre- and post-evaluation locations. The
arena was large enough that multiple evaluations could of-
ten be performed before manually returning the robot to the
center of the arena.
Two-Motor Gaits
In order to demonstrate the diversity of gaits produced by the
tensegrity robot, we ran a sparse sweep of motor voltages for
two motors between 2.1V and 2.9V ,keeping the third motor
fixed at 0V (voltages below 2.0V do not produce motion in
the motors). Each frequency set was evaluated over ten tri-
als, each lasting 7 seconds. Figure 4 illustrates the maximum
distance traveled by the robot at each measured frequency
pair.
Figure 5 shows the variation in distances between trials
when sweeping through frequencies for motor 1 while keep-
ing the other two motor frequencies fixed at 2.1V and 0V re-
spectively (corresponding to the the bottom row of the heat
map).
Combined, these results hint at the complexity of the un-
derlying space of distances achievable by the full range of
three motor voltages: even when only using two of the
three motors, there is significant variation in distances trav-
eled, and there is a non-linear relationship between motor
frequencies and distance traveled. Lacking any analytical
approach to mapping motor frequencies to corresponding
gaits, this suggests that automated trial and error via hill
climbing or genetic algorithm might be the best way to dis-
cover effective gaits.
Three-Motor Gaits
Having demonstrated the diversity and complexity of two-
motor gaits, we then manually explored three-motor gaits,
searching for frequency sets which led to interesting and ef-
fective behaviors. We were able to discover sets which pro-
duced consistent clockwise, anti-clockwise, and linear loco-
motion.
Figure 7 illustrates the motion of the tensegrity over the
course of 6 seconds of motion, at two-second intervals.
Maximum linear locomotion speed was on the order of
4cm/sec, or 2.4m/min. On an absolute basis this is four times
faster than Paul’s robot and half the speed of Kuizumi’s.
When normalized to body size, however, our tensegrity is
considerably faster, while using simpler means of locomo-
tion.
Videos of these gaits are available at the corresponding
author’s web page.
Controllable Motion
Most compellingly, these frequency sets which result in di-
verse gaits can be sequenced in order to steer the tensegrity
in a controllable fashion. Since one gait can be used to pro-
pel the robot forward, and a second to rotate it, these gaits
can be sequenced in order to produce controllable motion.
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Figure 7: Video frames, taken at two-second intervals, illustrating motion of the vibrating tensegrity. Given a single set of motor
frequencies, the robot is able to exploit its vibrational tendencies in order to move quite quickly – at speeds over 4cm/sec. Videos
available on the author’s web site.
To demonstrate this we created an alternating sequence of
forward-propagating and rotational gaits which caused the
tensegrity robot to traverse a path within the arena. A video
of this trajectory is provided on our web page.
This method of steering a tensegrity robot simply by
changing its mode of vibration is unique, and a valuable ex-
ample of how adding morphological complexity can some-
times simplify the task of control, allowing aspects of con-
trol to be “outsourced” into the complex mechanics of a
structure. This is, therefore, a valuable example of morpho-
logical computation in a tensegrity robot.
As we continue our studies, and scale to increasingly large
and complex tensegrity robots, we hope to uncover an even
more diverse range of gait behaviors, leading to more inter-
esting and effective means of controlled locomotion.
Discussion
There are several improvements we would like to make to
move the system forward. Foremost among them is au-
tomating the discovery of effective motor frequencies with
a physically embodied evolutionary algorithm, following in
the footsteps of Harvey et al. at Sussex (Harvey et al., 1997),
Watson et al. (Watson et al., 1999), and more recently
Zykov (2004) and Yosinksi (2011).
Like all physically embodied evolutionary robotics, how-
ever, we must deal with the issue of noisy evaluation, relia-
bility, and consistency between trials. Some solutions lie at
the algorithmic level (for instance, via multiple trials (Fitz-
patrick and Grefenstette, 1988)), and some lie at the hard-
ware level, for instance by using a more consistently smooth
surface for evaluation. However, we want to avoid “sterile”
surfaces – perfectly flat, perfectly smooth – since our am-
bition is to evolve robots capable of robust performance in
rough and uncertain environments.
There is also the matter of the evolvability of the sys-
tem itself. While the dynamics of tensegrities are com-
plex enough to justify the use of automated optimization
techniques (as opposed to analytical modeling) to gener-
ate gaits, our current control scheme is not very amenable
to evolution. The use of a single control parameter (fre-
quency) means that genotypes contain only three floating
Figure 8: top: A model of a larger 15-bar tensegrity, from
(Rieffel et al., 2010). bottom: a rig we have built to enable
construction of the physical 15-bar tensegrity.
point loci, making the system somewhat too simple to ex-
plore with GAs. In the near term we are interested in more
complex open-loop gaits, for instance, allowing each mo-
tor’s control voltage to change during a gait, and being able
to specify its phase, amplitude, and frequency. In the longer
term, we are interested in closed-loop control via Artificial
Neural Networks (ANNs), with feedback provided by off-
the-shelf micro-scale accelerometers (such as those used in
smart phones).
We are also interested in using high speed video to an-
alyze in more detail the varying resonant modes exhibited
during different gaits.
Ultimately our goal is to build tensegrity robots with con-
siderably more structural elements (while maintaining our
relatively short strut length), such as the one shown in Fig-
ure 8. As tensegrities become more complex and irregular,
they become increasingly difficult to analyze or model, fur-
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ther necessitating our embodied approach.
Conclusion
Tensegrities are an appealing platform for modern robotics.
They are robust, agile, and can quickly change shape, lend-
ing themselves to promising applications ranging from ur-
ban search-and-rescue to biomedical devices. However,
these properties also make them exceedingly difficult to con-
trol through conventional means, particularly as the com-
plexity of the robot increases. We have described a means of
actuating and controlling tensegrity robots which treats their
dynamical complexity as a feature to be exploited rather than
as a liability to be suppressed. By designing the structure in
order to maximize resonant possibilities, we can make the
robot move simply by vibrating it at specific frequencies.
This leads to a tensegrity robot which is much smaller and
much simpler than existing designs, and yet outperforms in
many regards.
More valuably, we have demonstrated how we can affect
behavioral change merely by changing the frequencies at
which our robot vibrates. Achieving behavioral diversity by
exploiting mechanical complexity in this manner is a valu-
able example of morphological computation, in which in-
creasing dynamical coupling can, paradoxically, reduce the
cost of control. Given the pervasiveness of both tensegrity
and dynamical coupling in biological systems, our hope is
that this can lead to a deeper understanding of how mechan-
ically complex living systems at all scales of life move and
interact with the world.
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Abstract
The evolution of naturalistic, embodied agents and beha-
viours has been a long-standing goal of Artificial Life since
the initial, impressive work of Karl Sims. Incremental evolu-
tion has been used extensively to improve the quality of evol-
utionary search in many complex, non-linear problem spaces.
This work sets out to disambiguate the lexicon around in-
cremental evolution, advocating the term environmental com-
plexification to represent the complexification of the problem
domain. We then go on to analyse various complexification
strategies in a structured, complexifiable and yet simple en-
vironment: a 3D agent-based obstacle task. We divide the
strategies conceptually into homogeneous and heterogeneous;
homogeneous strategies expose successive generations of the
population to a single or tightly clustered range of objective
functions while heterogeneous strategies present many, cov-
ering the range of complexity. It was found that widely-used
homogeneous complexification techniques, for example dir-
ect presentation of difficult tasks or linearly-increased diffi-
culty, fail due to either loss-of-gradient or temporally-local
over-fitting (analogous to catastrophic forgetting in neural
systems). Heterogeneous methods of complexification (in-
cluding oscillatory strategies) that eliminate these issues are
devised and tested. The heterogeneous category outperforms
the homogeneous in all metrics, establishing a much more
robust approach to the evolution of naturalistic embodied
agents.
Introduction
The evolution of naturalistic, embodied agents and beha-
viours has been a long-standing goal of Artificial Life since
the initial, impressive work of Karl Sims. We are interested
in evolving generalised behaviours rather than those that
succeed in only a specific or narrow range of parameters:
for example in agents able to climb over arbitrary obstacles
rather than just those of a specific (maximal or other) height.
It may appear desirable to evaluate each individual in each
generation on all combinations of parameters for all beha-
viours, but this approach is infeasible as the number of com-
binations scales exponentially. We are therefore interested
in evolutionary approaches in which each agent is evaluated
on a small subset of parameters, in this paper on a single
value for a single behaviour, and yet result in agents able to
perform over the full range of parameters, for example by
having evolved generalised behaviours rather than ones that
work only in a specific or narrow range of parameters.
Incremental evolution has been used extensively to im-
prove the quality of evolutionary search in many complex,
non-linear problem spaces. This work sets out to disam-
biguate the lexicon around incremental evolution, advoc-
ating the term environmental complexification to represent
the complexification of the problem domain as described
above. We then seek to identify and objectively compare
the strengths and weaknesses of homogeneous and hetero-
genous strategies for complexification of a problem domain
when using incremental evolution. In homogeneous com-
plexification strategies, for any short sequence of successive
generations the population is exposed to a single or tightly
clustered range of objective functions, while heterogeneous
strategies present many, covering a range of complexity.
Incremental Learning in Evolutionary Systems Inman
Harvey’s SAGA paradigm, motivated by evolution in the nat-
ural world, set the stage for the computational use of incre-
mental evolution by providing an evolutionary mechanism
which allows an evolving species to maintain, at least the-
oretically, most if not all evolutionary pathways as poten-
tial candidates for exploration, no matter how converged the
population has become to a single point in genotype space
(Harvey, 1992, 1997). Once a SAGA algorithm is imple-
mented, objective functions can be changed and the popula-
tion can be expected to adapt to its new circumstances by tra-
versing neutral networks in genotype space (Harvey, 1997,
2001). The requirements for the successful implementation
of a SAGA-type incremental process are straightforward:
inclusion of mutation as a genetic operator, smooth fitness
landscapes and a redundant (high-dimensional) genotype to
phenotype mapping which permits neutral networks - inter-
connected regions of equivalent fitness - to percolate through
genotype space. Note that the term incremental evolution is
used in a sense which implies continued change, develop-
ment or acquisition of domain knowledge by the algorithm
over time. Where there is a gradual increase in difficulty of
objective function, we prefer the term environmental com-
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plexification as mentioned in (Mouret and Doncieux, 2009).
The label incremental evolution is also applied where inter-
mediate solutions are moved to a new objective domain; this
case we also consider a flavour of environmental complexi-
fication, a point we explain in more detail below.
Some of the earliest work which uses the environmental
complexification approach directly is that of Gomez who (in
addition to discrete, staged evolution over subtasks) gradu-
ally increased the speed of prey in a pursuit-avoidance sim-
ulation where neural networks were evolved to control sim-
ulated predators (Gomez and Miikkulainen, 1997). This
work showed a very large performance gain by using the
incremental approach. The work also identified an inter-
esting adaptive approach where complexification is depend-
ent upon agent performance at the current level of complex-
ity. Mouret introduced a more general approach to reward-
ing sub-task performance than the hand-designed staged
approach common until this point (Mouret and Doncieux,
2009). Complex agent behaviour was evolved incrementally
in a two-dimensional task in (Robinson et al., 2007) where
agents in a discrete world were trained to navigate a hos-
tile environment and ultimately build a strategy for cross-
ing an impassable obstacle. Environmental complexification
was used to evolve swarm robots in (Kadota et al., 2012),
although the complexification chosen constituted arbitrary,
discontinuous changes to the agents’ environment and not a
smooth transition over a range of difficulties. Notwithstand-
ing, once again the incremental approach delivered a much
higher rate of success in the given task (co-operatively for-
aging for food in a two-dimensional environment). Oh et
al. evolved controllers for unmanned aerial vehicles first us-
ing a non-incremental strategy. This strategy was found to
perform badly as more constraints were added into the ob-
jective function so an incremental, task-subdivision strategy
was used instead (Oh and Suk, 2013).
Categorisation of Incremental Learning Techniques
Barlow identified two classes of incremental training
schemes: functional incremental evolution and environ-
mental incremental evolution (Barlow et al., 2004). In this
definition, functional approaches parameterise fitness func-
tions to increase the apparent difficulty of tasks toward
the desired level of complexity whereas environmental ap-
proaches modify the environment around the evolving in-
dividuals without modifying the fitness function, with the
same effect. Sub-categories of incremental evolution identi-
fied by Mouret in (Mouret and Doncieux, 2009) are staged
evolution, environmental complexification, fitness shaping
and behavioural decomposition. The most striking of these
distinctions, common to both Barlow’s and Mouret’s work
is environmental complexification; this category is of par-
ticular interest as semantically it can encompass all of the
other categories identified and thus becomes synonymous
with the sense of incremental evolution where the problem
is simplified and made progressively more difficult. Ad-
ditionally, environmental complexification is the only cat-
egory which adequately encompasses co-evolutionary sys-
tems (which can be seen as auto-complexification) which
in turn are the natural precursor to open-ended evolutionary
systems, the search for which is an active area of research in
the Artificial Life domain.
Incremental Learning in Neural Systems The idea of in-
cremental learning is not confined to evolutionary adaptive
algorithms; neural network research has also considered this
both as a problem (learning invariances piecewise) and as
a solution (tackling complex problems) for networks gener-
ally, outside of any particular training scheme. In the stand-
ard approach of using neural networks, training and applica-
tion are distinct phases: all training data are presented to the
network and the system learns the invariances and abstrac-
tions in that data using some learning algorithm. Then, this
trained network is put to work on unseen data. This method
of presentation can make it difficult for the network to adapt
to new, unseen data at a later time and cause networks to suf-
fer the phenomenon of catastrophic forgetting (McCloskey
and Cohen, 1989). In contrast to this, incremental learn-
ing algorithms are designed to allow the neural system to
continually adapt to new information whilst maximising the
information available in the network from previous training.
This is an important concept for real world applications as
often data is not available all at once and sometimes learn-
ing guides further exploration, meaning that learning is a
continuous process rather than a discrete activity (Giraud-
Carrier, 2000). One popular solution to the catastrophic
interference problem found in these incremental learning
schemes is to rehearse either already known data or pseudo-
data representing the knowledge already in the network, in-
terleaved with training on new information. See (French,
1999) for an overview and e.g. (Guajardo et al., 2010) for
recent work using this technique.
Complexification Strategies As noted above, previous
work has successfully leveraged the power of incremental
evolution through successive increases in environmental
complexity. However, attention has been focused solely on
the outcome and the particular strategies used to complexify
the environment have not been examined in detail. We as-
sert that a rigorous theoretical underpinning of complexific-
ation is necessary both for the practical application of incre-
mental evolution and the further elucidation of the interplay
of agent and environment in co-evolutionary settings which
ultimately lead to unbounded evolutionary activity.
The naive strategy presents the most difficult task to the
evolving species at every opportunity. This straw man is
unlikely to be successful: it was the failing of this ap-
proach that spurred the development of alternative, progress-
ive strategies, e.g. linear increase in difficulty as time passes.
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The linear approach has been used often to circumvent the
bootstrapping problem, one of the first attempts occurring in
(Gomez andMiikkulainen, 1997). This approach is a natural
extension of human learning - start easy and then get harder
- and the simplicity of implementation and broadness of po-
tential application strengthen its appeal. Many task decom-
position strategies can also really be considered an imple-
mentation of a linear increase in complexity, albeit discrete
rather than continuous. Gomez also proposed an extension
to the linear increase in task complexity where difficulty is
only increased when the evolving species achieves a certain
level of performance against the current objective function.
This interesting strategy has not been developed in detail by
others but we consider it a good candidate for analysis as
it enforces gradient at every level of difficulty, potentially
solving some or all of the issues described in the introduc-
tion to this work.
Although not often described in previous work, random
presentation of different task complexities may also be use-
ful and finally, drawing upon the ideas of incremental learn-
ing in neural systems we propose a strategy of repeated
presentation of earlier, simpler tasks in an evolutionary set-
ting. These strategies may have something to offer beyond
linear or adaptive monotonic changes in task complexity.
Hypotheses
We anticipate that homogeneous complexification strategies,
for example direct presentation of difficult tasks or linearly-
increased complexity, will perform poorly due to either loss-
of-gradient or temporally-local over-fitting (analogous to
catastrophic forgetting in neural systems). Heterogeneous
strategies are our proposed approach to overcoming forget-
ting, as an analogue of rehearsal, with smoothly changing
heterogeneous strategies, such as oscillatory strategies, also
overcoming the loss-of-gradient problem. For oscillatory
strategies, the current range of difficulties is from zero to the
amplitude of oscillation. A gradual increase of this range
may be expected to show improved performance. At very
low frequencies, such a strategy would degenerate to the ho-
mogeneous linear strategy, and at very high frequencies to
the random strategy. Thus, we propose the following hypo-
theses:
H1: Homogeneous strategies will fail to achieve good
coverage on the evaluation task.
H2: Heterogeneous strategies (with the possible excep-
tion of random) will achieve better coverage than homogen-
eous strategies.
H3: Heterogeneous strategies with a range of diffi-
culties increasing over time will outperform heterogeneous
strategies with constant range.
H4: A heterogeneous strategy using an oscillatory ap-
proach, as an analogue of rehearsal, will exhibit an optimal
frequency for any particular problem.
Method
The general setup of our experiment is designed to test the
above hypotheses in a task which provides a smooth fit-
ness landscape and neutrality in genotype space. We have
chosen the evolution of controllers for three-dimensional
agents as the platform, tasked with learning how to walk
and climb over an obstacle. The height of the obstacle rep-
resents the ‘complexification’ parameter of the system; task
difficulty varies somewhat as obstacle height varies but the
ultimate objective for the agents is to deal with every pos-
sible obstacle - this is the most complex case. Thus, we can
assess which of many possible complexification strategies
(that is presentation of tasks of various difficulties) provide
the strongest gradient for the evolutionary system to climb
and the most robust final evolved agents.
A. The Physical Model In the tradition founded by (Sims,
1994) and continued by many others, we perform all exper-
iments on agents in a three-dimensional virtual world con-
sisting of collidable rigid bodies connected by powered con-
straints. Unlike Sims, our morphology is a fixed quadruped
which is controlled by a feed-forward three-layer perceptron
augmented by sinusoidal input. The cuboid quadruped torso
(length 0.4m) is supported by four limbs, each comprising
an upper and lower portion (length 0.2m). Constraints with
two degrees of freedom limit the motion of torso and upper
limb at the hips; constraints with one degree of freedom limit
the motions of lower limb and upper limb at the knee. (See
figure 1 for a visual representation.) The range of motion
in each case is limited to pi radians centred on the diagonals
extending from the centre of the agent to the lower corners,
also the points of attachment for each limb. The maximum
power that can be applied at any constraint is a force of
±0.1N. The obstacle is situated 1m from the agent’s origin
and extends to infinity in x and for 0.02m in y. The height of
the obstacle is varied as described elsewhere. The physical
simulator used was ODE 0.12, using double-precision arith-
metic, the standard big-matrix step function and a step-size
of 0.02s. Coulomb friction was applied at contacts between
the agent, the obstacle and the ground plane with μ = +∞.
B. The Control System The agent controller is modelled
by a standard three-layer feed-forward neural network with
12 hidden nodes. Networks receive 4 real-valued inputs in
addition to 12 joint-angle sensors. Inputs comprise two si-
nusoidal oscillators (sine and cosine, period 1 second), an
input describing the target location in relation to agent posi-
tion and orientation (difference between distance from target
to each ear, divided by distance between ears) and an up-
sensor which describes the orientation of the agent’s head
relative to the ground plane. Network updates are made syn-
chronously with physics integration. Each hidden node ac-
tivation is a weighted sum of its inputs with a hyperbolic tan
activation. Each output node activation is a weighted sum of
hidden nodes with a logistic activation function.
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Figure 1: Visualisation of physical environment. Agent,
obstacle and target location are shown.
C. The Evolutionary Algorithm Individual genotypes
specify floating-point weights for the neural control system.
Initial values for the first generation are drawn from a uni-
form distribution x ∈ [−1, 1]. In each run, the evolutionary
simulation is progressed for 5000 generations using a pop-
ulation of 50 individuals. Individuals are evaluated for 20
simulated seconds and the objective function is defined as
the total distance covered in the x-y plane toward a target po-
sition situated on the other side of the obstacle. At each new
generation, individuals are scored according to the objective
function and ranked in order of fitness. The lower half of the
population is replaced with mutated, crossed-over variants
of the upper half. Mutation occurs on average twice per gen-
otype and consists of adding a value drawn from a Gaussian
distribution with σ = 1 and μ = 0. Single-point crossover is
implemented at a random point on the genotype and crosses
the current parent individual with another random individual
from the best half of the population (possibly itself.)
D. The Experimental Setup Sixteen possible strategies
for environmental complexification have been identified and
tested; each of these strategies modifies the height of the
obstacle in the environment for the current generation of the
species. In every case the maximum height of the obstacle, τ
is 0.1m. Height function h for generation G and wavelength
λ is defined for each strategy as follows:
1. Direct presentation of environment with complexity τ at
every generation: h(G) = τ (Strategy 1)
2. Presentation of a randomly complex environment at each
generation, with complexity drawn from a uniform distri-
bution between 0 and τ: h(G) = random(0, τ) (Strategy
2)
3. Gradual complexification of the environment, with com-
plexity interpolated linearly between 0 and τ from gener-
ation 0 to generation 4000 and fixed at τ from generation
4001 to 5000 (Strategy 7):
h(G) =
{
τG
4000 , G < 4000,
τ otherwise
4. Oscillating complexification of the environment (λ = 50,
100, 200, 400 generations), with complexity following a
sinusoidal increase and decrease over wavelength λ with
maximum amplitude τ (Strategies 3, 4, 5 and 6):
h(G, λ) = τ
1 + sin( 2piGλ − pi2 )
2
5. Oscillating complexification of the environment as above,
with maximum amplitude interpolated linearly between 0
and τ from generation 0 to generation 4000 and fixed at τ
from generation 4001 to 5000 (Strategies 8, 9, 10 and 11):
h(G, λ) =
{
τG
4000
1+sin( 2piGλ − pi2 )
2 , G < 4000,
τ 1+sin(
2piG
λ − pi2 )
2 otherwise
6. Adaptive modification of 1, where τ is increased by 1%
when the average fitness of the population has increased
or remained the same and decreased by 1% if average fit-
ness has decreased. (Strategy 12)
7. Adaptive modification of 5 where τ is increased by 1%
when the average fitness of the population has increased
or remained the same and decreased by 1% if average fit-
ness has decreased. (Strategies 13, 14, 15 and 16).
Results
Table 1 shows that no homogeneous complexification
strategy (direct, linear or adaptive) was able to achieve suc-
cess on all task difficulties, in any experimental run. In con-
trast, all heterogeneous strategies did. The adaptive oscillat-
ing (λ=50) strategy achieved 100% success in 20% of runs
and 95% success in 48% of runs.
Figure 2 shows a complete view for each strategy,
with λ=50 selected for each oscillating strategy and each
strategy’s 100 runs sorted along the horizontal axis by pro-
portion of successful evaluations (shown on the vertical
axis). Note that we are primarily interested in the upper
portion of this graph, that is in those populations able to
complete the task at most obstacle heights). The adaptive
strategy generated fewer populations than the linear strategy,
successful on fewer than 50% of evaluations (over the full
range of obstacle heights) but of greater interest is that it
generated only a comparable number of populations suc-
cessful on more than 90% of evaluations. The random
strategy, whilst better than all homogeneous strategies, is
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Figure 2: Performance of various strategies, 100 runs per strategy sorted best to worst.
Number Strategy
% runs with
success of at
least:
95% 100%
Homogeneous Strategies
1 Direct 0% 0%
7 Linear 1% 0%
12 Adaptive 2% 0%
Heterogeneous Strategies
2 Random 13% 5%
3 Simple Oscillating (λ=50) 21% 11%
4 Simple Oscillating (λ=100) 16% 7%
5 Simple Oscillating (λ=200) 17% 8%
6 Simple Oscillating (λ=400) 10% 2%
8 Increasing Oscillating (λ=50) 39% 16%
9 Increasing Oscillating (λ=100) 30% 14%
10 Increasing Oscillating (λ=200) 30% 12%
11 Increasing Oscillating (λ=400) 29% 10%
13 Adaptive Oscillating (λ=50) 48% 20%
14 Adaptive Oscillating (λ=100) 44% 16%
15 Adaptive Oscillating (λ=200) 26% 9%
16 Adaptive Oscillating (λ=400) 31% 9%
Table 1: Number of runs achieving success on 95% and
100% of obstacle heights.
Figure 3: Aggregate success rate over all obstacle heights
for various strategies, sorted by median success rate. Each
evolved population was evaluated on the task at heights 0%,
1%, ... 100%. (See Table 1 for description of the numerical
labels.)
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 é é é é é é é é é é é é é é é
2 ç é é é é é é é é é é é é é é
3 ç ç ç ç é é é ç é é
4 ç ç ç ç é é é ç é é
5 ç ç ç ç é é é ç é é
6 ç ç é é é ç é é é é é é é é
7 ç ç é é é é é é é é é é é é é
8 ç ç ç ç ç ç ç ç ç ç ç ç
9 ç ç ç ç ç ç ç ç ç é
10 ç ç ç ç ç ç ç é ç é é
11 ç ç ç ç é é ç é é
12 ç ç é é é ç é é é é é é é é
13 ç ç ç ç ç ç ç ç ç ç ç ç ç
14 ç ç ç ç ç ç ç ç ç ç ç ç
15 ç ç ç ç é ç é é
16 ç ç ç ç é ç é é
Table 2: Significance table showing one-tailed statistical re-
lationship between strategies, p < 0.05. Arrows indicate stat-
istical dominance of one strategy over another (significantly
higher median value). Statistical test used was the Mann-
Whitney U-test.
by far the worst method of the heterogeneous strategies. In
turn, the simple oscillating strategy is outperformed by the
increasing oscillating and adaptive oscillating strategies.
Figure 3 shows a box plot of successful evaluations (%)
for each strategy (with whiskers to 1.5 interquartile ranges
below and above the lower and upper quartiles), complete
with a range of wavelengths (50, 100, 200 and 400 gener-
ations). Mann-Whitney U tests were performed to exam-
ine significant differences in median number of evaluative
successes between strategies and within strategies (by vary-
ing wavelength). In table 2, a left arrow indicates that the
strategy corresponding to the row number has a signific-
antly higher (p < 0.05) median success rate than the strategy
corresponding to the column number (and an up arrow
vice versa), shown particularly clearly by strategies 8 and
13. Within each of the increasing and adaptive oscillating
strategies, the median number of successful evaluations was
found to be significantly higher (p < 0.05) for strategies with
wavelengths of 50 to 100 generations when compared to
the same strategy with four times the wavelength or higher.
Within the simple oscillating strategy, the long wavelength
(400 generations) produced a significantly lower median (p
< 0.05) than shorter wavelengths (50, 100, 200 generations).
Strategies which oscillate showed the best performance.
We found no significant difference in median between
the increasing and adaptive oscillating strategies at equal
wavelengths. We found that either a linear or an adaptive
increase in maximum amplitude over the training time per-
formed significantly better than simple oscillation. For both
increasing oscillating and adaptive oscillating the two lower
wavelengths (50 and 100 generations) showed a significantly
higher (p < 0.05) median number of successful evaluations
than the simple oscillating strategies at all wavelengths.
On average, the adaptive strategy performed significantly
better than the direct, linear and random strategies, and sig-
nificantly worse than every oscillatory strategy (except the
simple oscillating strategy at wavelength 400 for which we
found no significant difference).
The linear strategy resulted in a significantly higher me-
dian number of successful evaluations than the direct and
random strategies (even though the random strategy pro-
duced more highly fit populations from many more runs)
and a significantly lower median than all other strategies.
On average, the random strategy performed significantly
worse than all other strategies except for the direct method,
which was significantly worse than all other strategies.
In order to determine whether the poor results of the linear
strategy is due to either evolutionary loss or failure to gain
we determined the proportion of successful evaluations at
each obstacle height throughout the evolutionary progress,
for each strategy. Figure 4 shows that all strategies achieved
8% success at all obstacle heights, with the exceptions of dir-
ect (for which obstacle height is always 100%) and adaptive
(low coverage at high obstacle height). The linear strategy
achieved more successful evaluations than the simple os-
cillating strategy at all wavelengths during the evolutionary
phase, indicating that its ultimate failure is due to evolution-
ary loss rather than a failure to gain. Only 10% of the final
population from linear runs were able to walk to the target
with no obstacle, compared to at least 69% for the increas-
ing and adaptive oscillating strategies. As in figure 3, fig-
ure 5 shows the number of successful evaluations for each
strategy but drawn only from those runs able to reach the
target with no obstacle (that is eliminating those runs which
experienced the greatest evolutionary loss), and shows that
in these cases, linear performance has a range comparable to
the simple oscillatory strategies and a median comparable to
the increasing and adaptive oscillating strategies.
To investigate the dependency of success rate on oscillat-
ory frequency we evaluated the simple, increasing and ad-
aptive oscillating strategies across as range of wavelengths
from 2 to 10000 generations; figure 6 demonstrates this re-
lationship. As wavelength approaches zero, the proportion
of successful evaluations approaches that of random. As
wavelength approaches total evolutionary time (number of
generations), the proportion of successful evaluations ap-
proaches that of linear. Between these points, it can be seen
that for each strategy there is an optimal wavelength (for the
current algorithm, around 50-100 generations).
Discussion
It is clear from the results presented above that there is a
strong distinction between the homogeneous and heterogen-
eous strategies. No homogeneous strategy achieved 100%
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Figure 4: Strategy performance against obstacle height dur-
ing evolution.
Figure 5: Success rate over all obstacle heights for vari-
ous strategies (only aggregates runs which solved the task
at zero-height). (See Table 1 for description of numerical
labels; order preserved from Figure 3.)
Figure 6: Strategy performance (% success) against
wavelength for oscillating strategies.
coverage of the evaluation task in any run (Table 1) whereas
all heterogeneous strategies did. Within the homogeneous
category, the trivial, direct method of presentation was by
far the least successful (Figures 2 and 3). The linear strategy
was more successful but the best strategy in this category
was the adaptive strategy. The poor performance of the ho-
mogeneous category can be explained by evolutionary for-
getting: these strategies have either lost evolutionary gradi-
ent and drifted away from any early successes (linear) or
over-specialised on later parts of the problem (adaptive).
The heterogeneous strategies perform better than the ho-
mogeneous group: the most successful strategies we ex-
plored all made multiple presentations of easier tasks at
later stages of the evolutionary run, at the expense of fewer
presentations of later tasks. These strategies all performed
well at the hardest task and had the best generalisation per-
formance over the whole range of tasks, suggesting that our
hypothesis has merit.
The random strategy is the least successful strategy in this
category. This may be due to the same problem of gradient
loss as in the homogeneous group. As found in the homo-
geneous group, the linear and adaptive modifications of the
oscillating strategy showed the best performance of all; the
slow increase in task difficulty maintains a strong evolution-
ary gradient and the cyclical nature of task presentation con-
solidates earlier gains and causes the evolving population to
prefer generalised solutions abstracted over the whole prob-
lem domain.
This consolidation is dependent on the frequency of re-
presentation of earlier, or easier, parts of the task. When
investigating this frequency, it can be seen that a clear
optimum exists in the frequency domain where cyclical
strategies are able to maximise this consolidation without
losing gradient. This optimum is likely to be problem-
specific and a range of values should be explored for any
given task. However, in the limit of wavelength, i.e. at very
low and very high frequencies, it can be seen that the per-
formance of the evolving populations begins to approxim-
ate, for low and high frequencies respectively, the linear and
random strategies. This offers an abstract insight into the un-
derlying mechanism at work - the maintenance of selective
pressure and whole-task capability. As these components re-
duce in effectiveness due to the change in wavelength, so the
evolving populations degenerate into the simpler strategies
described above. The successful cases are those where en-
vironmental change is fast enough to induce a generalisa-
tion in the agent’s approach to the task but slow enough to
prevent catastrophic loss of gradient when evaluating partial
solutions.
Conclusions
The points made in the discussion section support our hy-
potheses. The homogeneous strategies showed weak per-
formance on the evaluation task, with no strategy achiev-
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ing full coverage in any run. Conversely the heterogen-
eous strategies, including surprisingly the random strategy,
all achieved full coverage in some runs. Those hetero-
geneous strategies with a range of difficulties increasing
over time (increasing and adaptive oscillating) outperformed
the simple (constant range) oscillating strategies, showing
a much higher proportion of successful runs. Finally, we
demonstrated that oscillating strategies do exhibit an optimal
frequency.
Complexification strategies for incremental evolution of-
fer a powerful mechanism for adaptive problem solving.
However, this power comes at a price: it is easy to lose in-
formation learned earlier in the process. In order to fully ex-
ploit this power appropriate complexification strategies have
to be realised in order to drive populations along desirable
adaptive pathways. There are many options for formulating
these strategies: much previous work has involved, in one
manner or another, a simplification of the objective function
and then a progressive complexification as time passes. In
this work we found that many strategies encounter loss-of-
gradient or over-fitting problems. We present a solution in
the form of heterogeneous complexification strategies which
combine solutions to those problems to deliver robust pop-
ulations. Our approach can be translated to many scenarios
where progressive complexification is used to guide an in-
cremental evolutionary process; further exploration of the
limitations and advantages of heterogeneous complexifica-
tion within different problem domains would be useful in
order to generalise these conclusions. Additionally, the os-
cillating strategies exhibited an optimal wavelength for re-
presentation. It is unclear whether this optimum is task-
dependent or whether there is an underlying principle and
optimal wavelength for this type of training; this question
also merits further work.
Finally, we would advise that in general while a ran-
dom presentation of subtasks or objective difficulty levels
is preferable to a linear increase, as a minimum guideline an
increasing heterogeneous complexification strategy should
be used. This rehearsive, cyclical approach to presenta-
tion not only maintains evolutionary gradients but also pro-
motes generalisation amongst the evolving populations from
subtask-specific adaptation to performance across the super-
task.
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Abstract
In this work, we develop a social behavioral model designed
for multi-agent systems for solving the collective sorting task.
Experiments show that under this model agents are capable
of improving their performance significantly and can achieve
better results than conventional swarms of agents lacking
communication and social abilities.
Introduction
In his fascinating book “The Social Animal”, Elliot Aron-
son defines conformity “as a change in a person’s behavior
or opinions as a result of real or imagined pressure from a
person or group of people” (Aronson, 2007). Conformity is
one of the essential and most important aspects of human so-
ciety. Failure to conform to the rules issued by society may
turn out to be not only merely inconvenient, but even dan-
gerous. Driving down the wrong side of the street can be an
example of a nonconformist behavior that will most likely
lead to tragic consequences (Aronson, 2007). Nonconfor-
mity, however, often works to the long-term benefit of the
society as a whole. One example of “useful” nonconformity
could be a scientist attempting to look at a well-known prob-
lem from an entirely new angle, which can be controversial
to the viewpoint generally accepted. Sometimes this could
result in a revolution in science (i.e., consider Einstein’s the-
ory of relativity vs. classical Newtonian mechanics).
In this paper, we develop a simple model of conformity
and nonconformity in an artificial society. This model is not
intented to be a valid counterpart of the relevant phenomena
in the human society. Rather, our aim is to attempt to incor-
porate some degree of social intelligence (specifically, the
ability to choose between conformity and nonconformity in
behavior) in artificial agents and to study whether this addi-
tional “social” part of agent reasoning could be beneficial in
terms of the performance on the task being executed.
As a case study, we use the sorting task in the context of
multi-agent systems, which is formulated as follows: given
a set of objects of different types {x1, x2, ..., xn}, the group
of N agents is to collect them into homogeneous clusters.
Swarm robotics offers distributed algorithms for solving this
problem (Bonabeau et al., 1999; Deneubourg et al., 1991;
Bayindir and Sahin, 2007; Beckers and Holland, 1994; Mel-
huish and Hoddell, 1998; Wang and Zhang, 2004; Verret
et al., 2004; Vorobyev et al., 2012). The distinguishing prop-
erty of the swarm-based approach is that agents operate and
perceive only locally; thus, no global supervision and/or
knowledge is required. While swarm-based algorithms typi-
cally show slower convergence than centrally-controlled ap-
proaches, their advantages are simplicity, flexibility and ro-
bustness (Sahin, 2005). A swarm agent has very limited
sensing capabilities. As it is highlighted in the next sec-
tion, the only input to one popular swarm-based sorting al-
gorithm by (Deneubourg et al., 1991) is f(x), which roughly
estimates the density of objects of type x in the immediate
neighborhood. To obtain f , an agent only needs a sensor
which allows to recognize the type of an object, if there is
any, right in front of the agent. In many contributions in
this field, agents are even not aware of each other; i.e., kin
recognition is not present (Bayindir and Sahin, 2007). Such
“social ignorance” is viewed as beneficial, because it guar-
antees scalability and robustness of the approach.
This work primarily concentrates on extending
Deneubourg et. al.’s sorting algorithm by introducing
additional input information. We refer to this information
as social, because it represents knowledge about the goals
of other agents. Obtaining this new type of information
will require explicit communication, as opposed to implicit
communication, commonly employed by robotic swarms
(e.g., through stigmergy (Beckers and Holland, 1994)).
Since it is generally accepted that communication capabil-
ities in swarm-based systems should be kept as minimal
as possible, we also refer to the group of our “socially
intelligent” agents as a society as opposed to a swarm. This
work offers some evidence that socially aware agents could
perform more effectively and “intelligently” than their
swarm counterparts. The term social intelligence, as well
as artificial social intelligence are probably too broad to
cover in one paper; rather, we concentrate on just one social
phenomenon – conformity and nonconformity. Much like
traditional swarm robotics is inspired by social insects (see,
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e.g., (Bonabeau et al., 1999)), we are inspired by arguably
the most successful social beings we know – humans.
Although sharing information between agents as such is
not new in the field of collective and swarm robotics, most
of the contributions that employ this concept tend to focus
on extending individual’s sensory capabilities by accessing
perception, or memory, of others (Verret et al., 2004; Grech
et al., 2012). For example, in the collective clustering task,
agents can share information about the clusters they have
seen, and perform different actions based on that informa-
tion; in some sense, this would be equivalent to having non-
communicating agents with enhanced sensing capabilities
(e.g., increased sight range). In contrast, this paper studies
how agents with limited sensing capabilities make decisions
based purely on the number of other agents that made a sim-
ilar (or different) decision. Conformist agents always tend
to make decisions that are similar to the course of the ma-
jority, whereas nonconformist agents are more independent.
In some sense, our agents resemble zero-intelligent particles
described in (Bentley and Ormerod, 2011).
One important assumption made in this paper, in addi-
tion to the ability of agents to distinguish objects of differ-
ent types and to explicitly communicate with each other, is
that they can remember home locations in the environment
to which they can return if they wish so. This assumption
is, in fact, biologically plausible. For example, honeybees
can travel long distances and return to their hives (Seeley,
2010). We are not concerned with the details of the imple-
mentation of a homing mechanism; rather, we just assume
that our agents can store their home locations in their local
coordinate system. This information will further be subject
to social exchanges.
The next section describes the sorting algorithm followed
by socially intelligent agents. We then present experimental
results, a comparison with Deneubourg et. al.’s “socially
ignorant” agents, and the analysis of different parameters of
the social model.
The model
The proposed “social” algorithm is derived from
Deneubourg et. al.’s model, first introduced in 1991
(Deneubourg et al., 1991) (which from now on is referred
to as “Ant-Like Robots”, or “ALR”, model). The behavior
of ALR agents can be summarized as follows. Each agent
moves randomly. If an agent who is not carrying an object
encounters an object of type x, it decides whether or not to
pick it up. The probability pp(x) of doing so is defined as
follows:
pp(x) =
(
kp
kp + f(x)
)2
(1)
where pp(x) is the probability to pick up the object of type
x, 0 ≤ f(x) ≤ 1 is a function estimating the relative density
of objects of type x in the current neighborhood, and kp is
an arbitrary constant. Each agent has a short-term memory
m of size Nm for storing the information of what kind of
objects (if any) it has encountered in the recent past. f(x) is
calculated based on that memory:
f(x) =
1
Nm
Nm∑
i=1
{
1, ifmi ≡ x,
0, otherwise.
(2)
In a similar manner, the probability of depositing the ob-
ject being carried upon encountering an empty cell is defined
as follows:
pd(x) =
(
f(x)
kd + f(x)
)2
(3)
where kd is a constant. Thus, pp(x) decreases with f(x)
from 1 (when f(x) = 0) to 0.25 (when f(x) = kp), and
pd(x) increases with f(x) from 0 (when f(x) = 0) to 0.25
(when f(x) = kd).
Home locations and division of labor
In the model described, agents pick up and put down objects
as they walk randomly in the environment. The performance
of the sorting task, however, can be significantly improved
if each agent has a home location, that is, the location where
the cluster of objects is to be formed. The algorithm can then
be modified as follows. An agent starts looking for an ob-
ject to pick up by roaming randomly. Upon encountering an
object, the agent picks it up with probability pp. The agent
then deterministically returns to its home location. Once the
home location is reached, the agent starts roaming randomly
and tries to put down the object into any empty cell it finds
with the probability pd. When the object is deposited suc-
cessfully, the agent starts looking for another object.
It is obvious that bringing objects of different types to
the same home location will not solve the sorting problem.
Thus, there must be only one type of object associated with
each particular home location and hence with each agent.
To be more general, from now on, we will refer to the object
type as task; e.g., “agentA is executing task x” is equivalent
to “agent A looks for objects of type x and brings them to
its home location”. The question is then how to assign tasks
to agents (that is, how to configure division of labor). One
simple solution (perhaps not optimal, but acceptable in our
case) would be to assign a task to an agent according to the
type of the very first object which that agent encounters at
the beginning of the simulation. Another question is how
to assign initial home locations to agents; in this paper, this
assignment is uniformly random.
As it will be shown further, a group of agents employing
the homing algorithm demonstrates better performance on
average than randomly roaming ALR agents. It is obvious,
however, that the homing approach itself has a significant
drawback: it is not flexible. The assignment of tasks and
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home locations to agents is fixed. Therefore, if none of the
agents has been assigned to a task x, then objects of that
type will be unaffected by the sorting process. On the other
hand, if more than one agent have been assigned to task x,
then convergence to a single cluster of type x will never be
achieved (assuming that the home locations of x-agents are
sufficiently far from each other). The situation is even worse
if the number of agents is large, or the distribution of objects
of different types is not uniform.
Conformity and nonconformity
We propose to solve the problem of a fixed assignment of
home locations and tasks by using explicit communication
between agents. If two agents A and B are currently located
within the communication range r of each other, they can
share information about their home locations (denoted as hA
and hB , respectively) and tasks (denoted as xA and xB).
If both of them are working on the same task x, then they
should agree on a single home location to guarantee con-
vergence to a single cluster. In our model, the probability
p(hB ← hA) of that hA will convert to hB is defined as
follows:
p(hB ← hA) = min
[
1,
( |hB |
|hA|+ lh
)2]
(4)
where 0 ≤ |hX | ≤ 1 is the estimated proportion of other
agents (excluding X) that have their home locations at hX ,
and lh is a constant, which we interpret as home loyalty.
Thus, p(hB ← hA) increases with |hB | and decreases with
|hA|.
|hX | can be estimated as follows. Each agent A has a
memory M containing information about other agents met
(agents have unique identifiers associated with them). If a
piece of that memoryMB contains information about some
other agent B, then MhB will denote hB at the time of the
last conversation between A and B, andMxB will denote xB
at the same moment in time. Note that MhB at any given
moment is not necessarily equal to the current hB , because
B might have changed its home position since the last time
A and B communicated. Then A can estimate |hX | using
the following formula:
|hX | = 1|M |
|M |∑
i=1
{
1, ifMhi ≡ hX ,
0, otherwise.
(5)
Note that Mhi and hX should be defined with respect to
the same reference frame, for example, with the local coor-
dinate system associated withA. Thus, wheneverB informs
A about its home location hB defined with respect to B’s
reference frame, A should transform this vector to A’s co-
ordinate system. We assume that A is able to perform this
operation by using the information about the location of B
with respect to A at the time of communication.
If during a conversation A and B discover that they work
on different tasks, there is a chance that one of them will
convert to the other’s task. The probability of doing so
p(xB ← xA) is defined similar to that of converting to the
other’s home location, namely:
p(xB ← xA) = min
[
1,
( |xB |
|xA|+ lx
)2]
(6)
where 0 ≤ |xX | ≤ 1 is the estimation of the number of other
agents (excludingX) working on the same task asX , and lx
is a constant interpreted as task loyalty. Thus, p(xB ← xA)
increases with |xB | and decreases with |xA|. For obvious
reasons, upon switching to B’s task, agent A will also have
to deterministically switch to B’s home location.
From Eq. 4 and Eq. 6 one can try to predict the dynamics
of the reassignment of home locations and tasks. First of all,
if there are originally N agents, each assigned to a unique
task and a unique home position, then no conversions will
occur, since |hB | and |xB | in those equations will always be
zero. If, however, more than one agent are assigned to one
task, then they will eventually “recruit” all other agents and
converge to a single homogeneous cluster. If there are sev-
eral groups of size more than 1 assigned to different tasks,
all agents will still end up with the same task and the same
home position as time continues indefinitely. We refer to the
behavior of such agents as conformity, because it resembles
the similar phenomenon in human society. The conformist
behavior in our model can briefly be summarized as follows:
“always follow the majority, both in terms of task and home
location”.
The idea behind conformity is cooperation. Agents
should not pursue their own individual goals, which may in-
terfere with each other; rather, they should work as a team.
In this case, the team is an example of self-organization;
the decision of where and what kind of clusters should be
formed is collective and emergent. As experimental results
show, conformity helps avoid conflicting goals, e.g., differ-
ent home locations of the same object type. Conformity also
helps improve the clustering performance of the objects of a
given type x, because the number of agents involved in the
process of clustering tends to increase up to N .
It is clear, however, that once agents have all converged to
a single task, objects of other types will never become sub-
ject to sorting again. Thus, there must be a probability pn for
a conformist agent to give up its current task and home loca-
tion and to switch its attention to objects of neglected types.
This probability may be fixed. However, we suggest that
it may be more reasonable to calculate it by estimating the
performance u of the agent’s work, e.g., how many useful
actions the agent has accomplished within the last TU steps.
The only actions considered useful are picking up an object
or putting it down. Random roaming in search for objects,
direct routing to the home location, or random roaming in
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search for empty cells to deposit an object are not consid-
ered useful actions. We could estimate the performance as
follows:
u = min
(
1,
nu
NU
)
(7)
where nu is the number of useful actions accomplished
within the last TU time steps, and NU is the required maxi-
mum number of useful actions, at which u is saturated at 1.
For example, we may assume that accomplishing NU = 10
useful actions within the last TU = 500 time steps should
be considered ideal performance. Note that large values of
nu with respect to TU will hardly be ever achieved, because
generally agents spend much more time roaming randomly
than picking up or putting down objects.
Having estimated u, we can calculate pn using the follow-
ing equation:
pn =
(
1− u
1− u+ c
)2
(8)
where c is a constant which we refer to as conformity thresh-
old. Thus, pn decreases with u from
(
1
1 + c
)2
(when
u = 0) to 0 (when u = 1).
If agent A has decided to give up its current task xA at
its current home location hA, it starts random walk for a
period of time (in our experiments, this period is equal to
300 iterations). Once 300 iterations have passed, the current
location of A becomes its new home location. The behavior
ofA is then completely identical to the behavior of the agent
that has just started the simulation: that is, A starts random
walk, and the first object met defines A’s new task x′A. A
then starts looking for x′-objects and brings them to h′A.
Suppose that x′A ≡ xA and |hA| is relatively large. Then
it is likely that A will sooner or later encounter one of the
agents still working at hA. Since |hA| > |h′A|, A will
be likely to convert back to hA. This mechanism prevents
agents from starting a new cluster of the same type to which
the group has previously converged to.
Suppose, however, that x′A ≡ xA, and all agents butA are
working on xA. Then A upon encountering any of its for-
mer colleagues will be likely to convert back to xA (because
|xA| > |x′A|). To prevent this, we consider A a noncon-
formist. In our model, a nonconformist, i.e., an agent that
has recently given up the task carried out by the majority
and started executing a new task, gains a special “ability”
that allows it not only to keep executing its new task, but
also to recruit other agents.
To distinguish formally A from other agents that are
working within groups, we define a measure of nonconfor-
mity ψ associated with each agent. ψA = 1, as a reflection
of the fact that A does not conform to the majority. For any
agentX that works within a group, ψX = 0. We now update
Eq. 6 taking into consideration nonconformity ψ:
Figure 1: A screenshot from the simulation taken shortly
after a nonconformist appeared. Agents are depicted as
squares, and objects to be sorted are drawn as smaller cir-
cles. There are three types of objects – red, blue, and green
pucks. Yellow squares correspond to unladen agents, and
blue squares denote agents that are carrying pucks. A ma-
genta border around an agent X indicates that ψX > 0. For
each agent, a white line is drawn to show the distance from
its home location. In this experiment, there are 600 pucks
(200 pucks of each color), N = 30, and the grid size is
80× 60.
p(xB ← xA) =

min
[
1,
ψB
ψA + lc
]
, if ψA > 0 or ψB > 0
min
[
1,
( |xB |
|xA|+ lx
)2]
, if ψA = ψB = 0
(9)
where lc is a constant which can be referred to as loyalty to
crowd.
Thus, any agent A with positive nonconformity will have
a zero probability of joining a conformistB (since ψB = 0).
Conformist B, however, will have a positive probability of
joining nonconformist A: p(xA ← xB) = ψA
lc
> 0. If both
A and B are conformists, Eq. 9 is reduced to Eq. 6.
The last detail is updating ψ. For conformists, ψ always
remains zero. Once a conformist B has been recruited by
a nonconformist A, it accepts its value of nonconformity:
ψB = ψA. Furthermore, each nonconformist A decreases
its nonconformity as the number of its colleagues increases:
ψ′A =
0, if ψA = 01−min(1, |hA|
NG
)
, otherwise
(10)
where NG is the maximum size of a group that can be re-
cruited by a nonconformist. Upon reaching this limit, A
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(a) (b)
Figure 2: (a): Clustering of 3,000 objects of the same type after 1, 10,000, and 250,000 steps; grid 200 × 150. The size of
the environment is 3-4 times larger than r = 50; two stable teams emerge, working at a significant distance from each other.
Nonconformists tend to rejoin one of those teams shortly. (b): Sorting of 900 objects of 3 types (300 objects of each type) after
1, 10,000 and 50,000 steps; grid 80× 60. The relative magnitudes of the grid size and r allow the entire agent population work
as a single team most of the time. First, a cluster of one type of objects is consistently formed. Then nonconformists start to
appear, switching the entire group to new tasks. (Note that pucks being carried by agents are not displayed here.)
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ceases its nonconformist status and starts acting like any
other conformist agent. Note that A will not gain noncon-
formity again from its colleagues which may still be non-
conformists (because of using slightly outdated estimations
of |hA|). Therefore, the entire group will eventually lose its
nonconformist status and will become subject to honest con-
formist competition with other groups. If NG >
N
2
, then,
whenever a nonconformist is spawned, it will tend to create
a new majority, switching the entire agent population to a
new task.
As an illustration, Fig. 1 shows how the simulation of the
sorting process looks like roughly one hundred iterations af-
ter a nonconformist appeared. A few important things can be
noted. First, just before a nonconformist emerged, the entire
population had been collecting red pucks to the cluster situ-
ated at the bottom. Since there are very few red pucks left to
be collected (in this example, no isolated pucks are left, but
often this is not the case), the agents have very low estima-
tions of u, resulting in pn large enough to create a noncon-
formist. Next, note that the nonconformist has already re-
cruited many other agents which now have ψ > 0. Accord-
ing to Eq. 9, it is very likely that 4 agents that are still work-
ing on red pucks will shortly join the nonconformists. Inter-
estingly enough, a couple of agents working in the “noncon-
formist” group have already stopped being nonconformists
(ψ has become zero). This is because their |hX | values have
surpassed the NG threshold (see Eq. 10). Agents that are
farther away from the nonconformist home location have
less chance to communicate with their colleagues; thus, their
|hX | increase more slowly, and they still consider them-
selves nonconformists. In 100-200 iterations, the entire pop-
ulation switches to green pucks, and all nonconformists be-
come conformists again. Once almost all green pucks are
collected, we can expect another nonconformist to appear.
The model described contains a number of parameters
that can be tuned to achieve a desired balance between con-
formity and nonconformity. The next section offers exper-
imental results showing how different values of some of
those parameters affect the performance of the developed
social model.
Experiments
Our experiments are conducted in a Monte-Carlo simulation
which is functionally as close as possible to the simulation
used by Deneubourg et. al. (Deneubourg et al., 1991). We
use a grid-based environment and do not allow cells to be
occupied by more than one object and one agent at the same
time. Each iteration of the simulation, the agents are up-
dated in random order. During the update cycle, each agent
communicates with one random member within its commu-
nication range r and then performs an action depending on
its current state and perception (e.g., moves one cell toward
its home location, or picks up an object). After the com-
munication session is completed, the agent is not allowed
to communicate for the next TS = 5 time steps (it contin-
ues, however, its sorting work). This is done to reduce com-
putational costs of the simulation. In addition, whenever a
conformist becomes a nonconformist, it is not allowed to
communicate until it settles down at its newly generated po-
sition. This is because the new nonconformist does not yet
know its own task – it will be determined based on the type
of the first object it encounters after its new home location is
found. Finally, if an agent tries to become a nonconformist
by generating a random number and comparing it with the
probability pn and fails, its next chance to do so is scheduled
in TN =
TU
2
time steps. This is done to let nu accumulate
updates before firing pn again. The general process of clus-
tering and sorting can be seen in Fig. 2.
To assess the performance of the developed model, we
collect two types of statistics: the size of the largest cluster
and the number of clusters. We define clusters as follows:
1) An isolated object is a cluster of size 1; 2) An object q
belongs to a cluster Q if q is of the same type as objects in
Q and is located in an adjacent cell to any of the objects in
Q.
Each experiment uses the following defaults: NU = 10,
TU = 500, NG =
N
4
, N = 50, r = 40, lh = lx = 1,
lc = 0.1, c = 5, grid: 80 × 60, 3 types of objects, 300
objects of each type. If for any of these parameters another
value is used, it is explicitly stated so in the caption of the
relevant figure. For each experiment, we ran 30 trials and
averaged the results. All plots show mean values accom-
panied by error bars of ±1.96 standard errors of the mean;
thus, the error bars correspond to 95% confidence intervals
of the mean. For each set of experiments, Shapiro-Wilk tests
have been conducted which consistently produced p-values
that are greater than 0.05; thus, there is no reason to reject
the hypothesis that our experimental data are not normally
distributed.
As it is clear from Fig. 3, the group of socially intelligent
agents demonstrates better performance than ALR agents.
We included homing agents without a social model into
benchmarks in Fig. 3 as well, in order to understand what
part of the performance boost acquired by social agents is
actually due to their social abilities as opposed to the perfor-
mance boost gained due to the homing mechanism.
To estimate the influence of different parameters on the
overall performance of the model, we conducted a series of
experiments where we varied lx, c, lh, lc, and r.
As one might expect, smaller values of lx result in a rela-
tively quick convergence of the population to one task; thus,
the number of clusters decreases relatively slow (because
objects of the other two types are consistently ignored), but
the size of the largest cluster grows faster (Fig. 4). Note that
at t ≈ 12, 000 the first nonconformists appear; conformists
are recruited by nonconformists (see Eq. 9) and start form-
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(a) The size of the largest cluster. (b) The number of clusters.
Figure 3: Experimental results for three modes: ALR agents, homing agents (no social model), and social agents; grid: 120×
100.
(a) The size of the largest cluster. (b) The number of clusters.
Figure 4: The influence of task loyalty lx on the performance. Four modes: ALR agents, social agents with lx = 0.1, lx = 1,
and lx = 20.
(a) The size of the largest cluster. (b) The number of clusters.
Figure 5: The influence of conformity c on the performance. Four modes: ALR agents, social agents with c = 0.1, c = 1.0,
and c = 5.0.
(a) The size of the largest cluster. (b) The number of clusters.
Figure 6: The influence of communication range r on the performance. Four modes: ALR agents, social agents with r = 1,
r = 10, and r =∞. The grid size, similarly to previous experiments, is 80× 60.
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ing larger groups, and, as a result, the number of clusters
starts decreasing faster.
Conformity c prevents agents from defecting from the
course of majority. Fig. 5 shows that with large values of
conformity the entire population works steadily on one task
as few or no nonconformists emerge. Thus, the size of the
largest cluster increases, but the overall number of clusters
declines relatively slowly. On the contrary, smaller values
result in a situation when many nonconformists with differ-
ent home locations appear, effectively dismantling the agent
population. In this case, the largest cluster is gradually de-
stroyed by competing nonconformists.
The influence of the lc and lh parameters is less signifi-
cant; relevant figures are omitted due to lack of space.
In our final series of experiments, we estimated the influ-
ence of the communication range r (Fig. 6). Agents with
limited r have less chance to encounter each other; there-
fore, establishing cooperation is rather unlikely. It is quite
natural that such agents show performance similar to non-
social homing agents.
Similarly to the trade-off between exploitation and ex-
ploration in genetic algorithms, there is a trade-off between
conformity and nonconformity in the proposed social model.
Conformity is vital for cooperation, avoiding conflicting
goals, and convergence; nonconformity, on the other hand,
is useful for exploring the task space in search for new goals.
Small values of task loyalty lx combined with large val-
ues of conformity c may be used to generate agents that
tend to work collaboratively and consistently on creating one
large cluster, ignoring other tasks. If it is more important to
quickly decrease the number of clusters, large values of lx
and home loyalty lh may be used. Note that the described so-
cial model can be reduced to the homing algorithm described
on page 2 by assuming lx =∞, lh =∞, and c =∞.
Conlusions
In this paper, we have proposed a model of conformity and
nonconformity, a social phenomenon observed in human so-
ciety. We tackled a well-known problem, collective dis-
tributed sorting. Our approach originated in the domain of
swarm intelligence, but evolved into socially intelligent ap-
proach as the social awareness of agents increased. We pro-
vided evidence that using the ideas of conformity and non-
conformity can be beneficial in artificial multi-agent systems
and can increase performance of a task.
The algorithm described in this paper is extreme in the
sense that our agents act like zero-intelligent particles (Bent-
ley and Ormerod, 2011); that is, the decision to change the
home location and/or the task being carried out is based
purely on the number of other agents working at that home
location and/or on that task. Our experimental results in-
dicate that even this extreme model, based only on so-
cial information, is useful and can be applied in collective
robotics. Further research could be conducted to reveal
whether adding the social component of intelligence to the
agents that are already capable of making informed deci-
sions can increase the effectiveness of the robot group as a
whole.
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Abstract
Physiological studies suggest that the integration of neural
circuits and biomechanics (e.g., muscles) is a key for animals
to achieve robust and efficient locomotion over challenging
surfaces. Inspired by these studies, we present a neurome-
chanical controller of a hexapod robot for walking on soft
elastic and loose surfaces. It consists of a modular neural
network (MNN) and virtual agonist-antagonist mechanisms
(VAAM, i.e., a muscle model). The MNN coordinates 18
joints and generates basic locomotion while variable joint
compliance for walking on different surfaces is achieved by
the VAAM. The changeable compliance of each joint does
not depend on physical compliant mechanisms or joint torque
sensing. Instead, the compliance is altered by two internal pa-
rameters of the VAAM. The performance of the controller is
tested on a physical hexapod robot for walking on soft elas-
tic (e.g., sponge) and loose (e.g., gravel and snow) surfaces.
The experimental results show that the controller enables the
hexapod robot to achieve variably compliant leg behaviors,
thereby leading to more energy-efficient locomotion on dif-
ferent surfaces. In addition, a finding of the experiments com-
plies with the finding of physiological experiments on cock-
roach locomotion on soft elastic surfaces.
Introduction
There are increasing demands for robots to walk on a se-
ries of diverse terrains (Ozcan et al., 2010; Qian et al.,
2012). However, few robots can walk on soft elastic (e.g.,
sponge) and loose (e.g., gravel and snow) surfaces. This is
because traversing these surfaces efficiently requires vari-
able compliance of legs (Spence, 2011; Bermudez et al.,
2012). Traditionally, the variable compliance of legged
robots can be achieved by passive compliance mechanisms
(Ham et al., 2009) and/or active compliance control (Go¨rner
and Hirzinger, 2010). For example, by using active com-
pliance control with joint torque feedback, a hydraulically
actuated quadruped robot (i.e., HyQ, 90 kg) has been de-
veloped for moving over terrains (Boaventura et al., 2012).
Nevertheless, the complex mechanical and sensing compo-
nents of the HyQ robot greatly increase its size and mass,
thereby not fitting for developing small legged robots. Yet
a small six-legged robot (i.e., EduBot, 3 kg) has been de-
signed by using physically passive variable compliant legs
(Galloway et al., 2011). The experimental results show that
stiffer legs allow its faster locomotion on soft surfaces.
In contrast to the robot experimental results, owing to en-
ergy efficiency, biological study has shown that cockroaches
(i.e., Blaberus discoidalis) use their softer legs on soft sur-
faces (Spence et al., 2010; Spence, 2011). This finding re-
veals a neuromehcanical control strategy of hexapod loco-
motion on soft surfaces. In fact, the strategy is not the result
of a single component rather interactions between a nervous
system, a musculoskeletal system and the environment. In-
spired by this, the work here proposes a novel neuromechan-
ical controller of a hexapod robot for walking on soft elastic
and loose surfaces. The neuromechanical controller consists
of a modular neural network (MNN) coordinating leg move-
ment and virtual agonist-antagonist mechanisms (VAAM)
changing the compliance of legs. The changeable compli-
ance is simply achieved by altering two internal parameters
of the VAAM without physical passive compliant mecha-
nisms (Ham et al., 2009) or joint torque sensing (Go¨rner and
Hirzinger, 2010). Employing this controller allows the robot
to walk on different surfaces with energy efficiency. Be-
sides, a finding of robot walking complies with the finding
of physiological experiments on cockroach locomotion on
soft elastic surfaces (Spence et al., 2010; Spence, 2011).
Neuromechanical Controller of a Hexapod
Robot
The experimental robot is a hexapod robot (5.4 kg) (see
Fig. 1 (a)). Each three-jointed leg has a TC (Thoraco Coxal)
joint allowing the motions of forward and backward, a CTr
(Coxa Trochanteral) joint allowing the motions of elevation
and depression, and a FTi (Femur Tibia) joint allowing the
motions of extension and flexion (see Fig. 1 (b)). Each joint
is physically driven by a standard servo motor. There is a
force sensor used for detecting the analog signal at each leg
(see fc1−6 in Fig. 1 (a)). A current sensor installed inside
the body of the hexapod robot is used to detect electrical cur-
rent used for all motors and sensors of the hexapod robot.
For more details of the hexapod robot, we refer to (Manoon-
pong et al., 2013).
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Figure 1: A hexapod robot (a) Six legs and six foot sensors
fc(1−6). (b) A three-jointed leg.
Modular Neural Network (MNN)
The modular neural network (MNN) is a biologically-
inspired hierarchical neural controller (McCrea and Rybak,
2008), which generates signals for leg and joint coordination
of the hexapod robot. The MNN consists of a central pat-
tern generator (CPG, see Fig. 2 (a)), a phase switch module
(PSM, see Fig. 2 (b)) and two velocity regulating modules
(VRMs, see Fig. 2 (c)). All neurons of the MNN are mod-
elled as discrete-time non-spiking neurons. The activity Hi
of each neuron develops according to:
Hi(t) =
m∑
j=1
Wij oj(t− 1) +Bi, i = 1, . . . ,m, (1)
where m denotes the number of units, Bi is an internal
bias term (i.e., stationary input) to neuron i, Wij is the
synaptic strength of the connection from neuron j to neu-
ron i. The output oi of all neurons of the MNN is calcu-
lated using a hyperbolic tangent (tanh) transfer function,
i.e., oi = tanh(Hi),∈ [−1, 1]. The CPG consists of only
two neurons with full connectivity (see Fig. 2(a)), where
B1 = B2 = 0.01. The weights W12 and W21 are given
by:
W12(S) = 0.18 + S,W21(S) = −0.18− S, (2)
where S ∈ R[0,0.18] is the input of the modular neural net-
work, which determines walking patterns of the hexapod
robot. The speed of its leg motion increases with increasing
S. Here, we set S = 0.04 resulting in slow walking behav-
ior, which leads to stable and energy-efficient locomotion on
non-flat surfaces (Manoonpong et al., 2013).
The PSM is a generic feed-forward network consisting
of three hierarchical layers with ten hidden neurons (i.e.,
H3−H12). The outputs of the PSM are projected to the FTi
(i.e., F (R,L)(1,2,3)) and CTr (i.e., C(R,L)(1,2,3)) motor
neurons (see Fig. 2 (d)), as well as the neuronsH13 andH14
of the two velocity regulating modules (VRMs, see Fig. 2
(c)). The two VRMs are feed-forward networks projecting
their outputs to the TC motor neurons T (R,L)(1,2,3) (see
Fig. 2 (d)). In the neuromechanical controller, the outputs
N1−18 of the motor neurons are the neural activations of 18
Figure 2: Modular neural network. Output neurons (i.e.,
N(1−18)) represent the neural activations of 18 joints of the
hexapod robot. All connection strengths together with bias
terms are indicated by the small numbers except some pa-
rameters of the VRMs (a = 1.7246, b = −2.48285, c =
−1.7246). Delays λL and λ between motor neurons (i.e.,
N1−18) are set to: λL = 48 time steps, λ = 16 time steps.
Abbreviation are: TR(L)1,2,3 = TC joints of the Right(Left)
Front, Middle, Hind legs, CR(L)1,2,3 = CTr joints of the
Right(Left) Front, Middle, Hind legs, FR(L)1,2,3 = FTi
joints of the Right(Left) Front, Middle, Hind legs.
joints of the hexapod robot. N1−18 enable its legs to per-
form fast swing and slow stance phases (see Fig. 3). Delays
λL and λ between the outputs of motor neurons are fixed
(see Fig. 2 (d)). For more details of the MNN, we refer to
our previous work (Manoonpong et al., 2013). However, the
previous work did not consist of muscle-like mechanisms
(e.g., virtual agonist-antagonist mechanism (VAAM)). In-
cluding the VAAM allows the hexapod robot to achieve
more energy-efficient locomotion (described below).
Virtual Agonist-antagonist Mechanism (VAAM)
The virtual agonist-antagonist mechanism (VAAM) con-
sists of a pair of agonist and antagonist mechanisms (see
Fig. 4(a)). They produce active and passive forces by its con-
tractile and parallel elements (CEs and PEs, see Fig. 4(b)).
In Fig. 4(a), the physical joint is driven by a pair of the vir-
tual agonist-antagonist mechanism (VAAM, i.e., M1 and
M2). ’Virtual’ means that the physical joint, physically
driven by a standard servo motor, imitates muscle-like be-
haviors as if it were driven by a pair of agonist and antago-
nist muscles. The joint actuation relies on the CEs while the
PEs govern joint compliance.
The parallel elements (i.e., PEs) are modelled as spring-
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Figure 3: Outputs of motor neuronsN1−18 between 10 s and
13.6 s. Abbreviations are: R(F,M,H) = Right (front, middle,
hind) legs, L(F,M,H) = Left (front, middle, hind) legs. st =
stance phase, sw = swing phase.
damper systems (see Fig. 4(b)). The matrix [fP1 , f
P
2 ]
T
of passive forces created by PE(1,2) is the sum of two
Hadamard products:
[fP1 , f
P
2 ]
T = Γ2×1 ◦ L2×1 +Φ2×1 ◦ V2×1, (3)
where
• Γ2×1 is the matrix of stiffness coefficients of PE(1,2), i.e.,
Γ2×1 = [K,K]T ;
• L2×1 is the matrix of displacements of PE(1,2), i.e.,
L2×1 = [lP1 − l0, lP2 − l0]T . l0 is the initial length of
PE(1,2), which is set to: l0 = 0.085;
• Φ2×1 is the matrix of damper coefficients of PE(1,2), i.e.,
Φ2×1 = [D,D]T ;
• V2×1 is the matrix of velocities of PE(1,2), i.e., V2×1 =
[vP1 , v
P
2 ]
T .
The active forces produced by the CEs are approximated by
the product of the neural activation Nj and the activation
intensities i(1,2). The matrix [fC1 , f
C
2 ]
T of active forces gen-
erated by CE(1,2) are represented by (see Fig. 4 (b)) :
[fC1 , f
C
2 ]
T = Nj × [i1, i2]T , (4)
where
• Nj is the neural activation of CE(1,2) (i.e.,Nj ∈ [−1, 1]).
It is one of the outputsN1−18 of the MNN (see Fig. 2 (d));
• [i1, i2]T is the matrix of activation intensities for CE(1,2)
(i.e., i(1,2) ∈ [−1, 1]).
The total forces fT1 and f
T
2 are the sum of the active and
passive forces produced byM1 andM2. They are given by
(derived from Eqs.(3) and (4)):
fT1 = f
P
1 + f
C
1 = K(l
P
1 − l0) +DvP1︸ ︷︷ ︸
fP1
+Nji1︸︷︷︸
fC1
, (5)
fT2 = f
P
2 + f
C
2 = K(l
P
2 − l0) +DvP2︸ ︷︷ ︸
fP2
+Nji2︸︷︷︸
fC2
. (6)
Figure 4: Virtual agonist-antagonist mechanism (VAAM)
for joint control interacting with the ground surface. (a)
A physical joint is driven by a pair of the VAAM with the
lengths L1 and L2 (i.e., M1 and M2). The interaction re-
sults in the force fext, which drives the joint P with the
radius r via the shank with the length L. fext is sensed
by a force sensor (i.e., O), and f⊥ is the amount of fext
directed perpendicularly to the position of the joint P . (b)
The VAAM consists of contractile (i.e., CE(1,2)) and paral-
lel (i.e., PE(1,2)) elements for producing active and passive
forces.
The antagonist mechanismM2 (see Fig. 4 (a)) resists the
extension of the joint angle θ when receiving the force fext,
which is sensed by a force sensor. Simultaneously, the ago-
nist mechanismM1 (see Fig. 4 (a)) produces opposing force
against M2. Therefore, the directions of fT1 and f
ext are
counter-clockwise when the direction of fT2 is clockwise.
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Their torques acting on the joint P (see Fig. 4 (a)) are repre-
sented by:
τ(fT1 ) = f
T
1 r = (K(l
P
1 − l0) +DvP1 +Nji1)r, (7)
τ(fT2 ) = −fT2 r = −(K(lP2 − l0) +DvP2 +Nji2)r, (8)
τ(fext) = f⊥L = fext sin(θ)L, (9)
where r is the radius of the joint P . f⊥ is the amount of fext
directed perpendicularly to the position of the joint P . L is
the length of the shank of the joint P . Note that the direction
of torque τ(fT2 ) is opposite to those of τ(f
T
1 ) and τ(f
ext).
We consider the torque pointing outward from the page as
the positive torque (e.g., τ(fT1 ) and τ(f
ext)).
We apply Euler’s laws of motion to the rotation of the
joint P (see Fig. 4(a)). The net torque
∑
τ acting on the
joint P is equal to the product of its moment of inertia I and
angular acceleration θ¨. It is given by:
Iθ¨ =
∑
τ = τ(fext) + τ(fT1 ) + τ(f
T
2 ). (10)
Derived by Eq.(10) (see details in Appendix A), the motion
equation of the joint P is given by:
Iθ¨ = fext sin(θ)L︸ ︷︷ ︸
torque by fext
+[ rNj︸︷︷︸
torque by fC(1,2)
− r(2Kθr + 2Dθ˙r)︸ ︷︷ ︸
torque by fP(1,2)
].
(11)
Equation (11) governs θ of the joint P driven by the VAAM
that is activated by the output Nj (j ∈ Z[1,18]) of the MNN.
Neuromechanical Control Strategies for a
Hexapod Robot
The outputs O1−18 ∈ R[−1,1] (see Fig.5) of the neurome-
chanical controller are linearly scaled and transmitted to
control the position of the standard servo motors driving the
18 joints of the hexapod robot. Different control strategies
are applied in swing and stance phases.
Swing phase
When a leg is in swing phase (i.e., fexti = 0, i ∈ Z[1,6],
see Fig. 5 (a)), the outputs O(i,i+6,i+12) of its TC, CTr and
FTi joints receive motor neuron signals N(i,i+6,i+12) of the
MNN as their inputs. They satisfy:
[Oi, Oi+6, Oi+12]
T = [0.4Ni, 0.15Ni+6,−0.02Ni+12]T −
[0.05, 0.86, 0.43]T , i ∈ Z[1,6]. (12)
Stance phase
Since there is only detection for vertical foot force in the
leg, the TC joint allowing only horizontal motions is not
effected by a pair of the PEs of the VAAM. Moreover,
Figure 5: The outputs O1−18 of the neuromechanical con-
troller. (a) O1−18 control the 18 joints of the hexapod robot.
fext1−6 are six analog signals, which are detected by the force
sensors at the legs. (b) Relationship between O1−18 and
θ1−18. The angle ranges of the TC, CTr and FTi joints
are as follows: [β1, β2] = [0.785,−0.785]rad, [β3, β4] =
[−1.745, 0.785]rad, [β5, β6] = [0.96,−1.222]rad.
we test two control setups (see Fig.6) for the FTi joint
when the CTr joint is controlled by a pair of the PEs
and CEs of the VAAM. The control setups are tested in a
physical simulator (i.e., lpzrobots simulator (Der and Mar-
tius, 2012)). The results of the physical simulation show
that the FTi joint, purely controlled by a pair of the PEs
of the VAAM, allows the hexapod robot to achieve the
coordinated movement and stable locomotion (see Figs.6
(a) and (b)). The video clip of the test can be seen at
http://www.youtube.com/watch?v=fMLf6nIOWpM .
Figure 6: Two control setups for the FTi joint tested in a
physical simulator. (a) Snapshot of stable walking of the
hexapod robot at 15 s. (b) Vertical position of its body. (c)
Snapshot of unstable walking of the hexapod robot at 15 s.
(d) Vertical position of its body.
Therefore, the control strategy of its three-jointed legs
during stance phase is as follows: each TC joint (i.e., prox-
imal joint) is purely controlled by a pair of the CEs of the
VAAM (i.e., pure actuation), each CTr joint (i.e., interme-
diate joint) is governed by a pair of the CEs and PEs of the
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VAAM (the combination of actuation and compliance), and
each FTi joint (i.e., distal joint) is driven by a pair of the
PEs (i.e., PE1 and PE2) of the VAAM (i.e., pure compli-
ance) (see Fig. 7). The control strategy is also comparable to
the findings revealed by three-jointed leg locomotion of the
BigDog-inspired study (Lee et al., 2008; Raibert, 2008).
Figure 7: Control framework for a three-jointed leg of the
hexapod robot in stance phase. (a) The three-jointed legs
take the strategy of directional actuation and compliance
(see text for details). (b) The control strategy for the leg.
The function of compliance intensifies from the TC to FTi
joints.
The relationship between the outputs O1−18 and the an-
gles θ1−18 of the joints is shown in Fig. 5(b). In concrete,
the computations of O1−18 are as follows:
FTi joints : Each FTi joint is only driven by PE(1,2) of the
VAAM (see Fig. 7 (a)). Therefore, their neural activations
N6×1 are equal to zero,
N6×1 = [0, 0, . . . , 0]T , (13)
where N6×1 = [N13, N14, . . . , N18]T .
In addition, the forces fext1−6 directly result in the extension
and flexion of the FTi joints. Therefore, the matrix τFTi6×1 of
torques acting on the FTi joints is given by (derived from
Eq.(9)):
τFTi6×1 = F
⊥
6×1L1, (14)
where
F⊥6×1 = F
ext
6×1 ◦ sin(θ16×1)
= [fext1 sin(θ13), f
ext
2 sin(θ14), . . . , f
ext
6 sin(θ18)]
T ,
Substituting Eqs.(13) and (14) into Eq.(11), θ16×1 is the
sum of the Hadamard products:
Iθ¨16×1 = F ext6×1 ◦ sin(θ16×1)L1
−r(2rK16×1 ◦ θ16×1 +
2rD16×1 ◦ θ˙16×1), (15)
where
θ¨16×1 = [θ¨13, . . . , θ¨18]T , θ˙16×1 = [θ˙13, . . . , θ˙18]T ,
K16×1 = [K13, . . . ,K18]T , D16×1 = [D13, . . . , D18]T ,
The angles θ1m,1 (m ∈ Z[1,6]) of the FTi joints can be lin-
early transformed into their outputs Oj (see Fig. 5). Oj are
given by (j ∈ Z[13,18]):
Oj = 0.92θ1j−12,1 + 0.12. (16)
CTr joints : Each CTr joint is driven by PE(1,2) and
CE(1,2) of the VAAM. CE(1,2) are activated by one of
the outputs N7−12 of the MNN (see Fig. 7 (a)). For ex-
ample, the pair of the VAAM of the right front CTr joint
(i.e., CR1) is activated by N7 of the MNN (see Fig. 2 (d)).
The forces fext1−6 indirectly result in the elevation and depres-
sion of the CTr joint. The matrix of the CTr joint angles is
θ26×1 = [θ7, θ8, . . . , θ12]T . The computation of the torques
generated by fext1−6 needs to be approximated, since there are
no torque sensors at the CTr joint. Therefore, the matrix
τCTr6×1 of the torques acting on the CTr joints is given by:
τCTr6×1 = F
ext
6×1 ◦ V 26×1
= F ext6×1 ◦ (L2 cos(θ26×1) + V 16×1), (17)
where
L2 cos(θ26×1) = L2[cos(θ7), cos(θ8), . . . , cos(θ12)]T ,
V 16×1 = L1[sin(θ13), sin(θ14), . . . , sin(θ18)]T ,
Substituting Eq.(17) to Eq.(11), the matrix θ26×1 of the CTr
angles is the sum of the Hadamard products:
Iθ¨26×1 = F ext6×1 ◦ (L2 cos(θ26×1) + V 16×1)
+[rC6×1 − 2r2(K26×1 ◦ θ26×1 +
D26×1 ◦ θ˙26×1)], (18)
where
θ¨26×1 = [θ¨7, . . . , θ¨12]T , θ˙26×1 = [θ˙7, . . . , θ˙12]T ,
K26×1 = [K7, . . . ,K12]T , D26×1 = [D7, . . . , D12]T ,
The angles θ2m,1 (m ∈ Z[1,6]) of the CTr joints are linearly
transformed into their outputs Oj (see Fig. 5). Oj are given
by (j ∈ Z[7,12]):
Oj = −0.8θ2j−6,1 − 0.38. (19)
TC joints : All TC joints are purely controlled by CE(1,2)
of the VAAM. CE(1,2) are activated by the outputs N1−6
of the MNN (see Fig. 7 (a)). N1−6 are linearly transformed
into the outputsO1−6 of the TC joints. The matrix of the TC
neuron outputs is T6×1 = [N1, N2, . . . , N6]T . Oj are given
by (j ∈ Z[1,6]):
Oj = 0.4Tj,1 − 0.05. (20)
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Experimental Results
The proposed neuromechanical and pure neural controllers
were implemented on the hexapod robot for walking on soft
elastic (i.e., sponge) and loose (i.e., gravel and snow) sur-
faces. Changing the matrices of the stiffness coefficients
of the FTi (i.e., K16×1 in Eq.(15)) and CTr (i.e., K26×1
in Eq.(18)) joints enables the legs of the hexapod robot to
show variable compliance (see notations in Appendix B).
Note that here, all damper coefficients of the CTr and FTi
joints were set to: D(1, 2)6×1 = [0.1, 0.1, . . . , 0.1]T . Due
to the damper properties of the VAAMs, the noise of force
sensor signals is filtered. Hence, we tested three setups for
hexpod walking on the surfaces:
• Neuromechanical controller with high stiffness (HSC).
K(1, 2)6×1 are set as: K16×1 = [4, 4, 6, 4, 4, 6]T and
K26×1 = [8, 8, . . . , 8]T .
• Neuromechanical controller with low stiffness (LSC).
K(1, 2)6×1 are set as: K16×1 = [3, 3, 5, 3, 3, 5]T and
K26×1 = [6, 6, . . . , 6]T .
• Pure neural controller (PNC).
The pure neural controller (PNC) uses the outputs of the
motor neurons of the MNN to directly drive the 18 joints of
the robot. The computations of its outputs follow Eq.(12)
for stance and swing phases. The free parameters of the pro-
posed neuromechanical controller are chosen based on trial
and error. The parameters of three setups allow the hexapod
robot to achieve coordinated and stable locomotion, which
have been tested in a physical simulator (i.e., lpzrobots sim-
ulator (Der and Martius, 2012)). For each setup, the runs
over each surface were repeated until ten successful runs1
were obtained. For a successful run, the power consumption
Pi and forward velocity vi are given by:
Pi = 5Ai, vi =
∆DISi
∆t
, i ∈ Z[1,10], (21)
where 5 Volts is the input voltage of the electrical board and
motors of the hexpod robot. Ai is an average electrical cur-
rent measured using a current sensor. ∆DISi is the forward
displacement during a time interval∆t. The performance of
the runs was measured by ”specific resistance” εi (Gregorio
et al., 1997; Saranli et al., 2001). εi is determined by power
consumption Pi and forward velocity vi:
εi =
Pi
mgvi
=
Pi
52.974vi
, εavg =
10∑
i=1
εi
10
(22)
where mg is the weight of the hexapod robot, i.e., mg =
52.974 N. Lower εavg corresponds to more energy-efficient
walking, which is desirable.
1The data of unsuccessful runs was discarded. In unsuccessful
runs, the hexapod robot walked in unwanted directions.
Table 1: Average specific resistances εavg with standard de-
viations of the hexapod robot walking on sponge, gravel and
snow surfaces
Setup Sponge Gravel Snow
HSC 21.8 (± 0.9) 17.2 (± 0.7) 18.8 (± 0.5)
LSC 19.7 (± 0.8) 29.3 (± 2.0) 22.3 (± 0.8)
PNC 542.4 (± 63.8) 112.7 (± 13.0) -
Sponge surface
The interval ∆t over one run was 27 s. A 1.5 m long
sponge (i.e., three pieces of sponge glued together) was
used as a soft elastic surface. The experiment result is
shown in Table 1 and Fig. 8. The hexapod robot that
was controlled by the neuromechanical controllers with
the low (i.e., LSC) or high (i.e., HSC) stiffness con-
sumed less energy than controlled by the pure neural con-
troller (i.e., PNC). This is because LSC and HSC allow
for variable joint compliance of the hexapod robot result-
ing in leg adaptations to sponge deformations (see Fig. 8
(a)). The experimental video can be seen at the link
http://www.youtube.com/watch?v=vEqylwMXfJE .
Interestingly, LSC shows the lowest average specific re-
sistance with 19.7. This experimental result shows that
softer legs (i.e., LSC setup) allow the hexapod robot to
achieve more energy-efficient locomotion, compared to
stiffer legs (i.e., HSC setup). The finding complies with a
finding of physiological experiments on cockroach locomo-
tion. Owing to energy efficiency, cockroaches (i.e., Blaberus
discoidalis) also use their softer legs on soft elastic surfaces
(Spence et al., 2010; Spence, 2011).
Figure 8: Comparisons of HSC, LSC, and PNC for walking
on sponge surface. (a) Control signals O7 and O13 for the
CTr and FTi joints of the right front leg. There are seven
stance and six swing phases between 5 s and 15 s. (b) A
series of photos shows hexapod robot walking controlled by
LSC.
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Gravel and snow surfaces
The interval ∆t over one run was 60 s. Gravel surface is
a bed (i.e., the length is 2.4 m) of loosely packed gravels
(i.e., gravel diameter φ : 5 mm - 60 mm). The experimental
result is shown in Table 1 and Fig. 9. HSC and LSC en-
able the hexapod robot to adapt its joint motions to different
sizes of gravels (see Joint motion I and II in Fig.9 (a)), while
PNC does not adapt the joint motions leading to difficulty
of locomotion. In addition, the average specific resistance
was lowest for HSC (i.e., εavg = 17.2), thereby leading to
more energy-efficient locomotion. This is because HSC al-
lows the legs of the hexapod robot to penetrate more deeply
into gravel surface (see control signals O7 in Fig.9 (a)). The
experimental video of walking on gravel surface can be seen
at http://www.youtube.com/watch?v=f2G4UzUQ6Iw .
Figure 9: Comparisons of HSC, LSC and PNC for walking
on gravel surface. (a) Control signals O7 and O13 for the
CTr and FTi joints of the right front leg. There are six stance
and five swing phases between 15 s and 25 s. (b) A series of
photos shows hexapod robot walking controlled by HSC.
In addition to gravel surface, we also tested HSC, LSC
and PNC for walking on another loose surface (i.e., snow),
which has a thickness of 8cm. The experimental result also
shows that HSC allows the hexapod robot to achieve more
energy-efficient locomotion (see average specific resistance
Table 1), compared to LSC. Note that we did not calcu-
late average specific resistance of the hexapod robot con-
trolled by PNC, since it got stuck in the snow. The exper-
imental video of walking on snow surface can be seen at
https://www.youtube.com/watch?v=OkZiVNeQdCA .
Conclusion and Future Work
We implemented a neuromechanical controller on a hexapod
robot for walking on sponge, gravel and snow surfaces. The
controller coordinates 18 joints, generates basic locomotion,
and allows for simply changing compliance of its legs for
walking on the different surfaces. Due to the changeable
compliance, the robot can achieve more energy-efficient lo-
comotion (i.e., lower specific resistance) on different sur-
faces. Softer legs (i.e., LSC setup) do better in locomotion
on a soft elastic surface (i.e., sponge), while stiffer legs (i.e.,
HSC setup) are better for locomotion on loose surfaces (i.e.,
gravels and snow). In addition, on gravel surface, the spe-
cific resistance of the robot is 17.2 when it is controlled by
the neuromechanical controller with HSC presented here.
In contrast, its specific resistance increases to 56.63 when
it is controlled by an adaptive neural locomotion controller
presented in our previous work (Manoonpong et al., 2013),
which does not have muscle-like mechanisms (i.e., virtual
agonist-antagonist mechanism (VAAM)).
Central properties of the VAAM of our neuromechanical
controller are: (1) it enables robot legs to simply change
their compliance without the requirement of additional phys-
ically compliant mechanisms (Ham et al., 2009) or joint
torque sensing (Go¨rner and Hirzinger, 2010) and (2) it al-
lows a hexapod robot to adapt its legs to deal with chal-
lenging surfaces (i.e., sponge, gravel and snow). In future
work, we plan to compare the proposed neuromechanical
controller with other adaptive leg controllers (e.g., forward
model (Manoonpong et al., 2013)) in different surfaces (e.g.,
snow). And we will also implement an adaptive mecha-
nism for automatically adjusting stiffness coefficients of the
VAAM with respect to different walking speeds or gaits.
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Appendix A : Joint Motion Equation
Substituting Eqs.(7), (8) and (9) into Eq.(10), the motion
equation of the joint P is given by:
Iθ¨ = fext sin(θ)L+ r[(K(lP1 − l0) +DvP1 +Nji1)
−(K(lP2 − l0) +DvP2 +Nji2)]. (23)
The lengths of PE(1,2) (i.e., lP(1,2)) are equal to the lengths
ofM1 (i.e., L1) andM2 (i.e., L2),
lP1 = L1, L2 = l
P
2 . (24)
In Fig. 4,M1 is shortening whenM2 is lengthening. There-
fore, the relationship between displacements of M1 (i.e.,
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∆L1), M2 (i.e., ∆L2) and PE(1,2) (i.e., ∆lP(1,2)) is given
by:
−∆lP1 = −∆L1 = ∆L2 = ∆lP2 . (25)
Here we postulate the relationship between displacements
∆lP1 of PE1, ∆l
P
2 of PE2 and the joint angle θ as (derived
by Eqs.(24) and (25)):
−(lP1 − l0) = −∆lP1 = θr = ∆lP2 = lP2 − l0, (26)
where r is the radius of the joint P . The relationship be-
tween velocities ˙∆lP1 of PE1,
˙∆lP2 of PE2 and the joint
velocity θ˙ is given by:
−vP1 = − ˙∆lP1 = θ˙r = ˙∆lP2 = vP2 . (27)
Besides, since the motions of M1 and M2 are against
each other, their activation intensities i(1,2) are set to:
i1 = −i2 = 0.5. (28)
Appendix B : Notations
• F ext6×1 is the matrix of the forces, i.e., F ext6×1 =
[fext1 , f
ext
2 , . . . , f
ext
6 ]
T ;
• F⊥6×1 is the Hadamard product of F ext6×1 and sin(θ16×1);
• L1 is the length of the link between the FTi joint and the
end effector of the leg, e.g., L1 = 0.115 m;
• I is the inertia of the FTi and CTr joints, i.e., I = 0.5 ×
10−3;
• θ¨16×1 and θ˙16×1 are the acceleration and velocity matri-
ces of θ16×1. r is set to 0.1;
• K(1, 2)6×1 and D(1, 2)6×1 are matrices of the stiffness
and damper coefficients of PE(1,2), which control the
compliance of the FTi and CTr joints.
• L2 is the length of links between the CTr and FTi joints,
i.e., L2 = 0.075 m;
• V 16×1 and V 26×1 are matrices of the displacement vec-
tors of the CTr and FTi joints relating to the forces fext1−6.
• θ¨26×1 and θ˙26×1 are the acceleration and velocity matri-
ces of θ26×1.
• C6×1 is the matrix of the CTr neuron outputs of the MNN,
i.e., C6×1 = [N7, N8, . . . , N12]T .
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Abstract
This paper aims to introduce a flexible framework called
FIMO dedicated to intrinsic motivation in developmental
robotics. With this framework we want to offer a common
way of implementing, testing and analyzing mechanisms re-
lated to intrinsically motivated algorithms. It may be seen
as a generic complex open source framework for online ex-
ploration and structuring of learning spaces. We hereby lay
both theoretical and practical foundations of our framework
to encourage future experimental studies.
Introduction
A commonly shared objective, in the developmental
robotics community, as its name indicates, is insisting on
the developmental part. It means that the most important
aspect of any research leaded in this field lies in the path that
leads to staged growth of learning. It may be about practical
competences, conceptual comprehension or whatever a
living organism with physical capabilities can practice.
This implies that our goal is all about defining a model
of developmental mechanisms, allowing a full open-ended
incremental learning in an autonomous and interactive
way, compliant and resilient with a real environment. The
challenge is to propose a compromise between conciseness
of the model and complexity it can generate as soon it is
instantiated. But for an agent, developing competences
is not that easy. It has to start with some coarse grained
capabilities which are going to be refined throughout the
developmental phase and life in general. This upgrowth
is characterized by a double brain/body maturity, but also
by the acquisition of sensorimotor experiences supporting
learning. Inside the developmental robotics community,
this is currently realized by inspecting multiple aspects
of development. First the individual autonomous mental
development which insists on finding mechanisms for an
interactive system to develop itself solely using its very low-
level sensory inputs and acting through its low-level motor
outputs. The main second path for exploring development
is the social learning. In this paper, we are interested in the
first view.
Precisely, our working frame is mechanisms that can play
the role of heuristics in order to focus and control the explo-
ration of the potentially huge sensorimotor space of a situ-
ated and fully embodied agent. We believe that the goal of
any developmental robotics algorithm is to design a control
loop that – if executed on robot with physical capabilities
– should reveal its own morphology affordance within its
environment, through an unsupervised process. Moreover
we also believe, as we already said, that the key challenge
is to identify and implement low-level mechanisms that al-
low a long-term development as a scaffolding of capabili-
ties. The more low-level these mechanisms are, the more
the system can be considered as relevant. In the case of bio-
inspired developmental robotics, we are interested in sen-
sorimotor learning through the open-ended exploration of
high-dimensional and complex bodies. This means we have
to inspect and design scalable task-independent mechanims
that may involve the robot in a self autonomous skill prac-
tice. The main idea remains that the huge sensorimotor
space can be divided into subspaces in order to facilitate the
learning of the full space using intrinsic heuristics of space
exploration. Another way to explain our view is to say that
we are aiming at transfering the traditional cognitive model-
ing biases towards the natural limits and constraints imposed
by the sensorimotor grounding embodiment.
In our case, we here underline the need for a framework
for intrinsic motivation as we introduce it, with the capa-
bility to make parametric studies and introduce new bio-
inspired ideas from state of the art neuroscience or devel-
opmental psychology research. We insist on the fact we
propose in our framework FIMO facilitations for future im-
provements for some parts of the general intrinsically mo-
tivated algorithm it implements. In the rest of the article,
we first propose a motivational background of the specific
research field of ours. Then we present the practical founda-
tions of this framework called FIMO. Then we zoom on the
theoretical model of our view of intrinsic motivations. We
conclude this paper by recalling the need for such a frame-
work in our community, and draw some interesting applica-
tion perspectives.
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Motivational Background
The question to ask when we get to implement some
mechanisms like motivation in artificial agents, is about the
origin of the notion of motivation. In this case, psychology
has studied motivation a lot. The very first background of
works about intrinsic motivation is the self-determination
theory, which is the result of psychological research leaded
by Deci and Ryan (1985) from the human point of view.
This theory says that any individual has innate tendencies
towards personal growth and vitality that are either satisfied
in relation to their immediate environment. The theory also
explains that there are three satisfactory needs that actors
seek to satisfy: competence, relatedness and autonomy.
Innate tendencies are enacted when these needs are fully
satisfied. We will see that these founding psychological
works have been at the base for transfering the notion of
motivation in silico.
Historically, Schmidhuber (1991a) was the first to
introduce research results about the importance of what he
called artificial curiosity, in the sense of applying typical
human curiosity to artificial machines. He argues that his
research work has been driven by the simple idea that an
optimal adapted and motivated agent is nothing but an
agent trying to improve its compressed model of the world.
He said that an agent with a prediction module, allowing
the lossless compression of data by finding regularities
in the world, is driven toward an optimal improvement.
Schmidhuber (1991b) proposed to measure the learning
progress of an agent by comparing difference of prediction
for a same situation before and after the reality feedback.
He therefore introduced the idea that an optimal curious
agent’s interest lies in the narrow corridor between what
is simply too compressible and therefore uninteresting and
boring, and what is not compressible at all because of a lack
of regularity making it too complicated to learn.
Barto et al. (2004) have extended their own work in
reinforcement learning (Sutton and Barto, 1998) with the
notion of intrinsic motivation. They introduce an elabo-
ration of the existing reinforcement learning framework
that “encompasses the autonomous development of skill
hierarchies through intrinsically motivated reinforcement
learning”. Their model advocates the creation and use by
an agent of structures of instrinsic generic rewards allowing
adapted behavioral learning. They do not consider in any
way external rewards.
Soon after the birth of the developmental robotics
community (see Weng et al., 2001), Oudeyer and Kaplan
(2004) introduced the IAC (Intelligent Adaptive Curiosity)
algorithm. It explicitly refers to Schmidhuber’s adaptive
curiosity and must be linked with another paper published
the same year by Steels (2004). The proposed mechanism is
anchored at a sensorimotor level and allows low-level action
selection in the high-dimensional sensorimotor space for a
robot. This algorithm postulates that one way to provide
autonomy to a robot is to let it make its proper action
choices, based on its experience, in order to maximize
its learning. With this architecture an embodied agent is
going to experiment grounded sensorimotor coordinations
in order to learn the effects of its actions thanks to a unique
action selection mechanism that tends to choose actions that
improve prediction quality.
Baranes and Oudeyer (2010) then proposed an evolution
to the original IAC algorithm called SAGG-RIAC which
is of interest to us because of the competence acquisition
paradigm it explores. The global principle remains the
same except that this time, the agent has to choose sensory
regions where it wants to return to, instead of choosing
sensorimotor regions where it comes from. Practically, the
SAGG-RIAC algorithm is based on alternating reaching
phases (i.e. reaching a goal in what they call an operational
space) and local exploration phases (i.e. improving the
world comprehension toward the goal). The purpose of
reaching phases is to test the reliability of the forward
motor model while the purpose of exploration phases is
to improve the inverse model of the system in the close
vicinity of the current state. Exploration phases are trig-
gered when the reliability of the local controller is too low.
In the following section we explain some improvements
to this algorithm we would like to introduce and experiment.
This research must also be linked with some other works
by Blank et al. (2005) we fully agree with, where they argue
that any intrinsic developmental algorithm has to be based
on a recursive model that produces complex behavior and
that it should rely on three concepts: abstraction, anticipa-
tion and intrinsic motivation.
General Architecture of FIMO
FIMO1 has the goal of bringing up a brand new open, flex-
ible and extensible framework for research in the develop-
mental robotics field working on agents driven by intrinsic
motivations. We propose with this architecture, a solid and
well-thought way of experimenting new ideas for the intrin-
sic motivation interested community. This section is dedi-
cated to the presentation of FIMO, either the way it is archi-
tectured, its pythonic foundations, its software architecture
and workflow, and the default provided environments.
Python Foundations
First of all, it is important to explain the Python foundations
of this framework. We based our development on well doc-
umented, community supported and very powerful libraries
such as SciPy, NumPy, matplotlibwhich are dedicated to sci-
entific data processing. The first one Jones et al. (2001) is
open-source software for mathematics, science, and engi-
neering. It depends on the second one, which provides con-
1The Python open source code of the framework is available
at https://info-depot.lirmm.fr/republic/fimo
(public cloning repository) released under GNU GPLv3 license.
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venient and fast N-dimensional array manipulation, with ef-
ficient numerical routines. The visualization module relies
for its part on the third one Hunter (2007). Our point is
that the techniques used in this framework have been already
deeply tested and used by a lot of other researchers, and that
they have proved their efficiency and their reliability.
Software architecture
The global workflow of our framework FIMO is rather
common and intuitive. Typically, the framework features
an environment that describes in a formal way the being
explored sensorimotor space, which is mandatory for
bootstrapping the agent’s living loop. Once the environment
is chosen, we must also provide the agent with parameters
and metrics – which may have a significant influence on
its developmental trajectory – depending on the choices
made at the instantiation time. Then, at the end of a
run, i.e. when the program has tried to reach the certain
amount of goals you asked it to perform, multiple data are
dumped into log files. Typically, it includes the evolution
of space partitioning into subregions, acquired sensorimotor
raw data, interests of selected regions where objectives
were generated and test results. Finally, another powerful
advantage of the framework also lies in the visualization
module made possible thanks to the logging process. This
possibility to observe the result of any run instance makes it
easier to understand and validate the configured parameters,
metrics and other implemented ideas. We will illustrate the
rest of the paper with some visualizations FIMO can offer.
Environments
An environment as we defined and formalized it within our
framework is all about the agent’s acting possibilities. We
mean that an environment should be seen as a complex
interface between the sensory (or operational) space to
explore, the motor space allowed for this exploration, and
the combined result of these two. An environment must
provide the sensory dimensions or operational dimensions,
the motor dimensions, a starting state or rest position. It
must also specify a function computing a new state given a
current state and an action to execute, and a function that
generates reachable coordinates in the sensory / operational
space to be used for the examination. As a bias, you can
predefine a region partitioning for the agent to start with,
in order for instance to help it bootstrapping. The way
we implemented the connection between environments
and the main loop must allow to easily connect to some
existing 3D simulated environments or to any physical
robots following the same guidelines. Table 1 provides a
summary of proposed simulated environments in FIMO and
present their sensory and motor dimensions.
Wheeled vehicle The first provided environment is a very
simple wheeled vehicle in an arena. The first version is only
two dimensional (1D sensory space and 1D motor space).
Environments a b
One-wheeled vehicle (OWV) 1D fully reachable 1 1
OWV 1D not fully reachable 1 1
OWV 1D bump requiring sufficient inertia to pass 1 1
Two-wheeled vehicle (TWV) 2D squared area 2 2
TWV 2D squared area with obstacles 2 2
TWV 2D triangled area 2 2
Robotic arm (RA) with one joint 2 1
RA with two joints 2 2
RA with three joints 2 3
RA with fifteen joints 2 15
Table 1: Summary of the variations of the main existing en-
vironments in FIMO presenting their distinctive feature(s),
the size of their operational (a) and motor (b) spaces.
The second version is four dimensional (two sensory space,
2D motor space). Generally the shape of the arena is a
square, but it could be different or contains obstacles. In
the first version, the vehicle evolves in a 1D space and has
a sole coordinate (x), that is the distance to the front wall.
In the second version, the vehicle evolves in a 2D space and
has two coordinates (x; y). It can move by performing an
action (∆x,∆y) representing a shift in the plane.
Robotic Arm We propose a second environment typically
used – in particular in Baranes and Oudeyer (2010, 2013)
– to test intrinsic motivation algorithms: a robotic arm (cf.
figure 12). The environment provided is a generic robotic
arm that you can easily instantiate by defining the number
of joints/limbs you want, and their respective length (or the
unique length if ever).
θ1
θ2
θ3
σt
σt+1
γt+1
∆θ1
∆θ2
...
Figure 1: Schematic successive positions of a 3 joints robotic arm
environment at time t and t+ 1.
2Here, each limb has the same length and θi represent angles of
each joint, relatively to θi−1. The performed action that moves
the end-effector from σt to σt+1 coordinates in the operational
space by trying to reach γt+1 was α = (∆θ1 = +115,∆θ2 =−140,∆θ3 = +40).
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The transition from end effector position to another one
through a given action is computed using standard meth-
ods for forward position kinematics. An action is a vector
of positive or negative ∆ for each joint (∆θ1 ,∆θ2 ,∆θ3).
It means the agent can only use relative moves from one
(Hx,t, Hy,t) to the next (Hx,t+1, Hy,t+1) position.
Theoretical Model
In this section we explain the theoretical model behind
of FIMO. Thus, we present the main algorithm and every
single parameters or metrics that the experimenter must use
as such or improve, extend or change. Nevertheless, what
we want to emphasize is that this algorithm needs to be
configured by many parameters and metrics to be specified
by the experimenter that can strongly influence the final
behavior of the system and its evaluation.
The living loop algorithm as we call it, proposes a kind
of reinforcement learning method, but it must be seen as an
empty shell that must be completed with the right parame-
ters to be able to observe the best behavior (see algorithm
1). Indeed, in the same way that one must specify an en-
vironment, the configuration parameters and the choice of
metrics are essential and grouped in a config.py file. The in-
teraction of the body/environment and the intrinsically mo-
tivated algorithm is something very delicate which requires
the attention of the experimenter. One must see this guided
exploration of sensorimotor space as a complex system as
it is composed with multiple interconnected parts (different
parameters and metrics to tune) which as a whole exhibit be-
havior not obviously predictable from the individual prop-
erties. The interaction of these parameters put together in
the living loop algorithm may exhibit emergent properties.
Moreover we believe that it may be possible to define some
precise optimized setting for a specific environment.
In the rest of the section we present some of the general
part of the framework (main algorithm, default regions
structure and implemented learning method) as well as the
criticals part that may be overriden with improvements
(competence and interest measures, the way memory may
be restructured). These parameters should be deeply studied
in order to fit the need for a specific morphology, because
we believe that the embodiment plays a major role in order
to help determining fully appropriate, responsive, efficient
and developmental settings.
Thus this is all about trying to find a compromise to en-
courage and facilitate effective and efficient exploration of
space, without losing time in not interesting areas, while al-
lowing rapid improvement for test result. Among the default
implementation choices we present here, some have already
been presented in Hervouet and Bourreau (2012).
Living loop algorithm
Although we keep the overall operation of the original
motivational living algorithm SAGG-RIAC Baranes and
Oudeyer (2010), we extended the frame. The global
Environment
Competence
κt
Action Decision
D
Exploration
τr
Goal Generation
γt
Restructuring
Memory
Region Selection
argmax(ρ(Rt))
MotorsSensors
κt ≥ κmax
κt ≤ kmin
otherwise
Figure 2: General algorithmic architecture of the intrinsically mo-
tivated living loop implemented in FIMO.
algorithmic architecture is presented in figure 2 and its
implementation is presented in algorithm 1. With this im-
plementation, we want to underline the flexibility of certain
specific parts of the algorithm. We mean that the sequence
of the algorithm is nothing but a generic system that aims
at exploring and structuring a sensory / operational space
with partial data for sensorimotor learning. Indeed we
have to be aware of the strong influence of metrics and
parameters that we may use to obtain more compliant or
efficient behavior. This is the reason why we decided to em-
phasize the critical parts in the algorithm in order to be more
illustrative. Each of them is studied in the rest of this section.
In a formal way, our architecture makes a distinction
between raw data ξr accumulated during exploration
phases (second loop in fig. 2) and more structured data ξg
accumulated during exploitation phases (third loop in fig.
2). An exploration phase is triggered each time the agent
is considered as incompetent and consist in accumulating
τr raw data about the consequences of actions the agent
executes. In practice, exploration data represent a forward
model of the body in the world. Exploitation phases consist
in generating a goal and attempting to reach it in τg times.
Exploitation data represent the particular historical and
motivational coupling between the agent and its environ-
ment, in the sense of Varela et al. (1991), i.e. the sensory
configuration he has set itself for its goals that it tried to
achieve by itself with varying degrees of success, according
to the increase of its competence in relation to these goals.
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As it is implicitely formalized, time is considered in the
algorithm: σt always represents the agent’s current state,
which changes every time the agent performs an action αt
using the execute(α) method.
Algorithm 1: Intrinsically Motivated Living Loop
input: σ experienced states;
R set of existing regions;
γ set of self generated goal;
ρ interest measure;
κ competence measure;
D action decision method;
ξr, ξg respectively raw and goal experiments;
τr, τg resp. exploration and reaching trials;
1 while True do
2 σstart ← σt
3 Rt ← argmax(ρ(Ri) ∀Ri ∈ R) (see section IM)
4 γt ← randomGoal(Rt)
5 A ← ∅
6 repeat
7 αi ← D(ξr, σt, γt) (see section AD)
8 A ← A∪ αi
9 execute(αi)
10 κt ← κ(σstart, γt, σt) (see section CM)
11 ξr ← ξr ∪ (σt−1, αi, σt)
12 if κt ≤ κmin then
13 ξg,Rσt ← ξg,Rσt ∪ (σt−1, σt, {αi}, σt, 0)
14 repeat
15 σt ← σt − 1
16 αj ← randomAction()
17 execute(αj)
18 ξr ← ξr ∪ (σt−1, αj , σt)
19 until τr trials not exceeded
20 end
21 until κt ≤ κmax or |A| ≤ τg
22 ξg,Rt ← ξg,Rt ∪ (σstart, γt,A, σt, κt)
23 restructuringMemory() (see section RM)
24 end
Interest Measure (IM)
The measure of interest ρ qualifies the dynamic interest of
a region. It is used to compute the most interesting region,
the one with maximum ρ value (line 3), the agent is going to
self-generate a goal in. The default one proposed in FIMO is
based on the one introduced by Baranes and Oudeyer in
Baranes and Oudeyer (2010) with one major difference. It
is computed as follows:
ρ(Ri) = learningProg(Ri) + diversification(Ri)
The learning progress is computed using experiments from
exploitation phases (ξg for goal experiments) which are of
the form:
ξg,t = (σt, γt,A, σt+i, κt)
with σt the current sensory configuration state, γt the chosen
goal to be reached, A the motor configurations successively
performed to achieve the goal with |A| = i, σt+i the new
current state after execution of actions and the competence
κt (explained in detail in a following section). The learning
progress computation can be seen as a derivative of com-
petences. Let κj be the competence of the jth experiment
stored in memory, and |Ri| the number of experiments in a
region.
learningProg(Ri) =
|∑|Ri|/2j=0 κj −∑|Ri|j=|Ri|/2 κj |
|Ri|
We chose to directly incorporate a UCT based Kocsis and
Szepesva´ri (2006) diversification measure which takes into
account in an incremental way the number of experiments
conducted in the current region relative to the total number
of experiments. It means that this mechanism will gently
wake up regions whose direct learning progress is decreas-
ing but for which it would be wise to generate a goal in just
to make sure everything has been already either understood
or misunderstood. Let n and ni be respectively the total
number of experiments and the number of experiments in
the current region. Let c be a constant that allows to normal-
ize the result of diversification measure.
diversification(Ri) = c×
√
lnn
ni
In summary, the interest measure ρ is composed by the ad-
dition of two dynamic but separate measures. The first one
computes the learning progress in a given region, while and
the second one tries to uniformly balance against the natural
excessive regional intensification of the first one. This sep-
aration of the intensification measure and the diversification
measure is of real interest for future improvements, because
we will only have to deal with precisely defining the first
one without taking into account the uniformisation process
preventing overspecialization.
Action Decision (AD)
The default decision method we propose is a simple algo-
rithm that chooses the next action to perform in order to
reach a goal driven through experience (line 7). We propose
to compute action towards a goal using k-nearest-neighbour
experiments chosen among previously acquired explorative
experiments. These experiments (ξr for raw experiments)
are of the form:
ξr,t = (σt, αt, σt+1)
with σt the current sensory configuration state, α the mo-
tor configuration determined at time t and finally σt+1 the
new current state after execution of action α. These experi-
ments must maximize two criteria: the initial and final states
should be as close as possible respectively to current and
goal states. The strategy then consists in generating a mean
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action with respect to actions performed in these filtered ex-
periments (with |K| = k).
D(ξr, σt, γt) =
∑|K|
u=1 αu
k
where
K = {ξr,u ∈ ξr : min(|σt − σu|+ |γt − σu+1|)}
Competence Measure (CM)
Competence κt ranges in [κmin; 0], as it is computed in the
original algorithm, with κmax typically equal to−1. The de-
fault implemented measure sums distances for all sensors in
S between the final sensory position minus the goal sensory
position, relative to the start position minus the goal posi-
tion. It means that we compute the shift between where the
agent comes from, where it should have arrived and where it
has finally arrived.
κ(σs, γt, σf ) = max(−|σf − γt||σs − γt| , κmin)
with σs, γt and σf respectively start, goal and final state
κmin the minimal competence (or maximal incompetence)
and κmax the very competent threshold. The 3D visualiza-
tion of the competence value of the robotic arm evolving
in a 2D space is presented in figure 3. We can observe the
reachable area at the center.
Figure 3: 3D visualization of generated goals for an instance run
of the robotic arm in the two dimensional operational space. The
closer to 0 on the third axis the goals, the more competent the agent
was to reach them. The greener the goals, the more recently they
have been reached. Blue points represent goals for assessment.
Restructuring Memory (RM)
A typical developmental and incremental process pushes
the robot to start its learning from scratch. It can only make
non-optimal decisions solely from previously acquired
data. This implies that the robot acts very strangely at
the begining because it does not hold enough information
about the world it develops in. The figure 4 presents the
result of a run instance with original operational space
split into subregions of interest through time3. We can
observe the naturally delimited reachable space because we
add perfectly reached goals from where we arrive at the
end of a reaching attempt. Moreover we can observe the
reinforcement of generated goals in the vicinity of these
natural embodiment limits. This shows that the agent seems
to find interesting areas located near the limits it can reach,
which must be considered as a good behavior.
Therefore, pushing the robot to split its sensorimotor
space allows it to overcome the lack of information at the
beginning of the developmental living process. This is this
particular splitting condition that makes the strength of
this approach because it allows the isolation of coherent
experiments. This coherence may depend on the nature of
the measure that determines the best split in a sensorimotor
region. The default coherence measure implemented in
FIMO is related to the notion of learning progress4, i.e. the
derivative of learning.
Figure 4: Visualization of generated experienced goals and re-
gions containing them in the split operational space for a robotic
arm environment.
Thus the splitting condition needs to take into account
knowledge and experience accumulated. Otherwise the
agent will always tend to split again and again its space,
which will probably be pointless. We wanted to propose
a general way to be able to implement a kind of dual re-
structuring measure. Because it may be very interesting to
3The shape of the reachable area is not a full circle because of
the limitation we added for each joint’s absolute angle θi to range
between [0; 180].
4But it could be related to any other idea that we could think
of progress: better structuring memory, novelty, compression, etc.
This is the reason why we should facilitate the implementation of
new ideas by emphasizing replaceable metrics and parameters.
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be able to elaborate a measure that would decide, depend-
ing on accumulated experience, not only how to split, but
more how to reorganize the memory. This vision totally fits
a developmental process. Thus we chose to combine these
two mechanisms by proposing by default a dual measure for
both splitting and merging. It tries to maximize the absolute
value of the difference between the learning progress in the
two subregions relative to the current learning progress in
the mother region.
µ(R1,R2, R) = |LP (R1)− LP (R2)|
LP (R)
It means that in the splitting case we will split the current
region R if it contains two subregions R1 and R2 exhibit-
ing better learning progress, relatively to the current learning
progress in the region R. On the other hand in the merging
case, we will merge two regions that have been split possibly
a long time ago when the agent didn’t hold enough informa-
tion: the current region R1 should be merged with another
region R2 into a sole region R if the learning progress of R
exhibits a better evolution thanR1 andR2.
Regions as a graph structure
In order to propose more genericity for future implementa-
tions we chose to upgrade the tree structure of regions used
since IAC Oudeyer and Kaplan (2004). We decided to in-
troduce a graph structure of regions (cf. figure 5) because
we considered that the tree representation was a limitation.
We believe that, by its more scalable and flexible nature, the
graph structure facilitates from an operational point of view
potential reorganization as we will discuss in the follow-
ing section. In particular it may allow the creation of non-
convex regions by merging already existing region whether
they are physically adjacent or not.
C1
B2
D1 D2
(a) Typical final re-
sult of the space
splitting process af-
ter a run instance.
C1
B2D1
D2
(b) Graph structure
of the space splitting
(edges represent ad-
jacency between two
regions).
Figure 5: Illustration of the graph structure for regions. On the left
it represents the result of a 2-dimensional sensory space splitting
process, while on the right the way this is handled in memory.
So, how to evaluate?
To propose a framework laying the foundations to encourage
the community to easily implement and test new ideas is one
thing, to propose a way to evaluate them is another. Indeed
setting up such a framework obviously also involves setting
up an experimental validation process as a common founda-
tion for evaluation, which is not a trivial thing. As pointed
out by Meeden and Blank (2006) a few years ago, the eval-
uation question is fundamental, especially in the frame of
autonomous developmental robotics.
We generally make a distinction between the formative
and the summative assessments in the literature. A quota-
tion attributed to Robert Stakes in Scriven (1991) tends to
explain the difference between them: ”When the cook tastes
the soup, that’s formative; when the guests taste the soup,
that’s summative”.
Formative assessment represents the global operation
of the intrinsically motivated process proposed living loop
algorithm. Indeed, the main role of formative assessment
lies in its subjective regulatory function of the learning
process within the system, where the learner must be able to
measure progress made and progress to be made.
Summative assessment must be seen as a more common
and accepted way permitting to test learning acquisition
from outside of the system, by certificating whether knowl-
edge has been assimilated. This means we must provide in
FIMO an external way, considered as objective as possible,
to measure the relevance and importance of potential im-
provements as explained in Hervouet (2013). Practically in
FIMO we implemented a measure that circumbscribes the
evaluation of the evolution of the competence through time.
The idea is to select a set of arbitrary uniform reachable
goals and compute a mean incompetence for reaching them.
Figure 6: Evolution of the mean incompetence for a given set of
reachable goals for different environment and parameters (1 means
bad competence while 0 means very competent).
As an illustration, we propose on figure 6, a comparison
of assessment scores for a set of different settings under dif-
ferent environments. From bottom: (1) 1-joint robotic arm;
(2,3,4) three instanciations with the same settings of a 2-
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joints robotic arm; (5) 15-joints robotic arm; (6) 2-joints
robotic arm but with random action (baseline).
Conclusions & Perspectives
In this paper we argue that in the developmental robotics
community, and more specifically in the subcommunity
interested in intrinsically motivated robotics, there are
multiple ways to propose some improvements. With the
proposed framework FIMO, we clearly made an attempt,
starting from an existing approach, to extend the frame. It is
absolutely not the purpose of this article to introduce some
fascinating new metrics or define more precisely some of
the parameters. We are not saying we have found the best
something or a better somewhat. In contrast, we believe
that this will be the purpose with forthcoming publications,
thanks to the implementation of our framework and the
facilitations it brings up for the evaluation and comparison
of future improvements. Notwithstanding, there are various
parameters waiting to be tuned. However, the fact remains
that, to illustrate this purpose, we proposed some default
parameters, metrics or even other surroundings learning
features, but they are presented as an indication because we
were confronted to the need to set up the framework with
implementation choices.
We consider FIMO as a necessary formal step toward an
open future of intrinsic motivations work because it will
help future contributions and improvements to emerge. Our
willingness for genericity, must be seen as a contribution in
itself, in the sense of the facilitation for novel contributions.
Beyond this evident aspect, we could draw an interest-
ing future for our framework. Although defining metrics
is typically human compatible (and especially computer in-
compatible), simple parameters should not be set manu-
ally. As a spreading field, evolutionary robotics provides
some exciting opportunities for the developmental robotics
community, and could help us in this context. We mean
that the very practical way of implementing evolutionary
mechanisms consists in growing individuals with different
genomes, and to make reproduce the best adapted ones in
order to grow the next generation. This process can be reit-
erated as long as you may observe some interesting progress
towards adaptation to the environment. That is why we truly
believe that a possible EvoFIMO could constitute a very in-
teresting perspective for the development of our research as
well as for the whole community.
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Abstract
We describe an approach for a humanoid robot to understand
its internal state (Infantino et al. (2013)). The method is
based on self observation and communication with the ex-
ternal world, according to the idea of introspection given by
Sloman (2010). The robot introspection arises from infor-
mation about physical components and software modules.
This information is translated in a spatial representation of
the hardware and software components of the robot through
a SOM, which links the state representation of the robot with
an high level representation given by an ontology. The ontol-
ogy is furthermore linked to a linguistic module that makes
it possible the interaction with human beings though a con-
versational agent.
Introduction
The interaction between man and robot can benefit from
models of the human mind and its cognitive abilities. One
aspect that has not received enough attention is the mecha-
nism that allows the robot to have a kind of self-awareness
(Birlo and Tapus, 2011). Self-awareness, including the body
physical parts and management functions related to them,
is often referred to an a priori knowledge and it is usually
implicitly integrated into the architecture. We will illustrate
a possible approach for the realization of an introspective
capacity (at present mainly oriented to the physical compo-
nents of the robot).
Based on an empirical approach, our idea of introspection
of the robot, starts from the analysis of information obtained
automatically by the embedded software and its related doc-
umentation, in particular regarding the relationship (direct
or explicit) between the physical components and software
modules. This documentation is used to construct a repre-
sentation of the hardware and software of the robot on a map,
based on Self Organizing Map (SOM), similar to the hu-
man somatosensory map. This map structure can be used to
quickly retrieve information semantically related (Honkela
et al., 1997). From this map we can use different approaches
to ascend to a higher level of abstraction. In particular, the
approach used in this paper involves a simple association be-
tween labels arising from data and ontology entities, trying
to get the expressiveness with a enormous knowledge based
on common sense using Cyc (see www.opencyc.org).
The Introspection Architecture System
Our approach to introspection is based on self observation
and communication. Figure 1 shows the proposed architec-
ture. Considering the definition of Sloman, self observation
is what the robot should do in order to build, represent and
understand its internal state. In particular it is necessary to
have a set of sub-systems dedicated to make a snapshot of
the Nao robot state. Some systems are supplied by Nao sys-
tem software, while some others are developed ad-hoc. The
data obtained are used to build a rich state representation that
should be supplied to an ontology that associates a meaning
to the internal state. Our approach integrates static and dy-
namic information on robot operation.
Static information is related mainly to robot hardware
parts and software modules, like hardware drivers, or mod-
ules that supplies some services like face tracking. But these
parts can be active or not during robot operation, and their
state is part of the robot state itself. A simple list of these
parts can be difficult to manage. In order to obtain a man-
ageable state representation we decided to develop a map
that collects all the robot parts, and to highlight on this map
all the parts that are involved in any robot operation. Such a
map can be obtained using the information contained in the
robot documentation that is rich of hardware and software
details. Dynamic information is also represented on the map
but they came from robot operation. When the robot is op-
erating it is possible to highlight on the map the units corre-
sponding to the active modules and the unit corresponding
to the hand. This is a part of the robot state representation.
According to figure 1 this Nao State Representation is sup-
plied to a Semantic Bridge that analyzes the representation
and gives as output a set of information (semantic labels)
that are used to activate the right concepts on the ontology.
The Linguistic Level exploits these activations in order
to perform a verbal interaction with the human user. In the
present implementation the Semantic Bridge is constituted
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Figure 1: The proposed architecture for introspection
by a set of labels.
Self Observation
The Nao state representation is obtained by using the infor-
mation in documentation, the list of processes running on
Nao system, and the information from sensor input. The Self
Observation module builds a representation of the internal
state of the robot, mixing together the information related
to the robot hardware and the information available about
software modules running during robot operation. This rep-
resentation should be rich enough to represent the percep-
tion of the robot body from sensors, to distinguish different
kind of sensors, and also to describe the list of active pro-
cesses that control the robot movements and any other useful
state component.The robot documentation collects informa-
tion about the robot hardware and software, so it is a good
starting point for this kind of representation. In order to ob-
tain a suitable document representation, useful for cluster-
ing, a sequence of standard pre-processing techniques were
applied. A SOM(Kohonen, 1995) architecture has been used
to cluster semantically related documents. The sensory in-
put receives the visual information from the cameras and
filters the input to select the most promising areas for the
downstream tasks. Nao software platform supplies a list of
processes available on the Nao system.These scripts are also
mapped in the document SOM using a suitable set of key-
words. Finally a third part of the Nao state is obtained using
some custom scripts that output the list of processes running
on the Nao system.
The Semantic Bridge and Linguistic Level
The semantic bridge subsystem obtains a set of suitable la-
bels from the Nao internal state representation.At present the
implementation of the semantic bridge uses a look-up table
that connects the map state images to the labels in the ontol-
ogy concepts.
The Nao robot has an internal knowledge of its physi-
cal structure and functionalities. This knowledge can be
exploited to support direct communication on the percep-
tion capabilities of the robot, and to describe his state to an
human interlocutor by using natural language. Moreover,
modern semantic tools and introspection capability can be
exploited together to improve and support direct communi-
cation on the robot perception mechanisms (Infantino et al.,
2012; Augello et al., 2013).
The Cyc knowledge base (KB) has been used to code re-
lations, concepts, constraints, and rules regarding the Nao
robot domain. These concepts have been organized in order
to fulfil the self-observation task.
The linguistic level is aimed at interpreting natural lan-
guages query given by the user. This level exploits a classi-
cal pattern-matching technique enhanced with Cyc ontology
inference capability. This feature is obtained by transform-
ing natural languages requests into symbolic queries, ex-
pressed in the ontology language. Such commands are for-
warded to the ontology engine that computes the appropriate
inferences and gives results in a symbolic form. The sym-
bolic answers are then transformed by the linguistic module
into natural language sentences that are finally shown to the
user. The linguistic level has been implemented by using the
A.L.I.C.E. web bot (see www.alicebot.org).
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Abstract 
This abstract summarises a model of route navigation inspired 
by the behaviour of ants presented fully in Baddeley et al. 
(2012). The ant‟s embodiment coupled with an innate scanning 
behaviour means that robust route navigation can be achieved 
by a parsimonious biologically plausible algorithm. 
 
The ability of social insects to learn long foraging routes 
guided by visual information (Wehner, 2009) shows that 
robust spatial behaviour can be produced with limited neural 
resources (Chittka and Skorupski, 2011). As such, social 
insects have become an important model system for 
understanding the minimal cognitive requirements for 
navigation and, more generally those studying animal 
cognition using a bottom-up approach to the understanding of 
natural intelligence (Wehner, 2009, Shettleworth, 2010) while 
also providing inspiration for biomimetic engineers. Models 
of visual navigation that have been successful in replicating 
place homing are dominated by snapshot-type models where a 
single view of the world as memorized from the goal location 
is compared to the current view in order to drive a search for 
the goal (Cartwright and Collet, 1983; for review, see Möller 
and Vardy, 2006). Snapshot approaches only allow for 
navigation in the immediate vicinity of the goal however, and 
do not achieve robust route navigation over longer distances 
(Smith et al., 2007). Here we present an embodied 
parsimonious model of visually guided route learning that 
addresses these issues (Baddeley et al., 2012). By utilising the 
interaction of sensori-motor constraints and observed innate 
behaviours we show that it is possible to produce robust 
behaviour using a learnt holistic representation of a route. 
Furthermore, we show that the model captures the known 
properties of route navigation in desert ants. 
 
Our navigation algorithm consists of two phases (see 
Baddeley et al., 2012, for details). The agent first traverses the 
route in 4cm steps with direction determined by a 
combination of noisy path integration (PI; true heading plus 
Gaussian noise, mean 0, s.d. 5o) and obstacle avoidance, 
during which the training views used to learn the route are 
experienced (a view is used after every 4cm step). In some 
experiments, a predefined learning walk is added to the start 
of the training path with training views taken every 2cm. To 
navigate, the agent visually scans the world by rotating on the 
spot through ±90o of the current heading in 1o steps, 
behaviour similar to that observed in ants (P. Graham, 
Personal Observation). The most familiar direction during the 
scan is identified by inputting each view into an artificial 
neural network (ANN) trained to perform familiarity 
discrimination using the training views. Views are panoramic 
in azimuth and cover 68o of elevation above the horizon. 
Acuity is 4o meaning views are 90x17. The ANN is fully 
connected with 90x17 (one per pixel) inputs and outputs and 
no hidden layer. Weights are adjusted once per training view 
using an Infomax learning rule, with training views then 
discarded. The algorithm thus „learns‟ routes after a single 
journey and memory load does not scale with route length. 
After training, the ANN outputs a familiarity score for each 
view input during a scan. Gaussian noise (mean 0, s.d. 15o) is 
added to the direction associated with the most familiar view, 
a 10cm step is made in this directoin, and the scanning routine 
repeats, until within 4cm of the goal or timed out.  
 
We test our route navigation by learning a series of routes 
through visually cluttered environments consisting of objects 
distinguishable only as silhouettes against the sky. The 
model‟s performance is shown in figure 1. The model is able 
to learn idiosyncratic routes after a single training run (fig. 
1A). As with ants, the routes show clear polarity and can only 
be traversed from start to goal. While successful for route 
navigation, if the agent misses the goal, it will typically 
continue in a direction similar to the last steps of the training 
route (fig. 1B) rather than search for it. To learn how to return 
to a specific goal location from nearby local surrounding 
regions, some ants perform a learning walk consisting of 
several loops out and back towards the goal when they first 
leave it. Adding such a walk to the training path means that 
when the agents nears or passes the goal, familiar directions 
are set by views experienced during the learning walk and 
draw the agent to the goal (fig. 1C). The model thus exhibits 
both place-search and route navigation with one mechanism. 
The model also learns multiple idiosyncratic routes to a goal 
(Fig. 1D-E). Here, three different routes are used but encoded 
within the same network which does not separate routes into 
distinct paths but stores all the information holistically. Given 
this performance, we believe our model represents the only 
detailed and complete model of insect route guidance to date.  
 
Our approach is differentiated from previous attempts to 
understand route navigation in insects in several ways. 1) 
Navigation is independent of odometric or compass 
information. Unlike most snapshot-type models, training 
views are used as they are experienced, and are not rotated 
into common orientation before use. 2) The algorithm does 
not specify when or what to learn, but uses all views 
experienced during training. 3) Training views are not discrete 
waypoints. Previous route navigation algorithms navigate 
from one waypoint to another in a sequence, meaning one 
needs to know which waypoint is being used. Here, we do not 
navigate to each training view. Rather training views recall 
familiar directions not discrete places and are used to learn a 
holistic representation of the route; this representation says 
“What should I do?” not “Where am I?”. This means that 4) 
navigation proceeds through a simple embodied strategy of 
rotating on the spot – a behaviour observed in navigating ants 
– and moving in the most familiar direction. 
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Figure 1: Route navigation with an embodied holistic model. The simulated world is viewed from above and is comprised mainly of 
small tussocks and a few larger more distant objects (trees and bushes). In all panels, red lines are training paths, black lines 
recapitulations. A: Successful return paths for three different routes. The panels to the right show example views covering 360ox68o 
with 4o acuity from points along the training route (squares). B-C: Including learning walks prevents return paths from overshooting 
the goal. B) Without a learning walk the simulated ant overshoots and carries on in the direction it was heading as it approached the 
nest location. C) By including the views experienced during a learning walk the simulated ant, instead of overshooting, gets 
repeatedly drawn back to the location of the nest. D-E: Learning multiple routes. D) Route recapitulation performance (black lines) 
for each of three routes (red lines) that are learned with the same network. Testing of each of the routes is performed immediately 
following training on that route and prior to experience of other routes. Numbers by training routes show order in which routes were 
learnt. E) Performance on first two routes following learning of all routes, indicating that the route knowledge gained during the 
first two phases of learning is retained. Having learnt all 3 routes the network encodes 30m of route information.  
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Abstract
In order to trigger an adaptive immune response, T cells move
through lymph nodes searching for dendritic cells that carry
antigens indicative of infection. We observe T cell movement
in lymph nodes and implement those movement patterns as a
search strategy in a team of simulated robots. We find that the
distribution of step-sizes taken by T cells are best described
by heavy-tailed (Le´vy-like) distributions. Such distributions
are characterized by many small steps and rare large steps.
Our simulations show that heavy-tailed motion leads to dra-
matically faster search compared to Brownian motion, both
in groups of T cells and in teams of robots. The mechanisms
that cause heavy-tailed movement patterns in T cells are not
fully understood. However, in robot simulations we find that
heavy-tailed movement improves search speed whether that
movement is caused by rules intrinsic to the robots or by
adaptive response to extrinsic factors in the environment.
Introduction
Biologically-inspired computation has a long history. Neu-
ral networks, genetic algorithms, and cellular automata are
just a few well-known examples. In this study we observe
immune cells searching within the three-dimensional space
of mouse lymph nodes. We characterize T cell movement,
demonstrate its effectiveness as a search strategy, and im-
plement a similar search in simulated robots foraging for re-
sources.
Robot teams can be used to perform real-world tasks such
as surveying planetary surfaces and interplanetary space
(Fink et al., 2005), land and sea mine clearance (Weber,
1995), pollution mapping by subsurface robots (Hu et al.,
2011), and survivor location in hazardous environments
(Birk and Carpin, 2006). The success of robot teams search-
ing for resources in an unknown environment depends on
the efficiency of the random search strategy employed.
Biological Context
In order to mount an effective immune response, T cells
must be activated in lymph nodes (Fig. 1). Activation oc-
curs when a T cell discovers and interacts with a dendritic
cell (DC) presenting a specific antigen. Antigens are mark-
ers that identify particular pathogens. Each T cell matches
a particular range of antigens. A DC presenting an antigen
indicates that the corresponding pathogen has been encoun-
tered in the organism’s tissues. If a T cell encounters a DC
displaying cognate antigen then an immune response is trig-
gered (Mackay et al., 2000).
To facilitate T cell activation, T cells and DCs interact
within the T cell zone of lymph nodes (Fig. 1). The T cell
zone is on the order of 1mm3 in the inguinal mouse lymph
nodes we analyse. T cells and DCs are on the order of 10 µm
in diameter, so for each lymph node the T cell searches a
space some 108 times its own volume. In secondary lym-
phoid organs, DCs usually comprise between 1% and 5% of
the T cell zone’s total cell population. Each T cell interacts
with as many DCs as possible in order to maximize the prob-
ability of detecting a matching antigen (Mirsky et al., 2011).
This imposes the need for efficient random search to mount
an immune response.
Early response to infection depends on the rate at which
DCs are discovered by T cells in the lymph node. The adap-
tive immune system is in an evolutionary arms race against
an exponentially-growing pathogen population. That evo-
lutionary pressure selects for efficient detection of, and re-
sponse to, infection (Hedrick, 2004). Therefore we hypoth-
esise that evolutionary pressure has produced an efficient
mechanism for bringing T cells and DCs together, provid-
ing a model that can be used for random robotic search.
In this study, we use concepts derived from analysis of
T cell search within lymph nodes to inform random robotic
search. We identify the type of search used by T cells, then
apply the observed three-dimensional search characteristics
to a simple continuous space model. We simulate and char-
acterize the performance of T cell inspired search strategies
in robots using the iAnt robot system (Hecker et al., 2013).
We found heavy-tailed search to be so effective for our simu-
lated iAnts that we have begun incorporating it into the cur-
rent multi-robot foraging algorithm. We find that T cells
use a heavy tailed Le´vy search and we show that this search
strategy is more efficient than normally distributed random
search.
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Figure 1: Diagram of a lymph node where T cells search for
DCs.
Figure 2: Image frame taken through two-photon mi-
croscopy of T cells (red and green) moving in the lymph
node. The scale bar at the bottom of the image is 20 μm.
Distribution Formula Parameters
Normal e−
(x−μ)2
2σ2
σ
√
2π
σ > 0, μ > 0
Exponential 1μe
− xμ μ
Log-normal
e
e
− (x−μ)
2
2σ2
σ
√
2π
σ > 0, μ
Gamma 1baΓ(a)x
a−1e
−x
b a, b
Power-law 1
σ
(
1− k x−θσ
)−1− 1k k, σ, θ
Table 1: Deﬁnitions and parameters for the ﬁve probability
density functions used to model random motion.
Stochastic Search
Search in 2- or 3-dimensional space is a common task in bio-
logical and engineered systems. Deterministic search strate-
gies may be effective in relatively ﬁxed environments where
the distribution of search targets is known a priori. However,
in environments where target distributions are unknown or
change over time randomized search strategies are more ef-
fective (Stephens and Krebs, 1986; Acar et al., 2003).
Brownian motion is a common model of random walks.
The turning angle between each step is drawn from a uni-
form distribution (Table 1, row 1).
Viswanathan et al. (2002), among others, described Le´vy
walks as a model for random walks that differs from classi-
cal Brownian motion. In that formulation, step lengths are
drawn from a PDF over a power-law distribution. Power-
law PDFs are scale-free and have heavy-tails with inﬁnite
variance. As a consequence, Le´vy walks have many small
steps and monotonically decreasing but non-zero probability
of taking very large steps (or steps of any ﬁnite size). We use
the Pareto (1895) formulation of the power law PDF (Table
1, row 5).
We deﬁne heavy-tailed distributions to be those with
positive tails that approach zero less quickly than the
exponentially-distributed PDF (the sub-exponential criteria,
Bryson (1974)). Among many others, the log-normal (Ta-
ble 1, row 3) and power-law distributions meet this criteria,
whereas the normal and exponential distributions do not. We
follow Shlesinger et al. (1999) in deﬁning the heavy-tailed
distribution of velocities (step lengths per time increment)
as a Le´vy drive and reserve Le´vy walk for a heavy-tailed
distribution of step-lengths with no time component.
Benhamou (2004) argues that Le´vy walks are commonly
misidentiﬁed and that the true picture is often of switching
between travel phases from cluster to cluster and Brownian
motion once a cluster is found. This pattern of search can be
modelled by a correlated random walk (CRW) (Gillis, 1955;
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Kareiva and Shigesada, 1983). CRWs are a class of random
walks that incorporate non-uniform distributions in turning
angle (Ma˚rell et al., 2002).
Related Robotics Work
Simulated robots have used Le´vy walks in combination
with chemotaxis-inspired gradient sensing (Nurzaman et al.,
2009) and artificial potential fields (Sutantyo et al., 2010) to
efficiently search unmapped spaces with range-limited sen-
sors. In contrast we consider free Le´vy drives in this study
which do not allow long-range interactions between target
and searcher.
In work related to our own, Van Dartel et al. (2004)
evolved primitive neural controllers for agents foraging in
a simulated world. They observed emergent Le´vy walk
patterns associated with increasing fitness, converging on
parameters consistent with optimal foraging behaviour de-
scribed by Viswanathan et al. (1999).
Harris et al. (2012) in their supplemental material describe
computer simulation of Brownian motion and the general-
ized Le´vy-walk search in a sphere. They report that the
Le´vy-walk was able to detect targets more efficiently than
Brownian motion.
Methods
T Cell Observations
Lymph nodes were prepared according to the protocol de-
scribed previously by Matheu et al. (2007). T cells were
purified by nylon wool according to Allenspach et al. (2001)
and labelled with one of two fluorescent dyes: 1 µM (mi-
cromolar) Carboxyfluorescein diacetate succinimidyl ester
(CFSE) or 5 µM 5-(and-6)- (((4-Chloromethyl) Benzoyl)
Amino) Tetramethylrhodamine (CMTMR ). 5 to 10 × 106
labelled T cells were injected intravenously into recipient
mice. Fifteen to 18 hours later, after T cells migrated into
lymph nodes, the inguinal lymph nodes were removed and
recorded using two photon-imaging.
Imaging experiments were performed using a Biorad Ra-
diance 2000 scanner mounted on an Olympus upright mi-
croscope with a chamber temperature of 37 ◦C. Explanted
lymph nodes were incubated with a 37 ◦C solution of Dul-
becco’s Modified Eagle Medium (DMEM) bubbled with
95% O2 and 5% CO2 in order to preserve cell motility
(Huang et al., 2007). T cell behaviour within a lymph node
was monitored in the T cell area at a minimum of 70 µm
below the surface of the node. For 4D (3 spatial+1 time)
analysis of T cell motility, multiple stacks in the z axis (z
step = 3 µm) were acquired every 15-20 s (depending on the
number of z stacks acquired) for 15-40min, with an overall
field thickness of 40-60 µm.
Cell motility was analysed with Imaris 6.0 (Bitplane AG,
Zurich, Switzerland). Tracks that lasted less than 3 time
steps were removed from consideration. Tracks with to-
tal length or displacement from the start location less than
Figure 3: Example T cell track visualized from experiment
data. Cell positions were captured every 14.93 seconds.
17 µm over the course of the observation were assumed to
be non-motile and discarded.
The point sequences generated by Imaris were used to cre-
ate position vectors joining adjacent cell locations and the
Euclidean norm for each vector was calculated. This pro-
vides a distribution of step sizes that were fit to probability
distributions using Maximum Likelihood Estimation (MLE)
described by Myung (2003).
The lab observations described were replicated seven
times, resulting in 63,812 steps in 3,110 T cell tracks. The
maximum velocity over all observations is 1.9 µm s−1 with
a mean of 0.11 µm s−1.
Characterizing T Cell Search
Observed T cell population step sizes were fit to more than
50 PDFs. Of those distributions 5 PDFs were selected for
further analysis: normal, log-normal, exponential, power-
law and gamma. Harris et al. (2012) among others used
normal and power-law PDFs to describe cell motion. Log-
normal and exponential distributions are well known models
of many biological processes. These four distributions form
null hypotheses about the motion that we might expect to ob-
serve. The gamma probability density function is included
because we found that, for several of the observations, it was
the best model of the observed step-size distribution (Table
1).
In all cases, the bin sizes and binning methods were varied
in order to reduce the effect of bin sizes on distribution fits.
Adaptive binning rules described by Freedman and Diaco-
nis (1981) were utilized along with various fixed bin sizes.
Binning effects were not observed to be a factor in the fits.
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Figure 4: Clusters of targets with searcher tracks. Undiscov-
ered DCs are pink, discovered DCs are red. Each coloured
track corresponds to the path followed by each of the 6
searchers. 100 clusters of 30 targets are shown.
The relative goodness of fit (GoF) of each PDF to em-
pirical data was evaluated using the Kolmogorov-Smirnov,
the Bayesian information criterion (BIC), described in and
the Akaike information criterion (AIC), as well as with log-
likelihood measures (Table 2). Anderson-Darling calculates
the integral of the area between the empirical data and the
PDF. The Kolmogorov-Smirnov test matches the mean and
variance of the observed data to the PDF and tests for nor-
mality. AIC and BIC incorporate the number of parameters
available in the PDF to be fit to the observed distribution into
the GoF value. AIC and BIC measure the information lost
by replacing the observed data with a model.
Controversy exists around the identification of power-
law PDFs and associated claims of Le´vy walk observation.
Many data sets that were not generated by a power-law PDF
can be fit to a power-law distribution (Reynolds, 2008). We
use techniques developed by Clauset et al. (2009) to ad-
dress the fitting problems unique to power-law distributions.
Distributions were fit to data and goodness of fit calcula-
tions were made in MATLAB and Statistics Toolbox Re-
lease 2013a (The MathWorks, Inc., Natick, Massachusetts,
United States. 2013).
In order to determine whether the distribution of step sizes
observed in the total population was due to the distribu-
tion of step sizes across tracks or within tracks we used the
method of Petrovskii et al. (2011). Each track was scaled by
the mean step length of that track and the distribution of the
scaled tracks compared to the original tracks. Since the dis-
tribution was preserved after tracks were scaled the distribu-
tion is due to intra-track step lengths rather than differences
in track means.
Simulation in a 3D domain
Our 3D simulation models the search space as a continu-
ous unit sphere (Fig. 4). For these experiments we used
m = 16, 384 targets divided into n clusters, giving a tar-
get detection density on the same order as that estimated for
DCs in lymph nodes.
Searchers were considered to have discovered a target if
they came within a parameterized distance γ of a target. Tar-
gets were only available for discovery once. Search steps
are treated as discrete in a continuous space, so detection
of targets is checked at the end of each step and not at in-
termediary points. This detection radius encompasses the
possible role of chemical gradients and DC dendrites reach-
ing out into the surrounding space. Both mechanisms could
be modelled by increasing γ.
Brownian motion is modelled as a sequence of fixed step
lengths with uncorrelated turning angles. This results in mo-
tion that in the aggregate consists of movements along a tra-
jectory (perhaps containing multiple steps) which is uncor-
related over any sub-sequence of trajectories. This formu-
lation satisfies properties of Brownian motion identified by
Einstein (1905): that trajectory lengths are uncorrelated, and
displacement from a starting location tends towards a nor-
mal distribution. We tested this conclusion by repeating our
experiments with Brownian motion modelled by step sizes
drawn from a normal distribution and found the same per-
formance.
Paths corresponding to the log-normal, exponential,
gamma and power-law distributions were created using the
same procedure, except that the scaling radial length was
drawn from a PDF in which the mean value µ is equal to
r. This allows search to make relatively long jumps while
making most of the jumps closer to the fixed step size of
the discrete random walk. The simulation was written in
C++ and PDFs calculated using the BOOST C++ Libraries
1.53.0 (Austern, 2005).
iAnt Robot System
iAnt robots (Hecker et al., 2012) implement ant-inspired al-
gorithms that mimic colonies of seed-harvester ants using a
combination of individual memory and pheromone trail to
collect resources and carry them to a central nest. Robots
are equipped with ultrasound sensors, compasses, and cam-
eras (Fig. 5) mounted on the robots which enable them to
search for and find resources placed in various configura-
tions. The iAnt simulator replicates the movement and sens-
ing capabilities of these robots. iAnt behaviour has several
phases, including a random search phase. The parameters
for this search are determined by a genetic algorithm (GA)
which evolves simulated iAnts and produces a strategy for
the physical robots to use in the real resource collection task.
Targets were distributed into 32 piles of 32 tags.
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Figure 5: Simulation of the physical iAnt robots. Grey dots
are QR tags which are the target of search. Circles are
robot locations. Blue circles indicate a robot that has found
a tag and is returning to a central location. Green circles
are robots engaged in search. The pink line is a pheromone
trail. Each of the 6 iAnts we have built is run by an on-board
iPhone.
Adaptive correlated random walk (ACRW) In previous
implementations, robots explored an experimental area us-
ing a random walk with fixed step size and a direction drawn
from a normal distribution (Table 1, row 1). The standard
deviation σ determines how correlated each step is with the
previous step. In the ARCW σ varies depending on the ob-
served density of targets in the search location. The search
pattern therefore depends on the local density of targets ob-
served by the robot.
We implemented five search strategies in simulation and
compared them to one another: Brownian motion, a Le´vy-
like (log-normal) strategy, correlated log-normal, and two
adaptive correlated random walks. The original ACRW
used normally distributed step sizes; we compare that to an
adaptive walk with log-normal distributed step sizes. With
the exception of Brownian motion, each strategy has differ-
ent parameters that are evolved by the iAnt genetic algo-
rithm (GA). Log-normal search uses an evolved standard
deviation to parameterize its log-normal step length dis-
tribution. Correlated log-normal search includes a second
evolved standard deviation to parameterize a normal distri-
bution of step angles. The adaptive correlated normal search
has two evolved parameters that adapt step angle correla-
tion, depending on whether robots have previously found re-
sources or followed a pheromone trail. Adaptive correlated
log-normal search uses the same two parameters to adapt
step angle, as well as a third parameter to control the distri-
bution of step lengths.
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Figure 6: PDFs fit to a probability histogram of T cell veloc-
ities taken from all 7 experiments. Qualitatively and quanti-
tatively the log-normal and gamma distributions fit the data
more closely than the normal distribution. The normal dis-
tribution underpredicts how often large velocities occur, the
log-normal distribution slightly underpredicts the number of
small values, while the gamma distribution slightly under-
predicts the number of large values.
Distribution AICc
(×105) Log-likelihood (×104) K-S Relative AICc
Normal −1.29 −6.49 0.12, p = 0 0.84
Exponential −1.52 −7.60 0.1413, p = 0 0.94
Log-normal −1.59 −7.95 0.0748, p = 0 0.97
Gamma −1.62 −8.11 0.0460, p = 0 0.98
Power-Law −1.64 −8.23 0.0888, p = 0 1.0
Table 2: Goodness of fit using Akaike information criterion
with finite size correction (AICc), Kolmogorov-Smirnov (K-
S), and Log-likelihood tests.
Results
Characterizing T Cell Search
In all cases BIC and AIC measures were in agreement so
only AIC results are presented.
We first asked what type of PDF best describes the type
of T cell search occurring in lymph nodes. Table 2 shows
the relative goodness of fit for each of the PDFs we con-
sidered when applied to the entire data set of T cell veloci-
ties. The K-S test rejects all the candidates as acceptable fits
(small p-values), this is mostly due to the very large number
of data points being fit. As the number of points increases,
the tolerance for any deviation from the ideal analytic curve
is reduced. Since empirical data necessarily differs from the
ideal parametric PDF, with enough data points no distribu-
tion will be accepted as a fit to the data (i.e. fail to rejectH0
that the observed data and proposed model come from the
same PDF). As a result we use the AICc and log-likelihood
methods to evaluate how well the distributions fit our data.
Lower values for the three tests indicate better fits.
Considering the seven observational experiments sepa-
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Distribution Parameters
Normal mean (µ) = 0.11, sigma (σ) = 0.08
Exponential mean (µ) = 0.1118
Log-normal log location (µ) = -2.5024, log scale(σ) = 0.84
Gamma Shape (a) = 1.75 , Scale (b) = 0.06
Power-Law Shape (k) = -0.05, Scale (σ) = 0.1, Threshold (θ) = 0.01
Table 3: Maximum likelihood parameter estimates.
Figure 7: Comparison of search strategy performance across
changes in target distribution. The y-axis is time for 6
searchers to find 1,000 targets. Bar = median, circle = mean.
rately resulted in power-law, log-normal and the gamma dis-
tributions being the top three fits, with one exception where
the normal distribution ranked third in a single experiment.
While all distributions are rejected by the Kolmogorov-
Schmirnov test when fit to all the data, heavy-tailed distri-
butions fit to individual experiments are not rejected. This
leads us to believe that the data are not perfectly represented
by any particular distribution, though our analysis shows
that the heavy tailed distributions are the best models to de-
scribe T cell movement in lymph nodes.
3D Performance
We then modelled search efficiency to test the search per-
formance of heavy tailed distributions and normal distribu-
tions using the model shown in Fig. 4. Evaluation of the
search performance in simulation reinforces the functional
similarity between the two heavy-tailed distributions (log-
normal and power-law) and the gamma distribution which
was parameterized to take on a heavy-tailed form. The
two non-heavy tailed search strategies (exponential and nor-
mal) failed to discover targets as quickly as the heavy-tailed
search strategies (Fig. 7). Distribution parameters for the
simulation were taken from those observed in PDFs fit to T
cell motion (Table 3).
Heavy-tailed search did better than its competitors in find-
ing targets quickly and with lower variance. Heavy-tailed
search continues to find targets quickly when targets are
Figure 8: Comparison of search strategies in the iAnt sim-
ulator. We compare Brownian search, log-normal search,
and adaptive correlated random walk strategies. While the
heavy-tailed log-normal search performs better that Brown-
ian search the correlated random walk is able to collect 25%
more QR tags, and the adaptive correlated walks are able to
collect 42% more tags in the same period.
highly clustered and separated by voids because they are
able to cover gaps in less time than Brownian motion can.
The cost heavy-tailed distributions pay is that they do not
search the area they are in as exhaustively as Brownian mo-
tion. If a Brownian searcher happened to start near a cluster
of targets it discovered many of those targets. If clusters
were further removed from the searcher’s initial placement
then Brownian motion would have difficulty reaching the
nearest cluster in a reasonable amount of time, this results
in the high variance seen in Fig. 7. Heavy-tailed search is
not as susceptible to the initial distribution because the rare
but relatively large step sizes allow distances to be covered
quickly so initial conditions to have less impact on search
success. Results presented are for 6 searchers but we ob-
served similar behaviour for single searcher experiments.
iAnt Performance
We then applied the heavy tailed step size to the iANT robot
simulation system for robotic target search. Performance of
Brownian, log-normal, correlated log-normal, adaptive cor-
related Brownian and adaptive correlated log-normal search
is shown in Fig. 8. The log-normal distribution was chosen
to represent the heavy-tailed distributions due to simplicity
of implementation and easy comparison to the normal dis-
tribution of Brownian motion.
The results for the 2D iAnt simulation were consistent
with those from the 3D simulation. The heavy-tailed log-
normal search outperformed Brownian motion in the iAnts.
The adaptive strategies correspond to correlated random
walks in which the correlation between step angles de-
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pends on the target environment observed by the robots.
Both adaptive search strategies significantly outperformed
the non-adaptive algorithms. Robots using log-normal adap-
tive search collected more resources compared to robots us-
ing adaptive Brownian search. This difference is small but
statistically significant: n = 198, 9.8%, p < 0.001.
The observed Le´vy-walk pattern of step-sizes produced
by the iAnt simulation performing the adaptive Brownian
correlated walk are heavy-tailed.
Discussion
We find that T cell movement in lymph nodes is better
characterized by three different heavy-tailed distributions,
power-law, log-normal and gamma than by exponential or
Brownian motion (Fig. 6). Brownian and exponential distri-
butions have commonly been used to model many processes
in biology, economics, and physics (Mitzenmacher, 2004);
however more recently, biological movement, including T
cell movement through brain tissue (Harris et al., 2012), has
been described by Le´vy walks. Our results agree with pre-
vious studies showing that many biological systems adopt
heavy tailed motion strategies, but do not follow an ideal
power-law distribution of step sizes.
We have demonstrated that heavy-tailed distributions fit
T cell motion in lymph nodes well, and are effective
search strategies. Two of those heavy-tailed distributions
are the log-normal and power-law distributions; Mitzen-
macher (2004) discusses the history of debate across many
fields and at many times regarding whether the lognormal or
power-law distributions best model various phenomena. The
heavy-tailed search strategies we simulated showed similar
performance characteristics to one another. In that sense at
least the particular distribution does not appear to matter as
long as it allows a mixture of long steps with low likelihood
and many small steps with high probability.
Our lymph node simulations show that the three heavy-
tailed distributions search equally well, and much better than
Brownian motion (Fig. 7). This is true of search for DCs dis-
tributed in a wide range of cluster densities. Thus the ques-
tion of whether step size distributions are precisely power-
law may not be relevant for determining the efficiency of the
search process.
Viswanathan et al. (1999) shows that Le´vy walks are opti-
mal search when target clusters are sparse and targets are rel-
atively slow compared to searchers. Numerous papers iden-
tified Le´vy walks in biological data sets. Recently T cells
have been found to perform Le´vy walks in mouse brains as
a response to parasitic infection (Harris et al. (2012)).
Using the iANT simulation, we found that walks that
adapt to detected resources perform much better than sim-
pler non-adaptive walks. Log-normal adaptive search per-
formed only slightly better than Brownian adaptive search.
However, we note that the observed distribution of steps
sizes in the Brownian ACRW is also heavy-tailed. The com-
bination of step directions that are correlated over time (an
intrinsic property of the robots), and adaptation to detected
resources (an extrinsic property of the environment) results
in an effective adaptive search.
In robots, the heavy tailed distributions caused by walks
that adapt to environmental signals are much more effec-
tive than parametric heavy-tailed walks that are not adap-
tive. However adaptive walks may appear to have a heavy-
tailed distribution of step lengths. It is currently unknown
whether T cells might use the same adaptation strategy to
respond to their environment within the lymph node. The
lymph node has a complex structure, which includes the fi-
broblastic reticular cell (FRC) network (Chai et al., 2013).
The FRC scaffold appears to serve multiple functions, but T
cells have been observed, at times, to move along the FRC
(Baje´noff et al., 2006). If the FRC network partially gov-
erns the motion of T cells, it would be considered an extrin-
sic factor as opposed to intrinsic cellular motion. Since T
cells, and the lymph node in which they search for DCs, are
here considered as part of the same system, we do not distin-
guish between intracellular and extracellular factors control-
ling the pattern of search. Therefore, even though extrinsic
factors can shape T cell motion in vivo, our study doesn’t
discriminate whether T cells adapt their walks according to
environmental cues in the lymph node. However this work
suggests that as a hypothesis worth exploring.
In conclusion, our observations of T cell motion provided
inspiration for efficient search in our robot systems and con-
versely observation of search in those robot systems has pro-
vided insight into the possible advantages that search pattern
may provide to the immune system.
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Abstract
Autonomous robot road following has been widely investi-
gated since the early 1980s and, whilst much progress has
been shown, there is still no system which displays 100%
generality across all types of problem. This work shows
a novel approach to the problem, using the methodology
of Evolutionary Robotics to facilitate the autonomous emer-
gence of flexible, robust and general behaviours. One of the
unique aspects of this approach is to encourage the evolution
of a dynamic strategy of colour perception: facilitating the
combination of different channels of the colour space to per-
ceive contrast across a range of scenes where this would oth-
erwise be impossible. The results described herein demon-
strate the capability of this methodology to produce con-
trollers capable of generalising across a broad range of road
shapes to which the agents have not been previously exposed.
They also vindicate the effectiveness of a dynamic colour per-
ception strategy, enabling the controllers to perceive contrast
in a challenging variety of situations.
Introduction
In the realm of autonomous vehicles, road following, i.e., the
ability to detect and traverse a road surface without stray-
ing from the boundaries, is clearly an important problem.
As such, it has received much attention from artificial in-
telligence and autonomous robotics researchers over the last
thirty years (Dickmanns, 2002).
The earlier attempts employed hand-crafted controllers
focusing on roads that are clearly demarcated and delin-
eated (e.g., those that have either white lines or a clear high
contrast delineation between the road and non-road surfaces,
see Wallace et al., 1986; Waxman, 1985; Turk et al., 1988;
Kuan et al., 1988; Dickinson and Davis, 1988). The gen-
eral thrust of these approaches is to establish some sort of
model based on the a priori assumption that the agent is
already situated on the road, and by sampling its sensory
information accordingly. This model is then maintained by
monitoring prominent road features such as edges and lane
demarcations. In order to improve the flexibility and the ca-
pability of a solution to follow more road types, later re-
search looked at roads which have no clear demarcation,
have amorphous or unclear delineation of the road edges
and have low contrast between the road and the background
surface, and are subject to changing road conditions due to
e.g., shadows or reflections (see Crisman and Thorpe, 1988;
Kluge and Thorpe, 1990). To further address this prob-
lem, researchers started to investigate more adaptive, learn-
ing and connectionist based, rather than hand-crafted ap-
proaches (see Jochem et al., 1993; Pomerleau, 1997; Dick-
manns, 2002). Recent success in this field has also been
gained by combining these approaches with higher level,
more complex models and reasoning, facilitated by the in-
crease in available computing power over the last decade
and spurned by high profile involvement from the military
and commercial sectors (see Chen and Tsai, 1997; Aufrere
et al., 2000; Urmson et al., 2008).most recent approaches to
the road following problem then, range from these complex,
high-level models updated from multiple sensory sources
and requiring significant computational power, to more sim-
ple, reactive and robust systems with lower model complex-
ity and hence computational requirements (see Katramados
et al., 2009; Ososinski and Labrosse, 2012).
The road following problem, in common with many oth-
ers, has at its root a strong visual perception and feature
extraction component. One of the problems in such visual
discrimination tasks is a method of processing the input im-
ages in such a way as to reduce environmental distractions
(in this case for example, those arising from shadows or re-
flections) so as to allow extraction of the features relevant
to the problem, and to show clear contrast between the fea-
tures to be extracted. One such technique could be to ex-
amine and combine different representational components
of the image when transformed into colour spaces that sepa-
rate luminosity (brightness) information from chrominance
(colour) information. This can allow, for example, the ef-
ficient removal of shadows and effective dimensionality re-
duction of the problem by combining the remaining colour
components in ratios that provide good performance over a
range of possible scenes (see Woodland and Labrosse, 2005;
Benedek and Szira´nyi, 2007; Finlayson et al., 2006).
However, it should be obvious that a fixed combination
of colour components will never be able to show good con-
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trast for all possible road following scenarios: we may well
encounter scenes for which a broadly good combination of
colour components actually shows very little contrast due to
the nature of the colours represented in the scene. One solu-
tion to this problemmay be to examine multiple components
of the colour space simultaneously, dynamically choosing
only those components (or combinations of components)
that yield high contrast. However, for systems where in-
put informational throughput may be limited such as low
power embedded systems, or those using neural networks
(i.e., where dimensionality reduction is necessary), it will
not be possible to appraise all of this information concur-
rently. Similarly, there may be colour channels which yield
very high contrast within the image, but not amongst the
features that are relevant to the particular problem at hand.
It should be clear then, that a method of dynamically com-
bining various components of colour spaces in a way which
aids feature detection by removing unwanted artefacts and
increasing the contrast available between the relevant fea-
tures for extraction is required for optimal performance of
such visual perception and discrimination tasks.
With that in mind, we propose a solution to the road fol-
lowing problem using artificial neural network controllers
synthesised by evolutionary computation techniques. We il-
lustrate a system that is capable of successfully navigating
roads in a variety of distinct simulated environments based
on visual information in an integrated action-perception loop
where the neural mechanisms that govern perception (iden-
tification of the road features) and action (motor activations
and changes in colour perception) are not only tightly cou-
pled, but are one and the same. In this study, we examine the
combination of the standard RGB colour space components
to increase contrast between the desired features, under the
assumption that a similar process could be used with compo-
nents of other colour spaces (that better separate luminance
from chrominance) to augment this aim, and to reduce dis-
turbances caused by shadow or reflections. We analyse how
a system of dynamic colour perception contributes to the
overall road-following effectiveness of the controllers and
we show that without this adjunct to perception, the agent
would be unable to solve all of the road following tasks pre-
sented in this simulated environment.
In summary then, the main objective of this study is to
apply evolutionary robotics to the road following problem to
produce a solution which will coordinate vision and action
in a single, unified sensory-motor controller. Further, we
aim to show that a dynamic method of dimensionality reduc-
tion, arrived at in tandem with the road following behaviour,
will prove beneficial in solving the problem at hand. The
evolved agents are capable of developing a general strategy
for staying on poorly demarcated and delineated roads based
on single camera visual input. Moreover, they are also able
to dynamically adjust their colour perception, in real time, to
increase the efficacy of road following in environments with
Figure 1: Pioneer robot
different or changing colour properties.
The Robot and the Simulation Environment
A simulated robot is required to navigate various types of
road using visual input. Our simulation models a Pio-
neer 3-AT 4-wheeled skid steer all terrain research robot
as shown in Fig. 1. The simulation also comprises a 3D
model of an environment, rendered using OpenGL (http:
//www.opengl.org) that provides the sensory informa-
tion that the robot perceives through its camera. This envi-
ronment contains only 3 visual components: a tiled textured
horizontal plane on which the robot travels (the ground), a
textured deviated surface rendered on this plane (the road),
and a sky-box to provide the illusion of sky.
The virtual camera renders the 3D scene from the point
of view of a camera mounted on top of the virtual robot. It
is configured to have a frustum representative of real-world
cameras that may be used to capture the scene. For final
evolution to produce effective solutions, this would need to
match exactly the specific camera being used. As this had
not been chosen at the time of evolution, representative val-
ues were used with the understanding that changing the frus-
tum would not significantly affect the results and that we are
showing that the general concept of using camera images in
this way is sound.
The visual input for the robot’s controller is generated by
significantly reducing the resolution of each camera image.
Our simulated camera renders images at 250 × 200 pixels.
We overlaid a 5 × 5 grid on each image, with each square
grid covering 2000 pixels. The robot sensory input is made
of 25 numerical values generated as follows. For each grid
square, a mean value for each colour component is calcu-
lated by summing red, green, and blue components of each
pixel within this square separately, then dividing by the total
number of pixels residing in this grid square. In this way we
have 3 values per grid square corresponding to the contribu-
tions of red, green and blue elements in the image. We then
combine these components by multiplying each by α, β, and
γ respectively, and then summing to produce a final single
numeric value for each square. α, β, and γ are floats in [0, 1]
generated by the robot controller at each time step. They are
normalised so they sum to 1 hence they represent the ratios
in which the red, green, and blue channels should be mixed
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Figure 2: The neural network. The lines indicate the ef-
ferent connections for only one neuron of each layer. Each
hidden neuron receives an afferent connection from each in-
put neuron and from each hidden neuron, including a self-
connection. Each output neuron receives an afferent connec-
tion from each hidden neuron.
respectively. As pixel colour values are in the range 0-255,
we then divide by 255 to scale this value between 0 and 1.
Controller and the Evolutionary Algorithm
The robot controller is composed of a continuous time recur-
rent neural network (CTRNN) of 25 visual input neurons, 6
inter-neurons, and 7 output neurons (see Beer and Gallagher,
1992). The structure of the network is shown in Fig. 2. The
states of the output neurons are used to control the speed of
the left and right wheels as explained later, and they define
the ratios for colour mixing. The values of sensory, internal,
and output neurons are updated using equations 1, 2, and 3.
yi= gIi; for i ∈ {1, ., 25}; (1)
τiy˙i=−yi +
31∑
j=1
ωjiσ(yj + βj); for i = {26, ., 31}; (2)
yi=
15∑
j=12
ωjiσ(yj + βj); for i = {32, ., 38}; (3)
with σ(x) = (1 + e−x)−1. In these equations, using terms
derived from an analogy with real neurons, yi represents the
cell potential, τi the decay constant, g is a gain factor, Ii
with i = {1, .., 11} is the activation of the ith sensor neu-
ron, ωji the strength of the synaptic connection from neu-
ron j to neuron i, βj the bias term, σ(yj + βj) the firing
rate (hereafter, fi). All sensory neurons share the same bias
(βI ), and the same holds for all motor neurons (βO). τi and
βi with i = {26, .., 31}, βI , βO, all the network connection
weights ωij , and g are genetically specified networks’ pa-
rameters. At each time step, the output of the left motor is
ML = f33 − f32, and the right motor is MR = f35 − f34,
with ML,MR ∈ [−1, 1]. The firing rates f36, f37, f38 are
Figure 3: Road tile construction and circle approximation
normalised such that α + β + γ = 1. Cell potentials are
set to 0 when the network is initialised or reset, and equa-
tion 2 is integrated using the forward Euler method with an
integration time step ∆T = 0.2.
A simple evolutionary algorithm using linear ranking is
employed to set the parameters of the networks (Goldberg,
1989). The population contains 60 genotypes. Generations
following the first one are produced by a combination of
selection with elitism, recombination, and mutation. For
each new generation, the three highest scoring individuals
(“the elite”) from the previous generation are retained un-
changed. The remainder of the new population is generated
by fitness-proportional selection from the 30 best individuals
of the old population. Each genotype is a vector comprising
243 real values (228 connections, 6 decay constants, 8 bias
terms, and a gain factor). Initially, a random population of
vectors is generated by initialising each component of each
genotype to values chosen uniformly random from the range
[0,1]. New genotypes, except “the elite”, are produced by
applying recombination and mutation. Each new genotype
has a 0.3 probability of being created by combining the ge-
netic material of two parents. During recombination, one
crossover point is selected. Genes from the beginning of the
genotype to the crossover point are copied from one parent,
the other genes are copied from the second parent. Muta-
tion entails that a random Gaussian offset is applied to each
real-valued vector component encoded in the genotype, with
a probability of 0.05. The mean of the Gaussian is 0, and its
standard deviation is 0.1. All vector component values are
constrained to remain within the range [0,1].
The visual scene
Textures that represent real world scenarios were chosen for
the road and ground surfaces from the plethora available at
the multitude of free texture resources on the internet. In
order to simulate roads with amorphous nondescript edges,
the edges of road textures were manually faded out using
noisy paintbrush tools in image manipulation software, and
then alpha-blended with the underlying ground texture.
We devised three complementary scenes, each of which
featured only two of the three colour components (red, green
and blue). The third component is randomly varied with
noise, and hence unable to contribute to the final contrast
between road and background visible in the scene. Giving
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this randomly varied colour component strong weight in the
colour combination would actively detract from the struc-
tured contrast visible between road and non road surfaces. In
this way, the agent has to choose—by appropriately setting
α, β, and γ for each environment—the colour components
which assist in solving the problem, and disregard those that
do not show the pattern that is being sought. This random
colour variation was first undertaken at the pixel level, but
later reimplemented to occur at the grid average level. In
this way, with any static (i.e., not changing with respect to
the environmental features) selection of colour combination
there would always be one scene in which the controller was
unable to detect any contrast. In addition, as there was a
requirement that the agents evolve a general strategy that
was able to cope with the road surface being both brighter
(having higher values) than the background, and vice versa,
scenes were carefully devised with the properties shown in
Table 1. As long as the differences between the higher and
lower values were kept constant, this should result in the
following attributes. In 3 colour grey scale, all of the scenes
would show no contrast between the road and non road sur-
faces. By choosing a single colour component, the agent
would see positive contrast for the road in one scene, neg-
ative in another, and no contrast in the third. By choosing
to combine two fixed colour components, the results would
be the same. With this configuration, the only means by
which the agent can successfully navigate all three scenes,
and hence score maximum fitness, is by changing which
colour components are examined between or during trials.
Each agent is evaluated against 6 different environments:
two road shapes (one starting with a left bend, the other with
a right bend) for each of the 3 colour scenes. At each gener-
ation, 6 different road shapes are generated using the follow-
ing algorithm. First, a single square road tile is placed at the
centre point of the ground plane at a world relative heading
of 0◦. A random angle is then chosen between two bounds
(initially±20◦) and a centre point coordinate position is cal-
culated for the new tile by applying basic trigonometry to
translate it forward by 0.75 times the size of the road tile
along this new angle. The new tile is then placed at this po-
sition and rotated by the angle, as shown in 3. This process
is repeated for the number of road tiles required (in our ex-
periment, 20) with the centre point position and total angle
of each road tile stored for later use. In rendering, only the
Table 1: Table showing road scene properties. H refers to
higher values, L refers to lower values.
Red Green Blue
Scene 1 Noise L on road H on road
Scene 2 H on road Noise L on road
Scene 3 L on road H on road Noise
angles are required: each road tile is rotated by, and trans-
lated along, this angle by OpenGL.
The Fitness Function
All of the individuals in a population are evaluated against
the same 6 environments to yield a proper comparison of
the agent’s performance, and new random road shapes were
generated for each generation to expose them to as wide a
variety of road following scenarios as possible. At the be-
ginning of each trial (e), the robots are placed at the start of
the road at a random orientation between ±30◦.
The fitness function used in this approach is heavily in-
spired by that found in (Suzuki et al., 2005). This is a func-
tion which rewards forward progress of the robot, and is cal-
culated and tallied at each time step based on the left (Sl)
and right (Sr) wheel speeds, and the naı¨ve straight-line dis-
tance reward applied at the end of the trial. The distance
from the starting point to the final agent position is calcu-
lated as a percentage of the distance from the starting point
to the end point of the road. This is multiplied by a reward
factor and added to the fitness to further encourage the agent
to reach the end of the road. There are situations however
where this strategy will be counter-productive: e.g., when a
road curves round so that the end point is closer to the start
point than other positions on the road where the trial might
terminate. However, it was concluded that with our random
strategy of road building, such occurrences are rare enough
not to adversely affect the system.
To combat the behaviour of a robot travelling in tight cir-
cles at the start point in order to “game” the fitness func-
tion without traversing any of the road, a penalty was added,
such that the final fitness is halved if the agent remains on
the starting road tile at the end of the trial. Furthermore, to
encourage even more strongly the robot to avoid leaving the
confines of the road, the fitness is multiplied by a factor of
1.2 if the trial was not terminated by a failed road bounds
check. This serves to make a clear distinction between be-
haviours where the robot gets most of the way down the
road, but leaves the road at the very end of the trial, and
where the robot reaches the end of the road without doing
so. Therefore, the final fitness (F) for each genotype is cal-
culated as:
F =
1
E
E∑
e=0
fe; (4)
fe=ηλ
 1
T
T ′∑
t=0
g(Sl, Sr, t) +H
Da
Dr
 ; (5)
g(Sl, Sr, t)= (S
t
l + S
t
r)
 1−
√
|Stl − Str|
2× Smax
 ; (6)
whereE = 6 is the number of evaluations or trials per geno-
type, η = 0.5 if the robot remains on the first road tile at the
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end of the trial, otherwise η = 1.0; λ = 1.2 if the robot does
not leave the road during the trial, otherwise λ = 1.0; T is
the maximum number of time steps in a trial (180 for these
experiments); T ′ is the number of time steps experienced by
the agent during this trial (for example, 100 where the trial is
terminated after 100 time steps due to the robot leaving the
road); Da is the straight line distance from the start point
to the final agent position at the end of the trial and Dr is
the straight line distance from the start point to the centre of
the final road tile; H = 1000 is a constant, Smax being the
maximum allowable wheel speed setting, in this case 300.
It should be noted that this fitness function makes no
mention of the road, and the requirement to stay within its
bounds. Rather, the trial is stopped prematurely when a
robot leaves the road surface, so maximum fitness is only
available to those agents that are capable of staying on the
road throughout the full duration of the trial. To check
whether a robot is on the road, we used the following cri-
teria. The road is treated as a series of overlapping circles
rather than squares, as shown in Fig. 3. By checking if the
centre of the robot is further away from a centre point than
the circle approximation radius, we can tell if it lies inside
or outside of this circle.
Results
Our objective is to synthesise controllers for autonomous
robots required to visually navigate road surfaces without
straying from the boundaries. We looked at roads which
have unclear delineation of the edges, and situated in en-
vironments with different colour properties. The robots are
required to dynamically combine—by appropriately setting
α, β, and γ for each environment— various components of
the colour spaces in order to detect road edges and to distin-
guish the road from the background.
Ten evolutionary runs, each using a different random ini-
tialisation were carried out for 2000 generations. Two evo-
lutionary runs managed to generate robots with sufficiently
high fitness to indicate that they are capable of success-
fully navigating all the three road scenes. The other eight
runs produced only sub-optimal solutions. Due to the nature
of the evolutionary process and fitness function, we cannot
guarantee that the individuals with the highest fitness are
those that have evolved the most robust general strategies.
It is likely, in fact, that these fitness values actually represent
the agents that are the “luckiest” with respect to the random
variation occurring in the simulation. To deduce which are
actually the most useful evolved individuals, we further eval-
uated a selection of the most fit genotypes across a broader
range of tests with systematic variation.
Post-evaluation test I
In this test, a suite of road following scenarios is generated,
with parameters pertaining to road shapes and starting an-
gles systematically adjusted between them. The fittest in-
dividual from the 100 fittest generations from each of the
two successful evolutionary runs are then evaluated against
the same set of conditions, allowing for a side by side com-
parison of their general effectiveness at such road following
tasks. Together, the evaluations performed in Test I repre-
sent an examination of the effectiveness of the agent’s road
following behaviour across a set of scenarios to which it has
not been exposed during evolution. This test, therefore, is
performed with the aim of demonstrating the generality of
the road following solution produced.
The evaluation scenarios are produced by varying the al-
lowable bounds between which angles (θ) are chosen for
road tile placement. Two roads are generated for each of
the following four configurations (for a total of 8 scenar-
ios), where θ is a randomly selected angle that each tile is
placed at, between the following bounds: 1) ±20, 2)±30,
3)±40, and 4)±50. 6 further scenarios are generated us-
ing roads featuring smooth, contiguous bend, where the tile
placement angle is kept constant and uniform between road
tiles. Three constant tile placement angle values are used to
generate these roads, corresponding to shallow, medium and
sharp corners: 20◦, 30◦ and 40◦. Angles greater than these
resulted in unrealistic looking roads with tighter corners than
one would reasonably expect such a road-following vehicle
to be capable of traversing. To avoid the road looping back
on itself to form a circle, the direction of the placement an-
gle is reversed once the total corner angle reaches 110◦. Two
roads are generated for each of the three cornering angles de-
scribed (for a total of 6 scenarios), the first starting with a left
turn, the second with a right. Finally, we included a straight
road without corners to ensure that agents are effective on
simpler tasks.
All of the above 15 evaluation scenarios (8+6+1) are gen-
erated with a fixed tile width of 140cm. Visually, they are
of mostly uniform but slightly variable width due to the
noisy fading to background of the road edges, representing
more ill-defined roads. The visible road width is therefore
roughly 120cm, or roughly twice the diameter of our simu-
lated robot. Accordingly, the circle radius used for the road
bounds approximation test is 60cm. Each road has a total
traversable length of 28m. Each of the above road shapes is
rendered in the three colour and texture combinations used
for evolution, resulting in 45 evaluation scenes. Individu-
als are evaluated against each scene 5 times with different
initial robot headings. Relative to the first road tile place-
ment angle, these are: −45◦, −22.5◦, 0◦, 22.5◦ and 45◦. A
trial is considered successful if the robot successfully nav-
igates to the penultimate road tile, to take into account er-
ratic behaviour caused by the road ending in the robot’s field
of view. In unsuccessful trials, the percentage of navigable
road tiles successfully traversed is recorded.
The results of test I are shown in Table 2. We can see from
this table that the best performers succeed in getting to the
end of the road in almost 85% of the 225 individual evalua-
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Figure 4: The performance of the best 2 individuals broken
down by test type. Red bars for agent 2-1834, green bars for
agent 6-1802.
tions. This is no mean feat, as they not only contain a chal-
lenging set of environments featuring diverse colours and
textures and some obtuse, complex road shapes with sharp
turns and currently unnavigable portions of the road in the
field of view, but also place robots at a variety of starting
headings, pointing more towards the sides of the road than
the agents were evolved to cope with. It is also clear that
both successful evolutionary runs produced roughly equally
effective solutions.
Using the best individual from each run, measured by suc-
cess percent, we looked at how they fare with the different
problem types. In Fig. 4 the percentage success is broken
down across the three coloured road scenes, the different an-
gled random and bendy roads, the straight road, and differ-
ent starting headings. Comparing the three coloured scenes
Table 2: The top ten Test 1 performers
Run-Gen. Success % Mean distance Std. dev.
2-1834 84.89 14.87 27.27
6-1802 84.00 5.25 12.89
2-1972 83.11 15.79 25.12
6-1939 83.11 8.92 15.27
2-1966 82.22 19.03 26.52
6-1825 82.22 15.28 20.16
2-1951 81.78 17.75 22.03
2-1838 81.33 13.10 25.68
6-1882 80.44 10.61 19.17
2-1808 80.44 7.95 16.80
from Fig. 4 we can see that both agents perform better on
scene 2 than the others. This could be due to it being a
slightly easier colour/texture combination than the others,
with slightly more contrast visible between road and non-
road areas, but it may also be down to random occurrences
in the pattern of evolution. The agents likely evolve to solve
a particular coloured scene first, before learning to change
their colour perception—it might simply be that both agents
happened to learn this scene first, and therefore had more
“practice” completing it.
Comparing the performance across the set of random
roads with different placement angles, we can see that the
agent from run 2 (hereafter, Agent 2) showed roughly uni-
form performance of around 85% across all 4 road types.
This serves to show that it has evolved a highly general, ef-
fective road following behaviour, with difference in success
rates largely unaffected by the coarseness of random road
angles. The difference in performance between Agent 2 and
the agent from run 6 (hereafter, Agent 6), at the 20◦ random
road is striking and somewhat surprising. One might ex-
pect both agents to perform very well on this road as it most
closely resembles those that they were evolved against. We
can also see that Agent 6’s performance drops off on the
other angled roads, in contrast to Agent 2’s broadly uniform
performance, suggesting that Agent 6 has specialised on the
20◦ road to the detriment of the more difficult roads, whilst
Agent 2 represents the more general solution at these road
types, though showing somewhat worse performance on the
simpler challenges. Interestingly, this situation does appear
to be reversed for straight roads, where Agent 2 significantly
outperforms Agent 6.
We can also see that both agents perform uniformly in a
very effective manner when started at angles in the range
−22.5◦ ≤ θ ≤ 22.5◦, with a drop off in performance for
both agents when places at angles beyond this range. This
can be explained by the fact that although, during evolution,
all agents are placed at world relative heading of 0◦, the ran-
dom changes in road tile angles will subject them to situa-
tions where they are pointing up to 20◦ from the centre line
of the road, and they have hence developed strategies to miti-
gate this situation. What is surprising is that both agents per-
form worse when the agent is facing far to the left (45◦ start-
ing angle) than when it is subjected to such angles in the op-
posite direction. There is no obvious reason for this from the
attributes of the evolutionary trials, other than that, through
random fluctuations, the agents may have been exposed to
more left turns than right. In summary then, the agents com-
plete these evaluation tests with high effectiveness and there
is not a great deal to choose between them. Any significant
out-performance by one agent in a test, is made up for, ei-
ther by more generality of the other agent across more tests,
or an out-performance of the other agent on a different test.
This demonstrates therefore, the capability of the evolution-
ary process to produce effective agents that encapsulate a
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general solution to the road following problem and are able
to perform successfully across a wide variety of road types.
Post-evaluation test II
Having analysed the generality and effectiveness of the road
following behaviour in the previous test, it would also be
useful to appraise the performance of the dynamic colour
selection strategy evolved to show contrast in a variety of
colour and texture scene combinations. To this end, the
agent is exposed to 30 different scene texture combinations,
representing all the possible combinations of the 6 textures
shown in Fig. 5, using each texture as both road and ground
surface. In order that the variance that we see in trial per-
formance is due to the difference in texture combinations,
rather than the varying performance across road shapes and
starting angles, each agent is tested against roads generated
using the same algorithm as that used in evolution to rep-
resent challenges of the sort with which the evolved agents
should be most familiar. Similarly, rather than varying the
starting heading of the agents on the road, each agent is
started with a world relative heading of 0◦ as in evolution.
75 such roads are generated, and rendered in each of the 30
possible texture combinations, resulting in 2250 total evalu-
ations per agent.
The results of this test, with respect to the different
coloured scenes are plotted in Fig. 6. The labels for the bars
of the histogram are in the form X/Y/Z where X is the agent
number, Y is the first texture and Z is the second, accord-
ing to the labels in Fig. 5. The bars are grouped by agent
for each texture combination: the left bar being Agent 2,
the right Agent 6, allowing direct comparison between the
agents on different scenes. Each individual bar represents
the mean percentage success rate for one agent across 150
trials: 75 road shapes with a particular road/ground texture
combination, and the same 75 shapes with the reverse com-
bination. The proportion of light and dark areas of each bar
then represent the success rate for each of these individual
reversals. For example, the bar labelled ’2/B/T3’ shows the
performance of Agent 2, using a combination of ’Blue as-
phalt’ and ’Asphalt 3’ textures: the dark portion of the bar
showing the success rate with ’Blue asphalt’ road on ’As-
phalt 3’ ground, the light portion showing the reverse.
From the results of these tests, a few issues of note be-
come apparent. Firstly it would appear that Agent 6 broadly
outperforms Agent 2 in many of these trials. This likely sug-
gests that Agent 6 has evolved a more general and effective
(a) (b) (c) (d) (e) (f)
Figure 5: a) Grass (G), b) Sand (S); c) Blue asphalt (B); d)
Asphalt 1 (T1); e) Asphalt 2 (T2); f) Asphalt 3 (T3)
Figure 6: Comparison of both agent’s performance across a
range of scenes.
strategy for dynamic colour perception than Agent 2, though
it is also possible that this is in some part due to it having
evolved road following strategies that are more specialised
to the type of road shapes present in evolution. We can also
see that, for the majority of texture combinations, there is at
least one reversal of road and ground textures that an agent
is able to solve to a high degree of efficiency, i.e., there is
normally a coloured bar portion at least 0.4 units long, a
percentage success rate of 80 % for this road/ground texture
combination. There is also a problem visible here though,
as a number of scenes can only be solved effectively in one
of the two reversals of road and ground texture. This shows
a lack of generalisation in the solution. There is however
another problem visible in this data. There are some scenes
in which no agent can reliably detect contrast and solve the
road, for either reversal of road and ground textures. This
effect is most pronounced for S/T2 texture combination and
it is believed this is due to the colours in both textures being
too similar for either combination of them to reveal signifi-
cant contrast.
Conclusion
In this work, we have demonstrated a technique, using evo-
lutionary robotics, to design effective road-following be-
haviours in simulated agents controlled by artificial neural
networks. We have shown that, by presenting a set of chal-
lenges with diverse colour properties, we can encourage the
evolution of an autonomous, dynamic approach to colour
perception which enables evolved agents to perceive con-
trast in scenes where this would otherwise be impossible.
The process of evolution seems to have produced a range
of effective and general solutions, which encapsulate not
only a robust solution to road following, but also a system of
dynamic colour perception that is able to show contrast be-
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tween road and non-road surfaces across a range of scenes
where a constant grey-scale conversion would fail. Through
performing a range of tests, we ascertained which of the so-
lutions is more generally effective, irrespective of their fit-
ness scores which could be influenced by luck. By breaking
down the results of post-evaluation tests, we have shown that
the most effective agents show good generality in their road
following ability, being capable of following roads differ-
ing significantly from those that they were evolved against.
Their generality with respect to starting angles is not as
strong, but this is expected as they were not deliberately ex-
posed to a representative selection of these when evolving.
In examining the most effective produced agents with re-
spect to their colour and road perception abilities it becomes
clear that there are a few limits to their generality. In some
instances (though not in others) the agents are not able to fol-
low both reversals of road and ground textures, suggesting
an inability to deal with certain combinations of values de-
marcating the road, even when contrast is visible. We have
suggested that this could be mitigated either with more di-
verse evolution scenes, or an extra output node to reverse
the visual input values. Similarly, we believe the slightly re-
duced performance on a couple of scenes in post-evaluation
tests can also be improved with a better strategy to noise in
the simulation. However, in spite of these slight problems, it
seems the broad aim of evolving controllers with a dynamic
approach to colour perception has been met, and the agents
are able to detect contrast in a number of scenes where this
would otherwise be impossible.
This work has been undertaken as a theoretical proof-
of-concept: to show that the desired road following and
dynamic colour perception behaviours can be produced
through artificial evolution of neural network controlled
robots. The transferral of such a system onto real robotics
hardware has not been broached. We are aware that there
are a number of issues which may affect the ability of this
evolved controller to successfully cross the ”reality gap”.
Future work will concentrate on this challenge.
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Abstract
Evolutionary algorithms can adapt the behavior of individu-
als to maximize the fitness of cooperative multi-agent teams.
We use a genetic algorithm (GA) to optimize behavior in a
team of simulated robots that mimic foraging ants, then trans-
fer the evolved behaviors into physical iAnt robots. We in-
troduce positional and resource detection error models into
our simulation to characterize the empirically-measured sen-
sor error in our physical robots. Physical and simulated
robots that live in a world with error and use parameters
adapted specifically for an error-prone world perform better
than robots in the same error-prone world using parameters
adapted for an error-free world. Additionally, teams of robots
in error-adapted simulations collect resources at the same rate
as the physical robots. Our approach extends state-of-the-
art biologically-inspired robotics, evolving high-level behav-
iors that are robust to sensor error and meaningful for phe-
notypic analysis. This work demonstrates the utility of em-
ploying evolutionary methods to optimize the performance of
distributed robot teams in unknown environments.
Introduction
Multi-agent simulations have been used to evolve behav-
iors which are then transferred into physical robots (Nelson
et al., 2004; Singh and Parhi, 2011). Simulations rapidly
generate multiple viable solutions, allowing researchers to
test many possible scenarios and make informed decisions
about which physical experiments to run. Such simulations
should focus on physical fidelity by replicating the envi-
ronment, hardware constraints, and sensor error of the real
robots (Brooks, 1992).
A particularly challenging class of problems for multi-
robot systems is central-place foraging (Mataric´, 1994;
Panait and Luke, 2004). For this task, robots are pro-
grammed to search an area for resources and aggregate these
resources at a central location. Foraging is considered a
canonical task for distributed robotics: foraging can be in-
stantiated into a number of real-world applications such as
hazardous waste clean-up (Parker, 1998), land mine detec-
tion and removal (Gage, 1995; Kong et al., 2006), search and
rescue (Kitano et al., 1999), and extraplanetary exploration
(Curtis et al., 2003; Tunstel et al., 2008). For applications
where the physical environment may vary over time and the
distribution of resources is most likely unknown, evolution-
ary approaches allow robot teams to adapt their behavior to
each particular scenario.
Our robots use a central-place foraging algorithm (CPFA)
based on the foraging behavior of ants (Hecker et al., 2012;
Hecker and Moses, 2013). The CPFA is parameterized by a
GA in a multi-agent simulation which emulates the physical
robot experiments. Our simulation evolves parameters in a
parsimoniousmodel of biological ant behavior, and our iAnt
robots use these parameters to forage for resources in an ex-
perimental area. We investigate the effects of sensor error on
physical and simulated robot performance. We demonstrate
the utility of this approach by measuring the number of re-
sources that robots collect using parameters adapted and not
adapted to error.
Previous Work
We conducted manipulative field studies on three species of
Pogonomyrmex desert seed-harvester ants (Flanagan et al.,
2012). Colonies were baited with dyed seeds distributed
in a variety of pile sizes around each ant nest. We cal-
culated foraging rates for each distribution and found that
ants collected seeds faster when seeds were more clustered.
Computer simulations used genetic algorithms to find indi-
vidual ant behavioral parameters that maximized the seed
collection rate of the colony. Simulated ants foraging with
those parameters mimicked the increase of seed collection
rate with the amount of clustering in the seed distribution
when ant agents were able to remember and communicate
seed locations (Paz Flanagan et al., 2011).
We also observed how individual parameters and overall
fitness change with different distributions of resources and
different numbers of simulated agents performing a central-
place foraging task (Letendre and Moses, 2013). Parame-
ters evolved for specific types of resource distributions were
swapped and then fitness was measured for the new distribu-
tion; for example, parameters optimized for a clustered dis-
tribution were tested on random distributions of resources.
Simulated agents incurred as much as a 50% decrease in fit-
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ness when using parameters on a distribution different from
the one for which they were optimized.
We then modified our multi-agent central-place foraging
simulation to model the physical environment and hardware
constraints of our iAnt robot platform (Hecker et al., 2012).
We adapted our existing GA to evolve parameters for our
iAnt robots. The evolved parameters were then transferred
into the physical robots. Simulated teams collected three to
four times as many resources as the real robot teams. We hy-
pothesized that this discrepancy resulted from a reality gap
between the error-free simulated world and the sensor error
experienced by the physical robots.
Most recently, we incorporated a probabilistic errormodel
into our multi-agent iAnt simulator in a workshop paper
(Hecker and Moses, 2013). In this preliminary study, we
added varying amounts of noise to agents’ physical posi-
tions and their ability to detect resources, and analyzed the
response of the genetic algorithm by observing individual
behavioral parameters. We saw that increased positional er-
ror reduced resource collection, and induced the GA to se-
lect for a lower likelihood of returning to locations where
resources were previously found. Increased detection error
also reduced resource collection, as well as influencing the
GA to select behaviors that searched local areas more thor-
oughly when only a few resources were detected. These be-
haviors indicated that the GA was able to evolve parameters
appropriate to the sensor error used in the simulation.
We build on this prior work by a) simplifying the CPFA
which improves performance and makes it easier to interpret
why parameters are evolved to different values in different
experiments; b) updating the iAnt simulator to more accu-
rately reflect physical reality; c) testing the CPFA on new
resource distributions; and d) implementing error-adapted
parameters in experiments in physical robots.
Background
Research in evolutionary robotics (ER) primarily focuses on
using evolutionary methods to develop controllers for au-
tonomous robots. Controllers can be evolved in simulation
and subsequently transferred into physical robots (Nelson
et al., 2004; Singh and Parhi, 2011), or evolved directly
in real robots through embodied evolution (Watson et al.,
2002). Following principles outlined by Brooks (1991),
work in ER has focused on bridging the reality gap be-
tween simulated and real robots to improve the performance
of evolved controllers in the physical world (Jakobi et al.,
1995). Neural networks have been used in combination
with evolutionary methods to evolve controllers for sim-
ulated robot agents with random sensor noise; controllers
were subsequently transferred to real robots with varying
degrees of success (Nolfi et al., 1993; Miglino et al., 1995;
Jakobi, 1997).
State-of-the-art robotic simulators such as Stage
(Vaughan, 2008) and ARGoS (Pinciroli et al., 2011) can
Figure 1: Our approach leverages studies on biological ants,
multi-agent simulations guided by genetic algorithms, and
our physical iAnt robot platform.
be used to model large robot teams with realistic, complex
physical kinematics, but they do not incorporate any learn-
ing or evolutionary methods that allow simulated agents to
adapt to unknown environments. Neither simulator includes
sensor noise in its standard implementation, however Pin-
ciroli et al. (2012) recently modified ARGoS to incorporate
an actuator noise model, generating performance matching
results from positional error observed in real robots.
Previous work on multi-robot group foraging tasks used
reinforcement learning to train robots on higher-level behav-
iors, rather than lower-level motor controllers or basic direc-
tional responses (Mataric´, 1997a,b). Robots learned when
to switch between behaviors in a fixed repertoire set through
positive and negative reinforcement related to their foraging
success. We follow this high-level learning approach in the
design of our CPFA.
Our approach (see Figure 1) differs from previous ap-
proaches in that we do not attempt to evolve basic primi-
tive behaviors from the ground up. Instead, we model exist-
ing biological ant behaviors that have evolved naturally over
millions of years. We use a genetic algorithm to parameter-
ize these behaviors in our simulated agents, then we transfer
those behaviors into physical robots. Evolved parameters
control the sensitivity threshold for triggering behaviors, the
likelihood of transitioning from one behavior to another, and
the length of time each behavior should last.
We extend the state of the art in evolutionary and
biologically-inspired robotics by i) evolving high-level be-
haviors that are ii) robust to real-world sensor error and
iii) meaningful for phenotype-level analysis.
Methods
We present our simulated model of ant behavior, detailed
pseudocode and diagrams explaining our simplified CPFA,
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probabilistic models of physical sensor error in the iAnt
robot platform and implemented in our multi-agent system,
and the design of our simulated and physical experiments.
Ant Behavior Model
Pogonomyrmex seed-harvester ants follow a central-place
foraging strategy to aggregate food at their colony’s single
nest. These foragers typically leave their nest, travel in a rel-
atively straight line to some location on their territory, and
then switch to a correlated random walk to search for seeds.
A foraging ant who has located a seed brings it directly back
to the nest. Foragers often return to a location where they
have previously found a seed in a process called site fidelity
(Moses, 2005; Beverly et al., 2009; Flanagan et al., 2012).
Our recent work indicates that combining site fidelity with
occasional laying of pheromone trails to dense piles of food
may be an effective component of these ants’ foraging strate-
gies (Paz Flanagan et al., 2011; Letendre and Moses, 2013).
We incorporate key behaviors observed in our previous
field studies on desert seed-harvester ants (Flanagan et al.,
2012) into our multi-agent simulation and physical iAnt
robots. We model probabilistic actions and state transitions
using eight evolvable parameters, detailed in Table 1. These
are simplifications of our earlier CPFA algorithm (Hecker
et al., 2012). Modifications have been made since our most
recent work in an effort to increase parsimony (Hecker and
Moses, 2013), such as removing the parameter for proba-
bilistically abandoning a pheromone waypoint:
• State transitions: Robots switch between two behaviors:
– Traveling: In the absence of information, a robot at the
nest will select a random direction and begin traveling.
At each step of traveling, robots have a probability ps
of transitioning to search behavior.
– Searching: At each step of searching, robots who have
not found a resource have a probability pt of returning
to the nest.
• Correlated random walk: Robots explore regions us-
ing a random walk with a fixed step size and a direction
θt ∼ N (θt−1, σ) at time t. The standard deviation σ
determines how correlated the direction of the next step
is with the direction of the previous step. σ depends on
whether an agent has prior information through the use of
site fidelity or pheromones:
– Uninformed search: If an agent has not used site fi-
delity or pheromones, then σ = ω.
– Informed search: If an agent has arrived at a site by
using site fidelity or pheromones, then σ = ω + (4pi −
ω) ∗ e−λid∗t, where σ decays to ω as time t increases.
• Information: Previous ant studies have demonstrated the
ability of ants to count event frequencies in estimating
Parameter Description
Initialization
Function
pt Probability of traveling U(0, 1)
ps Probability of searching U(0, 1)
ω
Uninformed search
correlation U(0, 4pi)
λid Informed search decay exp(5)
λlp Rate of laying pheromone exp(1)
λfp
Rate of following
pheromone exp(1)
λsf Rate of site fidelity exp(1)
λpd Rate of pheromone decay exp(10)
Table 1: Set of 8 parameters evolved in simulation guided by
genetic algorithms. At the start of a simulated run, param-
eters in each colony are initialized using randomly sampled
values from their associated initialization function. The first
3 parameters are initially sampled from a uniform distribu-
tion, and the last 5 from exponential distributions within the
stated bounds.
nest size (Mallon and Franks, 2000), travel distance (Wit-
tlinger et al., 2006), and encounter rates with other ants
(Prabhakar et al., 2012). In our simulation, when an agent
finds a resource, it stores a count c of additional resources
in the 8-cell neighborhood of the found resource. This
count c represents an estimate of the density of resources
in the local region, and the agent uses c to decide when
to use site fidelity, lay a pheromone waypoint, or follow a
pheromone waypoint:
– Site fidelity: A robot returns to a previously found re-
source location if Fsf (c) > U(0, 1), where Fsf (x) =
1− e−λsf∗(x+1).
– Laying pheromone: A robot creates a pheromone
waypoint for a previously found resource location if
Flp(c) > U(0, 1), where Flp(x) = 1 − e−λlp∗(x+1).
New pheromone trails are initialized with a value of 1.
– Following pheromone: Upon returning to the nest, a
robot follows a pheromone waypoint to a previously
found resource location if Ffp(c) > U(0, 1), where
Ffp(x) = 1 − e−λfp∗(9−x). Waypoints are selected
with probability proportional to their pheromone value.
– Pheromone decay: Pheromone waypoints decay ex-
ponentially over time t as e−λpd∗t. Waypoints are re-
moved from the simulation once their value drops be-
low a threshold of 0.001.
Four parameters that are of interest in our analysis are the
informed search decay rate (λid), the rate of using site fi-
delity (λsf ), the rate of laying pheromone (λlp), and the rate
of following pheromone (λfp). Lower values of informed
search decay (λid) cause the robots to use a less correlated
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random walk, and thus a more random and thorough local
search, for a longer period of time when they have informa-
tion pertaining to a high density of resources at a particular
location.
In both simulated and physical robots, we simulate
pheromone trail use by maintaining a list of waypoints.
Pheromone strength of each waypoint evaporates over time
(λpd). Physical marking is not possible with real robots, and
therefore our simulated agents follow the same protocol.
Search Algorithm
CPFA pseudocode is shown in Algorithm 1. Note that prob-
abilities of using site fidelity (Fsf (c)), laying pheromone
(Flp(c)), and following pheromone (Ffp(c)) are generated
using the equations discussed in the previous subsection.
Figure 2(a) shows a state diagram of the algorithm, and Fig-
ure 2(b) illustrates an example of one possible cycle through
the search behavior loop. An iAnt robot is shown in Figure
2(c).
Algorithm 1 Biologically-Inspired CPFA
Disperse from nest to random location
while experiment running do
Conduct uninformed correlated random walk
if resource found then
Count number of resources c near current location lf
Return to nest with resource
if Flp(c) > U(0, 1) then
Create pheromone waypoint for lf
Pheromones followed by robots at nest
Pheromones decay over time
else
if Fsf (c) > U(0, 1) and Ffp(c) < U(0, 1) then
Return to lf
Conduct informed correlated random walk
else
Check for pheromone
if pheromone found and
Ffp(c) > U(0, 1) and Fsf (c) < U(0, 1) then
Travel to pheromone location lp
Conduct informed correlated random walk
else
Choose new random location
end if
end if
end if
end if
end while
Physical Sensor Error
Two sensing components are precise in simulation but error-
prone in our physical iAnt robot platform: positional mea-
surement and resource detection. Our physical robots use
a combination of ultrasonic distance, magnetic compass
headings, time-based odometry, and an on-board forward-
facing camera to estimate their position within the exper-
imental area. Resource detection is accomplished using a
downward-facing camera to read barcode-style QR tags.
We measured positional error in five physical robots while
localizing to measure the absolute position of a found re-
source, and while traveling to a location informed by site
fidelity or pheromones. We replicated each test 20 times per
robot; means and standard deviations for both types of po-
sitional error were calculated using 120 samples each. For
robots localizing at a true position of (0 cm, 0 cm), we ob-
served a measured position of (−18±79 cm,−15±47 cm),
whereas robots traveling to a true position of (0 cm, 0 cm)
had a measured position of (1.6± 45 cm, 64± 110 cm).
Positional error is modeled by perturbing the physical po-
sition of an agent from (x, y) to (x′, y′), such that x′ ∼
N (x + xˆ, σx) and y′ ∼ N (y + yˆ, σy). That is, (x′, y′)
is sampled from a normal distribution with mean equal to
the true position (x, y) offset by (xˆ, yˆ), and standard devia-
tion (σx, σy). We impose this positional perturbation twice:
once when a robot finds a resource, and again when a robot
leaves the nest using site fidelity or following a pheromone
waypoint to a known location.
We observed resource detection error for physical robots
searching for resources, and for robots searching for neigh-
boring resources. Resource-searching robots attempt to
physically align with a QR tag, using small left and right
rotations and forward and backward movements to center
the tag in their down-facing camera. Robots searching for
neighboring resources do not use this alignment strategy,
but instead simply rotate 360◦, scanning for a tag every 10◦
with their down-facing camera. We replicated each test 20
times for three different robots; means for both types of
resource detection error were calculated using 60 samples
each. We observed that resource-searching robots detected
55% of tags and neighbor-searching robots detected 43% of
tags. Resource detection is modeled as a fixed probability
dr = 0.55 for resource-searching robots, and dn = 0.43 for
neighbor-searching robots.
Experimental Design
Each experimental physical trial on a 100 m2 concrete sur-
face runs for 30 minutes. An illuminated beacon marks the
center ‘nest’ to which the robots return once they have lo-
cated a resource. This center point is used for localization
and error correction by the robots’ ultrasonic sensors, mag-
netic compass, and front-facing camera. All robots involved
in a trial are initially placed near the beacon. Robots are
programmed to stay within a 5 m ‘virtual fence’ of the bea-
con. In every experiment, 256 QR tags are arranged in 4
randomly placed clusters of 64 tags each.
Robot locations are continually transmitted over one-way
WiFi communication to a central server and logged for later
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Figure 2: (a) State diagram describing the flow of behavior for individual robots during an experiment, (b) an example of a
single cycle through this search behavior loop, and (c) an iAnt robot with Velcro for attaching reflective markers (motion capture
was used for a previous experiment (Bezzo et al., 2013), but not for any of the observations in this paper). The robot begins its
search at a central nest site (double circle) and sets a search location. The robot then travels to the search site (yellow line).
Upon reaching the search location, the robot searches for resources (blue line) until a resource (black squares) is found. After
sensing the local resource density, the robot travels to the nest (red line).
analysis. When a tag is found, its unique identification num-
ber is transmitted back to the server, providing us with a
detailed record of tag discovery. Tags can only be read once,
simulating seed retrieval. The central server also acts as a
coordinator for pheromone waypoints using two-way com-
munication. As each robot returns to the nest, the server
selects a location from the list (if available) and transmits it
to the robot.
Simulated teams of five robots search for resources on a
125 x 125 cellular grid. The system architecture replicates
the physical dimensions of our real robots, their speed while
traveling and searching, and the area over which they can
detect resources. The spatial dimensions of the grid reflect
the distribution of resources over a 100 m2 physical area,
and agents search for a simulated half hour. 256 identical
resources are placed on the grid (each resource occupies a
single grid cell) in one of three distributions: random (each
resource placed at a random location), clustered (4 randomly
placed clusters of 64 resources each), or power law (1 large
cluster of 64, 4 medium clusters of 16, 16 small clusters
of 4, and 64 randomly scattered). Each individual pile is
placed at a new random, non-overlapping location for each
fitness evaluation in an effort to avoid bias or convergence to
a specific resource layout.
A population of 200 teams is evolved for 100 generations
using recombination and mutation. Each team’s parameter
set is randomly initialized using uniform independent sam-
ples from each parameter’s initialization function (see Table
1, column 3); agents within a team use identical parameters
throughout the simulation. Each team forages for resources
on its own grid, but the grids are identical. During each gen-
eration, all 200 teams undergo eight evaluations with differ-
ent random placements of tag clusters; fitness is evaluated
as the sum total of resources collected by each team in the
eight runs of a generation. Two individual teams are cho-
sen through tournament selection and recombined through
independent assortment: each parameter has a 10% chance
of being selected from the second individual, otherwise it is
selected from the first individual. Once selected, each pa-
rameter has a 10% chance of mutation.
We additionally conduct a series of parameter swapping
experiments, in which we transfer a parameter set evolved
in a simulated error-free world to a world with error. We
compare the performance for parameters adapted to error to
results using the original parameters not adapted to error.
For these experiments, we average the resources collected
across multiple replicates. In this way, we can determine
the importance of including error in our model by testing
whether it has a significant effect on the evolved behavior of
the physical and simulated robot teams.
Results
We present results for teams of five physical and simulated
robots searching for resources in worlds with and without
sensor error. Unless otherwise noted, results for each exper-
imental treatment are averaged over five physical replicates
and ten simulated replicates. Error bars indicate one stan-
dard deviation of the mean.
Figure 3 shows parameter values influencing robots’ use
of information (λsf , λlp, and λfp), as well as the informed
walk decay rate (λid) for random, clustered, and power law
distributed resources. We observe similar values for all four
parameters for clustered and power law distributions: robots
evolve a high rate of following pheromones and a low rate
of using site fidelity. Robots foraging on random distribu-
tions evolve both a high rate of following pheromones and
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Figure 3: Parameter values for rates of site fidelity (λsf ),
laying pheromone (λlp), following pheromone (λfp), and
informed random walk decay (λid) for random, clustered,
and power law distributed resources.
a high rate of using site fidelity, but the effective probabil-
ity of using either behavior are actually low because of the
dependencies between them (see Algorithm 1).
Figure 4 shows fitness curves and parameter values
adapted for simulated foraging for resources on a clustered
distribution. Figure 4(a) plots best and mean fitness over 100
generations for worlds with and without positional and re-
source detection error modeled on our physical iAnt robots.
We observe fitness stabilizing after approximately 20 gener-
ations. Simulations with error converge to a fitness level
approximately 33% of the fitness achieved in simulations
without error. Figure 4(b) shows parameter values influenc-
ing robots’ use of information (λsf , λlp, and λfp), as well as
the informed walk decay rate (λid). Robots foraging in an
error-free world evolve a high rate of following pheromones
(1.2) and a low rate of using site fidelity (0.013), whereas
robots in a world with error evolve a high rate of site fidelity
(1.7) and a low rate of following pheromones (0.0071). Ad-
ditionally, in worlds with error, robots are 2.4 times more
likely to lay pheromones, and their informed random walk
decays 1.8 times faster than in an error-free world.
We analyze the performance of physical and simulated
robots foraging in a world with error using parameters
adapted specifically for the error-prone world. We compare
the results to robots in a world with error using parameters
adapted for an error-free world. Figure 5 shows the effects
of parameter swapping on resource collection for physical
and simulated robots (simulated results are averaged over
100 replicates). We observe an 80% improvement using
the error-adapted parameters in physical robot teams, and
a 16% improvement in simulated robot teams. We were able
to distinguish a significant effect of parameter swapping in
physical robots (t(8) = 5.1, p < 0.001) and in simulation
(t(198) = 17, p < 0.001). Although simulated robots col-
lect more resources than physical robots when using non-
error-adapted parameters, we find that physical and simu-
lated robots using error-adapted parameters are not signifi-
cantly different (t(103) = 0.16, p = 0.87).
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Figure 4: Results for simulated foraging on a clustered resource distribution with and without error. (a) Best and mean fitness
curves. (b) Parameter values for rates of site fidelity (λsf ), laying pheromone (λlp), following pheromone (λfp), and informed
random walk decay (λid).
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Figure 5: Results for physical and simulated robots foraging
in a world with error using parameters adapted for a world
with error, and parameters adapted for an error-free world.
80% more resources are collected using error-adapted pa-
rameters in physical robot teams, and 16% more are col-
lected in simulated teams. Robots collected significantly
more resources in both cases. Physical and simulated robots
using error-adapted parameters are not significantly differ-
ent.
Discussion
Teams of physical and simulated robots used a central-place
foraging algorithm (CPFA) to search for resources with and
without sensor error. A genetic algorithm (GA) was used to
evolve parameter sets which corresponded to robot team be-
haviors inspired by seed-harvester ants. We considered two
types of error, positional error and resource detection error,
and we explored the effects of error on overall resource col-
lection and on individual evolved parameters. Error-adapted
parameters improved performance of physical and simulated
robots in worlds with error. We observed that teams of
robots in error-adapted simulations collected resources at the
same rate as physical robots.
Both positional and detection errors have the potential to
confound a robot’s ability to properly use information to
exploit resources clustered via site fidelity or pheromones.
Large positional errors in the estimation of resource loca-
tions can cause robots to perform informed random walks in
regions without resources, thereby wasting time in detailed
searches of the wrong areas. Errors in detecting resources
can cause robots to underestimate the numbers of resources
in a local area, so that robots fail to take advantage of mem-
ory or communication to return or recruit other agents to
resource-rich locations.
Evolutionary algorithms have the potential to mitigate
sensing errors by selecting for parameters which perform
optimally given imperfect conditions. For example, robots
experiencing errors in resource detection benefit from a
lower threshold of resource density detection for triggering
creation of a pheromone waypoint. Robots with positional
errors perform better with a faster decaying informed ran-
dom walk, so that they quickly abandon detailed searches
when there is a high probability that resources are not in re-
membered or communicated locations.
Parameter values for simulated robots foraging on ran-
dom, clustered, and power law distributed resources (Fig. 3)
illustrate the GA’s ability to evolve sets of behaviors for each
distribution. Parameters for clustered and power law distri-
butions are similar, demonstrating the ability of the GA to
focus on exploiting clumped resources when available. The
lack of clustering in the random distribution induces the GA
to effectively disable site fidelity and pheromone following
behaviors, thus causing the adapted robot teams to concen-
trate on random exploration.
Fitness curves for simulations with and without error (Fig.
4(a)) demonstrate the ability of the GA to reliably converge.
Parameter values (Fig. 4(b)) demonstrate the ability of the
GA to evolve distinct sets of behaviors for an error-free
world compared to a world with error.
Results for parameters swapped from error-free worlds
into worlds with error (Fig. 5) show that parameters adapted
for imperfect worlds outperformed parameters adapted for
perfect worlds. Teams of physical and simulated robots col-
lected similar numbers of resources, particularly when us-
ing parameters adapted for error. Thus, evolutionary meth-
ods effectively adapt robot behavior to sensor error. These
results also mirror observations from our previous work in
which genetic algorithms were used to evolve optimal pa-
rameter sets for specific types of resource distributions.
The work presented here motivates estimation of real
robot error, evolution of parameters to fit with that error, and
programming of those evolved parameters into real robots.
In future work, we will conduct additional physical and sim-
ulated robot experiments using different numbers and dis-
tributions of resources, arena sizes, numbers of robots, and
modes of communication to test whether simulations and
physical experiments continue to correspond as closely as
we have observed here.
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Abstract
Genetic recombination is commonly used in evolutionary al-
gorithms and yet its benefits are an open question in evolu-
tionary biology. We investigate when recombination is actu-
ally beneficial in the evolutionary adaptation of swarm robot
behaviour in dynamic environments. In this scenario, artifi-
cial evolution has to deal with challenges that are similar to
natural evolution: it must run online, distributed and evolve
the genome structure. These requirements could diminish the
benefit of recombination due to disruptive crossover. Using
neural networks as robot controllers, we reduce this disrup-
tiveness with an adaptive mate choice that evolves the prob-
ability of recombination and the genetic similarity of mates.
In two experiments with a multi-agent simulation, we com-
pare the adaptive performance of this approach with random
recombination and pure mutation. Whereas both recombina-
tion treatments naturally outperform at low mutation rates,
pure mutation achieves its best performance with high rates,
where it also outperforms random recombination. The adap-
tive mate choice, however, achieves the same performance as
pure mutation at high rates and outperforms when the net-
work size is increased. We also found that treatments with
recombination evolved smaller neural networks with fewer
links.
Introduction
It is a major challenge to give artificial, autonomous systems
adaptive and problem solving capabilities. One approach
to this problem attempts to mimic the impressive results of
natural evolution by emulating its mechanisms like muta-
tion, recombination and selection in so-called evolutionary
algorithms (Eiben and Smith, 2003). The prevalence of re-
combination in evolutionary algorithms is interesting, given
that is not essential for an evolutionary process and because
it is an ongoing discussion in evolutionary biology why sex
and recombination is beneficial (Rice, 2002). Sex is consid-
ered costly because asexuals can potentially reproduce twice
as fast (Maynard Smith, 1978). But sex is predominant in
nature, a fact that numerous theories attempt to explain by
attributing benefits to sexuality and recombination that com-
pensate for those costs (West et al., 1999). One prominent
argument is that sex accelerates adaptation to changing envi-
ronments (Bell, 1982). In evolutionary algorithms however,
recombination is not considered costly because there is no
actual reproduction and benefits have been shown in many
cases (Eiben and Ba¨ck, 1997; Doerr et al., 2008).
In this work, we investigate recombination in the case
of evolution of swarm robot behaviour in dynamic environ-
ments. This case has special requirements for the evolution-
ary algorithm that make it more similar to natural evolution,
and we wonder if recombination still exhibits clear bene-
fits. In swarm robotics, many small robots are deployed with
limited individual capabilities but the swarm can have emer-
gent capabilities through cooperation (Sahin, 2005). Due to
the difficulty of developing cooperative behaviour for swarm
robots, evolution is often employed for this purpose (Haas-
dijk et al., 2010; Bredeche et al., 2010). One major challenge
in swarm robotics is to make the swarm fully autonomous
and adaptive so it can operate independently in the dynamic,
real world — which is similar to what natural organisms do.
The special requirements of this challenge complicate
the application of conventional evolutionary approaches, for
example Evolution Strategies (Beyer and Schwefel, 2002).
First, swarm robotics avoids using a central supervising
instance because the robots should operate autonomously
with only local information. Many evolutionary algo-
rithms are centralized and not capable for such distributed
operation. Second, to be able to deal with a-priori un-
known and dynamic environments, constant adaptation is
required which necessitates an online evolutionary algo-
rithm (Agogino et al., 2000). Online evolution optimizes a
system in parallel while it is deployed in its task. Every can-
didate evaluation is done in the local, variable conditions and
affects total system performance whereas offline evolution
can evaluate under repeated, constant conditions and deploy
only the best solutions. And last, a large flexibility in evolv-
able behaviours is needed to deal with unknown environ-
ments. We use here neural networks, which are a well estab-
lished approach for evolving robot behaviour (Floreano and
Mondada, 1994). It has been shown that evolving the struc-
ture of the neural networks by adding and removing neurons
and links increases the flexibility and is advantageous (Stan-
ley and Miikkulainen, 2002). However, structural evolution
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of neural networks complicates their recombination and can
lead to disruptive macro mutations unless network structures
are correctly matched, for example in NEAT (Stanley and
Miikkulainen, 2002).
There exist evolutionary algorithms that address each of
those requirements individually but not simultaneously. We
have recently developed an approach to fill this gap for dis-
tributed online evolution with structural evolution of neu-
ral networks (Schwarzer et al., 2011). With this approach,
we investigate here when recombination is beneficial in a
simulation experiment with four robots in a foraging task.
This is a very low number for a swarm, but it tests the ef-
fectiveness of the evolutionary algorithm even with limited
resources. The approach can be scaled up and is applica-
ble to real swarm robots because information is exchanged
only locally. Our expectation is that recombination increases
the speed of adaptation and that in a limited time, an unfit
population increases its performance faster than when only
mutation is used.
The mutation rate is a crucial parameter of this compari-
son because it is known that increasing the mutation rate in-
creases the speed of adaptation until it reaches a point where
performance is reduced, called the error threshold (Eigen,
1971; Ochoa and Harvey, 1999). We also include differ-
ent neural network sizes in the comparison because it has
been shown that longer genomes can reduce the error thresh-
old (Ochoa, 2006).
Material and Methods
The experimental setup is an extension of our previously
published study (Schwarzer et al., 2011). Compared to the
earlier work, the genome structure and evolutionary algo-
rithm have been expanded to improve the performance of
recombination.
Genome and Neural Network
The genome encodes a recurrent neural network with a vari-
able number of hidden neurons. Any connection between
hidden neurons is possible. The employed neuron model
uses the weighted sum of inputs with bias and sigmoid acti-
vation function.
In Figure 1, an overview of the genome structure is shown
which differs from our earlier approach. The genome is now
diploid with two homologous chromosomes. Each chromo-
some is an array of gene sites is used, each gene site an be
free or occupied with a gene. This arrangement makes it
possible to mutate the chromosome by relocating genes to
free spots without shifting the absolute positions of other
genes. In this way, crossover is simplified because the ma-
jority of genes in related chromosomes always line up at the
same position. There are two different gene types: node
gene and link gene. A node gene contains a node ID and
a bias value for the activation function; it produces a node
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Figure 1: The genome has two chromosomes. A chromo-
some is an array of gene sites which can be occupied or
empty. Genes come in two types, node genes and link genes.
A node gene creates one node in the neural network, a link
gene creates one link.
with the respective ID and parameters. A link gene con-
tains two node IDs and a link weight; if there are node genes
for both IDs, a neural link is created between them with the
given weight. When new nodes are generated during muta-
tion, they are assigned a random identifier. The identifier is
used to recognize if two genes on the same gene site share a
common ancestry.
A value can be calculated between two chromosomes that
describes the genetic similarity s from 0 (completely dif-
ferent) to 1 (identical) in a similar way to the Sørensen In-
dex (Sørensen, 1948). It is computed by comparing each
homologous gene site, counting similar sites c and number
of sites of both genomes (na, nb) according to the following
formula:
s =
2 · c
na + nb
Genes are similar when they use the same node IDs. For
the similarity between two genomes, the chromosomes are
paired and the pairwise chromosome similarity values are
averaged.
The genes of both chromosomes are used to create the
neural network. Thus, it occurs regularly that that are mul-
tiple genes encoding the same structural element. This is
normally the case for genes on homologous sites but also
possible with genes across different sites due to relocation
and recombination. These genes can have different param-
eters (weights, bias) for the same structure similar to differ-
ent alleles in biology. In such cases, a dominance value is
computed for the duplicate genes based on their parameter
values. Dominant and recessive parameter values are evenly
and finely distributed across the range of possible values.
Only the allele with the highest dominance value is used and
if multiple, different allele have the same dominance, their
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parameters are averaged.
Outside of this chromosome structure, the genome con-
tains three evolvable parameters. One mutation factor that is
multiplied to the standard deviation of parameter mutation
operations and to the probability of structural mutations. A
mutation factor with a value of 1 leads to the default, unal-
tered mutation rate; values larger than 1 increase and smaller
than 1 decrease it. The two other parameters are used for the
adaptive mating mechanism explained in more detail in the
description of the evolutionary algorithm.
Mutation of the genome is done on a per-gene-basis. Ev-
ery gene is subjected to parameter mutation where weight
and bias are mutated using a normal distribution with σ =
0.01. With a probability of 0.05, a gene undergoes structural
mutation: a node gene changes its node ID to a new random
ID and a link gene changes its source or destination ID to
a different one that is already present on the genome. Fur-
thermore, the gene may be completely removed (p=0.01),
duplicated with the copy being moved to a random position
on the chromosome (p=0.01) or relocated to a random, free
site on the chromosome (p=0.02).
An offspring genome is created similar to meiosis. First,
a mutated copy of the whole genome is created for each par-
ent. Then the chromosomes in each copy are crossed over
with a probability of 0.02 per gene site. One resulting chro-
mosome is picked from each parent and subsequently fused
to form a diploid offspring genome.
Evolutionary Algorithm
One instance of the evolutionary algorithm runs on each
simulated robot and maintains an island population of ten
genomes that serve as parental genome pool. In one cycle
of online evolution, one offspring genome is generated from
this genome pool and used to create a neural network. The
neural network controls the robot for 2,500 simulation ticks
(about 50 seconds in real time) during which it is evaluated
based on the expressed behaviour. At the end of this time,
the offspring genome may survive and replace one member
of the island population, or it may be discarded, depending
on its evaluation. Genomes also migrate between island pop-
ulations independently of the evaluation cycle. When two
robots are in close proximity of each other, one robot trans-
mits and removes one random genome from its population;
the recipient responds by sending a random genome back.
This exchange occurs at most once every 10,000 ticks per
robot. There are alternative approaches for this migration
process which are possibly more effective, for example by
only transmitting the best genome, but the given approach is
sufficient for the purpose of this work in creating one virtual
large population. The operation of this evolutionary algo-
rithm is illustrated in Figure 2.
In order to create an offspring, one parent genome of the
island population is selected randomly. We call this genome
female here, but note that the genomes are equivalent to
Island Population
Evaluation
Other IslandsMigration
a
b
c
a:   Parent Selection
b:   Mate Selection
c:   Survivor SelectionActive 
Genome
Figure 2: Operation of the distributed online evolutionary
algorithm (Schwarzer et al., 2011). An island population is
an instance of the distributed algorithm that runs on each
robot. It maintains a constant number of genomes that serve
as parental genome pool from which offspring genomes are
created for evaluation. Genomes are occasionally exchanged
between island populations.
hermaphrodites; each genome can have offspring with any
other genome within the island population. The female can
select a mate for recombination, depending on the employed
mate selection strategy. If mate selection decides to not pick
a mate, a mutated copy of the female is generated as off-
spring, which is always the outcome in the treatment with-
out recombination. With random mating, mate selection
picks a random genome from the island population (exclud-
ing itself). The adaptive mate selection strategy uses evolv-
able parameters of the female to influence the selection of
the mate. First, the genetic similarity between the female
and all other genomes of the local population is calculated.
These similarity values are evaluated with a Gaussian func-
tion, with µ and σ given by the female genome, to result
in a value of “attractiveness” for each mate between 0 and
1. In other words, genomes have an evolvable value for the
ideal genetic similarity of mates, and they can also evolve
how much they are willing to deviate from this ideal. One
mate is picked from the candidates with a random roulette
selection, using the attractiveness as weights so candidates
whose genetic similarity is closer to the ideal value have a
larger likelihood of being chosen. However, it is also possi-
ble that no mate is picked when the sum of attractiveness of
all candidates is less than 1. This can occur on purpose when
the genome evolves, for example, a narrow range of accept-
able values; it has then effectively reduced the probability of
recombination.
In the survivor selection, which is identical in all three
treatments, the freshly evaluated candidate genome is com-
pared to the genomes in the island population and a special
metric, which we call “fitness score” is used. The fitness
score is the average of the last six offspring evaluations of
a genome. A genome in the island population that did not
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Figure 3: Screenshot of the experimental arena. The four
simulated robots are shown with the approximate coverage
of their visual sensors. Ten power stations are present that
show their state by their colour: blinking red represents
“charged”, black “depleted” or “charging”.
have six offspring yet, uses its own evaluation to seed this
moving average. The candidate genome must have an eval-
uation greater than the worst fitness score in the population
to survive and replace this worst genome. This mechanism
makes the evolutionary algorithm tolerant to changes in the
environment. A genome that once evaluated well will pro-
duce unfit offspring in a different environment, its fitness
score drops as a result of low offspring evaluations and it
can be more easily surpassed.
Scenario and Simulation Environment
We use a foraging scenario that was designed to be practical
and realizable in existing hardware. It requires search, iden-
tification and harvesting of power sources; an essential task
of an autonomous swarm. The particular challenge for the
neural network evolution is the processing of visual, colour
information to distinguish resources from surroundings.
The experiment is done in the same 2D multi-agent sim-
ulation of our previous study (Schwarzer et al., 2011) and
uses a similar scenario: four robots are in an arena with ten
power stations that can be harvested by being next to them
(see Fig. 3 for a visualisation of the arena). The stations
charge only slowly and the best strategy is to continuously
search the arena for nondepleted power stations.
The robots are modelled after a small, agile swarm robot
like the e-puck (Mondada et al., 2009) or Wanda (Kettler
et al., 2010) with a differential drive, distance sensors and a
visual sensor that could be derived from an on-board camera.
This visual sensor provides the robot with an RGB colour
signal from three sectors, each 20◦ wide, covering together
an area of 60◦ in front of the robot. One proximity sensors
is also present in each of the three sectors.
All objects in the arena have a colour appearance. In order
Factor Values
Recombination None, Random, Adaptive
Initial Mutation Factor 0.031, 0.125, 1, 8, 32
Adaptive Mutation Disabled, Enabled
Initial Neuron Count 0, 6, 14
Colour Cycle Time
(million ticks)
0.1, 0.25, 0.5, 1, 2
Table 1: Factors of the experimental setup. Colour cycle
time is only used in the colour cycle experiment.
to present a challenge that requires more complicated neural
processing, the power stations are blinking by alternating
their appearance between black and an active colour every
five ticks. Depleted power stations do not blink and stay
black until they have recharged some energy. A changing
environment is simulated by changing the active colour of
all power stations.
The current evaluation of a robot is increased every time it
is next to an undepleted power station; at the same time, the
current charge of that station is decreased. The time needed
to fully drain a station is variable: the maximum time is
1,000 ticks, less time is needed when the robot decelerates.
In this way, a robot can harvest from multiple stations within
its 2,500 ticks of evaluation time, and the fastest way to gain
reward is to come to a full halt next to a power station that is
fully charged. Since a rarely visited power station is likely
fully charged, exploration and exploitation of all power sta-
tions is promoted.
Experimental Setup
The main experiment of this work is a two-stage scenario
that we refer to as the change experiment: a randomly gen-
erated population is first evolved in one type of environment
for a certain time, then the environment changes and the
adaptation in the second stage is measured. Compared to
using only a single stage, our preliminary runs have shown
that this reduces the bias from choosing how the initial pop-
ulation is constructed and variance in the results. The two
environments are created by changing the appearance of the
power stations. In the first stage, the power stations blink
in red, a unique colour signal in the arena and thus an easy
challenge. After two million ticks, the colour changes to
blue, which is the same colour as other robots and difficult
to distinguish because the temporal change of the blinking
signal has to be detected. We have shown with the same neu-
ron model that the second stage requires recurrent connec-
tions and hidden neurons whereas top performance is pos-
sible in the first stage without hidden neurons (Schwarzer
et al., 2011). The experiment continues for 4 million ticks in
the second stage for a total of 6 million ticks.
In a second experiment, we test if different speeds of
environmental change have an effect. The environment is
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Figure 4: Development of collection performance of the change experiment.
After the colour change at 2 million ticks, the performance drops sharply but
the system re-adapts and performance recovers.
gradually changed by continuously altering the colour of the
power stations by increasing the hue in HSV colour space at
maximal saturation and brightness, starting with plain red.
This leads to a continuous, repeating cycle through fully sat-
urated colours. By changing the time for a full colour cycle,
the speed of environmental change can be varied. The exper-
iment lasts for 6 million ticks and we refer to this experiment
as the colour cycle experiment.
The initial population for both experiments is generated
with random genomes that encode a fully connected net-
work with hidden neurons. All link weights are uniform-
randomly initialized with values between ±0.2. One chro-
mosome contains all necessary genes for these structures, it
has twice as many gene sites as genes and they are placed on
random sites. In addition to the genes for the connected net-
work, six disconnected node genes are added so that treat-
ments with zero initial neurons can still evolve them. In or-
der to obtain a diploid genome, a mutated homologue copy
of the first chromosome is added.
The mutation rate is controlled by the mutation factor on
the genome. We let this mutation factor evolve slowly but
also run trials with a fixed value. The number of initial neu-
rons is varied, which affects the degree of structural evolu-
tion needed and the number of initial genes. Since the ini-
tial neurons are fully connected, the genome size increases
quadratically with more neurons. The colour cycle exper-
iment varies the time needed for a full colour cycle. See
Table 1 for an overview of all experimental factors.
The response variable of both experiments, called (collec-
tion) performance, is the mean of all evaluations of all four
robots in a time frame of 500,000 ticks. It is a fairly long
time, encompassing a total of 800 individual evaluations, in
order to reduce variance. The theoretical maximum perfor-
mance is 40, limited by the recharge rate of the power sta-
tions. Fifty replicates were done in all factor combinations.
Results
Recombination naturally outperformed in the lower muta-
tion factors of 0.031 and 0.125 but at these levels the ab-
solute performance was also reduced. At higher mutation
levels, the differences between pure mutation and recombi-
nation are small. The effect of the error threshold comes
into play only with higher initial network sizes, and thus
large genomes. With 0 initial neurons (32 initial genes per
chromosome), performance is still high even with mutation
factor of 32 whereas with 14 neurons (458 genes) some
treatments have reduced performance at factors 8 and higher
(shown in Figure 5). Evolving the mutation rate reduced
this pattern only slightly. We use in the following result
presentation the treatment with 14 initial neurons as a base-
line because it shows the biggest differences. The adaptive
mate choice generally settled at a low recombination rate of
14.7%(s = 16.8%).
The asterisk in the graphs indicate significance levels
(p ≤ 0.05: *; p ≤ 0.01: **; p ≤ 0.001: ***) of a two
treatment comparison using Wilcoxon signed rank test with
n = 50. Outliers in the box and whisker plots are more
than 1.5 interquartile ranges outside of the box. The data
was analysed using R Version 2.15.2 (R Development Core
Team, 2011).
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Figure 5: End performance of the change experiment with
adaptive mate choice, adaptive mutation rate and 14 initial
neurons. The effect of various mutation rates can be seen
with an optimal rate between 1 and 8. In this configuration,
recombination outperforms also at the elevated mutation fac-
tor of 8.
Environmental Change Experiment
The two stages of the change experiment can be seen in Fig-
ure 4 where the development of performance over time is
shown in the treatment with adaptive mutation rate and 14
initial neurons. After two million ticks, the performance
drops sharply when the power stations switch their blink-
ing colour from red to blue. The swarm re-adapts to the new
situation and performance rises.
A comparison of collection performance at the end of the
change experiment with 14 initial neurons, adaptive mate
choice and adaptive mutation rate across mutation rates is
shown in Figure 5. This is the only configuration where re-
combination significantly outperformed in mutation factors
of 1 and higher (p ≈ 0.114 at factor 1, p ≈ 0.004 at fac-
tor 8).
This peculiarity is illustrated in Figure 6 where the rel-
ative performance of recombination versus pure mutation
is shown across alternative configurations. (A) repeats the
boxplots from Figure 5 at a mutation factor of 8, the other
shown configurations keep this mutation factor and change
one other experimental factor. In (B), random mating is
shown instead of the adaptive mate choice. Random mat-
ing is actually performing better at low mutation rates, but at
higher rates the results drop off to significantly lower levels
than no recombination (p ≈ 0.019). The adaptive mutation
rate is disabled in (C), the general performance drops and the
significant difference between the two treatments disappears
as well. In (D), 0 initial start neurons are used and end per-
formance reaches peak levels but no significant difference
are present. Thus, the advantage of recombination at high
mutation levels is only seen with large networks, adaptive
mutation rate and adaptive mate choice. However, the adap-
tive mate choice also never performed worse than without
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Figure 6: Comparison of the end performance of the change
experiment with an elevated initial mutation factor of 8 in
other configurations: (A) Same as Figure 5. (B) Random
mating instead of adaptive mate choice. (C) Fixed mutation
rate instead of adaptive rate. (D) 0 initial neurons instead of
14.
any recombination. Whereas random recombination suffers
at high mutation rates and pure mutation suffers at low rates,
the adaptive mate choice always reaches top performance.
We found an unexpected result when looking at the sizes
of evolved neural networks, shown in Figure 7. Recombi-
nation treatments evolved generally smaller networks with
fewer neural links. We find strongly significant differences
for most of the parameter space we investigated, except in
the most extreme mutation rates.
Colour Cycle Experiment
The different rates of change in the colour cycle experiment
have an inconclusive effect. End performance is similar
across cycle times despite the large range of values cov-
ered. This can be seen in Figure 8 where the results with
14 initial neurons, initial mutation factor of 8, adaptive mu-
tation rate and adaptive mate selection is shown. At the low-
est colour cycle times of 100.000 ticks, the appearance of
the power stations changes from one primary colour to the
next within 14 evaluations but the system tolerates this rapid
change well.
We find significant stronger performance of recombina-
tion at cycle time of 250.000 (p ≈ 0.008), 1.000.000 (p ≈
0.031) and 2.000.000 ticks (p ≈ 0.031) but not at 100.000
and 500.000 ticks. As before in higher mutation rates, ran-
dom recombination is significantly worse than the other two
treatments. The resulting network sizes are also significantly
lower here for recombination treatments, shown in Figure 9.
Discussion
At the optimal mutation rate for the given scenario, pure mu-
tation achieves similar performance as recombination. Ran-
dom recombination virtually increases the effect of muta-
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Figure 7: End link count of the neural networks in the
change experiment. Recombination leads to smaller net-
works than no recombination except under extremely high
mutation rates.
tion: compared to pure mutation, it has good performance
at lower rates but suffers from increased mutation rates
sooner. This agrees with the findings of Ochoa and Har-
vey (1999) where recombination reduced the error thresh-
old. The reduced performance at higher mutation rates with
larger initial networks is also similar to the results in Ochoa
(2006) where the error threshold was lowered with increased
genome length.
The adaptive mate choice mechanism, however, has al-
ways a strong performance and is robust to different mu-
tation rates. It significantly outperforms in high mutation
rates when the mutation rate itself can evolve and when us-
ing larger neural networks. This could be related to the effect
of the error threshold as originally described in evolutionary
biology: as genomes become larger, maximal mutation rate
has to be reduced (Eigen, 1971). Our results indicate that
recombination might be able to compensate for the reduced
maximal mutation rate with selective mating strategies. And
it is likely that better results are possible with more sophis-
ticated mating selection.
Finally, the effect that recombination produces smaller
networks is interesting since there are no direct costs for
network size in the system. Also this seems unrelated to
the effect of genome size as mentioned before because it is
much stronger than the differences in performance. Also
only the neural network is reduced; the number of genes
stay roughly the same but the number of junk genes is in-
creased. Large networks likely exacerbate the problem of
network crossover, which is biggest for the random recom-
bination treatment that also produces the smallest networks.
Although the network size had no effect on performance
here, smaller networks could easily be considered an advan-
tage in terms of lower computational costs.
** * *
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Figure 8: End performance of the colour cycle experiment.
There is little effect of the different rates of colour change.
Adaptive mate choice sometimes outperforms no recombi-
nation.
Conclusion
In our simulated experiment about the online evolution of
neural networks for swarm robots, we found that the differ-
ence in performance between pure mutation and recombi-
nation depends largely on the mutation rate and the size of
the neural network. With the optimal mutation rate, omit-
ting recombination achieved similar performance, but out-
side of this rate, recombination did outperform, in particular
with large networks and adaptive mate selection. Since it
can be difficult to estimate the optimal mutation rate before
deploying a system, the robustness to suboptimal mutation
rates can be an advantage.
Because recombination is not generally outperforming,
our results contrast the conventional practice of generally
including recombination in evolutionary algorithms and it
might be worthwhile in some situations to omit it. The re-
sults are also an indication that the discussion in evolution-
ary biology about the benefits of sex is not completely un-
related to evolutionary computation. While recombination
in evolutionary algorithms does not have the same costs of
reproduction like sex in biology, it does suffer from genetic
disruption due to breaking of favourable gene combinations,
in particular with random recombination. We have shown
that a mate selection strategy can mitigate this effect to im-
prove recombination and outperform pure mutation even at
elevated mutation rates. This advantage could become even
bigger when our artificial organisms require larger, more
complex genomes to handle more diverse environments.
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Figure 9: End link count of the colour cycle experiment.
Random recombination produces the smallest networks, fol-
lowed by adaptive mate choice and then no recombination.
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Abstract
Agents controlled by a swarm algorithm interact with each
other so that they have collective capabilities that a sin-
gle agent does not have. The bio-inspired swarm-algorithm
“BEECLUST” has the aim to aggregate a swarm at the global
optimum even if there are several local optima (of the same
type) present. But what about gradients produced of differ-
ent stimulus types? In this paper, we present the concept
of “social stimuli”. We investigate how robots controlled by
the BEECLUST-algorithm react to a social stimulus which
is created by placing immobilized robots in the environ-
ment. It shows that the robots controlled by the BEECLUST-
algorithm are able to react on a social stimulus within an en-
vironment with a global and a local optimum.
Background & Motivation
A swarm intelligent system is based only on a few simple
rules which lead to a complex collective behaviour (Beni,
2005). Nature provides many swarm intelligent systems for
us, where we can adopt algorithms. In earlier experiments
such swarm intelligent behaviour of young honeybees was
investigated. The preferred temperature of young honeybees
is 36◦C which is also the main temperature in the brood nest
of a bee-hive (Grodzicki and Caputa, 2005; Heran, 1952).
This temperature is very important for the development
of young honeybees and can be interpreted as a natural
mechanism to confine them to the brood nest.
In previous experiments it was found that a single young
honeybee (Apis mellifera) is mostly not able to locate the
area with its preferred temperature, whereas a group of
young honeybees is able to find the right spot collec-
tively (Kernbach et al., 2009; Schmickl et al., 2008). Fig-
ure 1(a) and 1(b) show example-results from such experi-
ments. Similar pictures are shown in (Bodi et al., 2012).
From this swarm-intelligent behaviour an algorithm was de-
rived: the BEECLUST algorithm (Kernbach et al., 2009).
This algorithm is used in autonomous swarmrobots to find
the global optimum out of several local optima. Such opti-
mum could be a light gradient or - in our case - a tempera-
ture gradient. What makes the BEECLUST algorithm spe-
cial is that it has only a few requirements: The robot needs
Not Needed Requirements
no explicit communication sensors for distance-
measurement
no permanent measurement
of the gradient
one single non-directional
sensor for measuring the
gradient
no memory
no ego-positioning
no knowledge of the envi-
ronment
no complex navigation
(only random-walk)
Table 1: Requirements and non-requirements of the
BEECLUST algorithm
infrared sensors for distance-measurement and a sensor for
measuring the gradient (eg. light- or temperature-sensors).
Thus, robots controlled by the BEECLUST algorithm do not
need or use abilities that are essential for many other robot-
algorithms (table 1).
As there are only a few requirements, the algorithm is
used more often in robot swarms in the last years (Schmickl
et al., 2008; Kernbach et al., 2009; Kengyel et al., 2011;
Arvin et al., 2011). The algorithm is also analysed very well
by theoretical models (Hamann et al., 2012; Schmickl and
Hamann, 2011; Schmickl et al., 2009; Hereford, 2010).
This paper deals with another feature of the BEECLUST
algorithm: “Can the decision-making be influenced by an
additional kind of gradient?” An easy way to create a sec-
ond kind of gradient is to place immobilized agents into the
arena and thus creating something we define as “social gra-
dient”. In the BEECLUST algorithm there is only a minimal
social component modelled which is the discrimination of
an obstacle and another agent. However, we assume that the
system reacts on the social stimulus without changing the
original algorithm and therefore the minimal social compo-
nent plays an important role.
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(Acerbi et al., 2007) showed that a social component
can improve the success of algorithms based on genetic
evolution or individual learning. An experimental setup was
created artificially to analyze the social component in the
BEECLUST-algorithm: Although the optima are typically
not known a priori, immobilized agents were placed into
the suboptimum allowing us to understand the effects of
the social component of the algorithm. By investigating
this behaviour our goal is to create new hypotheses for
the swarm research of young honeybees and other social
species. Please note, that these experiments aim for an
improved understanding of the BEECLUST algorithm and
not improvement of the efficiency.
A short description of the BEECLUST algorithm is pro-
vided here, for details see (Kernbach et al., 2009; Schmickl
et al., 2008). The algorithm works as follows:
1. The agents move around randomly until the agent detects
an object in the front.
2. If there is an object, the agent has to distinguish between
a collision with an obstacle or another agent:
(a) If the agent collided with an obstacle, the agent turns
around and moves randomly again.
(b) If this is an agent-to-agent-approach, both agents
measure the temperature and calculate the waiting-time
which is dependent on the temperature.
3. If the waiting-time is over, the agents move around ran-
domly again.
In the experiments described in (Kengyel et al.,
2011; Kernbach et al., 2009; Schmickl et al., 2008), the
BEECLUST algorithm was derived and tested with a single
kind of gradient: a light- or temperature-gradient. The
agents, regardless of the type of agents, were always able to
determine the global optimum. In (Schmickl et al., 2008)
the algorithm is also tested with two gradients of different
intensity and also in dynamically changing environments,
showing that the algorithm is flexible enough to react on
these dynamic changes of the environment.
The cooperation of two swarms with different waiting time
curves is investigated: It is shown that the two swarms
benefit from the cooperation with each other if there is only
a small swarm (Bodi et al., 2012).
In this work we present the results of experiments in
which we investigate how a second, different kind of gra-
dient influences the decision-making of the bio-inspired
swarm-algorithm. This paper deals with the following ques-
tions:
1. Is the clustering behaviour of the BEECLUST algorithm
sensitive to a social gradient?
2. Does a swarm have to trade off between two different
gradients?
3. How many social agents are necessary to influence the
aggregation behaviour?
Material & Method
We implemented the BEECLUST algorithm in a simulation
environment and designed experimental settings that allows
us to answer the questions.
Implementation of the Algorithm
For the simulation we used a free multiagent simulation-
platform in which we modelled the bio-inspired swarm-
algorithm simulating the individual honeybees as au-
tonomous agents. In this work we use a simplified simu-
lation of a robot swarm controlled by the BEECLUST algo-
rithm.
Sensormodel As the algorithm is derived from the be-
haviour of young honeybees we modelled their antennae for
the measurement of temperature as follows: Each position
in the arena has a specific temperature assigned (see sec-
tion “Experimental Setup”). If an agent has to measure the
temperature, it has to interrogate the temperature of its cur-
rent position. This ensures an easy and efficient way to map
a temperature and its measurement from an agent’s point of
view. See section “Calculation of Waiting-time” for more
detailed information.
As BEECLUST experiments were conducted with robots
in (Schmickl et al., 2008) we modelled robots’ sensors for
the distance measurement. Each simulated robot has three
sensors: one in the front, one on the left and one on the
right side. Each sensor has an aperture angle of 90◦, so that
the agent has a field-of-view of 270◦. One robot has a di-
ameter of 8 cm. To simulate the distance-measurement of
robots we convert the measured distance into integer-values
from 0 to 255. The visibilty-range of an agent is about 1.5
robot-diameters. According to this a distance of 1.5 robot-
diameters is mapped to a value of 0 and a distance of 0 robot-
diameters results in a value of 255. A uniformly distributed
random noise of [0;10] is added to the measurement.
Temperature Waiting-time
<26◦C 0s - 10s
26◦C - 29◦C 18s - 40s
29◦C - 33◦C 18s - 80s
>33◦C 90s - 130s
Table 2: Dependency of local temperature and the waiting-
time of the agent
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(a) Bee-arena with bees at the begin-
ning of the experiment. Left side: local
optimum with 32◦C, right side: global
optimum with 36◦C.
(b) Bee-arena with bees at the end of
the experiment. Bees are clustering at
the global optimum at 36◦C on the right
side.
(c) Setup of the arena. The left light-
gray area is the local optimum with
30◦C - 32◦C and on the right side the
dark-gray area indicates the global op-
timum with a temperature of 30◦C -
36◦C. The black circle inside of the
arena shows the area where the agents
(black triangles) are released at the be-
ginning of the experiment.
Figure 1: Experimental setup of bee experiments (left and middle) and similar experimental setup for robots (right).
Calculation of Waiting-time Choosing the right waiting
time for specific temperatures is one of the most important
parts of the BEECLUST algorithm. Kernbach et.al. (Kern-
bach et al., 2009) measured the waiting-time of bees after
a bee-to-bee-approach dependent on the temperature of the
bees’ current position. Based on these measurements the
waiting-time in the simulation is chosen as follows: For a
temperature less than 26◦C, the waiting-time is chosen ran-
domly between 0s and 10s, for temperatures between 26◦C
and 29◦C the agents’ waiting-time is between 18s and 40s
and for temperatures between 29◦C and 33◦C a waiting-time
from 18s to 80s is chosen. For temperatures above 33◦C the
calculated waiting-time is between 90s and 130s (table 2).
Experimental Setup The experimental setup is based
on an arena that was built for monitoring the behaviour
of young honeybees in a complex temperature gradi-
ent (Szopek et al., 2008; Bodi et al., 2012). Figure 1(a)
and 1(b) show the setup of the bee-arena. Figure 1(c) shows
the robot-arena which has similar experimental setup. The
arena has a diameter of 25 agent-lengths. It is surrounded
by a wall in which the agents are able to perform their
movements. On the left and on the right side there are
two heat sources which create two different temperature-
gradients (light- and dark-gray areas in figure 1(c)): The
global optimum with a maximum of 36◦C is located on the
right side of the arena and occupies an area of about 11%
of the arena. The temperature gradient ranges from the
right side with 36◦C to the middle of the arena with 22◦C.
The local optimum is located on the left side of the arena
and occupies as well 11% of the arena. Here the maximum
temperature is 32◦C on the left side and ranges to the middle
of the arena with 22◦C. The 30◦C threshold is defined as the
border of the local and the global optimum. 78% of the area
(white area inside of the arena in figure 1(c)) is defined as
the pessimum and has a temperature of 22◦C in the middle
of the arena.
To test the hypotheses we designed four different experi-
ments (figure 2):
(1) This experiment is used as a reference-experiment. Here
we test the BEECLUST algorithm for the given arena
with the global optimum on the right side and without
the suboptimum on the left side (figure 2(a)).
(2) In this experiment we additionally provide the subopti-
mum on the left side of the arena (figure 2(b)).
(3) To test how a social stimulus affects the behaviour of ag-
gregation in experiment 3 we place immobilized agents
in the suboptimum with 32◦C and a dummy-agent in
the global optimum with 36◦C to avoid side-effects
(e.g. jamming-effects) (figure 2(c) and 2(d)). This ex-
periment is conducted with different numbers of social
agents to demonstrate how the system reacts to different
sizes of a social gradient:
(a) with 1 agent acting as a social gradient (as depicted
in figure 2(c)).
(b) with 2 agents
(c) with 3 agents and
(d) with 4 agents (as depicted in figure 2(d)).
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(a) Arena with global optimum (b) Arena with local and global optimum
(c) Arena with one social agent placed in
the suboptimum on the left side (dark-gray
triangle) and a dummy-agent in the global
optimum (light-gray triangle) which is per-
ceived as an obstacle by the other agents.
(d) Arena with four social agents placed
in the suboptimum on the left side (dark-
gray triangles) and four dummy-agents in
the global optimum (light-gray triangles)
which are perceived as obstacles by the
other agents.
Figure 2: Different experimental settings. The dark-gray area on the right side of the
arena indicates the global optimum with a temperature of 30◦C - 36◦C. The light-gray
area on the left side is the local optimum with 30◦C - 32◦C. The black triangles indicate
agents that are controlled by the BEECLUST algorithm.
Each experiment was repeated 100 times. At the begin-
ning of each experiment the agents are placed randomly in-
side a central area which has a diameter of 10 agent-lengths
and is located in the middle of the arena (figure 1(c)). In
all six experiments 15 agents perform the BEECLUST al-
gorithm with identical parameter settings. The agents move
around in the arena with a speed of two agent-lengths per
second. Agents which generate the social stimuli are im-
mobile and do not perform the BEECLUST algorithm. To
ensure that placing agents into the suboptimum has no side-
effects (e.g. regarding jamming-effects due to overcrowd-
ing of an optimum) we also place dummy-agents into the
global optimum which are perceived as obstacles and not as
an agent.
Changes to the original BEECLUST Algorithm as pub-
lished in (Schmickl et al., 2008) The BEECLUST algo-
rithm is not changed in its sequence, only the input values
for calculating the waiting time mentioned in table 2 where
taken from a temperature gradient instead of a light gradient.
We didn’t have to adapt the algorithm so that it responds to
the social gradient.
Results
On the x-axes of figure 3 and 6 the abbreviation “LO” is
referring to experiment (2) with only a global and a local
optimum. “1SA”, “2SA”, “3SA” and “4SA” are referring to
experiments with a social gradient with 1, 2, 3 or 4 social
agents, respectively.
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Figure 3: Percentile of time the agents spent in the global
optimum. The plot shows the median with 1st and 3rd quar-
tile. n=100. The bars with asterisks indicate significances
at a significance-level of p=0.05 and were tested with the
Wilcoxon-Mann-Whitney-U test (nominal scaled).
The time the agents spent in the global optimum is shown
in figure 3. In experiment 1 (“GO”) with just one optimum
of 36◦C the median time the agents spent in the global
optimum is 47.88%. The median time in the experiment (2)
with a local optimum (“LO”) is 34.98% and with 1 social
agent (“1SA”) the median time is 32.62%. The results
of experiment 1 is significantly different to the results of
experiment 2 and 3a. The significances were tested with a
level of p=0.05 (Wilcoxon-Mann-Whitney-U test).
Figure 4 shows the time the agents spent in the global
optimum of the experiments with a different amount of
social agents. The median times of experiments with 1,
2, 3 and 4 social agents are 32.62%, 30.12% , 27.03%
and 28.54%, respectively. Here, the significances were
1SA 2SA 3SA 4SA
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in experiments with a social gradient
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p = 0.025
ρ= −0.112
Figure 4: Percentile of time the agents spent in the global
optimum in experiments with an increasing amount of so-
cial agents. The statistics is made with Spearman-statistics
(ordinal scaled).
tested with Spearman-statistics and showed no significant
correlation between the amount of social agents and the
time the agents spent in the global optimum (p = 0.025 and
ρ = -0.112).
Figure 6 shows the percentage of time the agents spent
in the local optimum. The time for experiment 1 (“GO”)
is calculated with a uniform distribution model, due to
the fact that in this experimental setting no local optimum
is available. As the defined area of the local optimum
covers 11%, the agents would spend 11% of the time in
this area. In experiment (2) the median time spent in the
local optimum of 32◦C was 16.25%. The median time
for experiment (3a) with one social agent is 26.50%. The
results of the experiments here are all significantly different
to each other. The significances were tested with a level of
p=0.05 (Wilcoxon-Mann-Whitney-U test).
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(a) Typical distribution of experiment with
global goal
(b) Typical distribution of experiment with
global and local goal
(c) Typical distribution of experiment with
one agent indicating the social gradient
placed in the suboptimum on the left side
(dark-gray triangle) and one dummy-agent
in the global optimum (light-gray triangle)
which are perceived as obstacles by the
other agents.
(d) Typical distribution of experiment with
four agents indicating the social gradi-
ent placed in the suboptimum on the left
side (dark-gray triangles) and four dummy-
agents in the global optimum (light-gray tri-
angles) which are perceived as obstacles by
the other agents.
Figure 5: Examples of results of different experimental settings. The dark-gray area on the right
side of the arena indicates the global optimum with a temperature of 30◦C - 36◦C. The light-
gray area on the left side is the local optimum with 30◦C - 32◦C. The black triangles indicate
agents that are controlled by the BEECLUST algorithm.
In figure 7 the time the agents spent in the local optimum
are shown for the experiments with an increasing amount
of social agents. The median times for 1, 2, 3 and 4 so-
cial agents are 26.50%, 27.08%, 29.21% and 30.04%, re-
spectively. The significances were tested with Spearman-
statistics and showed no significant correlation between the
amount of social agents and the time the agents spent in the
local optimum (p = 0.003 and ρ = 0.148).
Discussion
The main feature of the BEECLUST algorithm is to find the
global optimum within a complex environment, as shown
in (Schmickl et al., 2008) experiments with light-gradients
in a dynamic environment were conducted. In the following,
we will discuss the three questions mentioned in section
“Background & Motivation”:
Is the clustering behaviour of the BEECLUST algorithm
sensitive to a social gradient?
The BEECLUST algorithm as tested in (Schmickl et al.,
2008) is able to locate the global optimum in static and
dynamic environments robust. In the experiments we
showed that this stable decision-making can be influenced
by adding another gradient - a social gradient. By just using
one additional agent - functioning as a source of a social
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Figure 6: Percentile of time the agents spent in the local
optimum. The plot shows the median with 1st and 3rd quar-
tile. n=100. The bars with asterisks indicate significances
at a significance-level of p=0.05 and were tested with the
Wilcoxon-Mann-Whitney-U test (nominal scaled).
gradient - we were able to increase the percentage of time
in the local optimum from 16.25% to 26.50% (compare
figures 5(b) and 5(c).
How many social agents are necessary to influence the
aggregation behaviour?
Adding just one single social agent had a huge effect. We
were able to bound agents for more than 10% of the time
to the suboptimum. To reach the threshold were the agents
spend more time in the suboptimum than in the global
optimum, three social agents were necessary (see figure 4
and 7). This leads us to the next question:
Does a swarm have to trade off between two different
gradients?
A swarm of agents which is controlled by the BEECLUST
algorithm always decides for the global optimum even if
a second suboptimal gradient of the same type is present.
Thus a discrimination of the local and the global optimum
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Figure 7: Percentile of time the agents spent in the global
optimum in experiments with an increasing amount of so-
cial agents. The statistics is made with Spearman-statistics
(ordinal scaled).
is possible. If there is a second gradient of another type, the
decision-making of a swarm is not that clear anymore. In a
weak gradient, agents which were undecided start to decide
for the social gradient, but also agents from the global
optimum reconsider their decision. If the social gradient
gets stronger, no more agents are bound from the pessimum
but some additional agents from the global optimum change
their minds (see figure 5).
The percentage of time that agents spent in the pessimum
is significantly lower in the experiments with social agents
(3a, 3b, 3c) compared to the experiment without a social
stimulus (2). Increasing the amount of social agents had no
significant effects.
If we compare the results of experiment (3a) with exper-
iment (2) it appears that fewer agents stay in the pessimum
or global optimum and more agents stay in the local opti-
mum. We can conclude that agents get bound not only from
the global optimum but also from the pessimum (figure 3
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and 6). This effect can also be observed in the results of ex-
periment (3b). Three social agents is the minimum number
of agents that are needed so that more agents place them-
selves in the local optimum than in the global optimum (fig-
ure 4 and 7). Adding another social agent - in total 4 social
agents - leads to no significant changes in the percentage of
time the robots spent in the optima.
Conclusion & Future Work
We conclude that the BEECLUST algorithm can be influ-
enced by using a social gradient induced by immobile agents
placed in the suboptimal area of the arena.
As the social gradient had an unexpected big effect, we
also want to introduce the social gradient to experiments
with real honeybees. As the BEECLUST algorithm is de-
rived from the behaviour of young honeybees, we expect
that the decision-making of young honeybees can also be
influenced by offering a second, different type of gradient.
These results can then be used for further investigations of
the swarm-intelligent behaviour of honeybees by creating
bio-hybrid systems consisting of real honeybees and artifi-
cial autonomous robots (Schmickl et al., 2013).
In (Schmickl et al., 2008) robot-experiments were con-
ducted in light-gradients. We want to implement the
BEECLUST algorithm in robots and expose them to a
temperature-gradient and a social gradient. With this, we
want to get closer to the situation honeybees are faced with
and provide feedback for the biological swarm research.
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Abstract 
In this paper we study the time delays affecting the diffusion of 
information in an underwater heterogeneous robot swarm in a 
time-sensitive environment. In many situations each member of 
the swarm must update its knowledge about the environment as 
soon as possible, thus every effort to expand the time horizon is 
useful. Otherwise critical information may not reach nodes far 
from the source causing dangerous misbehaviour of the swarm. 
We consider two extreme situations. In the first scenario we 
have an unique probabilistic delay distribution. In the second 
scenario, each agent is subject to a different truncated gaussian 
distribution, meaning local conditions are significantly different 
from link to link. We study how several swarm topologies react 
to the two scenarios and how to allocate the more efficient 
transmission resources in order to expand the time horizon. 
Results show that significant time savings under a gossip-like 
protocol are possible properly allocating the resources. 
Moreover, methods to determine the fastest swarm topologies 
and the most important nodes are suggested.   
 Introduction 
The robotic technology in ocean surveys, inspections, 
monitoring, pipe and cable tracking, has been well established 
in marine engineering (Leonard, 1998) with an important 
increase in performance in recent years (Nawaz, 2005). 
   Today, an AUV (Autonomous Underwater Vehicle) must be 
considered (Dell’Erba, 2012) as a real cost alternative to other 
available technologies, such as manned submersibles, 
remotely operated vehicles and towed instruments led by 
ships.  
  A group of underwater robots resembles closely a fish 
swarm, suggesting to use the properties of the biological 
swarm: coordinated movements, decentralized control, small 
interaction scale, minimal information broadcast. 
   The biologically inspired swarm control has advantages over 
the more complex but single robot: it covers a larger area, is 
fault tolerant, is self-aware. But it needs an inter-swarm 
information exchange and consequently delays in the 
information spread are generated (Beni, 1989). 
   However, communication channels are a major concern, as 
the acoustic underwater transmission is very slow and 
bandwidth limited, but, in the future, optical, high power 
transmission devices will be available for a number of 
different approaches integrating the acoustical data channel.   
Although optical methods are very powerful their 
performances are affected by many strongly variable 
parameters like temperature, depth, salinity, turbidity, the 
presence of dissolved substances that change the colour and 
the transparency in different optical bands and the amount of 
solar radiation that heavily affect the signal to noise ratio. 
Moreover,horizontal underwater channels are prone to multip
ath propagation due to refraction, reflection, scattering.  
   The low speed of sound is also at the origin of significant 
Doppler effects, divided in frequency shifts and instantaneous 
frequency spreading contributing to the Doppler variance of 
received communication signals (Otnes, 2011).  
   Another important issue is the energy consumption, that 
requires optimization techniques to prevent batteries early 
exhaustion. 
   Nevertheless, the acoustic option for underwater data 
transmission is still the state-of-the-art methodology, and in 
this paper we will refer to it. To accomplish the above tasks it 
is necessary to control many submarine robots simultaneously, 
therefore researchers consider worthwhile to use biologically 
inspired models.  
      The swarm has advantages over the more complex but 
single robot usage: it covers a larger area, is fault tolerant. But 
it needs a heavy inter-swarm information exchange and 
consequently delays in the information spread. 
 
Goals 
Depending on the local underwater environment, the speed of 
acoustic waves in water varies around 1500 m/s. The other 
source of delay is the management of the acoustic channel by 
proper MAC (medium access control) protocols (Otnes, 
2011).  
   In this paper, we focus on the reduction of delays when the 
fast propagation of short warning messages to the whole 
swarm is needed. We consider the existence of a small group 
of AUV equipped with high quality communication devices 
able to reduce the transmission time with their closest 
neighbours.  
   Then the point is how to allocate these AUV into the 
suitable swarm configurations to obtain the largest time 
savings, extending the time horizon of the swarm.  
    To this end, we borrow from the graph theory some 
methods able to identify the most critical nodes with respect 
to the information transfer and test them numerically on 
several swarm configurations by means of  Markov chains.  
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Figure 1: The swarm configurations. From top left: E-R, S-W, 
Cluster, Grid, Galaxy. Graphs have been modified with 
respect to the standard topologies. Bottom right: a single star. 
 
Technical details of transmission underwater devices are out   
of scope, but can be found in a number of papers, for example 
see (Pompili, 2006), (Pompili, 2010) and (Burrowes, 2011). 
 
 
Scenarios and Data Preparation 
The Simulation Scenarios 
Two scenarios are studied. In the first (scenario I), all delays 
are derived from an uniform probability distribution. In the 
second (scenario II), each link between two nodes is affected  
    
Figure 2: Left, delays uniform distribution (scenario I); right, 
delays positive support Gaussian distribution (scenario II). 
 
 
 
from its own Gaussian distribution with positive support, 
because delays are strictly positive (Mazet, 2012). 
   A different probability distribution for each node pair i → j 
has been implemented recently by (Picu, 2012), but not many  
researchers adopt this hypothesis, because of the analytical 
intractability of the mathematical related model.  
   Although we do not assume an explicit statistical 
dependence among links departing from the same node, we 
acknowledge the existence of a dependence (Chakrabarti, 2008) 
among processes that govern the delays (Xia, 2008). On the other 
hand, MAC protocols clearly indicate such dependences. This 
element is important because it rules out the usage of the Central 
Limit Theorem in the calculation of the overall graph delay and 
make it necessary the heuristic approach as opposed to the 
analytic approach.   
   The numerical values of the simulation have been elaborated 
according to a worst – case criterion from (Pompili, 2006); they 
cannot be considered typical of delays encountered  in the 
underwater environment, as its variability and non stationarity are 
so wide to prevent any attempt, but can represent a reasonable 
case study. Also the Gaussian nature of the delay distribution is to 
be considered an  approximation of reality, as statistics are sorely 
lacking. 
    The other major source of delay, the speed of the acoustic 
waves in water is taken into count in the simulation model, but in 
the scenario I the physical distances among nodes are fixed (150 
m) while in scenario II may vary (150 – 225 m). 
 
The Configurations 
The configurations assumed by the AUV (in the following 
called graphs or networks) considered in this paper are the 
random Erdos-Renyi (E-R), a graph whose nodes are 
connected almost randomly; the Grid, a regular disposition of 
nodes; the Small-World (S-W), a configuration between the 
grid and the random graph; the Galaxy, a group of 
interconnected star configurations; the Cluster, a group of 
interconnected ring configurations. 
   Note that in order to have the same number of links and 
node for all graphs, the basic structure of the graph has been 
modified adding/removing links. Hence, graphs of Figure 1 do 
not resemble exactly the standard topology of a small-world, a 
grid or a cluster.  
   Moreover, the links represent the acoustic communication 
channel between two nodes in a logical way, therefore the 
Bioinspired Robotics
ECAL 2013 1050
geometrical form of graph in Figure 1 may change in the real 
environment, without loss of generality. These links are 
stochastic variables, meaning they may disappear randomly; 
their  Euclidean length in the scenario I is set to 150 m, while 
in the scenario II can vary between 150 – 200 m, depending 
on a stochastic variable (if the link exists). 
The Optimization Methods 
The number of the algorithms and of parameter devised to 
study graphs from the topological point of view is very large. 
Here we are interested in those who can determinate a small 
set of nodes (the “budget”) equipped with particular spreading 
influence. The phenomenon is analogous to the diffusion of a 
malware or a real virus. It is known (Arbore and Fioriti, 2013) 
that some nodes are more “important” and may facilitate or 
prevent the spreading. In most cases it is not a trivial task to 
find the influential nodes in large graph, but fortunately AUV 
swarms are reduced to less than a few hundreds. Nevertheless 
useful insight may be gained even with just one hundred of 
nodes, as in the present case.  
   The methods we use are: AV11, degree centrality, 
betweenneess centrality and finally the random choice (in 
order to check results against the banal predictor). Others 
parameter are available, but these are probably the more 
relevant to our investigation. The degree centrality is the 
simples algorithm. It suffices to count the number of links 
connected to a node. It is also intuitive that an high degree 
designate an “influent” node (called hub). 
   Betweenness centrality (BC): total number of shortest paths 
between every possible pair of nodes that  pass through the  
given node. Betweennes looks for vertices connecting 
separated subgraphs (Newman, 2010), therefore high BC 
nodes may be understood as a sort of bridges. 
   AV11: selects a subset of k nodes all at once, according to 
spectral combinatorial methods. The selected subset may be 
optimal or suboptimal with respect to the brute-force method 
(Arbore, 2011). Spectral methods are able to analyze the 
dynamical behavior of graphs from the static appearance of 
the topology.  
   The algorithms identify ten nodes: for example, the degree 
centrality selects the upper row of nodes below and the AV11 the 
second row: 
 
                    31,  21,  6,  61,  71, 81,  41,  91,    1,  51 
                    31,  21,  6,  61,  56, 81,  76,  36,  45,  15 
 
in the case of the Cluster graph.  
   Once the set is identified, a high quality transmission AUV 
is assigned to the nodes of the graph. We simulate this 
operation assigning smaller delay capability to the links 
departing from the “optimized” node, i.e. optimally allocating 
the resources. 
 
The Protocol 
The protocol we consider here is a gossip – like (sometimes 
called “epidemic spreading”) protocol, i.e. each node-agent in 
the swarm broadcasts the message to the one-hop neighbour. 
The diffusion process is started by one node and must reach 
every node of the swarm within a finite time (the time 
horizon). In this paper we follow a number of specifications 
for the protocol, namely: 
 
• the transmitting node contacts the receivers 
following the numeration priority rule (node j is 
contacted before node j+1 (only single 
transmission are allowed); 
• agents know only their neighbours; 
• the receiving node has no previous knowledge of 
the message to be delivered;  
• the link between two nodes i → j is fixed, but the 
on/off status depends on a stochastic variable;  
• if a link is off, no attempt to transmit is made; 
• all particular delays due to MAC parameters are 
included into the stochastic delay characterizing 
the i →  j link; 
• apart from re-transmitting the message eventually, 
no elaboration takes place inside the agent on the 
message data; 
• the QoS (quality of service) of the communication 
link is completely described by the delay.      
     
In practice, it is assumed the transmitting node contacts one 
neighbour at a time, sequentially. 
 This protocol is quite general to encompass many actual 
protocols. It is configured to serve as warning signalling tool, 
therefore the message to be transmitted is short (64B).  
 
  
 
 Simulation Results  
 
Numerical simulations have been conducted till stable results 
have been obtained. In Table 1 are shown the delays in the 
two scenarios. Absolute times should not be regarded as 
indicative of a general behaviour, because of the too wide 
variation of the conditions in the real marine environment. 
The important point here is the relative time difference among 
the topologies in each scenario. However, Table 1 shows that 
the variances are small and similar, hence the numerical 
experiments are reliable. 
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Graph Average  
delay I 
Delay 
Var. I  
Average  
delay II 
Delay 
Var. II 
E - R 23.29 2.22 26.68 3.15 
S-World 23.33 2.37 26.64 2.85 
Galaxy 23.32 2.16 25.70 3.00 
Grid 23.35 2.25 25.77 2.71 
Cluster 23.34 1.87 25.75 2.86 
 
Table 1: First two columns: overall delays and variances for 
different topologies with unique distribution scenario I 
(without optimization). Last two columns: overall delays and 
variances for different topologies (without optimization) in 
the multiple distributions scenario II. The time unit is the 
second. 
  
 
  In Table 2 the spectral analysis of the five topologies is 
presented. We rank them according to three well-known 
parameters of the spectral graph theory: the maximum 
eigenvalue of the adjacency matrix of the graph, λn  , the 
spectral gap  λn-1  –  λn of the laplacian matrix, and the 
algebraic connectivity λ2 , the first non zero eigenvalue of the 
laplacian matrix, given the ascending ordering: 
 
λ1 <  λ2  < ...    λn-1   <  λn 
 
A large value of these parameters describe the connectivity of 
the graph, the lack or presence of isolated components, the 
lack or presence of bottlenecks (Restrepo, 2006) and (Van 
Mieghem, 2011). Information in well connected graph travel 
easily and the probability that a node may remain 
disconnected is lower, two important issues for AUV swarms.   
   The maximum eigenvalue of the adjacency matrix and the 
spectral gap are in complete accordance with the largest 
percentage reduction in the reduction of the overall delays 
(described in Table 3 and 4), while the algebraic connectivity  
differs only for the misclassification of the Grid and the 
Small-World topologies.  
   Therefore, the spectral analysis is also able to predict those 
swarm topologies prone to realize a major delay improvement 
allocating the best transmission resources in the nodes 
suggested by one of the topological algorithms. 
   Now, there is a trade-off on the largest eigenvalue of the 
adjacency matrix in the consensus problems of Olfati-Saber. 
According to (Olfati_Saber, 2004 and 2007) the stability of a 
fixed configuration is guaranteed iff: 
 
τ ≤  π / 2λmax                                                                           (1) 
 
where τ is the uniform delay experienced by the consensus 
distributed computations and  λmax is the maximum eigenvalue 
of the adjacency matrix. 
   Similar constraints may be set for non uniform switching 
topologies. The delay τ depends on a number of factors: CPU 
power, data transmission bandwidth, MAC protocols, the 
number of AUV N, the inter-symbol interference. Clearly, it is 
convenient a small  λmax .   
   But, at the same time, we need to have a large λmax  to take 
advantage of the delay reduction in message transmissions. 
The spectral analysis of Table 2 therefore helps in determining 
the effect of  λmax  on the delays. 
 
 
 
 Graph Max Adj 
eigenval 
Spectral 
Gap 
Algebraic 
connectivity 
Galaxy 7.9426 4.56030 0.16927 
Cluster 5.1077 1.79950 0.12621 
E - R 3.9286 0.77056 0.10797 
Grid 3.4687 0.23352 0.01066 
S-World 3.3473 0.15720 0.05807 
Table 2: Spectral characteristics of the graphs examined. 
All graphs are of 100 nodes and 140 edges, 2.8 average 
degree. Simulations were at least of 1000 runs. All graphs are 
of 100 nodes and 140 edges. Topologies have been modified 
adding/removing edges to ensure the same number of edges 
and nodes and the same overall broadcasting delay within a 
±0.2s interval. The length of the message to be transmitted is 
256 bit in both scenarios. 
 
 
   Table 3 an 4 show the time saving gained using the four 
methodologies of optimization. Table 3 concerns the scenario 
I, where a unique uniform distribution provides all the delays 
between two communicating AUV (nodes of the graph). Only 
the relative percentage values should be considered, as the 
absolute values are strictly related to the particular framework 
examined. It is clear that the Galaxy (group of connected 
stars) configuration allows the largest delay reduction in both 
scenarios; furthermore, the star topology (Figure 1, bottom 
right) is well-known to guarantee good performance and 
reliability, although  expensive. 
    The classification of the configurations according to the 
best delay after the optimization considering both scenarios is 
as follows: Galaxy, Cluster, Erdos-Renyi, Grid, Small-World. 
    It seems the Galaxy configuration of the AUV acoustic 
communications is the best by far. It is worth mentioning, 
anyway, that a star configuration relays heavily on the centre-
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star to pass and sort messages, thus dissipating too much 
energy for the marine environment.  
   A solution is to alternate the  centre-star role among the 
AUV of the star (Snels and Tabacchiera, 2013), possibly 
using a frequency coding to avoid signal overlapping, if 
enough high quality AUV are available. Otherwise the 
random Erdos-Renyi graph guarantees a good performance in 
a number of underwater tasks. 
 
 
 
   
Graph AV11 Degree BC Random
E - R (15.90) 
  +0.78%  
(15.76) 
  -32%  
(16.83) 
  +6.7%  
(20.10)  
  +27.5%  
S-World (18.89) 
  +9.3%  
(17.28) 
  -25.9%  
(18.32) 
  +6%  
((20.37) 
  +17.8%  
Galaxy (9.28) 
 +143%  
(3.81) 
  -83%  
(5.00) 
  +31%  
(18.88) 
  +395%  
Grid (17.38) 
  -25.5%  
(18.75) 
  +7.8%  
(20.07) 
  +15%  
(19.52) 
  +9.16%  
Cluster (15.27) 
  -34.5%  
(16.38) 
  +7%  
(16.21) 
  +6.15%  
(19.90) 
  +30%  
Table 3:  Overall delay for different topologies in the single 
distribution scenario (I scenario), with optimization. Values 
within a ±0.2 s confidence interval. The optimization 
techniques are: the AV11 algorithm, the degree centrality, the 
betweenness centrality and the complete random choice of 
nodes. Delays are expressed in seconds. Inside the brackets  
the absolute values. Percentage in bold is the best time saving  
 
Figure 3: Comparison between degree centrality and AV11 for 
the case of the modified Grid graph. Green node have been 
selected by both algorithms, red nodes only by degree and blue 
node only by AV11. An intuitive selection is not straightforward 
in this circumstance. 
 
 
 
percentage with respect to the overall delays of Table 1 for a 
given graph. 
   Now we focus on the performance of the optimization 
algorithms (degree, AV11, BC and random choice) in 
selecting the most suitable nodes. Not surprisingly, in both 
scenarios the degree is the optimal choice in the case of E-R, 
S-W, Galaxy graph, but AV11  scores -7% with respect to 
degree for the Cluster and the Grid graph.    
   Then the simplest of the optimization algorithms (degree 
centrality) is not always the most successful, as an intuitive 
reasoning could expect. In fact, the AV11 exceed the degree 
in the Grid and in the Cluster cases while in the Erdos – Renyi 
case differences are really minimal. 
When the configuration is as simple as the Galaxy (a group of 
stars) certainly the best choice is obviously the degree 
centrality parameter, but when the graph is more structured, 
more sophisticated algorithms such as AV11 are to be 
considered.  
   This is an useful finding, as often the static parameter 
(degree, betweenness, closeness etc.) are not able to identify 
correctly the influential nodes.  
 
 
 
Graph AV11 Degree BC Random
E-R (17.33) 
 +0.5%  
(17.24) 
  -35.4%  
(18.54)  
+7.5%  
(22.19) 
+28.7%  
Small-W (20.75)  
+11%
(18.68)    
 -29%  
(20.12)  
+7
(22.39) 
+19
Galaxy (10.00) 
 +161%  
(3.83) 
 -85%  
(5.22) 
 +36%  
(20.98) 
 +447%  
Grid (19.14)  
 -25%  
(20.75)  
 +8.5%  
(22.44)  
 +17  
(21.16)  
 +11.5%  
Cluster (17.56) 
-31.8%  
(18.92)  
 +7.75%  
(18.51)  
 +5.4%  
(22.36)  
 +27%  
Table 4: Overall delays for different topologies with 
optimization in the multiple distributions scenario (II 
scenario). The optimization techniques are: the AV11 
algorithm, the degree centrality, the betweenness centrality 
and the complete random choice of nodes. Delays are 
expressed in seconds. Inside the brackets  the absolute values. 
Percentage in bold is the best time saving percentage with 
respect to the overall delays of Table 1 for a given graph. 
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Theoretical Considerations 
 
Chandra has shown how consensus and broadcasting are 
reducible to each other also in asynchronous networks with 
failure detectors (Chandra, 1996).  Broadcast allows processes 
to distribute messages, so that they agree on the set of 
messages they deliver and the order of message deliveries. 
   The standard consensus form is: 
 
xi’ = Σj aij( xj – xi )    ,     j = 1, ... N                                     (2) 
 
and its delayed version: 
 
xi’ = Σj aij( xj ( t – τ ) - xi )    ,     j = 1, ... N                            (3) 
 
where aij are the entries of the adjacency matrix A.  
      It is known that for a connected network, the equilibrium 
point for (2) is globally exponentially stable. Moreover, the 
consensus value is equal to the average of the initial values; 
for small swarms the average is easy to calculate. In compact 
form (2) is written:   
 
x’ = - Lx                                                                           (4) 
 
(2) and similar expressions are utilized in the swarm control to 
coordinate the states of the robots on a common 
position/velocity agreement resilient to disturbs  
(Olfati_Saber, 2007).  
   Since in the protocol section we have not required 
synchrony, now we can use the equivalence between the 
consensus problem and the broadcast problem (consisting in 
delivering a set of messages in the correct sequence to every 
agent of the network) to state a sufficient condition (Lu, 2011) 
for the successful broadcast of a set of subsequent short 
messages. 
  Lu shows that asynchronous consensus with stochastic 
delays can be obtained if during motion the swarm’s graph 
has always had a spanning tree. The same result thus applies 
equally well to our broadcasting  gossip-like protocol. 
   Recently (Atay, 2013, in press) a necessary and sufficient 
condition has been obtained for the discrete time, but only for 
fixed, non-switching links. 
 
 
 
Conclusions 
We have examined the delays produced during the 
information diffusion in an underwater autonomous robot 
swarm in order to extend its time horizon, properly selecting 
the swarm configuration and the allocation of high quality 
transmission devices inside the configuration. 
   Since the independence condition of variables in the 
analytical treatment of the delay model cannot be assured 
generally, numerical simulations have been conducted.  
   Two scenarios have been simulated. Scenario I considers a 
unique uniform distribution of delays with fixed inter vehicle 
distances; scenario II considers random distances and each 
link producing a delay, according to a positive support 
Gaussian distribution (as a delay is an inherently positive 
quantity). In both cases the links may or may not exist, 
depending on a uniform distribution probability. 
   Five swarm configurations (Galaxy, Cluster, Erdos-Renyi, 
Grid, Small-World) and four allocation methodologies 
(AV11, degree centrality, betweennneess, random choice) 
have been tested to find the largest time savings. 
   Results show that the degree centrality applied to the galaxy 
configuration allows the largest delay reduction in both 
scenarios, as expected, but only when configuration are 
dominated by hubs. When the graphs are more structured, 
spectral allocation algorithms as AV11 are a better choice 
(Table 3 and 4). 
   Another useful finding is given by Table 2. The maximum 
adjacency eigenvalue and the spectral gap reveal the graph 
capabilities to decrease the delays when optimized. 
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Abstract
Evolutionary robotics is heading towards fully embodied evo-
lution in real-time and real-space. In this paper we introduce
the Triangle of Life, a generic conceptual framework for such
systems in which robots can actually reproduce. This frame-
work can be instantiated with different hardware approaches
and different reproduction mechanisms, but in all cases the
system revolves around the conception of a new robot organ-
ism. The other components of the Triangle capture the prin-
cipal stages of such a system; the Triangle as a whole serves
as a guide for realizing this anticipated breakthrough and
building systems where robot morphologies and controllers
can evolve in real-time and real-space. After discussing this
framework and the corresponding vision, we present a case
study using the SYMBRION research project that realized
some fragments of such a system in modular robot hardware.
Introduction
Evolutionary robotics is heading towards fully embodied
evolution in real-time and real-space. In this paper we in-
troduce the Triangle of Life, a general conceptual frame-
work that can help build systems where robots can actually
reproduce. The framework can be instantiated with differ-
ent hardware approaches and different reproduction mecha-
nisms. For example, one could use classic mechatronic com-
ponents and 3D-printing to produce new robots, or a stock
of autonomous actuated robot modules as raw material and
self-driven aggregation to implement ‘birth’.
The novelty of this framework lies in the pivotal role of
reproduction and conception. The life cycle it captures does
not run from birth to death, but from conception to concep-
tion and it is repeated in real hardware thus creating ‘robot
children’ over and over again. This is new in evolved 3D
printed robots, where the body structure is printed off-line.
Even if the design is evolved, the printer only produces the
end result after evolution is halted (in simulation), whereas
in our framework printing=birth, thus being part of the evo-
lutionary process, rather than following it.
Our approach is also new in self-assembling robot
swarms, because existing work traditionally focusses on the
transition of a swarm into an aggregated structure (a robot
organism) and vice versa. In the traditional setting, being
aggregated is a transient state that enables the robots to meet
a certain challenge after which they can disassemble and re-
turn to normal. In contrast, we perceive being aggregated
as a permanent state and consider aggregated structures as
viable robotic organisms with the ability to reproduce. That
is, two or more organisms can recombine the (genetic) code
that specifies their makeup and initiate the creation of a new
robotic organism. This differs from earlier work aiming at
self-replication and self-reconfiguration in that a ‘child or-
ganism’ is neither a replica of its parents, nor is it a recon-
figured version of one of them.
This paper has a twofold objective, 1) to present the Tri-
angle of Life as a conceptual framework for creating ALife
of this type and 2) to illustrate how the components of this
framework can be implemented in practice. To this end, we
will use the SYMBRION research project1 as a case study,
even though originally the project only targeted traditional
swarm-to-organism-to-swarm systems, cf. Levi and Kern-
bach (2010).
Background and related work
The ideas in this paper can be considered from three per-
spectives, that of artificial life, evolutionary computing, and
(evolutionary) robotics. The modern scientific vision of cre-
ating artificial life has a long history dating back to the 1987
Santa Fe workshop, cf. Langdon (1989); Levy (1992); Lang-
ton (1995). The most prominent streams in the develop-
ment of the field are traditionally based on wetware (biology
and/or chemistry), software (i.e., computer simulations), and
hardware (that is, robots). In this paper we focus on the third
option. The main contribution of the paper from this per-
spective is the introduction of a new, integrative framework,
the Triangle of Life, that helps develop and study hardware-
based ALife systems. In fact, the Triangle of Life defines a
new category of ALife systems and outlines an interesting
avenue for future research.
1EU Grant number FP7-ICT-2007.8.2, running between 2008-
2013.
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Figure 1: Positioning the Triangle of Life, its possible in-
stantiations in general, and the specific examples used in this
paper.
From an evolutionary perspective the framework we ad-
vocate here corresponds to a major transition from evolu-
tionary computing (i.e., artificial evolution in software) to
Embodied Artificial Evolution (i.e., artificial evolution in
hardware) as introduced in Eiben et al. (2012). The roadmap
outlined there considers embodiment in the broad sense,
including biochemical approaches and treats mechatronics
based embodied evolution as one of the possible incarna-
tions. The work presented here represents the first detailed
elaboration entirely devoted to that kind of systems.
Finally, the vision behind this paper can also be consid-
ered from the perspective of robotics. The relevant subarea
here is evolutionary robotics that has a large body of related
work, e.g., Nolfi and Floreano (2000); Wang et al. (2006);
Trianni (2008). However, most existing systems in this field
are based on simulations and use evolutionary algorithms as
optimizers in an off-line fashion, during design time. Fur-
thermore, evolution is usually applied to optimize/design
some parts of the robot morphology or the controller, but
rarely both of them. In contrast, our vision concerns real
hardware, on-line evolution during run time, and it includes
the evolution of both the morphologies and the controllers.
In the system we envision, new robots are produced contin-
uously only limited by the availability of the raw materials
and the capacity of the ‘birth’ mechanism. In the resulting
system evolution is not a simple optimizer of some robot
features, but a force of continuous and pervasive adaptation.
In the landmark Golem project Lipson and Pollack (2000)
evolved robots capable of moving themselves across a flat
surface; robots were evolved in simulation and the fittest
individuals then fabricated by first 3D printing the struc-
tural components then adding motors to actuate the robot.
Although a remarkable achievement, the artificial creatures
evolved then physically realized contained neither sens-
ing nor controller, so were not self-contained autonomous
robots. Only the robot’s physical morphology was evolved.
The use of Lego has featured in evolutionary robot hard-
ware. Although not evolving complete Lego robots work has
described, and indeed attempted to formalise the use of Lego
structures for evolution. For example Funes and Pollack
(1997) describe the simulated evolution, then construction
using Lego, of physical bridge-like structures. Peysakhov
et al. (2000) present a graph grammar for representing and
evolving Lego assemblies, and Devert et al. (2006) describe
BlindBuilder, an encoding scheme for evolving Lego-like
structures.
Notably Lund (2003) describes the “Building Brains and
Bodies approach” and demonstrates the co-evolution of a
Lego robot body and its controller in which the evolved
robot is physically constructed and tested. Here simulated
evolution explores a robot body space with 3 different wheel
types, 25 possible wheel positions and 11 sensor positions.
Lund observes that although the body search space is small,
with 825 possible solutions, the search space is actually
much larger when taking into account the co-evolved con-
troller parameters. This work is significant because it is, to
the best of our knowledge, the only example to date of the
simulated co-evolution, then physical realisation, of body
morphology and controller for a complete autonomous mo-
bile robot.
Work by Zykov et al. (2007) describes an evolving mod-
ular robotic system on the Molecube platform. In this work,
self-reproduction is not a necessary prerequisite of evolu-
tion, but rather its target. In particular, the authors evolve
self-replicators by employing a genetic algorithm (in a 2D
simulation) where the measured amount of self-replication
is used as an explicit fitness criterion to evaluate morpholo-
gies. Then, in a second stage they evolve a command se-
quence, i.e., controller, that enables a given morphology to
produce an identical copy of itself. However, as yet, there is
still no work that has fully demonstrates the online evolution
of both structure and function of a modular robotic system,
that is fully embodied in the modules themselves.
A related area with practical relevance to our vision is that
of self-organizing robotic systems, Murata and Kurokawa
(2012). Modular self-reconfigurable robot systems, cf. Yim
et al. (2007), are particularly interesting because they con-
stitute one of the possible technologies for implementing the
Triangle of Life as shown in Figure 1. However, conceptu-
ally such systems are quite different from ours, because the
emphasis is on self-reconfiguring morphologies to adapt to
dynamic environments, whereas in our evolutionary system,
new morphologies appear through ‘birth’ and adaptation of
morphologies takes place over generations.
The Triangle of Life
Throughout this paper we will not attempt to (re)define what
life is. Instead, we take a pragmatic approach and con-
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sider three features that are typically attributed to life or
life-like systems: self-reproduction that relies on heredity,
self-repair, and learning.
The proverbial Cycle of Life revolves around birth. We
adopt this stance and define the Triangle of Life as shown in
Figure 2.
Mature	  life	  1 
2	  
3	  
Figure 2: The Triangle of Life. The pivotal moments that
span the triangle are: 1) Conception: A new genome is ac-
tivated, construction of a new organism starts. 2) Delivery:
Construction of the new organism is completed. 3) Fertility:
The organism becomes ready to conceive offspring.
This concept of the Triangle is generic, the only signifi-
cant assumption we maintain is the genotype-phenotype di-
chotomy. That is, we presume that the robotic organisms as
observed ‘in the wild’ are the phenotypes encoded by their
genotypes. In other words, any robotic organism can be seen
as the expression of a piece of code that we call the genome.
As part of this assumption we postulate that reproduction
takes place at the genotypic level. This means that the evolu-
tionary operators mutation and crossover are applied to the
genotypes (to the code) and not to the phenotypes (to the
robotic organisms). This fundamental assumption not only
makes our envisioned systems more life-like, but –perhaps
even more importantly– keeps the door open to enhancing
the system with developmental abilities.
In the forthcoming subsections we will elaborate on each
stage of the Triangle. For the sake of clarity we appeal to
the modular robotic approach and explain some details in
that setting. However, we emphasize that the Triangle is a
generic framework equally applicable to modular and non-
modular approaches.
Birth
A new robotic organism is created first at genotype level and
is thus seeded by a new piece of genetic code that is created
by mutating or recombining existing pieces of code. Birth
is therefore the first stage of life, specified as the interval
between the moment of activating a newly created genome
(circle 1 in Figure 2) and the moment when the robot or-
ganism encoded by this genome is completed (circle 2 in
Figure 2). In technical terms, this is the period when mor-
phogenesis takes place. In principle, it can be implemented
in various ways and later on we will illustrate some in de-
tail. Here we suffice to distinguish two main categories,
based on explicit vs. implicit representations of the shape
of the newborn robot organism. Using an explicit represen-
tation, the genome explicitly specifies the shape of the or-
ganism and the process of morphogenesis is executed with
this shape as target. Morphogenesis has therefore a clear
stopping criterion; it is successfully completed when the tar-
get shape has been constructed. Using implicit representa-
tion the genome does not contain an exact description of the
new shape. Rather, the genome can be seen as a set of rules
governing the morphogenesis process that could follow dif-
ferent tracks and thus deliver different end shapes depend-
ing on the given circumstances and random effects. Note
that this notion of implicit representation includes indirect,
developmental representations, EvoDevo, ect. and connects
our vision with the nascent area of morphogenetic engineer-
ing, cf. Doursat et al. (2012).
Infancy
The second stage in the Triangle of Life starts when the
morphogenesis of a new robot organism is completed (cir-
cle 2 in Figure 2) and ends when this organism acquires
the skills necessary for living in the given world and be-
comes capable of conceiving offspring (circle 3 in Figure
2). This moment of becoming fertile is less easy to define in
general than the other two nodes of the triangle. However,
we believe it is useful to distinguish an Infancy period for
two reasons. Firstly, the new organism needs some fine tun-
ing. Even though its parents had well matching bodies and
minds (i.e., shapes and controllers), recombination and mu-
tation can shuffle the parental genotypes such that the result-
ing body and mind will not fit well. Not unlike a newborn
calf the new organism needs to learn to control its own body.
Depending on the given system design this could take place
under protected circumstances, under parental supervision
or within an artificial ‘nursery’ with a food rich environ-
ment, etc. From this perspective, the Infancy interval serves
as a grace period that allows the new organism to reach its
full potential. Secondly, the new organism needs to prove
its viability. System resources are expensive, thus should
be allocated to the creation of offspring with an expectedly
high quality. Introducing a moment of becoming fertile (af-
ter birth) implies that organisms must reach a certain age be-
fore they can reproduce. From this perspective, the Infancy
period serves as an initial assessment of implicit fitness that
helps filter out inferior organisms before they start wasting
resources by producing offspring.
The moment of becoming fertile can be specified by any
user-defined criterion. This could be as simple as time
elapsed after birth, or some measurable performance, for in-
stance, speed (high is good) or amount of energy collected
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(large is good) or number of collisions with obstacles (low
is good), etc.
Mature life
The third stage in the Triangle is the period of maturity. It
starts when the organism in question becomes fertile (cir-
cle 3 in Figure 2) and leads to a new Triangle when this
organism conceives a child, i.e., produces a new genome
through recombination and/or mutation (circle 1).2 It should
be noted that at this point we switch perspectives: the be-
ginning of a new life marks the beginning of another Tri-
angle belonging to the new organism encoded by the new
piece of genome. As for the ‘old’ organism nothing needs to
end here. In other words, conceiving a child does not mean
the end (death) of this organism, and it is certainly possible
that an organism produces multiple offspring during its ma-
ture life. This view is motivated by the intuition behind the
proverbial Cycle of Life that inspired our Triangle.
Robotic organisms can exhibit several behaviors during
the mature period, depending on the given system and the
interests of the experimenter. Here we will only consider
two that we consider essential to any real world ALife sys-
tem: reproduction and self-repair. Reproduction is an ob-
vious requirement, but implementing it is challenging. For
multi-cellular robotic organisms we see three feasible op-
tions:
1. Based on a ‘birth clinic’. After recombining the genomes
of two parent organisms, the genome describing the new
organism is beamed to a central facility where there are
free robot modules. This is the place where the birth pro-
cess is executed and a child robot is constructed.
2. Based on self-sacrifice. After recombining the genomes
of two parent organisms, one of the parents disassembles
and the child is built from its modules. Leftover modules
become free riders and serve as available raw material. If
the number of modules in the parent is not enough, others
are recruited from such free riders.
3. Seed-based protocol. This will be discussed later as the
one applied in SYMBRION.
Further to reproduction, we consider self-repair as an es-
sential feature here. In simulation based ALife systems the
world and its inhabitants can be stable and error-free, where
randomness needs to be added deliberately. In the real-world
systems we envision this is not the case, real hardware al-
ways breaks down. Thus, some form of self-repair is needed
for continued operation after the inevitable breakdowns of
the robot/organism. The ability to self-repair is linked to the
2Strictly speaking, the moment of producing a new genome
need not be the same as activating this genome and starting the
morphogenesis process, but this is just a formal detail with no real
effect on the conceptual framework.
ability of the organism to perform morphogenesis, as it is
very likely that some form of reconfiguration is needed in
the event of failure.
Implementing the Triangle of Life
As mentioned in the Introduction, originally the SYM-
BRION project considered robotic organisms as transient
states of the system. An aggregated organism could achieve
goals a simple swarm could not (negotiating an obstacle or
reaching a power point) and after completion it could dis-
aggregate again. However after five years of research and
development many of the components that make up the Tri-
angle of Life have been implemented in hardware or are very
close to being implemented in the short term. The purpose of
this section is to illustrate these achievements together and
to indicate the current state of the art towards an integrated
ALife system based on the modular robotic organisms con-
cept.
Birth: Explicit Encoding for Morphogenesis
Within the Symbrion framework a heterogeneous group of
mobile robots can operate in swarm mode to – for instance
– autonomously explore a region, exploiting the spatial dis-
tribution of the swarm. However, when required, Symbrion
robots can self-assemble to form a 3D organism. The pro-
cess of transition from swarm-mode to organism-mode, with
an explicit pre-defined (or pre-evolved) body plan, is also
self-organising and proceeds as follows. Any individual
robot in swarm mode can act as a ‘seed’ robot, initiating
morphogenesis. Typically this might be when that robot dis-
covers an environmental feature or hazard that cannot be ac-
cessed or overcome by individual swarm-mode robots. Each
robot is pre-loaded with a set of body-plans, and the seed
robot will select the most appropriate body plan for the cur-
rent situation. The position of the seed robot in the selected
body plan then determines the next robot(s) that need to be
recruited by the seed robot, and the face(s) that they will
need to dock into. The seed robot then broadcasts message
bearing recruitment signals from the selected face(s), using
the IR signalling system built into each docking face. That
message specifies which of the three Symbrion robot types
needs to be recruited.
The autonomous docking approach is illustrated in Fig-
ure 3. Initially, a seed robot initiates recruitment of other
robots. The pre-evolved body plan is then transferred from
the seed robot to them, so newly recruited robots then de-
termine their own position in the growing organism. In dis-
covering its position a robot also determines whether or not
other robot(s) need to be recruited. In Figure 3 image 2 they
do. Robots’ recruitment signals can be detected by other
robots within range (150 cm) to provide rough directional
information to any robots in range. IR beacon signals are
used at short range (15 cm) to guide the approaching robots
for precise alignment with the docking face. Upon com-
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Figure 3: Morphogenesis in progress. Image 1: Five robots
are in swarm mode. Image 2: Self-assembly is in progress.
Image 3: The new organism is complete, but in 2D planar
form. Image 4: The organism ‘stands up’ to transform to
3D.
Figure 4: Example of a result from embodied morpho-
genesis using 5 Symbrion robots obtained with the Vir-
tual Embryogeny approach (credits: Markus Dauschan).
See Dauschan et al. (2011) for details.
pletion of the docking process, robots stop emitting beacon
signals. The same process is then repeated until the pre-
evolved structure is formed. A behaviour-based approach is
adopted for the design of the morphogenesis controller, to-
gether with a well-formatted tree structure which explicitly
represents the organism body-plan, as described in Liu and
Winfield (2012).
In this way robots initially form a 2D planar structure, see
Figure 3 image 3. Once the robots in the 2D planar structure
have assumed the correct functionality, according to their
position in the body plan, the ‘organism’ will lift itself from
2D planar configuration to 3D configuration (as shown in
Figure 3 image 4) and, with respect to locomotion, function
as a macroscopic whole.
Birth: Implicit Encoding for Morphogenesis
An alternative to direct encoding is to consider develop-
mental and generative systems (or implicit encodings). In
this setup, the information contained in the genome encodes
the process of construction rather than an explicitly formu-
lated plan of construction. While developmental and gen-
erative systems have been studied for some time (cf. the
works of Bentley and Kumar (1999); Stanley and Miikku-
lainen (2003); Bongard and Pfeifer (2003)), the very pro-
cess of morphogenesis starting from a swarm of autonomous
units and going towards a full assembled organism raise ad-
ditional issues, as the actual morphogenesis should be con-
sidered as an embodied process: online and decentralized.
In the last five years, several approaches have been in-
vestigated in the Symbrion project, from theoretical ideas
to practical robotic implementations, as shown in Figure 4.
These approaches have been explored and tested, either with
simulated or real robots, and have investigated the benefits
of deterministic vs. stochastic morphogenesis from differ-
ent perspectives (either bio-inspired or completely artificial).
On one side, genetic regulatory networks (GRN) and artifi-
cial ontogenic process have been considered (Thenius et al.
(2010)). On the other side, cellular automata (CA) have
been used to model the developmental process by consid-
ering each robot of the organism as a cell with a von Neu-
mann neighbourhood. In both cases, cells would be con-
sidered as homogeneous, that is sharing the same evolved
update rules, whether this was explicit CA rules, a GRN up-
date network and any other kind of developmental program.
However, each cell would then trigger the recruitment of
other cells depending on their current (possibly unique) sit-
uation, ultimately leading to a full-grown organism having
reached a stable final configuration, as explored by Devert
et al. (2011).
What makes these approaches particular with respect to
the literature is that it is not only necessary to encode the
morphogenesis process itself (i.e. the assembling sequence),
but it is also mandatory to consider the actual execution of
this process (the embodied morphogenesis): individual units
are indeed facing a possibly challenging coordination tasks,
with the possible constraints of satisfying temporal and spa-
tial constraints (e.g. the assembly ordering can be impor-
tant). Moreover, open-ended evolution of embodied mor-
phogenesis can benefit from a creative process, that is to
come up with original morphological solutions to address
the challenges in the environment at hand. We devised a set
of performance indicators to encompass these various de-
sired properties and these are described below.
Evolvability is considered as the ability for the algorithm
to produce viable shapes during the course of evolution. It
is evaluated by counting the number of unique viable shapes
out of a predefined number of tries.
Initial viability provides an indicator to estimate how dif-
ficult it is to bootstrap an evolutionary process. It is com-
puted by considering only random generations of genotypic
description for the encoding under scrutiny, and counting the
number of shapes that can actually been build (i.e. viable)
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out of the total number of shape descriptions generated.
Self-repair stands as one of the typical benchmark for
morphogenesis and evaluates how a full organism can be
successfully reconstructed from a starting condition that
may not match the original initial condition (e.g. from
the last recruited robot rather than from the original ”egg”
robot).
Lastly, controllability (unsurprisingly) evaluates the effi-
ciency with respect to evolving the construction process to
achieve a particular target shape: the faster the evolution, the
better the controllability.
Infancy: Gait Learning
In our vision of Artificial Life based on hardware birth is fol-
lowed by the stage of infancy. From an evolutionary point of
view the proof of viability at the very beginning of this stage
does not need any further consideration. If an organism, for
example, consumes too much energy, its genome will not
spread. Thus, in SYMBRION we concentrate on the objec-
tive of an organism learning to control its own body for lo-
comotion. This is because movement increases the chances
to spread the genome during the upcoming phase of mature
life, independent of the chosen reproduction implementation
during the mature phase. Thus, the objective of gait learning
is an indirect one. The obvious easy solution of so-called
free-riders, which are organisms staying in place and wait-
ing for others to come by, can only exist in a low number in
the population from an evolutionary perspective.
Here, gait learning comes with challenge of an unknown
body shape. There may have been passed on a genome per-
forming good locomotion from the ancestor but this good
performance does not automatically hold for a different body
shape. Thus, investigations on gait learning for a modular
multi-robot organism –as it is the case in SYMBRION– al-
ways start from scratch.
As mentioned above on-line, on-board evolution was cho-
sen in SYMBRION to be the optimization process. This
leads to several important consideration and scientific ques-
tions. For example, the part of the genome which is respon-
sible for locomotion could use Lamarckism. This means that
at the beginning of mature life not the original genome but
the genome altered by artificial evolution during gait learn-
ing is used for recombination.
The way of achieving shared control is another consider-
ation. Should the controllers of the single modules in the
organism be derived from an identical genome (“homoge-
neous”)? Different genomes (“heterogeneous”) would ease
the creation of division of labor as some cells would be used
to push, others to pull. In Waibel et al. (2009) it is stated that
a homogeneous genome of team members is better suited
when the task requires high level of cooperation.
Another important aspect is the type of controller being
used. This strongly depends on the actuators used for loco-
motion. The three robot platforms which are the modules of
Figure 5: Multi-robot organism consisting of three modules
during infancy. Screenshots show attempts of the organism
to create locomotion during on-line, on-board evolutionary.
the multi-robot organism in SYMBRION come with several
2D actuators and one 3D actuator. The primary focus has
been on the 3D drive. It is implemented as hinges which
makes it possible to lift the other modules. Fig. 5 shows
an example of the resulting 3D locomotion of an organ-
ism. This leads to a snake- or caterpillar-like motion. Three
different controller types known for their evolvability were
taken into consideration: CPG (central pattern generator),
AHHS (artificial homeostatic hormone system, see Stradner
et al. (2012)) and GRN (gene regulatory network). The idea
is not to limit the population to one solution in the first place
but to let evolution decide. The organism will only be con-
trolled by one type during infancy phase, but the better it
performs the greater the chance that this type will also be
used by its offspring.
The ongoing work in SYMBRION is the implementation
and testing (first results are shown in Fig. 5) for experiments
to investigate the considerations raised above concerning
gait learning for multi-robot organisms.
Mature Life: Self-Reproduction
Weel et al. (2013) recently described an egg-based system
extending the seed-based protocol from the previous section.
The idea is that some of the robot modules that are not part
of a robot organism act as an egg whose function is to col-
lect and process genomes of robot organisms for reproduc-
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tion. An egg is thus a stationary robot module that organisms
can fertilize by sending their genome to it. An egg that has
been fertilized by a number of organisms selects two of the
received genomes for recombination followed by mutation.
Then the egg becomes a seed, and initiates the morphogen-
esis of a new organism using the new genome.
This system has been implemented in a rather simple, fast
simulator, RoboRobo3 and numerous experiments have been
conducted to gain insights into the ‘inner logic’ of this sys-
tem. In particular, three major parameters have been identi-
fied: egg lifetime, i.e., how long eggs listen for genomes,
seed lifetime, i.e., how long a fertilized egg (a seed) is
allowed to build the organism its genome encodes before
aborting, and organism lifetime, i.e., how long a fully grown
organism lives before it dies. These experiments have dis-
closed how these parameters interact, in particular regarding
their influence on the size of the organism population, the
stability of the organism population, and the average size of
the organisms.
Mature Life: Self-Repair
There are many complex steps proposed in this paper: birth,
infancy, mature life over a sustained period. All of these
complex and potentially error prone steps may well cause, or
be inhibited by faults. Hence, throughout the lifetime of the
robotic system, it is inevitable that there will be some form
of failure within a robot, or within the organism. When such
failures occur, the ability of the organism to perform its task,
or even survive, is compromised. Failures can be caused by
a range of different faults ranging from mechanical failures,
to electronic hardware or software faults and as such prevent
the organism from performing its task. For continued oper-
ation over the full lifetime of the robot/organism some form
of self-repair is needed. The ability to self-repair is linked to
the ability of the organism to perform morphogenesis, as it
is very likely that some form of reconfiguration is needed in
the event of failure.
We report here on two approaches of self-repair that have
been explored. The first could be considered a type of self-
assembly, as reported in Murray et al. (2013) where robots
are able to form ad-hoc structures, with no pre-determined
shape, as opposed to work described above where a shape
is seeded into the robotic unit. Murray et al presented an
algorithm that showed successful reconfiguration ability of
specifically tailored e-pucks that could form the aforemen-
tioned structures.
Further work by the SYMBRION project, as yet unpub-
lished, goes much further to permit a true self-repair ap-
proach for organisms. Using techniques developed within
the project for the detection Timmis et al. (2010) and diagno-
sis Bi et al. (2010) of faults, combined with the morphogen-
esis approach described here, SYMBRION organisms can
3https://code.google.com/p/roborobo/
perform a partial disassembly then a full reassembly back to
the original structure, in a distributed and autonomous man-
ner. Should a robotic unit fail at any position within the
organism, the approach permits for the removal of that unit
and a reconstruction of the organism using the morphogen-
esis approach described.
Concluding Remarks
In this paper we have introduced the Triangle of Life: a con-
ceptual framework for artificial systems in which robots ac-
tually reproduce. Our proposed framework contrasts with
traditional evolutionary robots approaches in several ways.
Firstly, the life cycle does not run from birth to death, but
from conception (being conceived) to conception (conceiv-
ing one or more children). Secondly we envision the whole
process taking place in real time, with real robots in the
real world. We do not prescribe how the process should be
implemented, but two contrasting approaches present them-
selves: one in which some infrastructure provides materi-
als and processes for robot birth, and another infrastructure-
less approach which could be thought of as an extension
to modular self-assembling robotics. The third departure
from conventional practice is that fitness is tested primarily
through survival to maturity and successful mating, rather
than against an explicit fitness function. Thus a large num-
ber of factors including individual health and development,
the living environment (which may include multiple genera-
tions of conspecifics), and simple contingency will influence
whether an individual survives to pass on its genetic mate-
rial. Importantly it follows that selection is also implicit. Al-
though we are describing an artificial life system, the process
of selection is much closer to Darwinian natural selection.
Finally we should speculate on how such an artificial life
system might be used. Two contrasting applications present
themselves. One as an engineering solution to a requirement
for multiple robots in extreme unknown or dynamic environ-
ments in which the robots cannot be specified beforehand:
robots required to explore and mine asteroids, for instance.
The other application is scientific. Our proposed artificial
life system could be used to investigate novel evolutionary
processes, not so much to model biological evolution – life
as it is, but instead to study life as it could be.
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Introduction 
Biochemical reactions in living organism usually take place 
inside cells. The characteristic feature of these reactions is 
their executability; the organism does not produce certain 
substances all the time, but only when they are needed. The 
reaction is usually triggered after receiving an extra- (or intra-) 
cellular signal. Stimuli-responsiveness is mostly possible 
because of compartmentalization of the cells. Reactants, 
enzymes and other factors are separated to different parts of 
cells by membranes forming organelles. Upon receiving a 
signal, the substances are selectively transported through the 
membranes and a reaction occurs. 
 In order to mimic that behaviour we present internally-
structured cell-like micro-particles with a diameter around 
50 µm. The particles are formed by an alginate gel, thermo-
responsive liposomes form internal compartments filled by an 
encapsulated content. The particles also contain ferrofluid 
(Fe2O3 magnetic nanoparticles). High-frequency magnetic field 
causes heating of the particles hence release the content from 
thermo-sensitive liposomes into the gel body and then out of 
the particles (Hanuš, et al. 2013). Thermo-sensitive liposomes 
are characteristic by a change of bilayer structure at certain 
temperature. 
Figure 1: Scheme of the particle and principle of triggering the 
reaction. The substrate is released from liposomes after 
induction heating of particles and it is oxidized in the gel by 
means of the immobilized enzyme. 
  
 Utilizing these particles we studied an enzymatic oxidation 
of ABTS (2,2'-azino-bis(3-ethylbenzothiazoline-6-sulphonic 
acid)) catalyzed by the enzyme laccase. The substrate was 
encapsulated inside the liposomes and the enzyme was 
immobilized into the alginate hydrogel. A scheme of the 
particle and the principle of reaction triggering is shown in 
Figure 1. 
Preparation 
Liposomes were made from DPPC (1,2-dipalmitoyl-sn-
glycero-3-phosphocholine) and cholesterol at a molar ratio of 
8:1 (DPPC:cholesterol). They were prepared by the hydration 
method followed by an extrusion through 100 nm 
polycarbonate membrane. Magnetic nanoparticles were made 
by the precipitation of FeCl2 and FeCl3 in an ammonia 
solution. A mixture of the ferrofluid, liposomes with ABTS, 
laccase and sodium alginate was dripped into a solution of 
copper(II) sulphate by a syringe with a needle in order to 
produce 1-2mm particles (Ullrich, et al. 2013) or by an ink-jet 
print-head in the case of micro-particles (~80 µm) (Haufová, et 
al. 2012). Microscopic image of such micro-particles is in 
Figure 2. After 1 hour of cross-linking, the particles were 
washed with water and then transferred to 10 mM acetate 
buffer (pH = 5.0). The product of the enzymatic reaction is 
intensively coloured; this enables spectroscopic detection at 
415 nm. 
Figure 2: Microscopic image of ink-jetted micro-particles 
containing iron oxide nanoparticles, laccase and liposomes 
enclosing solution of ABTS. 
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Results 
At first, laccase was immobilized within calcium alginate gel. 
A significant decrease of the enzyme activity was observed. 
Leakage of the enzyme during cross-linking and the presence 
of calcium ions was found to have the main effect on the 
enzyme deactivation. After 1 hour of gel cross-linking, about 
half of the original amount of laccase leaked out of the beads. 
Moreover, the activity of laccase in 150 mM CaCl2 was about 
10-times lower than in 100 mM acetate buffer. On the other 
hand, the enzymatic reaction was found to be slightly faster in 
150 mM copper(II) sulphate compared to the buffer. That led 
us to use copper sulphate solution for cross-linking instead of 
calcium chloride that was used originally for the preparation. 
 The temperature-dependent release rate of the product has 
been investigated. At first, millimetre-sized particles were 
studied. It was found that approximately 10 % of the substrate 
was released at room temperature (~23 °C) in 3 hours, but the 
leakage could be decreased to 1 % by storage in a refrigerator. 
On the other hand, only 5 minutes in a 50°C water bath was 
enough to release and oxidize almost all of the encapsulated 
substrate. 
 Similar experiment was carried out with iron-oxide 
nanoparticles and RF-heating by an induction coil (frequency 
400 kHz, max. amplitude 20 mT ~ 100% in Figure 3). The 
effect of the magnetic field intensity and duration of the RF-
pulse were studied. Precise control of the magnetic field led to 
a step-wise release hence dosage control of the product. 
Functionality of this principle was then verified on 
micrometre-sized particles prepared by the ink-jet printing 
(Figure 3). 
Figure 3: Release of the reaction product from alginate micro-
particles. Legend: (♦)(■) samples heated by an induction coil; 
(●) not-heated reference sample; (- -) intensity of RF-heating. 
Relative absorbance 100% refers to an absorbance after release 
all the product. 
Conclusions 
Artificial cell-like particles have been created. Liposomes have 
a function of inner compartments and an alginate gel forms an 
artificial protoplasm. The particles contain also iron oxide 
nanoparticles enabling a control of processes inside by a 
temperature change. Utilizing this system we demonstrated the 
ability to control the rate of reaction-diffusion processes 
remotely by a RF-field. Micro-particles containing thermo-
sensitive liposomes, holding the substrate for enzymatic 
reaction (ABTS), and an immobilized enzyme (laccase) 
released a significant amount of the reaction product after an 
exposure to a RF-magnetic field. This opens up the possibility 
to use such particles as micrometre-scaled bioreactors for more 
complex reaction networks using liposomes with different 
composition hence a different bilayer transition temperature. 
Also local, on-demand synthesis and release of 
pharmacologically or otherwise active compounds with a short 
lifetime could be possible. 
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In our laboratory we have been developing new approaches to discover the ‘transition-to-
evolvability’ in chemistry. This is because if we can discover or engineer an abiotic system that can 
evolve (we could define this as an inorganic chemical cell –iCHELL, see Figure)[1] we might be able to 
suggest that synthetic biology can exist in many chemical forms, of which the terrestrial biology 
found on planet earth is one subset. It could even help us establish the idea that evolvability is the 
key signature that defines living from non-living systems. In this contribution I will describe how we 
are connecting evolutionary algorithms, hardware (e.g. flow systems [2], 3d printers[3] and liquid 
handling robots) and complex chemical systems to produce new types system without classically 
defined biological genetic material, yet with the potential to evolve.  
     
Figure: LEFT picture of some CHELLS fusing. RIGHT picture of an iCHELL made of inorganic salt with 
an inner ‘metabolic’ payload. 
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Abstract
Evolutionary robotics has been successful in creating agents
that successfully link perception with appropriate action.
However, the visual fields utilized by such agents is usually
extremely small compared to the retinas linked to the visual
cortex of animals. Evolving a cortex that processes larger
fields of view in a selective and robust manner is challenging
because fitness landscapes that are sensitive to this level of de-
tails are difficult to design. Here, we decouple the perception
from the action part of evolutionary robotics, and present a
newway to evolve logic circuits to perform image recognition
on the well-known MNIST data set, which comprises 60,000
training and 10,000 testing handwritten numerals. The logic
circuits are encoded in a genome that is evolved using a fit-
ness function based on the true positive and true negative clas-
sification rates of the numerals. Following evolution, individ-
ual circuits achieve in excess of 80% recognition accuracy on
the testing data. By pooling highly evolved individual circuits
from multiple evolutionary histories into a committee, testing
accuracy is increased to 93.5%.
This work demonstrates that evolving logic circuits to solve a
classification task is feasible. We also found the evolved cir-
cuits to be much smaller in scale compared to other machine
learning methods that are conventionally used on such prob-
lems. To our knowledge, this represents the first time that
relatively small logic circuits have been evolved to reach this
level of performance on the automated recognition of hand-
writing, and promises new approaches to the integration of
evolutionary algorithms and intelligent systems.
Introduction
The primary visual cortex of mammals is a marvel of com-
plexity and function, and has been studied for decades both
by those wishing to understand it, as well as those wish-
ing to duplicate it. Object recognition by the visual cortex is
fast (Thorpe et al., 1996), specific, and invariant: we can rec-
ognize faces, for example, in different orientations, under a
variety of lighting conditions, and bearing different expres-
sions. Significant efforts have been expended on modeling
the hierarchical organization of the visual cortex, with the
aim of both elucidating the algorithm behind fast and invari-
ant object recognition (Riesenhuber and Poggio, 1999), as
well as harnessing it for computer vision (Serre et al., 2007).
The usefulness of such a system for the organism bearing it
is almost too obvious to point out: it is clear that the selec-
tive advantage of a fast, accurate, and robust sensing system
must be enormous. Indeed, the visual cortex evolved to be
the largest system in the human brain.
While significant progress has been made on our under-
standing of the visual cortex, the development of a visual
cortex suitable for embodied robotics (Pfeifer and Bongard,
2006) remains a challenging problem. Typically, embodied
mobile robots need to carry lightweight, fast, and energy-
efficient components, and typically such systems have a very
limited bandwidth. Most (if not all) of the implementations
of automatic computer vision fall short in one or more of
these requirements. To be sure, advanced systems such as
Google’s self-driving car (Iban˜ez-Guzma´n et al., 2012) have
achieved extremely robust object recognition and navigation
skills, however at the cost of processing almost a Gigabyte/s
of sensorial data (Chau et al., 2013). Less advanced sys-
tems (such as, say, an ant) navigate robustly with arguably
nine orders of magnitude less sensorial data, using a far more
compact circuitry, and minimal energy requirements. How
can we understand the structure and function of such visual
systems?
Evolutionary robotics
Within the field of evolutionary robotics (Nolfi and Flore-
ano, 2000; Floreano and Keller, 2010), it is becoming more
and more clear that algorithms for perception should not be
separated from those for action, that instead perception and
action should be considered as an integrated system com-
puting appropriate behavior from contextual information.
Evolving the neural control structures for navigation (Flo-
reano and Mondada, 1998; Edlund et al., 2011) has the ad-
vantage that it is free of any preconceived notions of what is
designable and the added bonus of robustness, because the
prime directive of an evolutionary fitness landscape is the
survival of the agent. Advances have been made specifically
in the area of active categorical perception, where an agent
actively moves to better categorize the object it sees (Beer,
1996, 2003; van Dartel et al., 2005; Marstaller et al., 2013).
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In this type of work, the visual system of the agent is neces-
sarily primitive, as the emphasis lies squarely on the evolu-
tion of the perception-action loop. One approach to extend
this work could be to simply extend the size of an agent’s
retina, with the hope that the added detail within the visual
field will prove useful for robot behavior. The drawback of
this approach is familiar to most that have worked in this
field: designing a fitness landscape (Nelson et al., 2009)
that makes exquisitely accurate and robust image recogni-
tion necessary is extremely challenging, because in most ar-
tificial worlds an agent can achieve success with relatively
few cues. Floreano et al. (2005) were able to evolve robots
that navigate using an evolved retina with a resolution of
5 × 5 visual neurons, and showed that selection tried to ex-
ploit a subset of salient visual features, rather than to process
the whole available image.
In order to test whether image recognition algorithms can
be evolved in the absence of actions–and to circumvent the
problem of having to design a fitness landscape where fast,
robust and selective image recognition is necessary for ap-
propriate behavior–we decided to study whether evolution
can re-create an object-recognition system suitable for em-
bodied robotics, by evolving an artificial visual cortex that
recognizes hand-written numerals. This task (a sub-problem
of what is commonly referred to as “optical character recog-
nition”, or OCR) is a well-known staple of the machine
learning community, and as a consequence several bench-
marks are available to compare performance. In our work
(as opposed to the standard machine learning application),
we have more goals besides trying to achieve maximum ac-
curacy in image classification. We also require the resulting
network to be fast, small, and easily transferrable from one
computing platform to another. But most importantly, the
solution must be evolvable. We can imagine, for example,
that the evolved visual cortex would be connected to the neu-
ral controlling machinery of an embodied robot, so that both
can then evolve together.
In what follows, we use evolutionary algorithms to evolve
logic circuits that classify the numerals from the MNIST
data set (LeCun et al., 1998), a well-known benchmark in
OCR. Evolutionary algorithms employ the principles of evo-
lution by natural selection in a computational context to
solve complex problems (Ba¨ck, 1996). Our approach makes
use of a framework to evolve Markov networks (MN), a de-
velopment from recent work (Edlund et al., 2011). MNs
comprise a series of state variables that interact with one an-
other through a collection of evolved “computational gates.”
These gates specify how state variables change in response
to one another. Gates can be either probabilistic, much like
fuzzy logic, or deterministic, as in traditional logic circuits.
The Markov networks themselves are represented by a cir-
cular list of integers (the “genome”) that describes each gate
and the state variables with which they interact. Mutations
within our evolutionary algorithm operate directly on these
genomes, and we employ a fitness function that is based
on true positive and true negative recognition rates. In this
work, we make use of deterministic gates only, and thus
evolve logic circuits that are essentially complex boolean
functions that classify numerals from the MNIST data set.
Previous techniques applied to OCR on handwritten char-
acters include K-nearest-neighbors (LeCun et al., 1998),
support vector machines (Decoste and Scho¨lkopf, 2002),
and learning classifiers such as artificial neural nets and con-
volutional nets (LeCun et al., 1998; Ciresan et al., 2012;
Salakhutdinov and Hinton, 2007). In the case of neural
network-based approaches, edge weights are typically op-
timized based on an error-minimization algorithm such as
backpropagation. However, the number of network layers,
along with the number of computational units per layer, re-
mains fixed during training. Over time, these approaches
have improved in performance on the MNIST data set. For
example, in 1998 the best neural network error rate, the rate
of misclassification on the test images, was 1.6%, achieved
using a 2-layer neural network with 300 hidden states (Le-
Cun et al., 1998). In 2007, Salakhutdinov and Hinton
achieved an error rate of 1.0%, using a “deep learning” neu-
ral network architecture (Salakhutdinov and Hinton, 2007).
Deep learning involves the use of a higher-than-normal num-
ber of layers; in this case, five neural network layers were
used, with all but the last layer using hundreds of nodes.
In 2010, Ciresan et al. were able to decrease the error rate
to 0.35%, using six layers and an even greater number of
nodes per layer (Ciresan et al., 2010). The current world
record error rate for the MNIST data set is 0.23%, again set
by Ciresan et al. in 2012, where they used a 35-member
committee (7,700 total neurons) of convolutional networks
trained via back-propagation for 490 hours on GPU (Ciresan
et al., 2012).
Here we use evolution to discover logic circuits that clas-
sify the numerals from the MNIST data set. The evolved cir-
cuits are of larger scale than other evolutionary approaches,
having 784 inputs and 20 outputs, and unlike ANNs and con-
volutional networks, evolve to a highly concise represen-
tation of about 100 computational gates. While individual
evolved logic circuits have remarkable accuracy given their
relatively small size, the diversity inherent to evolutionary
algorithms enables us to make effective use of committees.
Using committees of 30 circuits, we achieve an accuracy of
approximately 93.5% on the MNIST data set. This level
of scalability of logic circuit evolution has not been seen
in other studies (Stomeo et al., 2005; Vassilev and Miller,
2000; Torresen, 2001), and demonstrates that the evolution
of large logic circuits to perform a practical application is
feasible. Finally, because Markov networks represent logic
circuits, they are capable of being rendered on physical hard-
ware such as FPGAs.
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Figure 1: A schematic showing how a Markov network op-
erates. Inputs (green) in a 4x4 image field connect to logic
gates (red), which produce the 10 outputs (blue).
Methods
Evolving logic circuits
Defined as a set of probabilistically interacting state vari-
ables (Koller and Friedman, 2009), Markov networks
(MNs)–which are frequently used to model stochastic
processes–can also encode a wide variety of behaviors. The
state variables (SVs) represent inputs to the MN, outputs
from the MN, and “hidden state variables,” that is, SVs that
are internal to the MN. A proof-of-principle that MNs can
successfully evolved to control behavior (including the us-
age of memory) was provided in a study of animat naviga-
tion in a maze (Edlund et al., 2011). There, some SVs act
as sensors of the external environment, and other SVs act
as motor outputs and memory. To evolve logic circuits, we
use that framework for the evolution of MNs, however, here
we use only deterministic gates, as we will discus in more
detail below. Figure 1 depicts an example Markov network.
Here, inputs to the MN are pixels from a small 4x4 image
(green). These inputs are provided to a series of logic gates
(red), which in turn produce outputs (blue).
State variables are connected to each other in a directed
fashion in a MN, and this connection is mediated through
logic gates. Each gate is connected to a number of SVs as in-
put and produces a specified number of SVs as output. Dur-
ing each network update, the inputs to each gate are used to
calculate the values that will be written into the gate’s out-
put SVs. The outputs produced by a gate thus depend on the
value of the input SVs and the specific logic of the gate. To
illustrate how these gates work, Table 1 shows a truth table
for a 2-input, 2-output logic gate. Here, this gate is con-
nected to input SVs a and b and output SVs c and d. If a and
b take the binary values 1 and 0 respectively during one tick
(a tick represents one execution of all logic gates in a MN),
then this gate will write a 1 into both output SVs c and d. If
more than one gate writes into the same SV, the values are
combined via a logical OR.
To evolve logic circuits, we encode the circuit within
a digital genome: a circular list of integers. Within this
genome, each gate is encoded by a gene. The beginning
Table 1: A sample logic table for a deterministic gate with 2
inputs and 2 outputs.
Inputs Outputs
a b c d
1 1 0 1
0 1 0 0
1 0 1 1
0 0 0 1
of each gene is identified by a specific marker (the “start
codon”), and the gene defines the entire functionality of its
associated gate. Specifically, genes specify the identity of
input and output state variables for each gate, as well as the
logic table defining the operation of the gate. In this study,
the genome is limited to 40,000 integers, which has an over-
all capacity of a few thousand genes.
In the evolutionary process, the genome is subject to point
mutation, duplication, or deletion. A point mutation in the
genome randomly changes the value of an integer to another
value, whereas a duplication or deletion inserts random in-
tegers into or removes a small section from the genome, re-
spectively. Aside from selecting the range from which ran-
dom integers are drawn, there are no constraints placed on
the values of the integers within the genome. For this reason,
not all genes will necessarily be useful toward the problem
at hand. Of course, as with natural genomes, nonfunctional
genes can serve as a “bank” of genetic diversity that evo-
lution can make use of. Finally, while the MN framework
allows the input and output dimension of gates to change
via mutation, for simplicity here we fix gates to 4 inputs and
4 outputs. A detailed exposition of the encoding of gates
within the circular list of integers is provided in the supple-
mentary information of Edlund et al. (2011).
Recognizing characters
Each image in the MNIST data set is rendered as a 28 × 28
pixel grayscale image, where each pixel has a grayscale
value from 0 to 255. A sample of these images is shown
in Fig. 2, along with a sample of diccicult to classify im-
ages on the right. In the literature, numerous pre-processing
steps are often taken in order to render the images more con-
ducive to particular machine-learning methods, but here we
use a simple binary transform on the raw images as deliv-
ered in a previous study (LeCun et al., 1998). Specifically,
we transform each image such that all pixels with a gray
level of 0 are treated as a binary “0,” and all nonzero pixels
are treated as a binary “1.” Each of the 784 binary pixel val-
ues are then provided to MNs as inputs. Each MN produces
20 outputs, which represent the classification produced by
the MN. Each pair of output bits represents a yes/no answer
for one class. Specifically, ci = b0,i ∧ ¬b1,i, where b0,i is
the first bit for class i, b1,i is the second bit for class i, and
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Figure 2: A sample of grey-scale images of hand-written
numerals from the MNIST database (left), along with a set
of difficult to classify images from the same set.
ci is the MNs boolean decision for whether the image un-
der consideration is thought to belong to class i. b0,i can be
thought of as the activating bit for a class decision, whereas
b1,i serves an inhibitory function such that it negates a pos-
itive class decision by b0,i. We allow the MNs to produce
multiple answers for each image. This may seem counter-
intuitive, but with the appropriate choice of fitness function,
the MNs can evolve to only guess the correct answer, while
producing negative answers for the other classes.
The fitness function used to evolve MNs is based on the
true positive and true negative rates (TPR and TNR, respec-
tively) of a network’s decisions for each class. In essence,
a network is rewarded for identifying which class an image
belonged to, and also for identifying which classes it did not
belong to. If even one of these details was correct, the net-
work receives some fitness for that guess. By allowing such
“partial credit,” we provide a more smooth fitness landscape
than if the exact answers for an image were to be required.
The specific fitness function we use is:
f =
√√√√ 9∑
i=0
(tpri + tnri + outi)
2, (1)
where tpri is the measured true positive rate on class i, tnri
is the true negative rate on class i, and f is the resulting
fitness. If the network outputs a positive decision for any
image of class i, outi is set to 1.0, thus encouraging the net-
works to evolve to classify all numerals (as opposed to sim-
ply focusing on the more easily classified numerals). Ties
(outputting multiple classifications for a single image), are
broken randomly to produce an accuracy score. We did not
use the accuracy score of the network as fitness, as the re-
sulting landscape proved too difficult to adapt to (data not
shown). Note that when reporting fitness, we show the per-
centage of the maximum fitness achievable via Eq. (1).
The MNIST data set is divided into two parts: A set of
60,000 training images, and a set of 10,000 testing images.
The Markov networks were only evolved on the training im-
ages. After evolution on the training set, the most fit individ-
ual network was then tested on the testing set. The accuracy
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Figure 3: Mean training fitness and test accuracy of domi-
nant individuals over time, over 30 independent runs. Using
200-fold bootstrapping, (small) error bars are constructed
depicting 95% confidence intervals around the mean.
score of this individual was calculated as the fraction of test
images correctly identified by the circuit. The parameters
of our evolutionary algorithm are summarized in Table 2.
In all, 30 replicate populations were evolved on the training
set. After every 25,000 updates (up to 250,000 updates), we
tested the highest-fitness individual from each replicate and
recorded its accuracy.
Table 2: Parameters for the evolutionary runs.
Parameter Value
Updates 250,000
Population size 500
Starting gates 100
Max inputs 784
Max outputs 20
Inputs per gate 4
Outputs per gate 4
Gene duplication rate per update 0.05
Gene deletion rate per update 0.05
Site mutation rate per update 0.001
Results
Figure 3 shows the mean training fitness and testing accu-
racy of the dominant (most fit) individuals from 30 different
replicates over time. Fitness and accuracy rise to approx-
imately 96% and 79% over 250,000 updates, respectively.
The single best individual accuracy (across the 30 replicate
runs) is 81%. High fitness is indicative of high accuracy,
although the fitnesses of the individuals are much closer to
maximum than their accuracies. The two measures are also
strongly correlated. Figure 4(a) demonstrates this in a scatter
plot of the relationship between training fitness and training
accuracy over time (ρ = 0.9255). The correlation is not per-
fect, however, because our fitness function did not reward
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Figure 4: (a): Relationship between training fitness and
training accuracy of the 30 replicates over time (ρ = 0.9255).
Note that training fitness reaches much closer to its max-
imum than training accuracy. (b): Relationship between
training accuracy and testing accuracy of the 30 replicates
over time (ρ = 0.9757). The y=x line is shown for clarity,
and shows how most of the time training accuracy is higher
than testing accuracy, although there are many cases where
the reverse is true.
accuracy per se, but rather the true positive and true nega-
tive rates of the Markov network class decisions. Similarly,
as the data in Figure 4(b) shows, accuracy on the training set
correlates well with accuracy on the testing set (ρ = 0.9757).
While training accuracy is often higher than testing accu-
racy, it can also be lower, and the two accuracies are never
different by more than a slight amount. Using the same rea-
soning as with Figure 4(a), one can say that the discrepancy
between training and testing accuracies is due to the fact that
the networks were not specifically evolved using accuracy as
a fitness function. The results also demonstrate that the net-
works were capable of generalizing features learned from
the training set to the images of the testing set.
Thursday, May 9, 13
Figure 5: The structure of theMarkov network from 250,000
updates with the highest individual testing accuracy. The
green squares are the inputs corresponding to the pix-
els of the 28x28 image field. The red squares are the
gates. The blue squares are the output nodes, ordered from
{b0,0,b1,0...b0,9,b1,9}.
An example evolved Markov network is depicted in Fig-
ure 5, with the inputs shown according to their location on
the 28x28 image field. The network shown is the individ-
ual at 250,000 updates that has the highest testing accuracy,
(81.16%). Notably, the network is able to achieve a high rel-
ative testing accuracy with a sparse number of inputs. Be-
cause of the diversity of the evolutionary process, the struc-
tures of the Markov networks that evolved were not all the
same as in Figure 5. However, common features of the net-
works tended to appear. Figure 6(b-d) shows the probabili-
ties of pixels from the 28x28 image field being used as inputs
by the 30 dominant individual networks from the replicates
at 25,000, 100,000, and 250,000 updates, respectively. The
colors range from dark blue to dark red, with a dark blue
pixel meaning that no networks had an input at that location,
and a dark red pixel meaning that all 30 networks had an in-
put there. It is clear from this progression that certain areas
of the image field are favored by the networks more than oth-
ers. This demonstrates how the Markov networks improve
their fitness over time by focusing on certain areas of the im-
age field, and clearly shows the sparsity of the inputs to the
networks.
In addition, the entropy of the pixels of the 60,000 training
images is shown in Figure 6(a), with dark blue representing
zero bits of entropy and dark red representing the max of
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Figure 6: (a): Training image entropy per pixel Eq. (2). Dark
blue represents zero bits of entropy and dark red represents
the maximum entropy of 1 bit (see colorbar) (b-c): Network
input probabilities at 25,000, 100,000, and 250,000 updates,
respectively. Colors follow the colorbar.
1 bit. Entropy was calculated in order to compare it to the
input probabilities of the networks. Entropy of each of the
pixels was calculated using the probability pi that a pixel i
was a binary 1 (“turned on”) over all images:
H(x) = −
784∑
i=1
pi ∗ log2(pi), (2)
where pixeli is the probability that a pixel in the set of train-
ing images is represented. As shown in Equation 2, entropy
of a pixel is higher the closer its probability of being turned
on is to 50%. If a pixel was turned on either none or all
of the time, its entropy was zero. It was hypothesized that
pixels with higher entropy would be more informative about
the data set in general, and thus the networks would pref-
erentially connect to these high-entropy pixels. When com-
paring Figure 6(a) to Figure 6(b-d), this indeed appears to
be the case, especially on the border areas.
While the Markov networks focus on certain areas of the
image field for input, Figure 6(b-d) also shows how the mean
number of inputs of the networks increases over time. Figure
7 depicts a curve showing the mean number of inputs of the
networks over time, along with the mean number of gates.
Both the mean number of inputs and number of gates in-
creases over time, although after approximately 75,000 up-
dates the increase of both values occurs at a lower rate. Note
that because gates can share inputs, there is not a simple lin-
ear relationship between the number of gates and the number
of inputs. The mean number of outputs per gate also tends
to increase, as depicted in Figure 8 (the number of inputs per
gate is almost always 4 and is not shown here). It is not a re-
quirement of Markov networks for there to be this concomi-
tant increase in the number of outputs per gate alongside an
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Figure 7: Mean number of inputs (neurons that connect to
image pixels) averaged over 30 independent runs (blue, tri-
angles) and mean number of logic gates (red, circles), as a
function of evolutionary time. Error bars are constructed us-
ing 200-fold bootstrapping with 95% confidence intervals.
increase in the number of inputs and gates. Therefore, this
phenomenon in the evolution of the networks suggests that
one of the ways that the networks get better at recognizing
the images is by having the gates increase the number of
outputs that they cover as opposed to focusing on only one
output.
Following the evolution of individual Markov networks,
we next constructed committees from the dominant individ-
uals from all 30 replicates. A committee is a method for
combining the answers of multiple individuals to improve
performance, a technique that has been shown to be effective
on the MNIST data set (Ciresan et al., 2012). The committee
decisions were formed by summing the decisions from each
individual. Interestingly, committee results were strongest
when individual decisions were allowed to contain votes for
multiple classes, i.e., individual votes were allowed to con-
tain ties. At the committee level, the single classification
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Figure 8: Mean number of outgoing edges per logic gate as
a function of evolutionary time. Error bars are constructed
using 200-fold bootstrapping with 95% confidence intervals.
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Figure 9: (a): Accuracy of a 30-member committee over
evolutionary time. (b): Committee accuracy as a function
of committee size, showing diminishing returns.The arrow
indicates the most accurate committee.
with the most votes was selected, and ties were again bro-
ken randomly. Figure 9(a) shows the 30-member committee
accuracy over time on the testing set. The accuracy gradu-
ally increases, reaching 93.63% after 250,000 updates.
To examine the effects of committee size on accuracy on
the test set, the most-fit individuals from each of the 30
replicates at 250,000 updates were ranked according to how
well they did on the training set in terms of fitness, and the
highest-ranked n members assigned to a committee of size
n. We can then determine the dependence of committee ac-
curacy as a function of committee size. Figure 9(b) shows
that committee accuracy dramatically increases as commit-
tee members are added. We note that a committee of 30
members does not provide the absolute best accuracy for
this update (93.63%), although it is very close to the maxi-
mum committee accuracy achieved (93.68% with 26 mem-
bers). These results clearly show the utility of increasing
the size of a committee. Although the benefit from adding
new committee members faces diminishing returns, it is re-
markable how only a few committee members can dramat-
ically improve accuracy. This suggests that the diversity of
the evolutionary process can produce Markov networks that
are able to recognize different aspects of the OCR problem,
such that pooling their answers in a committee plays on their
strengths.
Conclusion
We have demonstrated an evolutionary approach to image
classification that is capable of high accuracy on the MNIST
benchmark, while having a small computational footprint.
Because the network is essentially a digital circuit, it is eas-
ily transferred from one computational environment to an-
other, for example, we have used it on a standard tablet com-
puter to recognize digits drawn by the user on the screen.
While the accuracy is probably sufficient for usage in mobile
agent navigation, we believe that the image recognitiomn ac-
curacy can be improved significantly. For example, we have
only explored a limited set of parameters and fitness func-
tions, and a number of unexplored avenues to improve accu-
racy remain. For example, there undoubtedly exists a fitness
function that shows a better correlation with accuracy than
the one used here. Also, pre-processing images to extract
salient features (such as lines and corners) could reduce the
dependence of class assignments on the locations of specific
pixels. Increasing the number of images in the training set
by modification of the current set could also help. Indeed,
the work by Ciresan et al. (2012) utilized both of these meth-
ods.
Perhpas the most promising path to more accurate and in-
variant image recognition, however, is to create an evolu-
tionary landscape and framework where a more hierarchical
image processing algorithm can evolve. In this work, we
have limitied the processing time (from reading the input
image to writing the image classification into the outputs)
to exactly one time step. As a consequence, the resulting
algorithm cannot possibly use any interediate Markov vari-
ables to build up representations Marstaller et al. (2013) of
the concepts. In contrast, a complex visual cortex is hierar-
chical and processes the simple elements of the image into
more and more complex “concepts”, which are then finally
used to categorize. We have seen in preliminary work that
such a hierarchical organization can emerge, but at the price
of a significant slowdown in evolution.
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Abstract
Spontaneous evolution of neural cells was recorded around
4-34 days in vitro (DIV) with high-density CMOS micro-
electrode array, which enables detailed study of the spatio-
temporal activity of cultured neurons. We used the CMOS
array to characterize 1) the evolution of activation patterns
of each putative neurons, 2) the developmental change in
cell-cell interactions, and finally, 3) emergence of multiple
timescales for neurons to exchange information with each
other. The results revealed not only the topology of the phys-
ical connectivity of the neurons but also the functional con-
nectivity of the neurons within different time scales. We fi-
nally argued the relationship of the results with “functional
networks”, which interact with each other to support multiple
cognitive functions in the mature human brain.
Introduction
How can the gap between living and nonliving matter be
bridged? Since 1987 when Artificial Life was launched by
Christopher Langton, we have not answered this question.
Rodney Brooks wrote in the paper (2001) that there are four
possibilities why we still cannot make living machines: 1)
An alife model is correct, but several parameters were set
incorrectly; (2) an alife model needs more complexity; (3)
we need more computational power; and (4) a new funda-
mental law in addition to the laws of physics is needed. In
this paper, we search for the possibility of (2) yet unrevealed
laws of neuro-dynamics, by studying cultivated neural cells
on a glass plate.
Biological neurons are cultivated on a glass plate from
neural “seeds”. The seeds develop into either neural or glia
cells. Neurons have cell bodies, axons, and numerous den-
drites, which the neurons use to connect with each other. A
unique characteristic of the present study is that we record
the action potential from neurons by using a CMOS array
glass plate. As we will describe later, each CMOS is the
same size order of the neurons. Therefore, by using the
CMOS array, we can potentially accurately record the time
series of each neural firing. A remarkable aspect of this bi-
ological neural network is the developmental process. The
entire time course of the growing process can be recorded
with the CMOS array. We analyze the time series data to
characterize the developmental dynamics.
A disadvantage of this experiment is that we have no way
of designating which neurons connect to which. We thus
measure the information transfer from the time series to infer
the neural connectivity. This method reveals not only the
topology of the physical connectivity of the neurons but also
the functional connectivity of the neurons within different
time scales. A finding in this paper is that growing biological
neurons use different time scales to exchange information
with each other.
The paper is organized as follows. In section of Materials
and Methods, the specifications of the CMOS array and the
biological conditions for the neural cells are provided. The
method for cultivating cells and associated techniques are
also described. In section of Result and Discussion, the an-
alyzed results are presented. The activation patterns of each
cell are quantified with inter-spike intervals (ISIs). Cell-cell
interaction is also inferred by transfer entropy (TE), which
reveals that multiple functional networks emerge from the
neural original network. Finally, in section of Conclusion,
the paper is summarized, and future work is discussed.
Materials and Methods
To measure the electrical activity of cultured neurons, we
used a high-density CMOS microelectrode array 1(Frey
et al., 2010). The CMOS array is pictured in figure 1
(a). This array is an emerging instrument for investigat-
ing the spatio-temporal activity of cultured neurons in de-
tail. The CMOS array has 11,011 recording sites with an
inter-electrode distance of 18 µm, i.e., in the order of cell
body size, and a sampling rate of 20 kHz. This high spatio-
temporal resolution allows precise recording of action po-
tentials from the identified cell bodies of neurons. Using
this high spatial resolution, we localized neural somata and
recorded their activity.
1All procedures were approved by the institutional committee
at the University of Tokyo, and were performed in accordance with
the Guiding Principles for the Care and Use of Animals in the Field
of Physiological Science of the Japanese Physiological Society.
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This CMOS array is superior to conventional microelec-
trode array (MEA) (Sun et al., 2010; Eytan and Marom,
2006; van Pelt et al., 2004) in respect of spatio-temporal
resolution: The locations of recording sites in conventional
MEAs are predetermined, with an inter-electrode distance of
200 µm, so that it is difficult to identify signals from an indi-
vidual cell, and neurons far from these recording sites are not
included. Alternatively, optical imaging can be used to study
the Ca++ dynamics of any neuron of interest; however, the
temporal resolution is not high enough to characterize the
action potentials of each neuron.
Figure 1: High-density CMOS array (a) Appearance. (b)
Interval of each electrodes is close to the cell body size.
Dissociated neural culture The neural cultures were pre-
pared from the cerebral cortex of E18 (embryonic 18)
Wistar rats. The cortex was triturated with trypsin and
dissociated cells were plated and cultured on high-density
CMOS microelectrode arrays coated with polyethylen-
imine and laminin. For the first 24 h, the cells were cul-
tured in neurobasal medium containing 10% horse serum,
0.5 mM GlutaMAX and 2% B-27 supplement. After
the first 24 h, half of the medium was replaced with
growth medium in the form of Dulbecco’s modified Ea-
gle’s mediumwith 10% horse serum, 0.5 mMGlutaMAX,
and 1 mM sodium pyruvate. During the cell culturing,
half of the medium was replaced once a week with the
growth medium. The cultures were placed in an incuba-
tor at 37 ◦Cwith anH2O-saturated atmosphere consisting
of 95% air and 5% CO2. We prepared for two conditions
with different densities of neurons. The denser chips had
35,000 cells plated, denoted as Chip#1D and Chip#2D,
while the sparser ones had 14,000 cells, termed Chip#1S
and Chip#2S.
Recording of neural activity Neural activity was
recorded with high-density CMOS microelectrode
arrays. Before the neural somata activity was recorded,
almost all of the 11,011 electrodes were scanned to obtain
an electrical activity map with which we estimated the
locations of the somata. A scan session consisted of 95
recordings; each recording was conducted for 60 sec with
about 110 electrodes that were selected randomly, while
avoiding overlap with already selected electrodes. An
electrical activity map was obtained from the scanned
data by calculating the average height of the spikes for
every electrode. We assumed that the neural somata were
near the local peaks in the Gaussian-filtered electrical
activity map. About 100 of the higher-level peaks were
selected, and then the nearest electrodes were selected for
recording. If the number of local peaks was fewer than
126, then all the peaks were selected. The electrical ac-
tivity of the selected electrodes was recorded for 30 min.
All recordings were done at a 20-kHz sampling rate using
the LimAda spike detection algorithm (Wagenaar et al.,
2005) with a threshold of 5. Unexpected double-detected
spikes were removed from the data before the analysis
was conducted.
Results and Discussion
Simple observation of activity patterns
First, we observed the activation patterns of the neurons by
examining the time series of the neural spikes. Figure 2
shows examples of raster plots of Chip#1D and Chip#1S.
Chip#2D and Chip#2S showed similar tendency to their re-
spective counterparts (data not shown). The data plotted
here are a compressed version of the raw data with a dif-
ferent bin-length, which is denoted by ∆t. Namely, the
spikes within the same bin are regarded as one spike. If ∆t
is smaller, the time series represents single spikes generated
from each single neuron, while a larger ∆t represents the
macroscopic behavior created by an ensemble of neurons.
In the figure 2, the data are plotted in ∆t = 0.6 ms and 100
ms. At the top of each raster plot, the activation ratio is dis-
played. We chose∆t = 0.6 ms and 100 ms as the examples
by two reasons; a single spike of neurons lasts around 1 ms,
while, observably from figure 2, synchronous activation of
neurons is detected around ∆t =10–100 ms. Therefore, we
took ∆t = 0.6 ms to capture interaction between individ-
ual cells (microscopic), while ∆t = 100 ms is to observe
collective activities generated from an ensemble of neurons
(macroscopic).
As shown in figure 2(a) right, the Chip#1D neurons at
days in vitro 7 (DIV 7) are activated intermittently in syn-
chronization. This activation pattern was burst synchroniza-
tion, in which an ensemble of neurons has active and silent
phases; in the active phase, synchronous activation of the
neurons is intermittently observed. The burst synchroniza-
tion is a typical activation pattern observed in cell cultures
(Maeda et al., 1995). On the left of figure 2(a), the silent
phase of the neural activation is magnified with ∆t = 0.6
ms. Neural spikes are observed sparsely, which suggests that
each neurons was activated independently from others.
On the other hand, at the later stage (DIV 14) of the
Chip#1D, burst synchronization is not observed (figure 2
(b) right). Instead, we observed each neurons shows dif-
ferent activation patterns; i.e., some neurons were activated
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almost all the time, some showed spikes less often, and oth-
ers remained silent. These neurons seem to be activated at
different frequencies. The left of figure 2(b) shows that, at
∆t = 0.6 ms, a single spike is followed by another, which
suggests that one single spike can activates another. In con-
trast, Chip#1S showed the burst synchronization throughout
the entile recoding period (figure 2(c) and (d)).
To summarize the results thus far, burst synchronization
was observed in two conditions; in the earlier developmen-
tal stage of the dense cell condition, or in the sparse cell
condition. In those cases, any single spikes hardly activate
another. In the later stage of the dense cell condition, the
neurons spiked at various frequencies, where single spikes
induce others.This tendency is explained by the maturity of
synapses. At the earlier developmental stage, the synapses
are not mature; therefore, a single spike cannot activate an-
other. Still, if the neurons send spikes at the same time (syn-
chronous bursts), the signals become enough strong to ac-
tivate each other. In contrast, at the later stage of develop-
ment, the synapses were enough strong to transmit a single
spike from one neuron to another.
Single cell activity evaluated with ISI
In the next step of the analysis, we quantified the activation
patterns of each neuron. Therefore, we analyzed the inter-
spike intervals (ISI) distribution of the neural activity. Fig-
ure 3 (a) depicts examples of ISI distribution recorded from
putative single neurons cultured in Chip#1D. In the earlier
culture stage (DIV 7; figure 3 (a) left), exponential decay
was observed, while the neurons tended to obey the power
law at DIV 14 (right figure). To quantify this tendency, we
plotted the ISI frequency on a logarithmic scale, and we fit
the slope with a straight line by the least squared method. If
the ISI distribution follows the power law, the distribution
should be a straight line, so that the R-squared value is an
index of fitting the power law.
Figure 3(b) shows the average of the R-squared values
over each neuron; the values tended to increase in Chip#1D,
Chip#1S and Chip#2S. Especially, Chip#1D shows a drastic
increase at DIV 10, which suggests the neural activity be-
came closer to the power law. Chip#2D also shows a higher
R-squared value throughout the entire recording period. The
recordings for Chip#2D started from DIV 17, which ex-
plains the result is similar to the later stage of Chip#1D.
The power law means that each neuron exhibited a wide
range of ISIs. It may be related to the observation from the
raster plots (figure 2), which showed that a wide range of
frequencies between neurons were observed at the later de-
velopment stage. To sum them up, a broader range of time
scales likely emerges after synaptic maturation. However,
from this ISI analysis, it is not possible to understand how
those cultured neurons interact with each other to generate
the activity patterns. In the next part, we then investigated
neuron connectivity.
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Figure 3: (a) Examples of the ISI distribution of neural activ-
ity recorded in a cell on Chip#1D. The X and Y axes depict
the ISI logarithm and frequency respectively. The two fig-
ures show the results for each 7 and 14 DIV. The estimated
exponents for DIV 7 and 14 are -1.40(0.57) and -3.77(0.57).
The values inside the parentheses denote the R-squared val-
ues of the regression lines. (b) Change in the R-squared val-
ues with DIV. The R-squared value is obtained from a re-
gression line fit to the ISI distribution, which is plotted on
a logarithmic scale. When the R-squared value is closer to
1.0, the ISI distribution is more likely to obey the power law.
Cell-cell interaction inferred with transfer entropy
We used transfer entropy (TE) to estimate the effective
connectivity for transferring information from one neuron
to another. TE measures directed information transfer,
which detects causal relationship between two time series
(Schreiber, 2000; Lizier et al., 2011; Staniek and Lehnertz,
2008; Bertschinger et al., 2008). For instance, higher TE
from one neuron to another indicates that the first neuron
strongly affects the second. Therefore, TE enables us to find
the functional synaptic connectivity. We defined the TE, and
then applied it to artificial neural networks to ensure the va-
lidity of TE to estimate effective connectivity. Finally, we
applied TE to the cultured neural cells to infer their topol-
ogy.
Definition of transfer entropy Information is measured
with Shannon entropy, which quantifies the amount of un-
certainty associated with a system X . Specifically, Shan-
non entropy of a system X is defined as:
H(X) = −
∑
x∈X
p(x) log p(x), (1)
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Figure 2: Examples of the raster plot of the cultured neurons. The X axis denotes time (s). The Y axis represents the indexes
of the recoding channel, where one channel can be considered as one neural cell. The subfigures at the top of the raster plots
shows the spike rate. (a) - (d) Results for Chip#1D and Chip#1S with different DIVs. ∆t = 0.6 ms (microscopic) and 100 ms
(macroscopic).
where p(x) denotes the probability of x (x is an event
of X). To evaluate the dependency between X and Y ,
mutual information (MI) is defined as follows:
MI(X,Y ) = H(X)−H(X|Y )
= H(Y )−H(Y |X). (2)
H(X|Y ) means conditional entropy, i.e., the uncertainty
of X when Y is known. Therefore, MI(X,Y ) suggests
a decrease in the uncertainty of X when Y is known.
MI(X,Y ) measures the dependency between X and Y;
so that this variable cannot quantify a causal relationship
between them.
TE measures the causal relationship between X and Y by
calculating the past history. The TE from X to Y is de-
noted by TX→Y , which is written as:
TX→Y = H(yn+1|y(k)n )−H(yn+1|y(k)n , x(l)n )
=
∑N−1
n=0 p(yn+1, y
(k)
n , x
(l)
n ) log
p(yn+1|y(k)n ,x(l)n )
p(yn+1|y(k)n )
(3)
where n is the current time step, and y(k)t and x
(l)
t
are the past variables with length k and l respec-
tively (i.e., y(k)t = {yn, yn−1, ...yn−k+1} and x(l)n =
{xn, xn−1, ...xn−k+1}). When the next step of Y (=
yn+1) is conditioned from the past history of X (=
x
(l)
n ), then H(yn+1|y(k)n , x(l)n ) takes a smaller value than
H(yn+1|y(k)n ). If yn+1 is independently determined from
the past history of X , then the two components will have
the same value. Therefore, TEX→Y measures the causal-
ity of X to Y .
Settings of artificial neural networks TE analysis was
first applied to a computational neural model. The model
was built around Izhikevich neurons connected through
artificial synapses (Izhikevich, 2003). The Izhikevich
neurons form a simple model of cortical neurons that is
implemented by a system of two differential equations
modeling the membrane potential and the refractory pe-
riod. When the membrane potential reaches a threshold
value (for instance, 30 mV), a spike is emitted. This
spike is transferred to post-synaptic neurons through some
shared synapses. The voltage on arrival is the original
spike strength, modulated by the efficacy of the synapses.
For instance, an initial spike of 30 mV traveling on a
synapse with an efficacy of 0.5 delivers a voltage of 15
mV to the post-synaptic neuron. Every synapse has a de-
lay of 1 ms between the time of emission and the arrival
of a spike.
The complete model is composed of seven neurons:
four input neurons receiving randomly generated external
stimulations, two internal neurons and one output neu-
ron. The parameters for the Izhikevich neurons corre-
spond to the regular spiking model(a = 0.02, b = 0.2,
c = −65mV and d = 6). Different types of connec-
tivity patterns have been tested, ranging from fully inter-
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(a) Topology 1 (b) Topology 2
(c) Topology 3
Figure 4: Topology of the original network used in the com-
puter simulation.
connected to sparse (figure 4 (a)–(c)). The strength of the
connection is randomly assigned based on uniform dis-
tribution. Every update of the model represents a 0.1-ms
step in time, which ensures the model’s mathematical sta-
bility. The total duration of a test is 1000 s, which corre-
sponds to 10,000,000 updates of the model.
Estimated connectivity of the artificial network From
the time series of the artificial neural activity, we cal-
culated the TE from one neuron to another. Using the
TE, we estimated the network structure of the artificial
neurons. A synaptic connection from one to the other was
assumed when the TE between two neurons was higher
than the threshold. Then, we compared the topology
of the reconstructed network and the original network
shown in figure 4 (a)–(c). The number of false edges for
each topology is shown in figure 5. ∆t in this figure is
the same one as previously used, which represents the
bin-length of the compressed time series. This figure
shows that the optimal parameter set to reconstruct the
original topology depends on the dimension of the past
variables (k and l) and ∆t.
The result ensures that the effective connectivity to trans-
mit signals by TE is estimated. However, a good approx-
imation depends on the dimension and time scale∆t. We
used various∆t to get a good approximation of the effec-
tive connectivity in the cultured neurons.
Estimated connectivity of cultured neurons Figure 6
shows some examples of the estimated network structure
of neurons. This depicts the network of Chip #1D DIV 14
with different∆t (= 0.6ms, 1ms and 10ms). An edge is
drawn if the TE from one neuron to another is higher than
the threshold, which was set to 0.00001. The threshold is
determined arbitrarily, but to display dynamical change
in connectivity patterns. The first observation about this
figure is that different topology is structured depending
(a) Topology 1
k=l=1
k=l=2
k=l=3
(b) Topology 2 (c) Topology 3
Figure 5: Number of false connections with different ∆t
values. The threshold was set to 0.005.
on ∆t. As is shown with the artificial neural network,
each connection may not have the same optimal ∆t to
estimate connections. Based on (Oka and Ikegami, 2013),
we used the optimal ∆t to understand the information
flow in the network.
∆t = 0.6 ms ∆t = 1 ms ∆t = 10 ms
(a) Example of estimated connectivity
Figure 6: Examples of the network structure of the infor-
mation flow obtained from TE. The data used here is from
Chip#1D DIV 14. ∆t = 0.6 ms, 1 ms, and 10 ms. The TE
threshold to draw edges was set to 0.00001.
Optimal time scale to convey information
As observed, the cell-cell interaction estimated from the TE
analyses depends on the time scale∆t, so that we evaluated
the optimal ∆t to estimate the network structure better. We
defined the optimal ∆t as ∆t∗ that maximizes TE. ∆t∗ was
calculated for each directed pair of neurons. Information
was considered to be transferred most effectively with the
∆t∗. Therefore, the ∆t∗ exhibits effective synaptic connec-
tivity from each neuron to another.
Figure 7 (a) and (b) depict ∆t∗ from one neuron to an-
other in Chip#1D and Chip#1S respectively. Edges are
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drawn if TE at the ∆t∗ is larger than the threshold (=
0.00001; same as the one used above). The color indicates
the value of ∆t∗, where red represents ∆t∗ smaller than 10
ms and blue indicates larger. We defined ∆t∗ = 10 ms as a
threshold to assign color, because burst activity was observ-
ably detected with ∆t larger than 10 ms (figure 2). Here-
after, we call ∆t > 10 ms “the smaller ∆t”, and ∆t ≥ 10
ms “the larger∆t”, where we divide the activity pattern into
microscopic and macroscopic using this threshold. Addi-
tionally, figure 8 shows the ∆t∗ distribution.
Figure 7 (a) and 8 (a) show that, at an earlier stage of
the development of Chip #1D, a larger ∆t∗ is mainly ob-
served. The number of the smaller ∆t∗ increases at DIV
12, which means a causal relationship between each neu-
rons is observed within a shorter period. This is consistent
with the observation in figure 2 (b) that a single spike acti-
vates another neuron within a short period. For Chip#2D,
a smaller ∆t∗ was observed throughout the entire record-
ing period (figure 8(b)). Chip#2D was recorded beginning
at DIV 17, which is relatively later compared with those of
the other chips. That can explain why Chip#2D was similar
to the later stage of Chip#1D.
Interestingly, the smaller ∆t∗ observed in Chip#1D and
Chip#2D coexisted with the larger ∆t∗ (figure 8 (a) and
(b)). This suggests that neural activity occurs at a wider
range of time scales. Figure 7 (a) shows that the interven-
ing neurons have red and blue edges, which implies mi-
croscopic and macroscopic activity to exchange informa-
tion with each other. However, the frequency of the smaller
∆t∗ in Chip#1S and Chip#2S was low throughout the en-
tire recording period (figure 7(b), 8(c-d)). Still, similarly to
the result for the dense cell condition, as DIV increased, the
number of the smaller ∆t∗ grew.
Conclusion
We characterized neural activity cultured on a high-density
CMOS array. The neurons showed different activation pat-
terns depending on the density and age (days in vitro; DIV).
The neurons did not receive external inputs, but still sponta-
neously evolved. The neurons were cultured in two different
conditions, i.e., dense or sparse.
When the cell density was high, the neurons showed burst
activity first, and afterward, each neural cell activated at a
different frequency (figure 2 (a), (b)). Some were activated
all the time, some showed spikes intermittently, and others
remained silent. The ISI distribution of each cell became
closer to the power law as the DIV increased (figure 3),
which suggests a single cell evolved to show a wider range
of time scales. These results suggest that neural activity ex-
hibits a wider range of time scales as the synapses mature.
This tendency was shown clearly with TE (figure 7). At the
earlier stage of development, TE was mainly optimized at
a larger time scale, while, at the later stage, TE was also
optimized at a smaller time scale (figure 8).
A mature human brain is a collection of functional net-
works, each of which corresponds to a different cognitive
function (Fair et al., 2009). In this paper, we insist that even
a neural network on a glass plate spontaneously develops
“functional networks”, which can be distinguished in terms
of the time scale determined by effective information trans-
fer. Without relevant sensory input, we cannot say the net-
works are functional in the proper context of brain science;
however, we speculate that the spontaneous development of
“functional networks” is a candidate for the brain functional
network. In future work, we will connect the neurons with a
navigation robot to see how the functional networks actually
“function” as cognitive modules.
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Figure 8: Distribution of ∆t∗ with different DIVs. The X axis denotes ∆t∗, while the Y axis shows the frequency of ∆t∗
for each connection of neurons. (a) Chip#1D often shows smaller ∆t∗ after DIV 12, while (b) Chip#2D displays smaller ∆t∗
throughout the entire recoding periods. (c) (d) Smaller ∆t∗ is observed less often. Still, ∆t∗ decreases as DIV increases.
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The emergence of autocatalytic structures in model
chemistries has been a prominent subject throughout the his-
tory of artificial life research (Rasmussen (1985); Farmer
et al. (1986); Kauffman (1986); Rasmussen (1989); Hordijk
et al. (2011) and others). Most of these works have been
concerned with the likelihood of finding autocatalytic sets
in a population of random cross-catalytic molecules. Here,
in contrast, we study how the detailed sequence structure
determines the properties of the emergent cooperative struc-
tures. In particular, we study a system of binary polymers,
where each polymer can replicate itself by exact ligation of
two matching subsequences. We report the emergence of
stable cooperative structures with high equilibrated polymer
concentrations together with a quantitative connection be-
tween the details of the sequence and the frequency as well
as the stability of the evolving cooperative structures. These
findings could have implications for early earth information
polymers as well as the design of protocell information poly-
mer networks.
In the simplest realization, we allow for decomposition,
random ligation, and autocatalytic ligation of polymers via
the three reactions
l.m
c0−→ l +m
l +m
c1−→ l.m
l +m+ l.m
c2−→ 2 l.m,
where l and m are strings of arbitrary length over the alpha-
bet {0, 1} and l.m denotes string concatenation. c0, c1, and
c2 are the respective reaction rates.
If random ligation is comparably rare (c1  c2x¯ for some
typical species size x¯), the system exposes several unex-
pected dynamics: (1) out of exponentially many possible
strings, stochastic simulation (Gillespie (1977)) repeatedly
selects only very few specific strands; (2) the selected popu-
lations are strikingly regular — with the motif 010101 being
most common; (3) the occupancy of most strings in a popu-
lation fluctuates around a constant value independent of the
length of the string (c.f. Fig. 1) All these properties are in
direct contrast to a scenario without catalysis (c2 = 0).
Most of these features can be explained analytically. Ex-
amining the reaction kinetic equations reveals that every
string of a stationary state must be accompanied by its sub-
strings which are generated through decomposition. We
call the longest members of a population its “chiefs” and
the sets of their substrings “clans”. In the limit c1 → 0,
chiefs can have an arbitrary occupancy, whereas all non-
chief members of a population equilibrate to a constant value
determined by the rates of autocatalysis and decomposition
as x¯ =
√
c0/c2. Linear stability analysis of several hun-
dred exemplary stationary states confirms that these popula-
tions are indeed stable states. Under purely random ligation
(c2 = 0), on the other hand, the stationary strand distribu-
tion is exponential in strand length k: xk = (c0/c1)e−b|k|,
where b is given by the boundary condition.
When starting from a pool of monomers, the ligation
dynamics will transport most of the material from the
monomers to the emerging front of a chief-clan structure.
Rare random ligations slowly expand this front by form-
ing new chiefs. To explain why regular chiefs, such as
01010101, are selected more frequently than irregular ones
we note: (i) regular chiefs require the formation of fewer
intermediate chiefs: formation of 01010101, for exam-
ple, requires three random ligations, whereas formation of
01101100 requires at least five ligations; (ii) regular chiefs
offer more reaction pathways than irregular ones, as sub-
strings of irregular strings have to ligate in correct order; (iii)
population size strongly impacts the reaction rates which re-
sults in selection of certain regular sequence patterns.
Thoroughly calculating the likelihoods of forming given
chief structures from monomer pools by occasional ran-
dom ligation and subsequent equilibration, confirms quan-
titatively that this is indeed the driving mechanism of se-
lection in the simulation results. These calculations also
suggest that the “twotowers” structure (Fig. 1.d) becomes
less likely with increasing system size, whereas system size
shows little impact on the probabilities to obtain other regu-
lar structures.
While autocatalysis and degradation stabilize clan struc-
tures, random ligation introduces fluctuations in the sys-
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Figure 1: Representatives of the three most prominent stable cooperative structures (b)-(d) found in stochastic simulation at
t = 100, together with snapshots (a) of the evolutionary formation of structure (b). More than 4000 simulations with parameters
c0 = 1, c1 = 10−10, c2 = 10−7 and initial condition x0 = x1 = 100,000 are performed. Graphs (b)-(d) show the average of
all respective members of the three biggest clusters. Results have been aggregated using single-linkage hierarchical clustering
using cosine distance. Nodes represent strings with molecular occupancy greater than or equal to 100, where darker color
means larger population. Links among non-adjacent layers are omitted for clarity. 44% of the simulations resulted in a bootlace
structure generated by the chiefs containing the motif 10101010 (b); another 19% of the simulations produced a pinecone
structure with chiefs containing the motif 00110011 (b); and another 2% of the simulations generated the two-tower structure
(d) with chiefs 00000000 and 11111111. The shown structures cover more than 65% of the simulations.
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Figure 2: Fluctuations seen in the cosine similarity between
an initial structure at t = 0 and the one at t for (a) boot-
lace (solid line) and twotowers (dotted line), and (b) differ-
ent pinecone structures. Note different y-axis scales.
tem. Fig. 2 shows fluctuations observed in populations
drawn from the most prominent selected clan structures.
While “bootlace” and ”twotowers” structures (Fig 1.b and
d) are relatively robust against fluctuations and reestablish
the initial population after perturbations, “pinecone” struc-
tures (Fig 1.c) are more susceptible to randomness and the
populations move between several metastable states which
correspond to the four possible competing chiefs seen in
Fig 1.c. This demonstrates how random events through se-
lection generate punctuated equilibria in the evolutionary
dynamics.
The dynamics and evolutionary potential of these systems
with open boundary conditions (chemostat dynamics) re-
main to be studied, as well as the impact of a chemically
more realistic, but also more complex, template complemen-
tarity based matching with possible sequence overhang.
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Abstract
Boolean networks under different deterministic updating
schemes are analyzed. It is direct to show that fixed points
are invariant against changes in the updating scheme, never-
theless, it is still an open problem to fully understand what
happens to the limit cycles. In this paper, a theorem is pre-
sented which gives a sufficient condition for a Boolean net-
work not to share the same limit cycle under different up-
dating modes. We show that the hypotheses of the theorem
are sharp, in the sense that if any of these hypotheses do not
hold, then shared limit cycles may appear. We find that the
connectivity of the network is an important factor as well as
the Boolean functions in each node, in particular the XOR
functions.
Introduction
Boolean networks were introduced by S. Kauffman (Kauff-
man, 1969) and R. Thomas (Thomas, 1973) as a mathemat-
ical model of gene regulatory networks. It has been used to
model, for example, the floral morphogenesis of Arabidop-
sis thaliana (Mendoza and Alvarez-Buylla, 1998), the fis-
sion yeast cell cycle (Davidich and Bornholdt, 2008; Goles
et al., 2013), and the budding yeast cell cycle (Li et al.,
2004; Goles et al., 2013). Formally, let x = {x1, . . . , xn}
be a finite set with xi ∈ {0, 1} for i = 1, . . . , n. Let
N = (G,F, pi) be a Boolean network, where G = (V,E)
is a digraph; V being the set of n nodes and E the set of
edges. F is a Boolean function, F : {0, 1}n → {0, 1}n
composed of n local functions fi : {0, 1}n → {0, 1}. Each
local function fi depends only on the variables belonging to
the neighborhood V −(i) = {j ∈ V |(j, i) ∈ E}. The inde-
gree of vertex i is |V −(i)|, and pi is an arbitrary order to up-
date the nodes pi : {1, . . . , n} → {1, . . . , n}. For example,
the parallel or synchronous updating mode (or scheme) has
pi(i) = 1 (every node is updated at the same time), whereas,
for the sequential one, pi is a permutation. A combination of
the parallel and the sequential updating mode is the block-
sequential where the set of nodes, for a given sequence, is
partitioned into blocks. The nodes in a same block are up-
dated in parallel, but blocks follow each other sequentially.
Overall, there are an exponential number of updates. In fact,
if the network has n nodes, the number of updates is given
by Demongeot et al. (2008):
Tn =
n−1∑
k=0
(
n
k
)
Tk, T0 = 1.
Without loss of generality, fi(x) = fi(x1, . . . , xn) will be
used sometimes, although it should be clear to the reader
that the local function really depends only on the variables in
the neighborhood. Since the updating schemes are repeated
periodically and the hypercube is a finite set, the dynamics
of the network converges to attractors which are fixed points,
i.e vectors such that xi = fi(x) for any i, or limit cycles,
defined by xt+pi = x
t
i for i = {1, . . . , n}, where p > 1 is
the period. In this paper we will consider limit cycles that
have non-constant values (a constant node does not change
its value during the limit cycle) within it 1.
One of the first to compare updating modes was F. Robert
(Robert, 1986) for the parallel and sequential update. More
recently, the robustness of such networks related to changes
in the updating modes have been studied in Goles and Sali-
nas (2008), where the authors prove that networks with
monotonic loops2 can not share limit cycles between the
parallel and the sequential update. Furthermore, a first
step to understand the different updates was done in Elena
(2009); numerical experiments, under small threshold net-
works (n = 3) were carried out in order to exhibit the dif-
ferent dynamics for every updating mode. Also, theoretical
tools were developed in order to classify dynamics under
different updating modes as well as to build efficient algo-
rithms (Aracena et al., 2009; Montalva, 2011). In Goles and
Noual (2012) a theoretical study of the dynamics of disjunc-
tive networks under all updating schedules was presented. In
Ruz and Goles (2013), results from reverse engineering syn-
thesizing threshold Boolean networks with predefined limit
cycles, showed that shared limit cycles, of length two, from
parallel to sequential updates, were obtained for networks
with indegree 3 and indegree 5.
1If there is a constant node, one may consider a new network,
smaller than the original one, with non-constant nodes.
2A loop is a self connected node.
Foundations of Complex Systems and Biological Complexity
1085 ECAL 2013
In this work, we characterize a class of Boolean network
such that, two different updating modes (or a class of them)
do not share non-constant limit cycles. We will see that con-
nectivity plays an important role in this problem, in fact,
if the digraph admits nodes of indegree 3, then we may
find networks such that, for a specific Boolean function, the
parallel and sequential updates (among others) share non-
constant limit cycles (see Fig. 1). Therefore, we restrict
a)
1
4
32
b)
0001 1110
2Y 1X
1Y 1X 2X 3X
= 1 Y  =X  3 4
Y  =X4 1
=
Figure 1: a) Strongly connected digraph G with |V −(1)| =
3. b) Limit cycle shared by N1 = (G,F, pi1) and N2 =
(G,F, pi2) where pi1 = ℘ is the parallel updating mode,
pi2 = (2)(3)(4)(1) and F = (Y1, . . . , Y4).
our study to digraphs of indegree at most 2. In this context,
we have 16 two-input Boolean functions. It is easy to see
that 14 of these functions are canalizing (Fogelman et al.,
1982) in, at least, one input (i.e., when this input is fixed in a
Boolean value a, f(a, x) = f(a, x)). We will prove that for
the majority of the canalizing functions, one may find differ-
ent updating schemes such that they share non-constant limit
cycles; the exception will be the case when the function is
positive canalizing 3 in its own input. In this case, the se-
quential and the parallel updates do not share non-constant
limit cycles, which is a particular case of the result proved
in Goles and Salinas (2008). Further, if the local function is
non-canalizing (i.e., the XOR (x ⊕ y = 1 ⇔ x = y) or the
EQUIVALENCE (f(x, y) = 1 ⇔ x = y)), we prove that,
for any network of indegree at most 2 and a huge family
of updating modes, the networks do not share non-constant
limit cycles. In addition, for the particular case of the par-
allel and sequential updates, when the digraph is strongly
connected we have the same result. We point out that the
XOR and EQUIVALENCE functions are not monotone in
any variable. It was remarked in Kauffman (1969); Walker
and Gelfand (1979); Fogelman et al. (1982); Noual et al.
(2012) that these kind of networks admits very long limit
cycles, also, their dynamics are very sensitive to the varia-
tion of the updating mode.
3A function f : {0, 1}n → {0, 1} is pos-
itive canalizing on input i if for every Boolean
vector x, f(x1, . . . , xi−1, 0, xi+1, . . . , xn) ≤
f(x1, . . . , xi−1, 1, xi+1, . . . , xn).
Unshared limit cycles in Boolean networks
The main result of this section is Theorem 1 that shows a suf-
ficient condition such that a Boolean network can not share
limit cycles when it is updated by different updating modes.
After, we will deduce a particular case for unshared limit
cycles between the parallel and any other updating mode.
Next, we will show that the hypotheses of the Theorem 1
are sharp (if we change any of them, shared limit cycles may
appear). Finally, we will also show that such sufficient con-
dition is not a necessary one.
In order to prove the main result we will assume that the
indegree is ≤ 2, since shared cycles may appear when the
indegree is ≥ 3. On the other hand, we define appropriate
partitions of the different updating modes.
Let G be a digraph and Sn the set of all update schedules
over V . For i ∈ V such that V −(i) = {u, v}, we define the
following partition of Sn:
P1(i) = {s ∈ Sn : s(u) < s(i) ≤ s(v)}
P2(i) = {s ∈ Sn : s(v) < s(i) ≤ s(u)}
P3(i) = {s ∈ Sn : s(i) > s(u) ∧ s(i) > s(v)}
P4(i) = {s ∈ Sn : s(i) ≤ s(u) ∧ s(i) ≤ s(v)}
and the XOR familyF ≡ {xu⊕xv, xu⊕xv⊕1, xu, xu⊕1},
where x⊕ y = 1⇔ x = y.
If i ∈ V is such that V −(i) = {u}, we define the follow-
ing partition of Sn:
P1(i) = P2(i) = ∅
P3(i) = {s ∈ Sn : s(i) > s(u)}
P4(i) = {s ∈ Sn : s(i) ≤ s(u)}
In this case, the family is reduced to F ≡ {xu, xu}.
Theorem 1 (Unshared limit cycles). Let G be a digraph
such that 1 ≤ |V −(i)| ≤ 2, ∀i ∈ V and consider a Boolean
network N1 = (G,F, pi1) that admits a limit cycle C. If ev-
ery fi ∈ F , then, for any updating mode pi2 = pi1 verifiying
that:
Update condition: ∃i ∈ {1, ..., n}, pi1 ∈ P4(i)
and pi2 ∈ P1(i) ∪ P2(i) ∪ P3(i),
the dynamics associated to the updates pi1 and pi2 do not
share the same limit cycle C.
Proof. Let N1 = (G,F, pi1) be a Boolean network of n
nodes such that 1 ≤ |V −(i)| ≤ 2, ∀i ∈ V and that admits a
non-constant limit cycle C associated to the updating mode
pi1. Moreover, suppose that fi ∈ F , ∀i ∈ {1, ..., n}.
First, note that for this kind of functions:
∀i ∈ {1, ..., n}, ∀x ∈ {0, 1}, fi(0, x) = fi(1, x) (1)
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We denote by xpi1j (t) and x
pi2
j (t) the state of node j at
time t for the updating modes pi1 and pi2 respectively.
Let pi2 = pi1 be a given updating mode verifiying (1) for
some i ∈ V such that V −(i) = {u, v} and suppose on the
contrary that N2 = (G,F, pi2) has the same non-constant
limit cycle C of N1, i.e:
∀j ∈ {1, ..., n}, ∀xpi2 ∈ {0, 1}n ∩ C : xpi2j (t) = xpi1j (t)
(2)
For i as above, we have that pi1 ∈ P4(i) and the following
three cases are possible:
Case 1: pi2 ∈ P1(i). Then the updates are computed by
xpi1i (t+ 1) = fi(x
pi1
u (t), x
pi1
v (t)) (3)
xpi2i (t+ 1) = fi(x
pi2
u (t+ 1), x
pi2
v (t))
by (2)︷︸︸︷
= fi(x
pi1
u (t+ 1), x
pi1
v (t)) (4)
Because the variables in C are non-constant,
xpi1u (t) = xpi1u (t + 1). Hence, we can assume w.l.o.g.
that xpi1u (t) = 0 and x
pi1
u (t+ 1) = 1. Replacing these values
in (3) and (4) we have that:
xpi1i (t+ 1) = fi(0, x
pi1
v (t)) and,
xpi2i (t+ 1) = fi(1, x
pi1
v (t))
Thus, due to (1) we have that xpi1i (t + 1) = xpi2i (t + 1)
which contradicts (2).
Case 2: pi2 ∈ P2(i). This is similar to Case 1 but
considering the calculations over v.
Case 3: pi2 ∈ P3(i). Then the updates are computed by
xpi1i (t+ 1) = fi(x
pi1
u (t), x
pi1
v (t)) and,
xpi2i (t+ 1) = fi(x
pi2
u (t+ 1), x
pi2
v (t+ 1))
by (2)︷︸︸︷
=
fi(x
pi1
u (t+1), x
pi1
v (t+1)) = x
pi1
i (t+2)
by (2)︷︸︸︷
= xpi2i (t+2) = ...
This means that the state of vertex i must never change
within C, which contradicts the assumption that each
variable in the limit cycle is non-constant.
Finally, note that if V −(i) = {u}, then the analysis of the
case pi2 ∈ P3(i) is similar to Case 3.
Corollary 1. Let G be a strongly connected digraph such
that |V −(i)| ≤ 2, ∀i ∈ V and consider the Boolean network
N1 = (G,F, ℘) associated to the parallel updating mode, ℘,
that admits a limit cycle C. If every fi ∈ F , then, for any
updating mode pi = ℘, the Boolean networkN2 = (G,F, pi)
does not share the same limit cycle C.
Proof. LetN1 = (G,F, ℘) be a Boolean network of n nodes
that admits a non-constant limit cycle C associated to the
parallel updating mode ℘. Suppose also that G is strongly
connected with |V −(i)| ≤ 2, ∀i ∈ V . The latter implies
that:
1 ≤ |V −(i)| ≤ 2, ∀i ∈ V (5)
℘ is the parallel updating mode⇔ ∀j ∈ V, ℘ ∈ P4(j) (6)
Moreover, suppose that fi ∈ F , ∀i ∈ {1, ..., n}.
Let us prove the sufficient condition. Let pi = ℘ be an updat-
ing mode. By (6), we have that pi ∈ P1(i)∪P2(i)∪P3(i), for
some i ∈ V such that V −(i) = {u, v}. This, together with
(5) and the assumptions made at the beginning gives us the
hypotheses of Theorem 1, with pi1 = ℘ and pi2 = pi, which
guarantees that C is not a limit cycle of N2 = (G,F, pi).
Finally, note that the above analysis is similar when
V −(i) = {u}.
Corollary 2. If C is a limit cycle associated to the parallel
updating mode of a Boolean network such that its digraph is
a circuit, then, C is not shared by any other updating mode.
Proof. A circuit is a strongly connected digraph such that,
∀i ∈ {1, ..., n}; |V −(i)| = 1 and fi ∈ F ≡ {xu, xu},
where u ∈ V −(i). Thus, by Corollary 1, C is not shared by
any other updating mode.
Remark. In particular, we have that the parallel and the
sequential updating modes do not share non-constant limit
cycles.
Now, we will show the sharpness of the hypotheses of
Theorem 1.
Case 1: Not all the local functions are in F . In Fig.2a)
we exhibit a strongly connected digraph G with |V −(i)| ≤
2, ∀i ∈ V where the network N1 = (G,F, pi1) admits
a limit cycle C showed in Fig.2b) for the parallel update
schedule pi1 = ℘ and the global function F = (Y1, . . . , Y4)
defined in Fig.2b) as well. However, although there ex-
ists N2 = (G,F, pi2) with pi2 = (2)(1, 3, 4) such that
pi1 ∈ P4(1) and pi2 ∈ P1(1) as in the update condition of
Therem 1, C is shared anyway for both dynamics, because
in this case, the local function Y1 = X2 ∧X3 is not a XOR
function. Similarly, we arrive to the same conclusion if we
consider Y1 = X2 ∨X3 and, in general, given that every lo-
cal function f(x, y) (different to a XOR function) is a com-
bination of ∧ and ∨, we can construct other examples, as the
above one, but for f .
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1100
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Figure 2: Example for Case 1. Note that Y1 = X2 ∧X3 is the only hypothesis that does not match with Theorem 1.
Case 2: The update condition of Theorem 1 does not
hold. First, we consider the same strongly connected di-
graph G of Fig.2a). The network N1 = (G,F, pi1) admits a
limit cycle C showed in Fig.3 for pi1 = (2)(1, 3)(4) and the
global function F = (Y1, . . . , Y4) where all its components,
that depend of two variables, are XOR functions. However,
N2 = (G,F, pi2) with pi2 = (3)(1, 2)(4) also shares C, be-
cause in this case, pi1 and pi2 do not verify the update con-
dition of Theorem 1. We remark that it is also possible to
show an example for each case not included in the above
condition.
0100 1101
0010
1Y 2X 3X
2Y 1X
=
= 1
Y  =X  3 4
Y  =X4 1
Figure 3: Example for Case 2. Note that pi1 = (2)(1, 3)(4)
and pi2 = (3)(1, 2)(4) do not verify the update condition of
Theorem 1.
Case 3: Accepting constant limit cycles. Consider the
strongly connected digraph G showed in Fig.4a). Note that
|V −(i)| ≤ 2, ∀i ∈ V . On the other hand, consider the limit
cycle C showed in Fig.4b) admitted by N1 = (G,F, pi1 =
℘) where its first component is constant and equal to one.
Also, on this same figure, F = (Y1, Y2, Y3) is defined with
all its components being XOR functions. So, it is easy to
check that N2 = (G,F, pi2) with pi2 = (2, 3)(1) is such that
℘ ∈ P4(1) and pi2 ∈ P3(1) as in the update condition of
Theorem 1, but, N2 also shares C.
Case 4: The sufficient condition of Theorem 1 is not a
necessary condition. The sufficient condition of Theorem
1 for unshared limit cycles (i.e., to have XOR functions in
all the nodes with indegree equal to two) is not a necessary
a)
32
1 b)
100 111
1Y 2X 3X
2Y 1X 3X
3Y 2X1X
= 1
=
=
Figure 4: Example for Case 3. This constant limit cycle is
the only hypothesis that does not match with Theorem 1.
condition. Consider the digraph of Fig.5a), the limit cycle
C and F = (Y1, Y2, Y3) of Fig.5b) verifying |V −(i)| ≤ 2,
∀i ∈ V . The network N = (G,F, ℘) admits C as a limit
cycle which is not shared by any other updating mode, in
spite of the fact that Y3 = X1 ∧X2 is not a XOR function.
a)
21
3 b)
001 110
3Y 1X 2X
Y  =X1 3 Y  =X2 3
=
Figure 5: Example showing that the sufficient condition of
Theorem 1 for unshared limit cycles is not a necessary con-
dition.
Simulations
In order to see how common it is to find Boolean networks
(BN) that share the same limit cycles for different updating
schemes (or modes), we conducted an exhaustive study for
n = 3 updating all the BN (graph + local functions) with
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indegree at most 2, which yields 46656 BN, under all the
deterministic updating schemes, i.e., T3 = 13. This requires
order of 106 calculations approximately. Whereas to carry
out the same analysis for n = 4, requires much more com-
putational power (at least order of 109 calculations), there-
fore we computed only for n = 3. Also, for n = 3 we are
able to obtain a vast spectrum of BN necessary to study our
theorem.
The 46656 BN can be divided into: 1728 XOR type (i.e.,
the functions over all its nodes are XOR or XOR ⊕1) and
44928 non XOR type. Also, from the 46656 BN, 33023 BN
have at least one updating mode that produces at least one
limit cycle (that can be either constant of non-constant). The
remaining 13633 BN have only fixed points for any updating
mode.
The 33023 BN can be divided into 1647 that are XOR type
and 31376 non XOR type. They can also be divided in 15443
BN that have at least one updating mode that produces at
least one non-constant limit cycle, the remaining 17580 BN
never have non-constant limit cycles.
From the 15443 BN, 1275 are XOR type, and the remain-
ing 14168 are non XOR type.
From the 1275 BN, 1227 share at least one non-constant
limit cycle. From the 14168 BN, 10208 share at least one
non-constant limit cyle.
Finally, we conclude that 1227 + 10208 = 11435, which
represent approximately 25% of the total, is the amount of
BN that, regardless if they are XOR or non XOR type, share
at least one non-constant limit cycle.
A summary of these results are shown in Fig. 6.
Conclusion
In this paper we have characterized digraphs of low connec-
tivity (indegree ≤ 2) and local Boolean functions (XOR or
EQUIVALENCE) such that a relevant (actually, an exponen-
tial number) set of different updating modes do not share non
constant limit cycles. Furthermore, the updating modes that
can be compared according to the hypotheses of Theorem 1,
conform a set that, in the restricted case of strong connec-
tivity (Corollary 1), includes the particular cases of the par-
allel and serial updates studied in Goles and Salinas (2008)
for Boolean networks with monotonic loops. In this con-
text, taking into account our results and the ones obtained in
Goles and Salinas (2008), we conclude that unshared limit
cycles between the parallel and sequential updating modes
occur in at least two situations: when the loops, if they exist,
are positive canalizing or when all the local functions are in
the XOR family F .
Finally, the results presented in this paper using XOR
functions, confirm their importance in the dynamical behav-
ior of Boolean networks, a fact that was recently highlighted
in Noual et al. (2012). In addition, our results use sharp hy-
potheses in the sense that we can exhibit counterexamples in
every case where any of these hypotheses do not hold.
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Abstract
The processes by which multicellular organisms first emerged
from their unicellular ancestors are fundamental to the biol-
ogy of complex, differentiated life forms. Previous work sug-
gests that reproductive division of labor between specialized
germ and soma cells was central to this evolution in some
cases. Here, we assess the potential of the digital life platform
Avida to examine the trade-off between survival and replica-
tion in multicellular organisms. Avida uses a grid of self-
replicating computer programs capable of mutation and evo-
lution to address biological questions computationally. We
model our digital organisms after the Volvocales, a flagellated
order of photosynthetic green algae that includes both unicel-
lular and multicellular species. We show that, given selective
pressures similar to those experienced by the Volvocales in
nature, digital organisms are capable of evolving multicellu-
larity within the Avida platform. The strategies we observed
that best handled the trade-off between survival and replica-
tion involved germ cells producing sterile, somatic offspring.
These strategies are similar to those observed in volvocine al-
gae, which suggests that digital platforms, such as Avida, are
appropriate to use in the study of reproductive altruism.
Introduction
How and why multicellular organisms developed are central
questions in developmental biology. In life’s history, mul-
ticellularity has emerged from unicellularity on at least 25
separate occasions (Grosberg and Strathmann, 2007). The
fact that this type of specialization and cooperation between
cells has emerged independently and repeatedly in organ-
isms ranging from algae to fungi suggests that this phe-
nomenon is not a statistically unlikely event, but is the re-
sult of selective pressures experienced by various types of
life. Previous theoretical and experimental work has shown
multicellularity to be selectively advantageous in several cir-
cumstances (Rokas, 2008). In Chlorella vulgaris, for exam-
ple, multicellular forms have evolved from their unicellular
counterparts in the presence of a predator within 100 gener-
ations, suggesting that a multicellular existence might be ad-
vantageous to combat predation (Boraas et al., 1998). Here,
we focus on the potential benefits of reproductive division
of labor in multicellular forms.
Both reproduction and survival are vital for life to prop-
agate. Differentiation between reproductive germ cells and
purely functional soma cells is observed in the Volvocales,
a flagellated order of photosynthetic green algae (Kirk,
2001). We chose to model our experimental parameters af-
ter the Volvocales specifically because they include multi-
cellular organisms of varying colony size, each of which
displays a different degree of complexity and specialization
(Koufopanou, 1994).
The primary trade-off Volvocales address is between mo-
bility and reproduction. An algae colony’s ability to photo-
synthesize effectively is dependent upon its depth within the
water column, and vertical traversals of entire colonies are
common (Sommer and Gliwicz, 1986). A colony’s capacity
for mobility is primarily determined by the total functional-
ity of its members’ flagella.
In the Volvocales, however, cell division damages flag-
ella. When a cell replicates, its flagella continue to function,
but “not as strongly or as well coordinated as when [a cell is]
not dividing” (Marchant, 1977). After a cell replicates sev-
eral times its flagella become completely nonfunctional. The
number of divisions until a cell loses all flagellar function
is generally assumed to be about five (Koufopanou, 1994;
Michod et al., 2006). Previous literature suggests that dif-
ferentiation between germ and soma “may have evolved as
a solution to this problem: by denying reproduction to some
cells, a parental colony can maintain functional flagella on
these cells, which will enable it to maintain its position in
the water column while the rest of its cells are dividing”
(Koufopanou, 1994). We refer to this constraint as the flag-
ellation constraint.
Another consideration regards the physical volume of
germ cells. Reproductive cells in differentiated volvocine
colonies tend to have much greater volume than their sterile
counterparts (Figure 1). This size differential results from
the fact that post-embryonic cell division is not possible
(Michod et al., 2006). For the purposes of designing our
Volvocale-inspired digital organisms, however, establishing
an association between physical volume and replication is
adequate. When a colony’s total volume increases, its mobil-
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Figure 1: Volvox, a species of the Volvocales, exhibiting
full germ-soma differentiation. The larger cells within the
colony are germ cells, while the smaller cells are soma. Im-
age courtesy Frank Fox of www.mikro-foto.de.
ity decreases because of increased mass and drag, and more
total flagellation is required for colonial motion. Previous
work suggests that overcoming this enlargement constraint
is yet another benefit to germ-soma specialization (Michod
et al., 2006).
It has been shown that reproductive altruism, cells vol-
untarily producing sterile, somatic offspring for the benefit
of their kin, emerges in volvocine green algae. This pro-
cess involves the expression of an altruistic gene within the
parental cell in response to environmental cues (Nedelcu and
Michod, 2006; Michod et al., 2006). We aim to implement
the enlargement and flagellation constraints in a digital life
platform and compare the strategies evolved by digital or-
ganisms to those evolved by the Volvocales in nature. While
our model could be improved upon, our primary goal is to
assess the potential of a digital life platform to address ques-
tions of reproductive altruism.
The Avida Platform
Avida is a software platform that maintains a grid of self-
replicating and mutating computer programs, and can be
used to address biological questions computationally. Un-
like the slow progress of organic evolution, digital evolu-
tion allows researchers to conduct experiments relatively
quickly; tens of thousands of generations can be executed in
a single day. Additional benefits of using a digital platform
like Avida include the ability to repeat experiments exactly,
specify all environmental parameters, and measure popu-
lation statistics with precision. Avida is not meant to per-
fectly model any specific biological system, but supports the
basic evolutionary processes of “replication, variation, and
differential fitness.” These three conditions create an envi-
ronment in which evolution will occur (Dennett, 2002). It’s
also worth noting that experimentation within Avida is “not
a simulation of a particular evolutionary theory but ... an ex-
perimental study in its own right” (Ofria and Wilke, 2004).
The function of a digital organism in Avida is specified by
a sequence of low-level computer instructions, in the same
way that a genome composed of DNA encodes the form and
behavior of a biological organism. The default Avida ge-
nomic language contains instructions that perform logical
and mathematical operations, functions specific to replica-
tion such as allocating and copying memory, and flow con-
trol commands that modify the execution order of an indi-
vidual’s genome. The control commands include instruc-
tions that cause small modifications to execution order such
as IF-LESS, which may skip the immediately following in-
struction based on a numerical comparison between stored
values, and instructions that allow for larger changes such
as MOV-HEAD, which could cause execution to jump to an
instruction anywhere in the genome.
Each Avida organism runs on its own unique set of simu-
lated hardware, including a virtual CPU, three registers, two
stacks, input/output functionality, and memory. An organ-
ism is allocated memory to hold its own genome of instruc-
tions plus extra initially “blank” memory it can use to store
the genome of any child it produces. The virtual CPU exe-
cutes the genome as a continuous sequence of instructions,
simply starting again with the first instruction after execut-
ing the last. This hardware combined with the instructions
in the default Avida language is Turing complete.
In the past, Avida has been used to examine fundamental
evolutionary principles in great detail. Notable examples in-
clude an examination of the origin of complex features in
biological organisms (Lenski et al., 2003) and a study of
the relationship between genomic complexity and robust-
ness (Lenski et al., 1999). Because of Avida’s demonstrated
capacity to improve our understanding of evolution in gen-
eral, we believe it is a worthwhile endeavor to assess its po-
tential to address questions of reproductive altruism.
Avida in particular is well suited for our experiments be-
cause we are interested in the specific strategies digital or-
ganisms might evolve to address the flagellation and en-
largement constraints. While a mathematical model or a
less complex evolutionary algorithm could offer some in-
sight and might be easier to analyze, it likely would not yield
the same depth of information. Some of the more interest-
ing strategies we observed, for instance, would not have ap-
peared in a simpler system.
Avidian Life-cycle
The Avida life cycle is defined as follows. First, an organ-
ism generally executes a sequence of instructions that allo-
cates memory for its child within its own memory space, and
copies each of its instructions into this newly allocated mem-
ory. Replication is asexual, and occurs when an individual
executes an H-DIVIDE command, creating a new organism
Foundations of Complex Systems and Biological Complexity
ECAL 2013 1092
Figure 2: Avida population partitioned into demes of size 25 and an illustration of a subset of the simulated hardware
from the genome in the child memory space. The parent
is reverted to its initial state with blank child memory, and
begins execution again with its first instruction. In Avida
several instructions in a relatively precise arrangement are
required for an organism to replicate, and it is standard to
seed starting populations with organisms that already have
a hand-coded replication loop in their genomes. However,
these instructions are subject to the same mutations and copy
errors as the rest of the genome, and organisms frequently
evolve modified methods of replication.
Mutation is accomplished through probabilistic instruc-
tion addition, deletion and modification within a child’s
genome prior to its insertion into the greater population.
When an organism is copying its instructions into the mem-
ory it has allocated for its child, for instance, there is a user-
defined probability that the instruction it is attempting to
copy will be replaced with a random instruction from the
valid set. Avida mutation rates are generally much higher
than those found in the natural world; around one mutation
on average per child genome is standard.
Organism death occurs either through old-age, or when
an organism is overwritten by another’s child. All organ-
isms are allowed to execute the same number of instructions
on average per update, though the allocation of cpu cycles
is stochastic. Therefore organisms that successfully copy
themselves using fewer total instructions than average gen-
erally have a higher relative fitness. However just as in the
nature, many other factors affect a genome’s long-term suc-
cess, such as its robustness to the relatively high mutation
rate.
Multicellularity and Digital Platforms
The origins of multicellularity have previously been investi-
gated in several contexts using artificial life models. Furu-
sawa and Kaneko (1998) used an artificial chemistry model
to examine multicellular emergence on a simulated two-
dimensional grid. Their focus was largely on exploring the
mechanisms that cause cell differentiation during develop-
ment. Other researchers have studied task-related division
of labor, wherein individuals cells cooperate to perform spe-
cialized tasks efficiently, as a mechanism by which multi-
cellularity can arise (Michod, 2007). Goldsby et al. (2010)
investigated task-related division of labor within the Avida
platform and found that digital organisms are capable of se-
lecting specialized roles in groups using both spatial infor-
mation and inter-organism communication.
In this paper we focus solely on the potential benefits of
reproductive, as oppose to task-related, division of labor.
Finally, Schlessinger et al. (2006) provided an excellent
investigation into the emergence of multicellularity in which
they extended the Mosaic World software system to allow
for optional organism aggregation into multicellular units.
While the authors do include the ability for organisms to for-
feit their reproductive capacity, individuals that join a mul-
ticellular unit lose their autonomy entirely, as tasks carried
out by an aggregation are decided “democratically” through
a poll of all constituents. Our investigation, in this context,
is orthogonal, utilizing forced aggregation and optional au-
tonomy.
Extensions to the Avida Platform
We extend the Avida platform to incorporate flagellation and
enlargement constraints similar to those exhibited by the
Volvocales by adding two variables to each digital organism,
the flagella value and the physicalSize value.
flagella is a numerical variable that takes on values be-
tween [0, 1]. This variable represents the functionality of a
cell’s flagella. When a new cell is created, we assume that
its flagella are fully functional, and assign it a flagella of 1.
If and when a cell executes a divide command, we model the
flagellation constraint by decreasing this value. We decrease
a cell’s flagella value either linearly, by subtracting .25 upon
replication, or exponentially, by dividing by 2 upon replica-
tion, depending on the specific experiment.
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To model the enlargement constraint, we use the physical-
Size variable, which represents the physical volume of a cell.
While many species of volvocine algae replicate through a
more complex process known as palintomy (Michod et al.,
2006), we found a simpler binary fission model to be accept-
able for our organisms.
In accordance with our binary fission model, we incre-
ment a cell’s physicalSize value each time it executes a copy
command such that physicalSize increases linearly from 1 to
2, until the parent has copied its entire genome to the child.
Upon division, this value is reset to 1.
Because our experiments dealt with cooperation, we were
particularly interested in the fitness and replication of groups
of cells. The Volvocales ultimately specialize and become
multicellular forms, so it was necessary to implement mul-
tilevel selection and evaluate groups of organisms in addi-
tion to individual organisms. We utilized Avida’s popula-
tion partitioning functionality to group organisms into dis-
tinct and separate subpopulations, called demes. In our
experiments, each deme represented a potential multicellu-
lar organism. To evaluate and replicate demes, we mod-
ified Avida’s CompeteDemes framework to accommodate
for user-defined deme-level fitness functions and Volvocale-
inspired deme replication.
Our CompeteDemes implementation computes the fitness
of each deme semi-periodically and executes a fitness pro-
portional tournament selection with five demes per tourna-
ment to determine the next generation of colonies. The tim-
ing of each CompeteDemes execution is offset by a random
value from a uniform distribution. We implemented this de-
viation because, in early testing, organisms evolved an un-
derstanding of perfectly periodic timing and commonly de-
veloped undesirable behaviors.
While colonial algal reproduction is considerably more
complex, we base our replication implementation on the
concept that, in germ-soma differentiated species, all cells
in a colony are closely related, and usually derived from
the same original germ cell (Michod et al., 2006; Kochert,
1975). To replicate a colony, we select the organisms with
the smallest and largest physicalSize values, and designate
them as the founders of the appropriate demes in the next
colonial generation. The cell with largest physicalSize is
likely in mid-replication during selection, while the cell with
the smallest physicalSize is likely not replicating during se-
lection. By selecting the physically largest and smallest or-
ganisms, we aim to allow a single germ and a single soma
cell to found colonies in the next generation, if their parental
colony were germ-soma differentiated. While this process
differs slightly from naturally observed reproductive mech-
anisms, our goal was to mimic the selective pressures ex-
perienced by Volvocine algae, not create a perfect model of
their biology.
Experimental Design
For our experiments, we used a population of 400 demes,
each of which contained a maximum of 25 organisms. Real
CPU cycles were assigned to each deme according to their
living population size, and then randomly to members of that
deme.
The unit of time in Avida is the “update,” in which an av-
erage organism executes 30 instructions. Our experiments
were run for 105 “updates,” and terminated after about 10
hours. The initial seed organism executed 390 instructions
before reproducing, which translates to an average of 13
updates per generation. The number of instructions exe-
cuted before reproduction varied considerably between pop-
ulations, as well as over time and between organisms in a
single population, however all values fell within the range
[200, 2000].
We designed our fitness function to reward greater total
deme flagellar function, and penalize greater deme physi-
cal size. With this objective in mind, we decided to limit
the space of potential fitness functions to linear combina-
tions of these two deme-level statistics. While this limitation
is somewhat arbitrary, our goal was not to perfectly model
Volvocale colonial fitness, and the following simple, linear
trade-off function worked as well as, or better than, any other
in evolving populations with interesting, diverse germ-soma
differentiated strategies.
F = max(0,
∑
flagella−
∑
physicalSize
2
)
We also implemented a floor on the minimum number of liv-
ing cells a deme could contain and still be considered viable.
We assign a fitness of 0 to demes with less than 15 cells.
Mutation rates were kept at the default Avida settings; for
a given command being copied, there was a .75% chance of
random instruction replacement. The expected number of
mutations depends upon the genomic length of an individ-
ual. For a default organism with length 100, for instance, we
would expect .75 swap mutations. Additionally, for a single
replication event, there was 5% chance that an instruction
would be added or deleted from the child’s genome upon
cell division.
Results
Before discussing the specific mechanisms digital organisms
developed to accomplish germ-soma differentiation, we aim
to establish that producing sterile organisms is, in general, a
solution to the flagellation and enlargement constraints. We
compare the final dominant deme fitnesses from our 46 ex-
ponential flagella decay trials to the proportion of somatic
cells in the final population for each trial. We find a positive
correlation between these variables (Figure 3). This positive
correlation indicates that, in general, populations that dis-
play higher degrees of germ-soma differentiation produce
more fit dominant demes.
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Figure 3: Least squares regression of deme fitnesses versus
somatic proportion in exponential trials
Figure 4: Average dominant deme fitness over time with
bootstrapped 95% confidence intervals using 105 re-samples
Using an order statistic such as dominant deme fitness in
this analysis is appropriate because our fitness function is
truncated at 0; the distributions of deme fitnesses are non-
normal because of this truncation. A mean, in this case,
would not be an accurate reflection of overall population per-
formance.
Strategic Analysis
Within the exponential flagellar decay experiments, organ-
isms evolved several different strategies, some of which re-
sulted in germ-soma differentiation. Here, we will present
these strategies in decreasing order of observed frequency.
First, however, it’s worth noting that within a single Avida
trial, we observed some cases where multiple strategies co-
existed. In these trials, it was usually the case that the deme
with the highest fitness utilized one of the more complex and
interesting strategies we present here, while the most com-
mon replicator in the entire population did not.
Most commonly, no complex, germ-soma differentiated
strategy emerged at all. In about 70% of our trials neither the
most common nor the dominant replicator utilized a strategy
other than adjusting its gestation time and genomic sensitiv-
ity to mutation, or “brittleness.” The concept and prevalence
of brittleness will be addressed in a later section.
The most common germ-soma differentiated strategy,
which produced the dominant deme in about 13% of our tri-
als was probabilistic replication. Organisms using this strat-
egy produced children that were accurate copies of them-
selves a fixed proportion of the time. Probabilistic repli-
cators exhibit phenotypic plasticity, which is the ability to
change one’s phenotype in response to environmental cues.
The Avida platform inputs random numbers to cells to simu-
late changing environmental conditions. These inputs can be
stored and operated on by organisms, if they evolve such be-
havior. In this case, organisms used these random numbers
to determine whether or not to replicate. Those that did not
replicate were basically somatic cells in the colony, with the
maximum flagella value and minimum physical size. Thus
the colony as a whole gained the benefits of germ-soma
cell specialization though all constituent cells had identical
genomes.
We also observed more complex manifestations of proba-
bilistic replication. In one trial, for instance, a cell replicated
with a probability of about 64% but did not always attempt
to make an exact copy. Very rarely, this organism produced a
purely somatic cell with a separate genotype. The probabil-
ity of this occurrence was too low to estimate accurately, as
a population of several thousand parental cells was required
to observe tens of these somatic cells.
The other most common germ-soma differentiated strat-
egy we observed involved parental organisms deterministi-
cally producing a tiered set of offspring. For example, in one
of our trials, a replicative organism deterministically pro-
duced a second, different organism, and this new organism
produced sterile offspring. The observed frequency of this
behavior in our sample of trials was exactly the same as the
probabilistic replicator.
Tiered sets of size three and four were observed, each of
which contained exactly one somatic genotype and two or
three germatic genotypes, all with similar gestation times.
Inherently, these tiered replicative structures encode an ex-
pected proportion of sterile cells at the time of deme repli-
cation. While the best deme produced by either of these
tiered strategies was produced by a three-tiered cell, the pro-
portion of nonviable demes within the three-tiered trial was
greater than the proportion of nonviable demes within the
four-tiered trial (p < .05, Student’s t-test) indicating that the
four-tiered strategy might be more stable.
Of note was one of our trials that could be considered both
a tiered and a probabilistic replicator. This particular indi-
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vidual produced a tiered set of offspring, where each tier had
a statistically unique, associated replicative probability that
ranged from about 15% to about 25%.
The least common multicellular strategy that emerged in-
volved cells producing both exact, germatic copies and ster-
ile, somatic cells in deterministic sequences. This behav-
ior was only observed in about 4% of trials. An example
of an observed sequence-replicator was a cell that always
produced exactly one soma before attempting to replicate it-
self indefinitely. We also observed genomes that encoded
more complex sequences; another cell first produced a sin-
gle soma, followed by a repeating sequence of one copy of
itself followed by two somatic cells.
Because each of these strategies could manifest in an in-
finite number of ways, however, constructing a definitive
ranking of strategic superiority from our data is impossible.
We argue that it is only appropriate to compare the ultimate
effectiveness of specific strategic manifestations, rather than
the strategies themselves.
It is clear, however, that strategies which emerged in trials
where selection was applied perform better than no strategy
at all. When selection is not applied, mean dominant deme
fitnesses are consistently lower, according to data collected
from 46 trials with selection and 50 trials without selection
(Figure 4).
Trials with “no selection” were still subject to some ex-
perimental constraints which selected for certain behaviors.
In no selection trials, all demes were assigned identical fit-
nesses, making deme-level tournament selection random.
From demes that were randomly selected for replication,
two random organisms were selected as founders. The most
common behavior that emerged within these trials was de-
creased gestation time. Organisms replicating increasingly
quickly with no respect to the flagellation and enlargement
constraints decreased average deme fitness over time.
Brittleness
Replicative cells within trials where selection was applied
also tended to evolve heightened sensitivity to lethal muta-
tions, increasing their genotypic brittleness; germ cells that
developed this behavior ultimately increased the proportion
of their offspring that were sterile. This behavior was com-
mon in successful replicative organisms that did not exhibit
any of the germ-soma differentiated strategies.
The Avida platform supports several types of mutation,
and it’s likely that cells evolved increased brittleness with
respect to each. However, measurement of total brittleness
is a computationally expensive process; accounting for every
possible combination of legal mutations is impossible. Here,
for the sake of computational complexity, we restrict our
consideration to the most common mutation type: single-
swap.
For each locus in a given organism’s genome, each in-
struction within the legal set was swapped in, holding the
Figure 5: Average single-swap mutation brittleness over
time in selection and no selection trials with bootstrapped
95% confidence intervals using 105 re-samples
rest of the genome constant. The resulting genotype was
then analyzed for viability, and the fraction of single-swap
mutations that rendered an organism sterile was recorded.
Here, we examine the most common replicative genotype
in each of our trials and compare the effect of applying
Volvocale-inspired selection on average brittleness. Even
in trials where multicellular strategies emerged, however, it
was usually the case that the most common replicator did
not exhibit a germ-soma differentiated strategy. By examin-
ing these typically undifferentiated cells, it was our goal to
establish that increased brittleness alone commonly emerges
as strategy for addressing the flagellation and physical size
constraints.
We find that the average brittleness of the most common
replicator in trials where we applied selection was always
greater than in trials where we did not (Figure 5). The dif-
ference is more consistent early in trials, indicating that in-
creased brittleness likely emerges quickly as an “easy” solu-
tion to the flagellation and enlargement constraints prior to
the emergence of more complex, differentiated strategies.
In general, the brittleness of organisms in Avida tends to
increase naturally over time as genome length and organism
complexity increase, which accounts for the increased brit-
tleness we observe in the trials with no applied selection.
Linear versus Exponential Decay
Up to this point in our analysis, we have not addressed our
linear decay trials. We observe that implementing linear de-
cay results in less germ-soma differentiation than exponen-
tial decay (p < .05, Student’s t-test). Michod et al. (2006)
note that a higher initial cost of reproduction yields a larger
benefit from soma specialization to population viability. The
Volvocales fitness can be represented in general as a multi-
objective problem with an indirect relationship between via-
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Figure 6: Flagellar function versus number of replications
for exponential and linear flagella decay trials.
bility and fecundity, as a cell has limited resources to invest
in each. Multi-objective problem theory predicts that if the
trade-off between viability and fecundity forms a concave
curve, generalists will evolve, while a convex curve will lead
to specialists (Deb, 2005). Increasing the initial cost of re-
production pushes that curve to be more convex. In our ex-
periments, an exponential decay of flagella yielded a much
higher initial cost of reproduction than a linear decay, and
thus more often led to the evolution of specialists (Figure 6).
Conclusions and Future Work
We have shown that digital organisms are capable of evolv-
ing multicellularity as a solution to the flagellation and en-
largement constraints within the Avida platform. The wide
range of effective strategies involving germ-soma specializa-
tion we observed indicates that digital platforms can be ap-
propriate for studying reproductive altruism. Avida, specifi-
cally, was well suited for our experiments because it offered
detailed insight into novel strategies digital organisms might
use to accomplish germ-soma differentiation.
In the future, we aim to improve upon our model in sev-
eral ways. For example, in the Volvocales, inter-deme com-
petition is negligible because all organisms result from the
same germ cell. In our experiments, however, this type of
competition exists, particularly prior to differentiation. We
believe that inter-deme competition in Avida could be elimi-
nated by implementing a more dynamic, less periodic deme
replication. For instance, a deme could replicate when it
contains a given number of cells, rather than at a specific
time.
Another potential experimental extension would be to
incorporate more physically-inspired parameters into our
models. Our deme-level fitness function, for instance, might
be better informed by a more careful consideration of the in-
terplay between cell radius, volume and drag. Such consid-
erations would likely not alter our core findings, but might
produce new types of organism behavior.
Finally, previous work suggests that, as colonial size in-
creases, multicellularity becomes more advantageous (Mi-
chod et al., 2006). This theoretical result is supported by bio-
logical observation. In Volvox, a multicellular species of the
Volovocales, colonies can contain thousands of cells (Kirk,
1998). Allowing for greater colonial size would increase the
computation time required for our experiments, but would
likely result in a higher proportion of trials evolving multi-
cellularity.
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Abstract
We present work towards claryfing whether and how the idea
of agents as “subsystems” of an underlying (artificial) uni-
verse can be captured formally. For this we propose formal
notions of a universe, a decomposition into subsystems and a
criterion to prefer some choices of such decompositions over
others. Universes are modelled by finite Markov chains, a
decomposition is an information conserving set of subpro-
cesses induced by partitions of the state space and our cri-
terion prefers decompositions that improve predictability by
minimizing stochastic interaction. Using very simple exam-
ples we find three different classes of Markov chains, with
respect to their “decomposability”. Our approach also high-
lights the fact that the stochastic interaction of multivariate
finite Markov chains crucially depends on the chosen multi-
variate structure of the state space.
Introduction
Motivation
In this publication we address two problems, how to describe
a given system as a composition of subsystems (in this paper,
only two), and how to pick suitable descriptions among the
possible ones. Note, when we say subsystems, we use this
term at first in an intuitive way, without having a rigorous
definition. Furthermore, we will use “decomposition” and
“description” interchangably as a shorthand when referring
to a description as a composition of two subsystems.
The individual subsystems induced by a description
should be suitable to represent both agents and environ-
ments. Here the agent and its environment could be from
biological systems, robots or virtual creatures. This means
the class of original systems and the subsystems themselves
must be general enough to at least model these three sce-
narios. Additionally each description should conserve all
information about the original system.
Concerning the criterion used to pick descriptions we are
eventually seeking one that checks whether the two subsys-
tems can be seen as an agent-environment pair (in other
words, form a perception-action loop) and not just a pair
of arbitrary subsystems. Note that such a criterion would
have to be able to detect agency in the subsystems. We leave
this problem to future work. Here we are satisfied with a
weaker criterion, one that can be interpreted to measure the
“twoness” of the decomposition. Several concepts can be
interpreted in this way: a first candidate would be the in-
dependence of the two subsystems from each other; a sec-
ond related but not necessarily identical concept would be
the self-determinedness or autonomy of the individual sub-
systems; a third would be an increase in simplicity of some
kind achievable by a decomposition.
There are two scenarios where describing a system as a
composition of subsystems is of interest and our approach
might be applied in the future. In the first, take the perspec-
tive of an external observer of an artificial universe (e.g. a
cellular automaton like the game of life). There is to our
knowledge no established way to define subsystems which
represent interesting entities/objects (say gliders). In artifi-
cial life the interesting entities are those that are the most
life-like. The subsystems we seek should be able to repre-
sent those and the criterion we seek should pick them out. In
the second scenario, take the perspective of an agent subject
to a sensor input stream. If indeed decomposing the input
stream makes it simpler to process, the agent could bene-
fit from this. Additionally, it has been argued (Salge and
Polani, 2011) that detecting other agents has merits in its
own right. Roughly speaking, other agents produce more in-
formation relevant to an agent than is available in other parts
of the environment. This suggests, that in a very general
way it is advantageous for an agent to view its sensory input
stream as being composed of subsystems, some agents and
one environment.
Related work
Our work is strongly influenced by Kolchinsky and Rocha
(2011). They investigate how learning a model of some
given system (a multivariate Markov chain) can be improved
by modeling it as a composition of independent subsystems
(also Markov chains). In case of a low number of samples to
learn from, they find that indeed the predictive error of the
model is lowest for a composite model. Their approach is es-
pecially convincing in the scenario of an agent subject to an
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input stream; the agent modeling the stream as a composite
system gaining predictive power in comparison to modeling
it as a non-composite one. So in this sense decomposition
simplifies prediction for the agent. Note that they vary the
compositions of models that are being learned not the de-
scriptions of the original system itself. As we will see the
same predictive error can also serve as a useful criterion in
the latter case.
Another approach is taken by Balduzzi (2011). He tries
to detect emergent subsystems (stochastic processes in gen-
eral) in a given system (also a multivariate stochastic pro-
cess, the game of life is used as an example). Here, the sub-
systems are not chosen once and stay fixed over time, but
are composed out of different “units” (groups of variables)
at different timesteps and can even skip timesteps altogether.
The criterion used to select good choices of subsystems is
dependent on how much information (in a specific sense)
the different units convey about each other. While this crite-
rion is related to how predictive one unit is of another, this
work is not easily comparable with the present one. It is re-
lated mainly through the perspective of viewing subsystems
as phenomena of an underlying system. This view is also
applied specifically to the glider in the games of life by Beer
(2013). This is an in depth study of an interesting example
of a subsystem in a larger system but up to now the method
depends strongly on a preidentified structure.
The system (univariate Markov chain) and subsystems
(induced subprocesses) defined by Go¨rnerup and Jacobi
(2008) are also used by us. The subsystems are only inves-
tigated individually though and compositions that conserve
information about the original system are not considered. As
a criterion for choosing subsystems the Markov property is
used. The Markov property can be interpreted as measur-
ing self-determinedness. We will also employ it but instead
of looking directly for Markovian subprocesses we focus on
properties of the composition of the subsystems.
One of the authors has previously proposed emergent de-
scriptions (Polani, 2004). Given a stochastic process, emer-
gent descriptions are a set of stochastic processes that con-
tain all information about the original process, are mutually
independent and apart from a single one are information
conserving. The subsystems we propose here necessarily
fullfill the first requirement and a dynamic version of the
second one; the third one is not taken into account here.
Once a system has been decomposed into subsystems
there are further measures taking into account the interaction
of processes that could be used to quantify the suitability of
the decompositions. An example employing a framework
similar to this paper would be the autonomy measures by
Bertschinger et al. (2008).
Methods
System
As an extremely simple model for the original system we
assume we are given a stationary finite univariate Markov
chain1 {Xt}t∈I (we also refer to it as the universe process)
defined by the transition kernel (or Markov matrix)
p(x′|x) := px,x′ := Pr(Xt+1 = xt+1|Xt = xt) (1)
as the right hand side is independent of t in the stationary
case. Our assumption is that the universe process should be
Markov, as there is nothing external influencing it and there-
fore also nothing external to store information about past
states in. In the case of the agent facing an input stream this
assumption is of course a crude approximation. Choosing
finiteness and time discreteness is done for the great reduc-
tion of technical issues compared to more general frame-
works. Importantly, stationarity may be seen as an approx-
imation, as different choices of subsystems may be most
suitable at different times. We choose a univariate process
because multivariate processes pre-impose a compositional
structure. Moreover, in the finite case each of the variables
of the multivariate process takes values in a finite state space;
such a process can always be transformed into a univariate
process.
Decomposition via coordinatizations
The decompositions we propose describe the original pro-
cess via a composition of processes induced on partitions
of the state space. The subsystems are then those induced
processes. To ensure that the original process {Xt}t∈I can
be retrieved from the subprocesses {At}t∈I , {Bt}t∈I we
choose the partitions (we abuse notation and also call them
A,B) such that they form Cartesian coordinates of the state
space X = A × B.2 For each choice of two such partitions
A,B we then have a bijective map f(A,B) : X → A × B.
This map is obtained as follows, denote by fA(x) : X → A
the function mapping x to the element a (also called a block)
of the partition A that it belongs to, and analogously for B.
Then define
f(A,B)(x) := (fA(x), fB(x)) = (a, b). (2)
It is easy to see that the inverse is equal to the intersection of
the blocks a and b, which is a unique state x in this case:
f−1(A,B)(a, b) := {x : x ∈ a ∩ b}. (3)
1Either we choose the index set I as the integers or we initialize
the process in its stationary distribution at some time t = t0 and let
it run indefinitly.
2This condition ensures for the purpose of this paper the more
general requirement, that the subprocesses lose no information
about the original process, i.e. H(Xt|At, Bt) = 0 at all times
t, whereH denotes the Shannon entropy.
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The fact thatX = A×B ensures that there is always exactly
one x in this intersection. For the rest of this paper we will
refer to such a pair of partitions as a coordinatization.
In this way we obtain an alternative decription of the orig-
inal process {Xt}t∈I and can set:
p(a′, b′|a, b) := p(f−1(A,B)(a′, b′)|f−1(A,B)(a, b)). (4)
Note that in general the induced subprocesses interact
with each other, so that we obtain two interacting stochas-
tic processes. This seems suitable for representing an agent-
environment pair which was one of our requirements. At
least it is not uncommon to model such interaction in this
way; often in the context of perception-action loops (Klyu-
bin et al., 2004; Bertschinger et al., 2008; Ay et al., 2012).
To generate coordinatizations, we note that each map
f(A,B) an be visualized as a way of filling an |A| × |B|
grid with the states of X . We will call this grid the coor-
dinatization grid. Then rows correspond to the blocks of A
and columns correspond to the blocks of B. For example, if
f(A,B)(x) = (a, b), the state x will appear in the grid at the
intersection of row a and column b. Each coordinatization
then corresponds to coordinatization grid and vice versa.
We note though that if we rename the blocks inA (B) this
has no influence on the properties of the process induced on
A (B) or on the partitions they represent. Renaming the
blocks in A (B) corresponds to permuting rows (columns)
in the coordinatization grid. We therefore can reduce the
number of coordinatizations that we have to investigate by
choosing only one of each set of coordinatizations that can
be obtained via row or column permutations of their asso-
ciated grids. This can be achieved for example by always
mapping state x = 1 to the top left corner; mapping states to
the top row such that their values are increasing to the right;
and to the leftmost column such that their values are increas-
ing downwards. Instead of |X |! ways of mapping the states
to the grid (and a resulting |X |! coordinatizations) there are
only |X |!/|A!||B!| possibilities of this kind. This is still too
big a number to check for larger systems, but we can already
obtain some interesting insights from analysing small ones.
Coordinatizations and modularizations
Coordinatization of a univariate process as defined above
results in a bivariate process. The method could easily
be extended in order to obtain multivariate processes with
3, 4, 5... subprocesses by using 3, 4, 5, ...-dimensional coor-
dinatization grids. In this sense any finite multivariate pro-
cess is already a generalized coordinatization of some un-
derlying univariate finite process. Given a multivariate pro-
cess of k variables it is possible to combine multiple of those
variables (e.g. the first few in one group the rest in another)
in order to get a bivariate process i.e. a coordinatization (this
is a case of what Kolchinsky and Rocha (2011) call modu-
larization). We want to stress that by combining variables
of a multivariate process i.e. by modularization, not all pos-
sible coordinatizations can be obtained. Only if the process
is viewed as univariate and the coordinatizations are con-
structed from there, all possible ones are obtained. In other
words modularizations result in only a subset of the possible
compositional structures. This can be seen when consider-
ing a bivariate process as given, combining variables further
is then not possible anymore, so only one coordinatization
(the given one) can be obtained by modularization. Yet if the
process is defined on state space X and any given structure
is ignored, there are |X |!/u!v! possible ways of mapping the
states in X into a u × v coordinatization grid and as many
coordinatizations for each pair u, v of factors of |X |.
Criterion
To choose the most suitable among the coordinatizations
we calculate the stochastic interaction (Ay and Wennekers,
2003) I(A,B) (Eq. 5 below) with respect to the coordinatiza-
tion (A,B) and look for those that minimize it. This can be
motivated for both scenarios, the external obeserver and the
agent perspective.
In case of the external observer, note that stochastic inter-
action measures in a specific sense inhowfar the system dy-
namics is more than a composition of independent subpro-
cesses. Conversely, a low stochastic interaction indicates the
composition of independent subprocesses. For a coordinati-
zation a low stochastic interaction can then be interpreted as
a measure of “twoness”.
Next take the perspective of an agent, who assumes that its
input process is a composition of independent subprocesses
and models it as such. If the predictive error can be reduced
by this assumption the agent would have a good reason to
make it. As Kolchinsky and Rocha (2011) have argued, the
predictive error of a model is the sum of two terms, the error
due to the assumed composition and the error due to imper-
fection of the learned model. The error due to the assumed
composition is quantified by the stochastic interaction and
is independent of other features of the learning method or
model. The second term of the predictive error (or risk) then
quantifies the error due to the imperfection of the parame-
ters of the composite model. This error decreases with the
number of samples available to the learner. We do not focus
on this second term here but want to find the coordinatiza-
tion which minimizes the “baseline error” i.e. the stochastic
interaction which a possible learned composite model can
reach in the best case.
For a bivariate stochastic process like the coordinatiza-
tions the stochastic interaction is defined as3
I(A,B)(X
′|X) = KL [p(A′, B′|A,B) || p(A′|A)p(B′|B)]
(5)
3For the general definition we refer reader to Kolchinsky and
Rocha (2011) and Ay and Wennekers (2003).
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KL[.||.] denotes the Kullback-Leibler divergence, which is
in this case defined as
KL [ p(A′, B′|A,B) || p(A′|A)p(B′|B)] :=∑
a,b
p(a, b)
∑
a′,b′
p(a′, b′|a, b) log p(a
′, b′|a, b)
p(a′|a)p(b′|b) .
The marginalised transition kernels p(a′|a), p(b′|b) are cal-
culated from the transition kernel of the original process and
a given starting distribution (e.g. the stationary distribution)
p(x):
p(a′|a) :=
∑
x′:fA(x′)=a′,x:fA(x)=a p(x
′|x)p(x)∑
x:fA(x)=a
p(x)
, (6)
p(b′|b) :=
∑
x′:fB(x′)=b′,x:fB(x)=b p(x
′|x)p(x)∑
x:fB(x)=b
p(x)
. (7)
Procedure
The procedure we use for the analysis of the examples below
is then the following. We start with a given transition ker-
nel p(x′|x) (or the according Markov matrix with elements
px,x′ = p(x
′|x)) of a finite Markov chain with state space
X = 1, ..., |X |. Next, we calculate the stationary distribu-
tion p(x) as the left eigenvector v to the eigenvalue λ = 1
of (px,x′). We then generate the candidate coordinatizations
(A,B) via the coordinatization grid. Finally, among the co-
ordinatizations obtained in this way, we look (brute force)
for the coordinatizations that minimize the stochastic inter-
action, Eq.5, which represent arguably the most “natural”
decompositions of {Xt}t∈I into two subsystems. For those
coordinatizations we also check the Markov property for
each of the two induces subprocesses {At}t∈I and {Bt}t∈I .
This can be done by checking that for any blocks a, a′ ∈ A
the total probability
∑
x′∈a′ p(x
′|x) to transition from any
x ∈ a to a′ is independent of x (Kemeny and Snell, 1976).
Examples
We study the ideas discussed above in a class of simple sys-
tems.
Imagine a box (agent) moving on a m × n grid wrapped
around at the edges. The agent can only move up, down,
left, or right (not diagonally), and does so with probability
1/4 in each direction at every timestep. This system then
has mn states, so the state space X = {1, ...,mn} and ev-
ery agent position corresponds to a state of the system. To
make the explanations more transparent, we fix which po-
sition of the agent corresponds to which state x. Starting
with x = 1 in the top left corner, enumerate the top row
and continue always from left to right with all other rows
(cf. e.g. Fig.1). Note that this can be chosen arbitrarily.
All that matters is how these states are mapped to the grid
which defines the coordinatization. The latter is an |A|×|B|
grid, and even though the products |A||B| = mn = |X |
are necessarily equal, |A|, |B| can be a pair of factors of
|X | different from m,n. For example, let m = 3, n = 4
then X = {1, ..., 12} and the tuples (|A|, |B|) can be any
of (2, 6), (3, 4), (4, 3), (6, 2) where the last two possibilities
correspond to substituting A and B and will reveal no more
than the first two.
We now look at this system for differentm and n.
Let m = 3 and n = 3: The world grid then looks like
this:
and the state space is X = {1, ..., 9}. Because the states
of the system are just positions on the grid, as mentioned
before we label the positions with the states x in the way
shown in Fig. 1. Just to give an impression, the |X |× |X | =
Figure 1: World grid labelled with states {1, ..., 9} in the
way mentioned in the text.
9 × 9 Markov matrix (px,x′) of this system then looks like
this
(px,x′) =

0 14
1
4
1
4 0 0
1
4 0 0
1
4 0
1
4 0
1
4 0 0
1
4 0
1
4
1
4 0 0 0
1
4 0 0
1
4
1
4 0 0 0
1
4
1
4
1
4 0 0
0 14 0
1
4 0
1
4 0
1
4 0
0 0 14
1
4
1
4 0 0 0
1
4
1
4 0 0
1
4 0 0 0
1
4
1
4
0 14 0 0
1
4 0
1
4 0
1
4
0 0 14 0 0
1
4
1
4
1
4 0

. (8)
Next, we choose a factor of |X | as the cardinality |A| of
the partition A which will be the number of states of the
induced subprocess. This determines also the cardinality of
B as |B| = |X |/|A|. In the present case, where |X | = 9 we
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Figure 2: This illustrates the naive coordinatization of the
3 × 3 world. We show the world grid and overlay the
coordinatization, the tupels in each grid position denote
f(A,B)(x) = (fA(x), fB(x)) where x is the state label fixed
to the grid position as described in the text. The left (right)
diagram highlights the partition A (B) with each block a (b)
given the same color.
can only choose |A| = |B| = 3 as a nontrivial factorization.
Thus, the world grid and the coordinatization grid look the
same. Before we calculate the natural coordinatization, let
us look at a particular candidate coordinatization, which for
lack of a better term we call the naive coordinatization.
For this, map the states x into the coordinatization grid in
just the same way that we mapped them into the world grid,
i.e. f(A,B)(x) = (x/|B|, x mod |B|). Then the position
of the box on the grid is represented by the tuple (a, b)where
a denotes the row and b the column. In Fig.2 we visualize
the two partitions A and B and also indicate the resulting
labelling of the states (and therefore positions) of the box.
One salient feature of this coordinatization is, that the dy-
namics can be specified easily:
p(a′, b′|a, b) =

1
4 a
′ = a± 1, b′ = b
1
4 a
′ = a, b′ = b± 1
0 else.
. (9)
Surprisingly, this is not the “natural” coordinatization
from our perspective here, its stochastic interaction is
I(A,B)(X
′|X) = 1. Yet, there are two coordinatizations that
reduce the stochastic interaction I(A,B) to zero. For both,
the two partitions A and B are shown in Fig.3. Note that
we can transform them into each other by “transposing” the
gridlabelling which is due to the fact that we can just ex-
change A and B. To get an intuition for the solutions which
let the stochastic interaction vanish, note that instead of rows
and columns, now the blocks divide the world grid into its
diagonals. We also found that the induced processes of each
of those coordinatizations are Markov.
Let m = 2 and n = 4: Choose |A| = 2 so that |B| = 4.
Similarly to the 3×3 world, the naive coordinatization leads
to a stochastic interaction of I(A,B)(X ′|X) = 1 and we find
6 different coordinatizations for which it vanishes. In all of
the later, partitionA consists of the blocks formed by the two
diagonals “winding around” the world grid (at least they can
Figure 3: The two different coordinatizations of the 3 × 3
world process. Each row corresponds to a different coordi-
natization. Again we highlight partition A (B) in the left
(right) diagram and indicate f(A,B)(x) = (fA(x), fB(x)) at
each grid position. Focussing on the first coordinatization
(top row), notice that when the agent is in the central po-
sition and goes up or right, the first coordinate (the block
of partition A) changes from 1 to 2 in both cases, and if it
goes down or left it changes form 1 to 3 in both those cases.
This means that with probabilities pA(2|1) = pA(3|1) =
1/4 + 1/4 = 1/2 the agent switches the A blocks. Simi-
larly, for upward or leftward movement theB block changes
from 1 to 3 for downward or rightward from 1 to 2, hence
pB(2|1) = pA(3|1) = 1/2. Done similarly for all grid po-
sitions, we see that this is the same as if we had two in-
dependent agents switching between three positions at each
timestep.
always be arranged like this via permutation of the columns
of the coordinatization grid) see Fig. 4. The blocks of par-
tition B take a variety of forms. Again all subprocesses are
Markov.
Let m = 3 and n = 4: First let us choose |A| = 3
so that |B| = 4. Again the naive coordinatization gives
I(A,B)(X
′|X) = 1. The minimum stochastic interaction
is non-zero though, with 6 different coordinatizations reach-
ing a value of I(A,B)(X ′|X) ≈ 0.43 see Fig. 5. Notice,
that partitions which group together diagonals of the world
grid are impossible for the 3× 4 grid, because, as a diagonal
winds around the grid it only self intersects after traversing
the whole state space, so that there is essentially only one di-
agonal in each direction. Note also that all partitions B that
are part of the stochastic interaction minimizing coordinati-
zations do not induce Markov processes, while the partitions
A still do.
Now let us choose |A| = 2 so that |B| = 6 and the world
grid and the coordinatization grid are not of the same form
anymore. The coordinatizations with minimum stochastic
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Figure 4: The coordinatizations minimizing stochastic inter-
action for the 2×4world process. The subprocesses induced
by the agent dynamics on the partitions B highlighted in the
right column are Markov. The same holds for the subprocess
induced on the partition A shown on the left.
interaction achieve a value of I(A,B)(X ′|X) ≈ 0.31 see Fig.
6, with both A and B inducing Markov processes. It can
be seen that both coordinatizations use the same patterns to
cover the world grid. In fact one can obtain the other by
permuting the columns of the world grid. The reason the two
coordinatizations are seen as different by our algorithm is
that in the coordinatization grid they cannot be transformed
into one another (see Fig. 7).
Let m = 2 and n = 3: In this case we can only choose
|A| = 2 and |B| = 3 which leads to three different coor-
dinatizations that achieve a minimum stochastic interaction
of I(A,B)(X ′|X) ≈ 0.19. The process induced on the par-
titions A is not Markov in theses cases while the process
induced on B is.
Discussion
Formally, our examples have revealed three different classes
of Markov chains. First, processes that allow coordinatiza-
Figure 5: The coordinatizations minimizing stochastic inter-
action for the 3×4 world process with |A| = 3 and |B| = 4.
Here the subprocesses induced by the agent dynamics on the
partitions B highlighted in the right column are not Markov.
Those induced on the partitions A in the left column are.
tions with vanishing stochastic interaction and Markov pro-
cesses as the two subprocesses. Second, processes for which
no coordinatization with vanishing stochastic interaction ex-
ists but whose coordinatizations that minimize stochastic in-
teraction induce Markov processes (e.g. the 3 × 4 world
with a coordinatization grid of 2 × 6). And third, systems
where the minimum but non-zero coordinatization contains
one subprocess that is not Markov (2 × 3 world). These re-
sults are summed up in the following table (“non-M” stands
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Figure 6: The coordinatizations minimizing stochastic in-
teraction for the 3 × 4 world process with |A| = 2 and
|B| = 6 which means the coordinatization grid is differ-
ent form the world grid, see Fig.7. Note that the index pairs
f(A,B)(x) = (fA(x), fB(x)) reflect the 2 × 6 coordinatiza-
tion grid. Also note that by switching columns 2 and 4 of
the grid in the first row one can obtain the grid in the second
row. Also note that the induced processes of all the partitions
shown here are Markov.
Figure 7: The coordinatization grid for the two different
|A| = 2 and |B| = 6 coordinatizations that minimize
stochastic interaction for the 3× 4 world process. Shown is
the way the states X = {1, ..., 12} are mapped to the blocks
of partitions A and B. The rows are the blocks of A and
the columns are the blocks of B. For example, in the left
coordinatization, state x = 5 is mapped to (a = 1, b = 3).
for not Markov and “M” for Markov):
m× n |A| × |B| Imin(A,B) {At}t∈I {Bt}t∈I
2× 3 2× 3 0.19 non-M M
2× 4 2× 4 0 M M
3× 3 3× 3 0 M M
3× 4 3× 4 0.43 M non-M
2× 6 0.31 M M
The fact that the stochastic interaction vanishes for some
coordinatizations and for some not, shows that the stochastic
interaction depends crucially on the chosen coordinatization
of a stationary finite Markov chain. Systems that might not
seem decomposable, like the agent on the 3×3 grid with the
naive coordinatization, can in fact still allow clean decom-
positions like the “diagonal” coordinatization.
On the other hand the processes for which no coordinati-
zation achieves a vanishing stochastic interaction and there-
fore resist clean decomposition can possibly be seen as fun-
damentally integrated units. Here comparisons to other mea-
sures of integration e.g. Balduzzi and Tononi (2008) suggest
themselves and will be pursued in future work.
More generally, our results seem to call for interaction or
integration measures that are independent of the coordina-
tization. A dependence on the chosen cardinalities |A|, |B|
(as in the 3× 4 world) may still be desirable though.
With respect to the scenario of an external observer, we
could show that if an artificial universe (e.g. cellular au-
tomata) is formulated in one specific coordinatization (pos-
sibly more than two dimensional, e.g. the game of life), this
coordinatization might not be the one best suited for decom-
posing it into subprocesses. Again recall the 3 × 3 world
grid; our system has actually been devised in the way of Eq.
9.
As already mentioned, the decomposition into stochastic
processes seems, if only through its generality, capable of
accomodating agents and environments, but our examples
are inconclusive on this matter.
From the perspective of an agent subject to an input
stream, it had been known that the assumption of composed
processes can help reduce predictive error. Kolchinsky and
Rocha (2011) have shown that given a multivariate process,
assuming that groups of variables form independent pro-
cesses can improve model learning. Our examples show
that if the multivariate structure of the process is ignored
more compositions of subprocesses can be found and might
reduce the predictive error further. We can interpret this in
the following ways: The multivariate structure might be im-
posed by the agents sensory apparatus. Then the modular-
izations of Kolchinsky and Rocha (2011) could be seen as
the best an agent can do. From our perspective the multi-
variate structure is not fixed though. This corresponds to
the situation where the sensory apparatus of the agent is not
fixed but can still be adapted (e.g. by evolution). A third
more speculative interpretation might be that the agent has
to “see through” the multivariate structure and actively con-
ceive the stochastic interaction minimizing decomposition
to optimize its predictive power.
Conclusion and outlook
Mathematically, we have proposed an approach for the de-
composition of stationary finite Markov chains into pairs of
subprocesses which retain all information about the original
process, we refer to this as coordinatization. Minimization
of stochastic interaction was used to determine “natural”
coordinatizations. Three different classes of finite Markov
chains showing different kinds of “decomposability” were
found in the simple examples treated here.
Importantly, our approach reveals that stochastic interac-
tion depends crucially on the chosen coordinatization. This
implies that for a given multivariate Markov chain, con-
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structing coordinatizations that ignore the given multivari-
ate structure might achieve cleaner decompositions than any
grouping together of the given variables (modularization)
can achieve. Such coordinatizations might in fact reduce
stochastic interaction to zero. Since stochastic interaction
is a lower bound for the predictive error of composite mod-
els (Kolchinsky and Rocha, 2011), our approach can in the
best case be used to boost the predictive performance of such
models.
In practice though the naive search method for the coor-
dinatizations minimizing the stochastic interaction is com-
putationally unfeasible. It remains to be seen if improved
search methods can move the approach into the efficient
realm.
From an artificial life perspective, we have argued for a
natural choice of decompositions of a system into two sub-
systems for the large class of finite Markov chains. This
choice can reveal ways to view and describe systems which
might otherwise be overlooked. In principle the subsys-
tems resulting from our decomposition (interacting stochas-
tic processes) seem suitable to represent an agent and its en-
vironment or two interacting agents. Whether our criterion
can be used to identify them remains an open question.
In the future we hope to extent our approach so that it can
serve artificial life researchers as an analytical tool in the
context of agent-environment systems or perception-action
loops.
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Abstract
Higher level selection processes such as species selection are
not generally predicted to overpower individual selection on
character traits. Goldberg et al. provide a model derived from
collected life history data and argue that species selection is
maintaining self-incompatibility in the Solanaceae plant fam-
ily. This model applies only on the level of the species, not
representing the underlying interactions between individuals
and the environment. We propose a new model with environ-
mental variation at the individual level that may explain the
maintenance and frequency of loss of this character trait. We
use individual based modelling techniques to explore our hy-
pothesis, and compare it with that originally proposed. The
results show alternative values required for the mutation rate
to produce the species level transition frequency under the
opposing models, given certain assumptions. Future work is
suggested to refine the parameter relationships, test for ro-
bustness, and determine if individual models of higher com-
plexity will exhibit similar outcomes.
Introduction
Evolutionary questions that address multiple levels of the bi-
ological hierarchy offer a particular challenge to researchers.
There is lack of consensus among biologists about the
level(s) at which Darwinian natural selection should be con-
sidered to act (Okasha, 2006). This debate about the levels
of selection has a complex history, marked by the group se-
lection controversy (Wilson, 1983; Okasha, 2001), and theo-
ries of multi-level selection (Damuth and Heisler, 1988) and
inclusive fitness (Hamilton, 1964; Queller, 1992).
Empirical data concerning the life history of individu-
als and species is in many cases insufficient to answer bio-
logical questions conclusively (Johnson and Omland, 2004;
Turchin, 2013). Mathematical models have been used exten-
sively, but they cannot capture the complexity of interactions
in all cases. Individual based modelling techniques can be
used to approach problems of this nature, using computer
simulations of interacting systems at multiple levels. These
models can expose outcomes of theoretical positions that
may not be readily apparent (Di Paolo et al., 2000). Their
flexibility and speed additionally allow systematic explo-
ration of parameter spaces, testing the robustness and plau-
sibility of proposed ideas. Their potential for incorporating
environmental interaction can be key in exposing the work-
ings of natural systems (Brooks, 1991).
In this paper we model the individual interactions within
the species that underlie the model of Goldberg et al. (2010).
We consider individual level selection, that is, natural selec-
tion competing between individuals within a given species,
to try to expose the lower level dynamics that are giving
rise to the outcomes seen at the level of species. We com-
pare two alternative formulations with different profiles of
environmental interaction; the first assuming that, as pro-
posed by Goldberg et al., species selection is acting in direct
opposition to the lower level individual selection; the sec-
ond introducing environmental variation. Individual level
selection processes are generally considered more powerful
than their higher level counterparts such as species selec-
tion (Lewontin, 1970). Species selection is therefore rarely
cited as able to maintain a trait that is disadvantageous to the
individual, but this has been suggested in the case of self-
incompatibility in the Solanaceae (nightshade) plant fam-
ily (Goldberg et al., 2010).
In the next section we discuss the evolutionary back-
ground of self-incompatibility in the context of Goldberg
et al.’s work. We then introduce the theoretical concepts be-
hind the competing evolutionary incentives. Following this,
we lay out the mathematical model of fitness that will form
the basis of our individual model. With the mathematical
framework in place, we describe the details of the computer
simulation and the relevant parameters. Finally, we go on to
discuss the results.
Self-Incompatibility and the Goldberg et al.
Model
Self-incompatibility (SI) in plants is a mechanism to prevent
self-fertilisation and encourage outcrossing – reproduction
with those genetically dissimilar; this increases the genetic
diversity of offspring (Barrett, 1988). The alternative, how-
ever – self-compatibility (SC) – can be immediately evo-
lutionarily advantageous to individuals in SI populations,
as self-fertilising (or selfing) allows plants to pass on their
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genes with higher probability, and selfing plants need not
rely on inbound pollen when it is scarce (Lloyd, 1992; Igic
et al., 2008).
Goldberg et al. reconstructed a tree of life for the night-
shade family, and found a maximum likelihood model that
captures the evolution of the species in the family and their
relationship with self-incompatibility and self-compatibility.
The model shows that SI species have an average rate of
transition to SC of 0.555 per lineage per million years, yet
a proportion of SI species continues to survive over evolu-
tionary time. This appears to be because SI species have a
higher net rate of growth than SC species. This difference
(a species-level advantage) is greater than the rate of transi-
tion, allowing a proportion of species to be maintained as SI
ongoing, despite regular transition to SC.
In claiming that species selection is maintaining self-
incompatibility, Goldberg et al. argue that individual evolu-
tionary incentive for SC is constantly present, but the rate of
arrival (and spreading) of the SC mutation in each SI popu-
lation is sufficiently low to keep the transition rate averaging
at this 0.555 per million years figure. This rate is low enough
to allow the difference in net species growth (diversification)
to be the more significant evolutionary force.
We propose a model where a background factor, a rate
of occurrence of temporary environmental disruption, is the
cause for a given species transition to SC. Under this model,
individual selection does not constantly favour selfing, but is
rather selectively neutral, or marginally favouring outcross-
ing. When the environmental disruption occurs, the relative
fitness of selfers increases temporarily, and there is opportu-
nity for an SC mutant to arrive and spread in the population.
As long as this model can be shown to achieve the same av-
erage transition rate for reasonable sets of parameters, it may
offer an alternative explanation for the maintenance of out-
crossing that does not require species selection to overpower
individual selection unaided.
It is important to note that while transitions from SI to SC
are regular and frequent, transitions back to SI are negligibly
rare (Igic et al., 2008). This may be due to the complexity of
the SI system; it requires genetic coordination at many loci,
so there are many points of failure (Franklin-Tong, 2008).
There may also be a self-perpetuating dynamic to selfer evo-
lution, as under certain conditions, an increase in the propor-
tion of selfers also increases selfer fitness, making evolution
back to SI once a species has been fully invaded by SC par-
ticularly improbable.
Individual Selection Models of Selfing versus
Outcrossing
A strong individual incentive for selfing is believed to be its
transmission advantage, termed automatic selection (Fisher,
1941). Selfers have a 3:2 advantage of gene transmission,
as their seeds on average contribute two gametes to the next
generation to the outcrosser’s one (while both averaging an
additional one through pollen) (Busch and Delph, 2012).
This transmission advantage is opposed by inbreeding de-
pression – a generalised concept for the lower average fitness
of selfed progeny. Selfed progeny may have lower fitness for
a number of reasons, including reduced genetic diversity,
and exposition of harmful recessive alleles (Charlesworth
and Charlesworth, 1987). In simple models, inbreeding de-
pression is represented by a value δ which is the per progeny
reduced fitness for a selfed individual. If δ > 0.5, the
selfer’s transmission advantage is outweighed by inbreed-
ing depression, and outcrossing is evolutionarily preferred
(Jarne and Charlesworth, 1993): 0.5 is the equilibrium level
of inbreeding depression in this model of transmission ad-
vantage. This simple relation assumes that selfer pollen is
just as successful as outcrosser pollen, ignoring any pollen
discounting. Pollen discounting, 0 ≤ p ≤ 1, is the reduced
relative fitness of pollen spores for selfer pollen (Nagylaki,
1976).
Using Lloyd (1992)’s phenotypic model of selfing versus
outcrossing, a non-zero level of pollen discounting results in
a frequency dependent equilibrium value for inbreeding de-
pression δ (Nagylaki, 1976). That is, the maximum level of
inbreeding depression required to prevent evolution to self-
ing varies with the proportion of selfers (explained below
with eq. (3)). It can therefore provide a self-perpetuating dy-
namic to the evolution of selfing, as the level of δ required
to maintain outcrossing increases with the proportion of self-
ers, so as more selfers evolve, it becomes increasingly more
difficult to maintain outcrossing. This means that if environ-
mental circumstances are temporarily in a state that encour-
ages evolution to SC, the proportion of outcrossers may drop
below the level at which outcrossing could be maintained
even once the environment returns to its previous state. This
is a mechanism by which, without any assumed change in in-
breeding depression, a temporary environmental disruption
may cause one-way transitions to SC.
Our proposed environmental disruption is a temporary
limitation of pollen dispersal in the population. This re-
duces inbound pollen availability to outcrossing plants by
an amount 0 ≤ l ≤ 1. This limitation also has fitness con-
sequences for selfers, as outbound pollen from selfer plants
will be less likely to reach and sire an outcrosser ovule for
reproduction. The limitation still has a greater negative ef-
fect on outcrossers than selfers, as self-fertilised seeds will
be unaffected by the lack of pollen dispersal, while all out-
cross progeny will be penalised.
The Mathematical Model of Selfing versus
Outcrossing
For general pollen limitation l, the initial fitness of out-
crossersWx and selfersWs are:
Wx = 1− l (1a)
Ws = 1− δ (1b)
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This corresponds to inbreeding depression for selfers, and
inbound pollen limitation for outcrossers. The transmis-
sion advantage also needs to be factored in, for which we
adapt the model from (Lloyd, 1992). The transmission ad-
vantage is the result of an additional crossover process for
outcrossers, in which their offspring have an average 50%
chance of transmission of the trait carried by the inbound
pollen (rather than their own) (Fisher, 1941). The outcrosser
fitness is therefore scaled by 12 +
1
2mx, where mx is the
probability the mate is also an outcrosser. The complement
of this amount ( 12− 12mx) is added to the selfer fitness (repre-
senting those outcrosser progeny transmitting the selfer phe-
notype). This term, however, is scaled by the relative pro-
portion of outcrossers to selfers and reduced by pollen limi-
tation, as selfers only benefit as much as there are outcrosser
ovules available to sire and their pollen can reach them. The
comprehensive fitness equations are therefore:
Wx = (1− l)1
2
(1 +mx) (2a)
Ws =
x
1− x (1− l)
1
2
(1−mx) + 1− δ (2b)
where mx =
x
x+ (1− x)(1− p) (2c)
Again, mx is the probability of inbound pollen being out-
crosser rather than selfer, incorporating the effect of pollen
discounting p. The current proportion of outcrossers in the
population is 0 ≤ x ≤ 1.
From these fitness equations we derive the level of equi-
librium inbreeding depression δ, above which outcrossing
is evolutionarily preferred, and below which selfing is pre-
ferred:
2lpx+ (1 + l)(1− p)
2(p(x− 1) + 1) (3)
Refer to figs. 1(a) and 1(b) for an illustration of this re-
lationship. As we can see, for 0 < p < 1, the level of
inbreeding depression required to maintain outcrossing in-
creases with selfer proportion (ie. with decreasing x); selfers
have a greater advantage as the selfer proportion increases.
Further, the addition of pollen limitation l = 0.2 in fig. 1(b)
shifts the curves upward, giving selfers a selective advantage
over the l = 0 condition. The curves are also contracted in
the vertical (δ) dimension, making this difference more pro-
nounced at higher levels of p. We use changes in the value of
l to exhibit temporary environmental conditions that favour
selfing.
(a) Equilibrium δ without pollen limitation (l = 0)
(b) Equilibrium δ under pollen limitation (l = 0.2)
Figure 1: Equilibrium inbreeding depression δ at outcrosser
proportion x for different values of pollen discounting p,
with 1(b) and without 1(a) pollen limitation l (see eq. (3)).
We present two alternative models. In the first, Model A,
the transition rate is caused exclusively by the arrival and fix-
ation of the selfer mutation, under conditions that constantly
favour selfing. In Model B, conditions generally favour out-
crossing, but there are environmental disruptions, occurring
with a certain rate r, that limit l the pollen dispersal for
some duration d, during which the conditions favour self-
ing. This second model, the environmental model, will re-
quire a higher mutation rate than the first, as selfer morphs
are only favoured by natural selection during disruptions,
rather than constantly. The final point of differentiation for
the two models, then, will be the mutation rate required to
achieve the empirically observed transition rate, given the
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background assumptions of the models.
Methods
As stated, the target is an average transition rate of
0.555/million years. We run many repeats (500) of a sin-
gle population under both conditions (original Model A and
environmental disruption Model B), recording the number
of years it takes to transition to selfing each time. We then
take the reciprocal of the mean length of time, arriving at the
average transition frequency. After fixing certain parameters
of the models, we search manually for parameters that pro-
duce the target transition rate for these conditions. Using the
same criterion as Goldberg et al. (2010), we conservatively
classify a species as SI as long as it is not completely SC,
ie. no polymorphism, approximated as less than 1% of the
SI phenotype present in the population; a transition is said
to occur when the outcrosser proportion goes below 0.01.
The simulation is a genetic algorithm with a single pop-
ulation, initially fully outcrossing (x = 1). We use roulette
selection, which is equivalent to a diffusion approximation
of selection and drift (Cherry and Wakeley, 2003). The fit-
ness values for outcrossers and selfers are as per eqs. (1a)
and (1b).
Upon selection, if the phenotype is selfer, it is added to
the next generation, but if outcrosser, it is combined with
pollen from another plant in the population. The probability
that this mate is an outcrosser, as opposed to selfer, is mx
(eq. (2c)).
The phenotype that goes into the next generation is from
either the selected plant or the mate, with equal probability.
This is equivalent to the average effect of crossover for out-
crossing plants. The net effect of this selection and proba-
bilistic recombination process is captured in fitness eqs. (2a)
and (2b). The trait is also probabilistically mutated accord-
ing to the (phenotypic, per gene per generation) mutation
rate µ before being added to the next generation.
After each generation, we check if the population has
transitioned to SC (x < 0.01) and break out of the cur-
rent run if this is the case, recording the length of time that
has passed. One generation is equal to one year, a working
value used by other models of plants in the Solanaceae fam-
ily (Vekemans and Slatkin, 1994). For a high level overview
of the computer simulation’s operation, refer to algorithm 1.
Parameters
Table 1 shows the initial set of parameters for the models.
The effective population size Ne for Solanaceae does vary,
but 6000 is within the expected range (Richman et al., 1996).
A conservative level of pollen discounting, 0.2, has been
chosen initially. As explained, Model A requires that the
conditions favour selfing constantly, so a value of δ = 0.3
has been chosen to fulfil this requirement (see fig. 1(a), 0.3
is below the δ equilibrium for p = 0.2, l = 0). For Model
B, the environmental disruption model, we need selective
1 for each repeat do
2 generations until transition = 0;
3 while outcrosser proportion > 0.01 do
4 if disruption generations remaining = 0 then
5 pollen limitation = 0;
6 else
7 disruption generations remaining -= 1;
8 end
9 if random() < disruption rate {r} then
10 pollen limitation =
disrupted pollen limitation {ld};
11 disruption generations remaining =
disruption length {d};
12 end
13 for population size {Ne} do
14 roulette select an individual;
15 if individual is outcrosser then
16 pick mate according to pollen
frequencies {mx};
17 crossover with mate;
18 end
19 probabilistically mutate {µ};
20 add to new generation;
21 end
22 generations until transition++;
23 end
24 record generations until transition;
25 end
26 print 1/(average(generations until transition));
Algorithm 1:Model algorithm
neutrality or favoured outcrossing under background pollen
limitation l = 0 (fig. 1(a), 0.5 is above the δ equilibrium
for p = 0.2, l = 0), and favoured selfing under the disrup-
tion condition (fig. 1(b), 0.5 is below the δ equilibrium for
p = 0.2, l = ld = 0.2).
Parameter description Model A Model B
p Pollen discounting rate 0.2
l Background pollen limitation 0
ld Pollen limitation (disrupted) N/A 0.2
Ne Effective population size 6000
δ Inbreeding depression 0.3 0.5
µ Mutation rate * *
r Disruption rate, /species/generation 0 *
d Disruption duration, generations 0 *
Table 1: Parameters of the model under Models A and B.
Values to be found or manipulated are marked by *.
Mathematical Models for the Living Systems and Life Sciences
ECAL 2013 1110
Results
In the first section we present the results from Model A, the
model under which species selection directly opposes con-
stant individual incentive for selfing, and Model B, where
environmental disruptions bring about temporary individual
incentive for selfing. We indicate parameter values under
which these alternative low level models exhibit the empir-
ically observed transition rate of 0.555 per lineage per mil-
lion years (0.555E-6) at the species level. We then go on to
present some typical evolutionary trials, exposing the under-
lying selection mechanics of the models.
Results from Models A and B
In each case, the resultant transition rate is the mean fre-
quency of transition over 500 trials of the single population
genetic algorithm. Parameter values were found by man-
ual experimentation given the fixed values established by the
model assumptions, detailed previously in table 1. The out-
put parameter of interest is the phenotypic mutation rate re-
quired under each model to bring about the rate of transition
observed by Goldberg et al..
µ r d Transition rate
A 5.17E-10 0 0 0.547E-6
B0 1.33E-8 〈1E-5〉 5000 0.563E-6
B1 2.17E-8 〈1E-5〉 3000 0.537E-6
B2 2.17E-7 〈1E-5〉 500 0.552E-6
B1 2.17E-8 1E-5 〈3000〉 0.537E-6
B3 2.28E-8 5E-6 〈3000〉 0.567E-6
B4 2.33E-8 1E-6 〈3000〉 0.572E-6
Table 2: Parameters and results under Model A (original,
no disruption: r, d = 0) and B (temporary environmental
disruptions: r, d > 0). Transition rate should approximate
0.555E-6. The table is grouped, where values held constant
are shown in angle brackets, while others were manipulated
to obtain the target transition rate. Result B1 is repeated in
the third group for convenient comparison.
Table 2 shows that a transition rate of approximately
0.555E-6 can be obtained under multiple conditions; either
model is able to potentially explain the empirical observa-
tions, but with a different necessary value for the mutation
rate µ. For Model A, the background assumptions are such
that there is only one possible value, found to be 5.17E-10.
Under Model B there is more scope for interaction between
the parameters during the search. Holding the disruption
rate r at an average of once per 100,000 years (1E-5), rows
B0, B1, and B2 show that higher mutation rates are required
for shorter durations of disruption. Keeping the disruption
duration d at 3000 years, we similarly see from rows B1, B3,
and B4 that lower values of disruption rate r require higher
mutation rates, but the effect is considerably less significant.
The required mutation rate is more sensitive to the duration
of the disruptions than their frequency.
Example Evolutionary Trials
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(a) A final phase of the evolution curve once selfing manages to
spread, typical under both models.
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(b) An example evolution curve under Model A where SC muta-
tions arise and are lost multiple times under drift before managing to
spread and fixate. The final line down on the right continues to full
selfing as in fig. 2(a). Note the scale of the y axis: x does not get
below 0.9985 without SC spreading.
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(c) An example evolution curve under Model B. The level of pollen
limitation, alternating between 0 and 0.2 on the secondary y axis
due to disruption, is also shown. Observing the scale of the primary
y axis, x (the top curve) reaches below 0.9965 without SC managing
to spread, lower than under Model A in fig. 2(b). The final line down
on the right again continues to full selfing as in fig. 2(a).
Figure 2: Example sequences from typical evolutionary
runs.
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Under Model B, the temporary disruptions in the environ-
ment allow SC mutations to arise and begin to spread if they
are not lost by drift, and may get further than is typical under
Model A. This is illustrated in figs. 2(b) and 2(c), where the
different scales of the y axis show that the outcrosser pro-
portion can typically get slightly lower in B without a full
SC invasion. This is likely due to the inconsistent selection
pressure provided by Model B, as disruptions are brought
in and out, shifting the balance of fitness towards and away
from outcrossing over time.
Both models produce similar final phases of SC spread-
ing to fixation, as seen in fig. 2(a), as under either model,
once selfers reach a certain proportion, selection pressure
becomes reinforcing and full invasion becomes highly prob-
able.
Discussion
Evolutionary models that consider the interaction between
multiple levels of the biological hierarchy provide a complex
challenge. We have taken Goldberg et al.’s species level em-
pirical data and attempted to realise the individual level pro-
cesses that give rise to the SI-to-SC species transition rate.
Using a genetic algorithm and Lloyd (1992)’s phenotypic
model, we discover the mutation rates required under two
alternative models, given certain assumptions.
We begin to explore the conditions under which the target
transition rate can be produced, and show that there seems
to be scope for an environmental model to help explain the
evolutionary history of SI and SC in the Solanaceae plant
family. Assessing the likelihood of the presented model, or
of alternative environmental variation hypotheses, will come
down to the plausibility of the required mutation rates. If the
mutation rate required of Model A, under the pure species
selection hypothesis, is too low, this may suggest individual
selection is a significant factor, mediated by environmental
conditions. Our Model B presents one such possibility.
The method presented of separating out the individual
selection process from the species level process may be
applicable to other questions regarding multi-level selec-
tion processes. By starting with empirical evidence at the
species level and reverse engineering the individual selec-
tion pressure using established models, we can explore the
real world parameter ranges required to meet alternative the-
ories. These parameters can then hopefully be subject to
empirical test, to observe which model obtains.
We did not have time to perform more comprehensive pa-
rameter sweeps to provide a robustness analysis. Investi-
gating the relationships between the sets of parameters may
prove fruitful as well.
In future work, alternative theories of environmental vari-
ation should be explored. In the first instance, an alternative
take on Model B would be to have pollen limitation l vary
continuously in the background, rather than being manipu-
lated by binary disruption events. It may be that gradual or
shallower yet longer dips in dispersal can produce similar
rates of transition, for example. More complex models of
inbreeding depression and pollen discounting should also be
incorporated, as unforeseen interactions between environ-
mental variation and fitness over time may be exhibited.
In summary, we have examined within-species dynamics,
under individual selection, that can account for the species
level rate of transition that has been empirically observed.
Given certain conditions, we obtained the values necessary
for the mutation rate to explain the data under two alterna-
tive models. Individual based modelling techniques were ef-
fectively employed, enabling the analysis of these stochastic
models under environmental interaction. By attempting to
establish the details of the biological interactions below the
species level, we indicate parameter values that may support
or reject the original species selection hypothesis.
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Abstract
Since the phenomena of bird flocking is so fascinating, there
is no shortage of computer models that try to visualize this
mesmerizing spectacle. However, the quality of artificially
modelled flocks is currently not on par with their counter-
parts in nature. We believe the main reason for this lies in the
homogeneous structure of flocks in computer models. In this
article we show how just a pinch of heterogeneousness can
increase the repertoire of displayed behaviours.
Introduction
At first glance the mesmerizing phenomena of bird flocks
and fish schools appear very complex, but according to exist-
ing literature the underlying principles may be quite simple.
In 1980s two groups of researchers working independently
showed that a flocking-like behaviour can be produced in
computer simulations if artificial animals (animats) follow a
few simple rules (Reynolds, 1987; Heppner and Grenander,
1990). Reynolds introduced three drives – cohesion, sepa-
ration and alignment. Cohesion drives the observed animat
to stay close to its neighbours; separation forces it to avoid
collisions by steering away from animats that are perceived
as too close; alignment imitates the desire to synchronize
speed and heading with nearby animats.
The main problem of models that use these three (or sim-
ilar) rules is that the appearance of the displayed behaviour
is far from the mind-blowing spectacle one might admire in
nature. The behaviour of computer produced flocks was very
rigid and stereotyped. Many models thus introduced mech-
anisms that induce some randomness to the motion of the
animats (Heppner and Grenander, 1990; Vicsek et al., 1995;
Couzin et al., 2002; Hildenbrandt et al., 2010). The authors
defend this approach by saying these mechanisms simulate
wind gusts, obstacles and other random factors. We disagree
with their reasoning since obstacles do not just appear at ran-
dom, and wind gusts are not random per individual. Even
with the addition of randomness the result was nowhere near
as breathtaking as flocking in nature; the flocks in computer
models seldom split into smaller flocks that rejoin after ma-
noeuvring on their own for a while. We believe the main
deficiency of artificial flocks is their assumption that all the
birds in the flocks have the same characteristics. The birds
in natural flocks often differ in size, gender, age, and even
species (Lebar Bajec and Heppner, 2009; Jolles et al., 2013).
As shown in (Jolles et al., 2013) the flock’s structure and
social relationships between individuals greatly impact the
behaviour of the flock. To bring computer models closer to
flocks in nature, we developed a heterogeneous model that
includes social relations.
Methods
Our model uses fuzzy logic to describe the individual bird’s
drives (Lebar Bajec et al., 2005). These drives depend on
a specific number of nearby neighbours, regardless of their
distance (Cavagna and Giardina, 2008). Inter-bird occlu-
sion is taken into account, i.e. nearby neighbours occlude
those farther away (Kunz and Hemelrijk, 2012). In contrast
to other models we have included social relations. We have
included two types of animats solitary and social. The sep-
aration and alignment are the same for both types, but the
cohesion drive is different. For social animats it models the
desire to stay close to members of the same social group (e.g.
family), for solitary animats it models the desire to stay close
to nearby neighbours regardless of their affiliation.
To test the behaviour of the upgraded model we ran sev-
eral simulations. The length of every simulation was 1800
frames (30 frames equals one second). The flock consisted
of 20 animats. During the first simulation all 20 animats
were solitary, so the flock was completely homogeneous. In
our second simulation we had 15 solitary animats and 5 an-
imats that belonged to the same social group. In our third
simulation the flock consisted of 2 social groups with 5 ani-
mats in each and 10 solitary animats. Our last configuration
had 3 social groups consisting of 5 animats each and 5 soli-
tary animats. The flocks were left to roam freely inside a
circular roosting area of 140 body lengths in diameter.
During our simulations we measured the order of the
group (Vicsek and Zafeiris, 2012) and the number of flocks.
We defined a flock as a group of animats that have influence
on each other’s behaviour. So to have two flocks there need
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2to be two groups of animats, in which no one from one group
influences the behaviour of an animat in the other group, and
vice versa. The order of the group is measured via the nor-
malized velocity ϕ, which is calculated as
ϕ =
1
Nv0
∣∣∣∣∣
N∑
i=1
vi
∣∣∣∣∣ . (1)
Results
As it can be seen from Figure 1, the behaviour of mod-
elled animats is much more dynamic if the number of so-
cial groups is higher and the number of solitary animats is
lower (more heterogeneity). The order of a homogeneous
flock declines only when it reaches the edge of the roosting
area and performs a U-turn. The behaviour is more diverse
as well; splits and joins of flocks that consist of more than
one social group are quite common and do not appear only
at the boundaries of the roosting area.
Figure 1: How the value of ϕ changes through time in dif-
ferently structured flocks.
But the increase of the number of social groups and the
decrease of solitary animats have a downside. A very low
number of solitary animats produces separate flocks that fly
independently and only seldom rejoin in a larger flock. Fig-
ure 2 shows the importance of solitary animats, as they are
the main reason of re-joins of split flocks. So the most
“natural” results were achieved when the number of soli-
tary animats was the same as the number of social animats.
Videos of simulations are available at http://lrss.fri.uni-
lj.si/cb/families.html.
Conclusion
Our simulations suggest that homogeneousness might be an
important factor for the lack of diversity in the displayed be-
haviour in computer models. Just with the addition of sim-
ple social relationships we managed to achieve complex ma-
noeuvres in the form of splits and joins that resemble natu-
ral movements. What could be achieved with more complex
heterogeneity is still to be researched.
Figure 2: Average number of flocks during our simulations
depending on structure of flock.
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Abstract
In the context of Evolutionary Game Theory, we have de-
veloped an evolutionary algorithm without an explicit fitness
function or selection function. Instead players obtain energy
by playing games. Clonal reproduction subject to mutation
occurs when a player’s energy exceeds some threshold. To
avoid exponential growth of the population there is a death
event that depends on population size. By tweaking with the
relation between payoff and energy and with death event, we
create another dilemma that a population must overcome: ex-
tinction. We demonstrate this phenomena in the Centipede
game. Simulations show that if players can only play one
of the two positions of this asymmetric game extinctions are
common. If players are versatile and can play both positions
there are no extinctions.
Introduction
Game Theory provides a series of tools to model how
agents interact (Gintis, 2000; Shoham and Leyton-Brown,
2009; Fudenberg and Tirole, 1991). Evolutionary Game
Theory (EGT) studies the population dynamics of individ-
ual agents (Maynard Smith, 1982; Hofbauer and Sigmund,
1998). Therefore it is natural to use games as a starting
point in any study on interaction dynamics be it at the indi-
vidual level or at the population level. Nash Equilibrium is
one of the most important concepts in Game Theory (Nash,
1951). Its equivalent in population dynamics is Evolution-
ary Stable States. It posits that no player has incentive to
move from its strategy because he would be worse. Since
the publication of this result, several games have been pro-
posed that have cooperative dilemmas: if players follow
the equilibria they are worse off. Among these games we
cite Prisoner’s Dilemma (PD), Centipede, Ultimatum and
Public Good Provision (PGP). When these games are re-
peated a known number of times, the theory, through back-
ward induction (Fudenberg and Tirole, 1991; Shoham and
Leyton-Brown, 2009), predicts the demise of cooperation.
When players have limited resources such as memory, they
may lack the ability to count how many stages have passed,
so they cannot perform backward induction. In fact, ear-
lier work on using finite state automata to play games has
shown the prevalence of cooperation (Neyman, 1985; Axel-
rod, 1997).
The capability of players finding the equilibria as recently
been shown to be a hard problem. Research on the com-
plexity of computing Nash Equilibria has established it as
belonging to class PPAD or polynomial parity argument, di-
rected version Papadimitriou (1994). This class sits between
complexity classes FP and FNP which generalise classes
P and NP from decision problems to functions computable
in polynomial time. Examples of classes of games in this
class include general sum games in normal form with two
or more players belong to this class (Chen and Deng, 2006;
Daskalakis et al., 2009), repeated games (Borgs et al., 2010)
or stochastic games. These results show that if player wants
to compute the equilibria he would spend an exponential
time. Clearly biological system do not sit still that long.
In fact their computational resources are limited and thus
they have to use them in some efficient way. Early research
on artificial systems used finite-state machines to model the
behaviour of agents (Axelrod and Hamilton, 1981). This ap-
proach when applied to cooperative dilemma games resulted
in agents playing the strategy profile that result in higher so-
cial payoff.
Instead of focusing on the (in)capability of computing the
Nash Equilibria, one may turn into to the population dynam-
ics. It the population is some evolutionary stable state this is
not the result of players computing the best response to their
peer in order to become dominant in the following genera-
tions. Instead it is a combination of population-level mech-
anisms such as mutation, selection and stochastic events.
Evidence from experimental play (Camerer, 2003)
showed that people do not follow the equilibria and that in-
stead cooperation is prevalent in many places. Therefore it
may be counterproductive to discuss the equilibria of some
system or the rationality of players (Aaronson, 2013). In-
stead, one should focus on the mechanisms behind the be-
haviour of real players and population and how they have
overcome a series of dilemmas. Partner selection (Aktipis,
2004) or player connectivity (Santos and Pacheco, 2005) ex-
plain the prevalence of cooperation in these type of games.
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We should be focusing on how evolution has overcome a
series of dilemmas to produce the biodiversity that we can
appreciate. One special dilemma is extinction. If evolu-
tion cannot surpass it then the model or system is not viable.
Therefore it is important to consider a model that explicitly
takes into account and allows it and does not have mecha-
nisms to circumvent it by magic repopulation or by keeping
a constant flow of energy resources (Yaeger, 2009).
In this paper we address the extinction dilemma. This
event can appear in cooperative dilemmas because players
choose the lower payoff profile. In order to introduce this
event we have to create an Evolutionary Algorithm (EA)
with varying population size. This has already been done
in artificial ecosystems (Lenski et al., 2003; Ray, 1997) al-
though the focus was not the study of how to avoid extinc-
tions. The model that we propose is generic in that it can be
applied to any game, just as the replicator equation (Taylor
and Jonker, 1978), the Moran process or an Individual Based
Model (IBM) (Grimm et al., 2006; McLane et al., 2011) can
be applied to any game. This is done by simply interpreting
a game as an energy transfer process and creating a player’s
life cycle that is driven by the energy acquired by playing
games.
The rest of this paper is organised as follows. In the next
section, we start by reviewing related work on models that
can be used to study population dynamics while focusing on
the ability to study extinctions. The following section is the
major contribution of this paper as we describe the EA we
have developed. The next section presents our characterisa-
tion of the Centipede game. Afterwards we present simula-
tion results of our algorithm with the Centipede game. We
finished the paper with a discussion section and a conclu-
sions and future work section.
Related Work
The study of evolutionary traits has used models based on
differential equations such as the replicator equation (Tay-
lor and Jonker, 1978; Nowak, 2006; Hofbauer and Sigmund,
1998; Maynard Smith, 1982; Gintis, 2000; Hofbauer and
Sigmund, 2003) or the Moran process. They have been used
to describe the broad behaviour of systems (Meadows et al.,
1972).
There are a set of assumptions behind replicator equa-
tion (Roca et al., 2009). One assumes a considerably large
or infinite population. Another assumes a well mixed-
population such that everybody plays with everybody else.
A similar approach is randomly pairing players. These are
unrealistic assumptions and have led to alternative propos-
als. Among them are structured populations where players
are placed in the nodes of some graph and interactions are
restricted to links between nodes (Nowak et al., 1994; Szabo´
and Hauert, 2002). Despite not allowing varying population
size, they have been used to model scenarios that may cause
extinctions such as climate change (Santos et al., 2012).
Agent or IBM address the difficulties of creating a for-
mal model of a complex system (Forrest and Jones, 1994).
After a series of artificial ecosystems populated with these
type of individuals (Ray, 1992; Lenski et al., 2003; Yaeger,
1994) specific protocols to construct such systems have
emerged (Grimm et al., 2006).
There are IBMs that analyse the possibility of extinctions
but they do that in specific contexts such as model popu-
lation growth of endangered species (Beissinger and West-
phal, 1998), tree mortality (Manusch et al., 2012), impact of
logging activities in bird species (Thinh et al., 2012). Some
of these models are characterised by using specific differen-
tial equations or operate at higher level than the individual.
Often they are specific to their case study and their methods
are not directly transferable to another scenario.
McLane et al. (2011) provides a review of IBM used in
the literature of ecology to address the issues of managing
ecosystems. They presented a set of behaviours that indi-
viduals can choose in their life cycle: habitat selection, for-
aging, reproduction, and dispersal. In the papers that they
reviewed, some used all the behaviours in the set while oth-
ers used just one. Such set of behaviours could constitute
the set of actions of some generic game played by animals.
Moreover we can divide them in two sets, one where an ani-
mal obtains energy (foraging) and a second where an animal
spends energy (habitat selection, reproduction, and disper-
sal).
While standard EGTmodels use either infinite populations
or constant finite populations, IBMs have been used to model
scenarios where populations could go extinct. This can hap-
pen because a player’s actions do not provide him enough
resources to reproduce. While their models are often used
in specific problems it is important to create a general evolu-
tionary algorithm that can be applied to any game and where
extinctions can occur independently of game characteristics.
Evolutionary Algorithm Description
The Energy Based Evolutionary Algorithm (EBEA) we have
developed is characterised by a game. The concept of a
game as an energy transfer is a redefinition of the payoff
function. A gameG is a tuple (N,A,E) whereN is a set of
n players, A = {A1, . . . , An}, where Ai a set of actions for
player i, and E = {e1, . . . , en} is a set of payoff functions,
ei : A1 × . . . × An → R, which we interpret as an energy
flow. In this context, players are characterised by a strategy
s and an energy level e. Each iteration of the algorithm has
three phases:
play in this phase all players play the game and update their
energy. Partners are selected randomly.
reproduction in this phase the players whose energy is
above threshold eR produce one offspring and their en-
ergy is decremented by this value. The offspring is mu-
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tated with some probability. This is asexual reproduction
with mutation.
death in this phase, the entire population goes through a
carrying capacity event where the probability to die de-
pends on population size. This contrasts with our previ-
ous work (Mariano and Correia, 2011) where the event
mixed population size with player’s age.
Regarding the relation between the payoff function and
the energy function, we have extended our work in Mariano
and Correia (2011). In order to compare the evolutionary
dynamics of games with different payoff functions we scale
the payoff pi obtained by a player. This gives the following
equation:
e← e+ pi
pi − pi , (1)
where pi and pi are the highest and lowest payoff obtainable
in gameG respectively, and e is a player’s energy. The ratio-
nale for this equation is that player’s energy increases pro-
portionally to the payoff obtained in the game.
The chromosome codes the strategy to play the game G.
The coding may range from direct, where actions are explic-
itly defined for all possible histories, to compact, where the
strategy is represented in a symbolic form, for example by a
set of rules to be executed by the phenotype. In both cases
the result is either a specific action, for a pure strategy, or a
probability distribution over the set of actions, for a mixed
strategy. Notice that mutation operator must be adapted to
the coding used.
Regarding the phenotype of a player, besides executing
the strategy coded in the chromosome, it has associated an
energy level. This is used for reproduction. As we have seen,
an individual reproduces when his energy is above threshold
e
R
. This may also be considered as an indirect fitness as-
sessment.
Unlike our previous work, in this paper we use random
partner selection. Although this is an unrealistic assumption,
we want to present a core evolutionary algorithm. From this
core algorithm we can study what mechanisms are neces-
sary to escape extinctions. In the context of PGP we have
shown that partner selection can escape extinctions and pro-
mote cooperation for some parameter settings (Mariano and
Correia, 2011).
The goal of this paper is to show what population dynam-
ics we can observe with our evolutionary algorithm using
Centipede as the game. In our current implementation of the
algorithm, the random partner selection does not take into
consideration if the game is symmetric or not. This means
that in asymmetric games incorrect players may be matched.
For instance, in the Ultimatum game two dictators may be
paired. In this case both get zero energy.
In order to avoid exponential growth, in each iteration of
the algorithm all players go through a death event. While in
previous work we had a single event that mixed population
size with player’s age, in this paper we only use population
size. Death by old age is optional and is not strictly needed
to avoid exponential growth. The probability of a player
dying because of population size is:
P (death population size) =
1
1 + e6
K−|P|
K
, (2)
where |P| is the current population size and K is a parame-
ter that we call carrying capacity. This probability is a sig-
moid function. The exponent was chosen because the logis-
tic curve outside the interval [−6, 6] is approximately either
zero or one. In the advent of the entire population duplicat-
ing size, it will not go from a zero probability of dying to
certain extinction.
From the description of our algorithm it is clear that
there is no explicit fitness function nor selection function.
Instead, the energy update function represented by equa-
tion (1) combined with the reproduction threshold induce
a process where players that acquire more energy per game
are able to reproduce faster (and spread their genes) than a
player that gains less energy. A fit player is one whose strat-
egy allows him to obtain more energy in the current popula-
tion state.
The dynamics of this algorithm can be characterised by
a Markov Chain. Supposing a well-mixed population, each
state encodes a bag of pairs (s, e), where a pair represents a
player with strategy s and energy level e. Due to the carrying
capacity we can impose a limit on the number of states, such
that the probability of the population size passing this limit
is negligible. This limit can be computed from equation (2).
The Markov Chain has at least one absorbing state, namely
the empty bag which corresponds to an extinction.
If there is a strategy profile of the underlying game that
gives the minimum payoff to all players, then by equation (1)
players using the corresponding strategies cannot increase
their energy. This means that paths from states containing
only strategies from this type of profile can only go to the
empty bag state. However the time to walk this path may be
large because death probability becomes negligible. From a
practical standpoint the corresponding Markov states can be
characterised as almost absorbing.
If there are no such strategy profile, then from any state
other than the empty bag state there is a positive probabil-
ity to reach any state in the Markov chain. This probability
depends on event death population size, on event mutation,
and on the mutation operator.
Centipede Game
The Centipede game is a sequential game of perfect recall
where in each stage a player decides if he keeps a higher
share of a pot of money or decides to pass the pot to the other
player (Rosenthal, 1981; McKelvey and Palfrey, 1992; Rand
and Nowak, 2012). If the player keeps the higher share the
Mathematical Models for the Living Systems and Life Sciences
ECAL 2013 1118
game stops. If he passes the pot is increased by some exter-
nal entity. The game has some fixed number of stages. The
payoff structure is constructed such that the payoff the decid-
ing player obtains at stage t is higher than he obtains at stage
t+1. The game can be characterised by the initial size of the
pot, p0, how the pot is increased, pi, and the pot share given
to the player that decides to stop or not, ps. We consider
two methods to increase the pot: an arithmetic progression
with difference d, represented by pi = a(d); and a geomet-
ric progression with ratio r, represented by pi = g(r). The
pot size at stage t is given by:
p(t) =
{
p0 + d(t− 1) if pi = a(d)
p0r
t−1 if pi = g(r)
(3)
From this equation, the payoffs at stage t are piD(t) = p(t)ps
for the player that stops and pi¬D(t) = p(t)(1 − ps) for
the other player. The subscript D represents the player that
decides to stop.
Figure 1a shows an example of the Centipede game for
some parameter settings. Time goes from left to right. Since
Centipede is an asymmetric game, we will consider two
types of players: first represents the players that decide in
odd stages; second represents the players that decide in even
stages. In the extensive form game shown in figure 1a the
types are represented by numbers one and two, respectively.
In the last stage if player two decides to stop he receives the
higher share of the pot. Otherwise the pot is increased but
he receives the lower share.
In this paper we use a variant where the pot size is in-
creased and then split as given by ps. The parameters must
obey the following set of conditions:
ps > 0.5
d > 0 ∧ (p0 + d)(1− ps) < p0ps if pi = a(d)
r > 1 ∧ ps > r(1− ps) if pi = g(r)
(4)
The second part in the second and third conditions represents
the fact that piD(t) > pi¬D(t+ 1)
To decrease the number of parameters, we set the initial
size of the pot to one, p0 = 1. The admissible parameters of
Centipede given by equation (4) can be represented graphi-
cally as shown in figure 1b.
The two methods to increment the pot create different
pressures on players during our evolutionary algorithm. The
difference in energy obtained per game is higher in the geo-
metric method than the arithmetic variant. This means birth
rate are different for both methods thus population viability
is higher in the arithmetic variant.
The chromosome contains two genes. The first gene (bi-
nary) represents the player type while the second gene (natu-
ral number) represents the stage where it decides to stop the
game. We will use tf to represent an action of the player that
moves first and decides to stop the game at stage tf. Like-
wise, we will use ts for the other player. Recall that in our
number of iterations 105
K carrying capacity {300, 400, 500, 600, 700, 800}
mutation probability 0.1
e
R
reproduction threshold 20
number of stages {4, 6, 8, 10, 12, 14}
ps pot share {0.8, 0.9}
pi
arithmetic pot increase {0.1, 0.2, 0.3}
geometric pot increase {1.5, 2, 2.5}
Table 1: Parameter values tested
current implementation of the algorithm, if players of the
same type are paired, they obtain zero energy. Otherwise,
they play the game.
Experimental Analysis
Simulation Settings
The purpose of the experiments is to study what kind of dy-
namical behaviour we can achieve with this new EA. Since
the population size may vary, extinctions may happen be-
cause players cannot get enough energy to reproduce and
they are slowly killed. We have tested different combina-
tions of parameters. Regarding the parameters of the EA we
varied only the carrying capacity in order to assess its im-
pact on the occurrence of extinctions. We opted for using
a single value for the mutation probability and reproduction
threshold parameters. The number of iterations of the algo-
rithm was 105. Regarding the game parameters, we varied
the number of stages in order to assess the amount of strate-
gies on the population dynamics. We used high pot share to
strengthen the backward induction argument. As for the pot
increase method we opted to increase the pot share as given
by equations (3) and used different differences or ratios. Ta-
ble 1 shows the parameter values used in the experiments.
The initial population consisted in 10 players with chro-
mosome type first and 10 players with chromosome type
second both with the highest time to stop the game, tf and
ts. Whenever a player exceed the reproduction threshold
and produce an offspring, he was subject to mutation with
probability 10%. The mutation operator consisted in adding
or subtracting to the time to stop the game, tf or ts, a dis-
crete Gaussian distribution with average zero and standard
deviation one. The resulting value was constrained in the
interval one to the number of stages in the game.
For each parameter combination we performed 10 runs
in order to get some statistical information on the popu-
lation dynamics. For each simulation run, per iteration,
we recorded population size, number of births, number of
deaths, number of players with each type and average time
to stop for each type. If the population size dropped below
two we stopped the simulation.
Figure 2 shows the plot of the probability of the event
death population size, as given by equation (2) for the tested
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(a) An example of the Centipede game with p0 = 1, ps = 0.8,
pi = a(2), and four stages. Time goes from left to right, so
player 1 is the first to decide to stop or not the game. Letter S in
the edges represent the stop action, while letter C represents the
continue action.
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Figure 1: Schematics of the Centipede game used in the experiments.
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Figure 2: Plot of the probability of event death population
size as given by equation (2) for different carrying capacity
values.
carrying capacity values. As the parameter increases the plot
becomes smoother meaning population size is unlikely to
remain nearer the value of K. Moreover, as K increases, it
becomes increasingly unlikely that the population doubles at
specific iterations as more players had to synchronise their
reproduction behaviours.
Simulation Results
The major contribution of EBEA is the possibility of extinc-
tions. In the evolutionary model that we have used extinc-
tions can only occur if the population size drops below the
number of players of the game. In the work that we report in
this paper it is two. Another possibility is one of the player
types extinguishing from the population. Regarding simula-
tions using geometric pot increase, Figure 3 shows the num-
ber of simulations where some type of extinction occurred as
a function of carrying capacity (vertical axis) and number of
stages (horizontal axis). There is not a clear trend although a
higher number of extinctions of second players compared to
first player extinctions is clear and extinctions of first players
tend to increase with number of stages. Simulations with the
arithmetic pot increase resulted in less extinctions for both
types of players with around 45% less for second players and
95% less for first players. This is mainly due to a smaller dif-
ference (compared to the geometric increase) between stage
payoffs.
We can also analyse what strategies are more common
under this evolutionary algorithm. In the simulations that
we performed the average time to stop the game, tf and ts,
showed a decreasing trend to the smallest value, meaning
players become less cooperative. Rand and Nowak (2012)
argue that population size and selection strength affect the
prevalence of cooperator strategies, meaning players that
stop the game latter. In their paper they have used the ge-
ometric pot increase variant. However, their strategies could
play both types. Given randomisation over partners, this
means that on average a player is better never stopping the
game. If we take the example of the Centipede game in
figure 1a their players would get on average a payoff of
(7.2+ 1.8)/2 = 4.5. When they decrease selection strength
the weight of a player’s payoff in his fitness decreases and
selection becomes a random process. They only observe
higher levels of cooperation when selection strength is mild,
but we suspect that the cause is the ability of players playing
both types. We have performed some simulations with our
evolutionary algorithm where players could play both types.
In these simulations we never observed an extinction. Re-
garding the geometric pot increase, we went from a scenario
where some type of extinction occurred in 78% simulations
to a scenario with no extinctions. Moreover players stopped
the game at later stages. Switching from specialist players
that only played one type to generalist players that played
both types solved the problem of extinction.
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Figure 3: Results from the simulations with geometric pot
increase. The plots show the number of simulations where
first or second players got extinct – the higher the number of
simulations the bigger is the square.
This fact is very important given that, although our al-
gorithm does not have an explicit fitness function, it has a
high selection strength. If we examine the population dy-
namics of single simulations we often observe variations in
population size that are correlated with player type’s abun-
dance and their strategies. When they stop the game at latter
stages, they are able to acquire energy faster thus produce
more offsprings per iteration. Therefore given two popula-
tions one that stops earlier and another that stops later and
we run our algorithm without mutations, the second popula-
tion outgrows the first.
Discussion and Comments
The EA algorithm that we have presented does not have
an explicit fitness function nor selection function. Instead
players must acquire energy in order to be successful. This
is an approach similar to individual-based models such as
Echo (Forrest and Jones, 1994) or Avida (Lenski et al.,
2003). Their models are ecosystems that use very specific
games. Indeed one could formalise the interactions per-
formed by the individuals in those systems as a game. With
our approach we interpret games as an energy transfer pro-
cess. In these systems there is also an energy concept. In-
dividuals must perform some tasks in order to obtain energy
tokens that are used to generate offsprings. While offsprings
usually replace some stochastic chosen individual, in our ap-
proach they are added to the population. This is a similar
approach to Yaeger (2009).
Scaling allows us to compare the evolutionary dynamics
of games with different payoff functions: consider the num-
ber of offsprings per iteration. We could remove scaling,
which means that energy range is equal to payoff range.
The EA has at least one absorbing state, namely the one
corresponding to an empty population. A state of the corre-
sponding Markov Chain may not be reachable if the popu-
lation is filled with players that only get the lowest payoff.
Therefore the only path is towards extinction, which can take
a long time as we have seen in simulations using Centipede.
This could be resolved if we had a death by old age event.
This would put extra pressure on a population to escape ex-
tinction.
This process (energy dynamics and population control) is
different from other approaches (Aktipis, 2004; Ray, 1997;
Lenski et al., 2003). Even when they use energy, the fo-
cus is not the evolutionary algorithm and extinctions are
not possible. Interactions between players are mediated by
some game, which determines how much energy a player
obtains. Therefore it is applicable to any game, either some
simple game such as Iterated Prisoner’s Dilemma (Aktipis,
2004) or a complex game where strategies are computer pro-
grams (Lenski et al., 2003). Population control is also inde-
pendent of the game as only depends on population size.
Mathematical Models for the Living Systems and Life Sciences
1121 ECAL 2013
Conclusions and Future Work
We presented an Evolutionary Algorithm (EA) that fits in the
field of Evolutionary Game Theory (EGT) and of Individual
Based Model (IBM). That is to say, players go through the
stages of birth, growth, reproduction and death all mediated
by some game that is characterised as an energy transfer pro-
cess. A game instead of having a set of payoff functions, has
a set of energy transfer functions. A player’s chromosome
codes his strategy and a player’s phenotype executes the
coded strategy and has associated an energy level. Repro-
duction occurs when a player reaches some energy thresh-
old. In order to avoid exponential population growth, a death
event, by population size, is performed in every iteration of
the algorithm. This creates a new dilemma that players of a
game must face, namely extinction.
Our EA can be compared to other models where energy
managing is the focus (Lenski et al., 2003; Yaeger, 2009;
Ray, 1997). While in these models extinction is circum-
vented or is not the focus, in our algorithm it is a dilemma
and a danger that a population must keep evading. This is
a harder dilemma than cooperation, because while with the
latter a population may stay in some non-cooperative state
for a long a time, an extinction is a dead end, it is the only
absorbing state of our algorithm.
The algorithm is generic has it can be applied to any game,
be it a simple one such as Centipede, Prisoner’s Dilemma
(PD), Ultimatum or PGP or a complex game whose action
space is not explicitly given but instead there is some logical
description to construct strategies to play the game.
We have applied our EA to the Centipede game. This is
an asymmetric game with two types of players. Extinctions
occur when players can only play one of the two types. This
dilemma can be circumvented if players are able to play both
types. Contrasting with Rand and Nowak (2012) we did not
have to lower selection strength.
Concerning future work, we have some preliminary re-
sults regarding the application of our algorithm to other
games such as Ultimatum, PGP or 2-player 2-action games.
In the results obtained so far we have seen the occurrence
of extinctions. We plan to increase the extinction pressure
on players by adding a death by old age. This puts pressure
on players to find mechanisms to avoid the fate of extinc-
tion. A possible mechanism is partner selection (Mariano
and Correia, 2011). Another avenue of research is consid-
ering variable player’s energy as is done in artificial ecosys-
tems (Yaeger, 2009; Ray, 1997). This means that the fitness
function can be interpreted as an energy transfer process not
only from the environment to the player but backwards. This
puts extra pressure in games that have costs associated to
some actions such as PGP or some variants of 2-player 2-
action games.
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Abstract
In this work we investigate how two autonomous agent
swarms, controlled by the BEECLUST algorithm are able to
cooperate. The task is to locate two different target areas,
which are located near each other. Therefore we developed
an individual-based NetLogo model to simulate two different
agent swarms moving in a temperature gradient. Both agent
swarms are controlled by the BEECLUST algorithm, which
is inspired by honeybee behavior. We found out that the two
cooperating agent swarms are able to locate the target areas,
independent of the ratio of the agents.
Introduction
An eusocial insect colony, which consist of large numbers
of individuals can be interpreted as a “superorganism“
(Oster and Wilson, 1979). This superorganism is able
to solve more complex tasks than the single individual
members of the superorganism. The thermal reaction of
worker honeybees (Ohtani, 1992), which leads to thermal
homeostasis in the honeybee colony, is an example for
the self-organisation and the swarm-intelligent behavior
(Millonas, 1992) of social insects and one main inspiration
for the experiments described in this paper. Several stud-
ies (Heran, 1952; Ohtani, 1992) have shown that young
honeybees prefer to aggregate in, or near an area with a
surrounding temperature of 36◦C. The bees move randomly
and form longer lasting clusters in warmer, than in cooler
zones. We use this simple, but efficient behaviour of
honeybees for our experiments. The algorithm derived from
this behaviour is called BEECLUST (Bodi et al., 2012,
2011; Schmickl and Hamann, 2011). It is based on the
following simple rules:
(1) The agents move randomly through the arena. Whenever
an agent detects an obstacle, it stops and checks whether the
obstacle is another agent or a wall.
(2) If the obstacle is a wall, the agent turns randomly and
continues with step 1.
(3) If the obstacle is another agent, the agent measures
the local temperature and calculates his individual waiting
time, dependent on the local temperature, according to a
sigmoidal function.
(4) After the waiting time is over, the agent continues with
step 1.
These simple actions of individual agents lead to resource-
saving behaviour. Recent works (Kengyel et al., 2011;
Kernbach et al., 2009) have shown that artificial agents
controlled by this algorithm react flexible regarding envi-
ronmental changes. In the work at hand we investigate how
honey bees age polyethism influences this system. Age
polyethism means that in a honeybee colony individuals of
the same age perform the same task, and that a given task is
often associated with a given age. Examples for such tasks
are, collecting nectar in the environment, brood care and
the cleaning of the honeycombs. The location of these tasks
are not always spatially separated, but can be located near
each other, or even within the same area, e.g., broodcare
and wax manipulation. It was shown by Bodi et al. (2012)
that agents, controlled by BEECLUST, that have identical
sensors, but differ regarding their temperature optimum,
are able to cooperate well in a complex environment. The
question we raise here is, how good can two different groups
of agents, that have different sensors (and therefore different
tasks) cooperate, if the tasks are located near each other.
Based on the results of Bodi et al. (2012), who described
the negative influence of jamming effects on groups of
agents operating in the same area, and the positive affects
of cooperation subgroups we formulated the following
hypothesis: Two non-identical agent swarms controlled by
BEECLUST are able to cooperate for a given ratio of the
agents in the two groups.
Materials and Methods
To answer this question we performed and simulated our ex-
periments in NetLogo (Wilensky, 1999). The simulated area
has a size of 16x16 patches. We implemented two differ-
ent task-areas with a distance of 5 patches and two different
agent-swarmsA and B, acting parallel in the same environ-
ment. Both swarms had the same properties and comply
with the rules of the BEECLUST algorithm. The two differ-
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Figure 1: Absolute number of A agents, aggregated in TA;
n = 100.
ent task-areas TA and TB were implemented as gradients in
the environment, scaling from a value of 1 in the maximum
to 0 in the environment. The size of TA was the quater of
the size of TB to simulate a highly specialised task near an
area of a more general task.
As mentioned above the length of the waiting time of a
single agent is determined by the local value of the gradient.
The sigmoidal waiting-curve was identical for both agent-
swarms A and B. The maximum waiting time for both
swarms was 1000 timesteps.
We observed and analysed the percentage of agents of A
aggregated at TA. The tested population size, including A
and B, ranged from 3 to 20 individuals. The ratio of A to B
was varied from 0.2 to 1, rounding was always done towards
the next bigger number of A. Each experiment ran for 3600
timesteps and was repeated 100 times.
Results and Discussion
It showed, that, by increasing the total amount of agents, the
average number of A increased linearly in the target area
TA (see figure 1). Surprisingly it further showed, that, in
contrast to our hypothesis (mentioned above), the relative
amount of A in the target zone was highly stable against
changes of the ratio of A to B (see figure 2). This means,
that even a single agent can operate within a group of agents
with another task (or even another sensory system) with-
out any loss of efficiency. Due to this we can falsify our
hypothesis, that the cooperation of two BEECLUST con-
trolled groups of agents is depending on the ratio of these
two groups. To which degree these results can be used in
the field of swarm robotics to develop selforganised hetero-
geneous robot swarms based on BEECLUST is the topic of
ongoing research at the moment.
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Abstract 
This paper presents a system that investigates the sonification of 
wave interaction in a performance space and its interaction with 
a live performer – the illumination of sonic activity within a real 
space, in contrast to conventional ALife algorithmic, event- or 
material-based approaches. The model maintains three parallel 
representations of the entire live/virtual system: wavespace, 
symbol space and performance space. The cross-modal analysis 
and representation of behavior is important to the evolution of 
the system, which displays emergence on multiple levels of 
structure. Micro-evolution takes place within the population of 
wave-emitting and –listening agents. A higher level of structure 
emerges from their aggregate in interaction with the live 
performer, and a formal level as symbol space learns from the 
performer. Cross-modal representation is seen as a significant 
factor in the evolution of Western art music, in the development 
of multi-leveled structure and of work that affords many 
dimensions of engagement. We discuss the nature of knowledge 
produced through working with such systems and the role of the 
subject in ALife-generated knowledge. New models of 
simulation-derived knowledge are seen as important to cultural 
understanding. 
Introduction 
ALife and creative music systems 
The relevance of the ALife paradigm to music is well 
established. Dynamic, evolving populations of behaviors 
interacting within a constrained space, the emergence of 
structure unforeseeable from initial conditions, the role of 
self-simulation and learning and the negotiation of otherwise 
intractable networks of relationships are system properties that 
resonate with musical minds.  
ALife approaches are particularly attractive to artists working 
in real-time or interactive environments (see, for example, 
Miranda 2011, Miranda and Biles 2007). Stricter algorithmic 
systems are locked within their fixed aesthetic and behavioral 
dimensionality. Alife architectures appear to be a way of 
distributing creativity (you can’t make 44,100 good decisions 
a second); composer, performer or environment effectively 
become co-agents or super-agents. At the same time, there is 
often a suggestion that such systems in turn might reveal 
something of the mysteries of music, or of human aesthetic 
responses, or of sound-based evolution. In the general case, 
we are dealing with a constructive metaphor; any 
verisimilitude is aesthetic. This is not to discount the 
knowledge inherent in such experience. Indeed, we shall 
discuss below how the example of an ALife music system can 
usefully raise questions about the relationship of the subject 
with such models and the nature of knowledge thus produced. 
Interactive music applications have been the most 
fertile area for development. Technology affords exploration 
of the space between conventional notions of improvisation 
and composition, a space non-navigable by traditional means. 
Concepts such as real-time composition present non-trivial 
questions as to the relationship between apparently opposed 
activities of instantaneous decision–making and reflective 
architectural planning – apparently, because the instant 
(James’s specious present) is crucially informed by intention, 
expectation and habit, and formal architecture is invariably 
modulated by the sequential, situated development of initial 
conditions. 
The present system 
ALife-based music systems tend to work on an event basis. 
That is, they deal with notes of sound objects or MIDI data. 
Such decisions are pragmatic (this devolves much of the 
processing), perceptual (we tend to think we listen to music in 
terms of notes) and cultural (the study of Western music 
remains largely text- or symbol-based). Artists such as Ryoji 
Ikeda and Carsten Nicolai work with the evolution and 
interference of wave-forms, but as entities abstracted from 
their environment (Ikeda and Nicolai, 2011). Feedback-based 
work exploits sonic characteristics of particular spaces and 
technologies (Alvin Lucier’s I am sitting in a room and 
Nicolas Collins’ Pea Soup are canonical examples). This 
system discussed here attempts to address the apparent 
dichotomy between “compositional” approaches based on the 
behavior of pre-designed materials and “environmental” 
approaches that explore a context. These views have distinct 
discourses; in the current UK Research Excellence 
Framework “Sound Art” falls within the purview of fine art, 
“Composition” under performing arts. 
The present system sets out from a different 
perspective. We consider the real space of performance as a 
unitary volume within which micro-sonic wave activity is 
ubiquitous. The apparently silent blank canvas of music is 
illusory, such an anechoic reality even distressing. Such a 
view echoes Ingold’s observations on soundscape: 
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… neither sound nor light, strictly speaking, can be an 
object of our perception. Sound is not what we hear, 
any more than light is what we see. The scaping of 
things - that is, their surface conformation - is revealed 
to us thanks to their illumination. When we look 
around on a fine day, we see a landscape bathed in 
sunlight, not a lightscape. Likewise, listening to our 
surroundings, we do not hear a soundscape. For sound, 
I would argue, is not the object but the medium of our 
perception. It is what we hear in. (Ingold 2007, 11) 
 
In his early work on sound, Bill Viola proposed a 
taxonomy of sonic behaviors, likewise developed from an 
analogy with light: 
 
A partial list of some of the most basic physical 
phenomena studied by the acousticians reads like a set 
of mystical visions of nature: 
 
Refraction … 
Diffraction … 
Reflection … 
Interference … 
Resonance … 
Sympathetic Vibration … 
 
Each of these phenomena evokes wonder, even after 
their scientific representations have been rationally 
understood. […] The processes of contemporary media 
systems are latent in the laws of nature – they have 
existed in various forms since the beginning of history. 
(Viola 2013, 41-2). 
 
 
 
 
Figure 1: interference phenomena exhibited by the present 
wavespace system 
 
The work presented here was developed for one of a 
sequence of compositions exploring wave phenomena in 
situated sound. It investigates the use of interference 
phenomena (fig. 1); others explore refraction and diffraction. 
Reflection plays a role in all three, as a key component in 
defining the relationship between space and activity. 
We take a wave-based approach to modeling activity 
within the space. The potential complexity of even aurally 
trivial musical constructs presents a challenge. Instead of 
attempting to consider an intractable number of relationships 
we approach this complexity by looking at the behavior of the 
gradients and interference patterns generated by the musical 
material-generating agents that inhabit the space. In this 
respect, meteorology perhaps provides an analogy; a tornado 
is not an external event projected into a neutral space, but a 
product of dynamics within the environment itself. 
Nevertheless, in the domain of human activity it is best 
understood and responded to as an autonomous entity with its 
own behavior. We might think of the process presented here 
as second-order sonification. 
We suggest that an important component of musical 
composition is the remapping of materials and phenomena 
between different modes of representation – from audial (the 
sonic imagination) to symbolic (notation) to physical 
(working at the piano), for example. The present system 
maintains multiple views of its space: representations of its 
“real”, virtual/mathematical and symbolic or eventual state. 
Technical Description 
Implementation 
In this implementation the performer uses a metatrumpet – a 
microcontroller-extended instrument that communicates its 
internal and external soundworlds and all physical activity to 
the computer via Bluetooth and radio. The system software is 
written in C++, using Max/MSP as interface and sound 
engine; they communicate using the UDP-based OSC 
protocol.  
Wave space and performance space – a double bind 
 
The system architecture incorporates three parallel spaces: a 
virtual wavespace based on a graphical model (maintained in 
the C++ programme), a symbolic space using CMMR-like 
representations (quantized to semitones and in time) and the 
performance space where sounds are played and heard in the 
physical world (both handled in Max/MSP) (fig. 2).  
 
 
Figure 2: The three parallel spaces can be metaphorised 
geometrically as three orthogonal planes; navigation in one 
plane does not affect navigation in the other two, but all three 
are affected by the dynamics of the system 
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The performer initiates wave-generating agents. These are 
singularities in the wave-field - effectively beacons radiating 
sine waves. The wave behavior of each agent is initialized 
with values of initial position, frequency, speed of sound and 
spatial attenuation. Associating speed and attenuation with 
each individual agent allows for distortions of the space; 
different agents might find themselves in media through 
which sound propagates at different speeds. This also permits 
the effective representation of nonlinear spaces much larger 
than the actual performance space – large but bounded 
acoustic spaces within which interference artifacts fall within 
the range of human hearing. The agent’s position is 
recalculated at every time step, and can be fixed, periodical, 
rule-based or learned (fig. 3). A repulsive force of proximity 
prevents terminal convergence. Once initialized, an agent 
generates one or more sine waves for the duration of its 
existence. In the initial model, agents are active or not. For 
reasons of practicality, the model is a steady state 
approximation. The field is conservative; it has no memory. If 
an agent is destroyed, all its effects immediately disappear 
from the space.  
 
 
struct wave{ 
 float amplitude; //The starting amplitude of the emitted 
wave 
 float xpos;   //The x,y positions of the agent 
 float ypos;   //... 
 float pointvelocity; //The agent's velocity through space 
 float omega;   //The emitted wave's angular velocity 
 float beta;    //The emitted wave's spacial attenuation 
 float learn;   //The agent's learning agressiveness  
 float contr;   //The agent's estimated contribution... 
 float controld;   //...and in the previous timestep, for 
comparison 
 float angle;   //The agent's spatial direction 
 bool dominant;   //The agent's state: is it in the most 
harmonic pair? 
}; 
 
Figure 3: C++ data struct for each wave-emitting/-listening 
agent 
 
At each system time step we know the phase dependent 
contribution of each agent to the resultant signal at each point 
in space. In the initial model, system speed is 1 Khz, and the 
dimensions of the wavespace 256 * 256 points. Interference 
patterns within a space are perceived clearly when the 
dimensions of that space are an order of magnitude above the 
wavelengths in question. If we assume the scale of a typical 
performance space to be of the order of 10m, this grid allows 
for the representation of signals within the range of human 
hearing – wavelengths of the order of 1m. A balance of 
precision and computability is particularly critical in a real-
time system servicing streams of audio output. 
 
Sound production 
The total wavespace field is calculated by summing the 
contribution from each agent at each point. Identifying areas 
of interest – loci of active interference and potentially 
emergent behavior – requires deconstructing intuitive 
understandings. The wavespace itself is indifferent. Initial 
strategies included looking for peaks in the image derivative – 
effectively high pass filtering – and edge detection. Both 
produced indiscriminate amounts of data and proved 
computationally expensive. The strategy adopted is to identify 
points of maximum interference by looking at the difference 
between the scalar sum and the vector sum of the contributing 
waveforms.  
Figure 4 shows the gradients of interference 
produced by three agents in such a space, and the point of 
perceived maximum interference calculated as described 
above. 
 
 
 
Figure 4: Three agents in wavespace (1-3) and the point of 
maximum perceived interference (P) 
 
Interference in this sense is result of phase 
differences between sinusoids. Another less formal 
understanding of interference might entail the production of 
additional noise or artifacts. This is an embodied 
phenomenon. In the case of hearing, for example, modulation 
artifacts are a function of the response of the basilar 
membrane (Moore 2002).  
Having localized the point of maximum interference, 
a hypothetical sound is produced by taking the weighting the 
various agent audio signals by values stored in a matrix that 
represent their estimation of their contribution at that point. 
This data is valid for one wavespace timestep (1ms). The 
audio stream is subsequently filtered at timestep frequency to 
mitigate windowing artifacts.  
We consider this signal as being emitted radially by 
the maximum as a point source in wavespace. This sound is 
never heard directly. In keeping with our embodied 
understanding of interference, the beacon agents also become 
listeners and performers in performance space We then hear 
the combination of their listenings to the combined reflected 
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signal, which now themselves exhibit interference due to their 
phase displacements. The agents are dynamically located in 
physical space using IRCAM’s Spat spatializing application 
within Max/MSP (http://support.ircam.fr/docs/spat/3.0/spat-3-
intro/co/overview.html). 
This information is sent via OSC to the agent’s 
Max/MSP avatar. The audio stream of each agent is 
constructed by additive synthesis in Max/MSP from the 
discrete frequency spectrum. It is then buffered to maintain a 
stable audio stream. It is delayed and attenuated according to 
its position in wavespace and its local speed of sound. In 
addition to the frequency/amplitude/phase data representing 
the point source signal, the performance space is informed of 
the positions of the other agents and of the maximum. Before 
synthesis, the agent can make certain musical decisions. In 
particular, frequency addition artifacts above the range of 
human hearing (c. 20 KHz) are transposed down to become 
audible. This initiates a recursive exchange between 
wavespace and performance space through which increasingly 
complex sounds can accumulate. 
Accumulating agency 
In an early iteration of the system, agent position is 
determined dynamically by a fixed velocity and a direction of 
motivation towards the point of maximum interference. A 
dance develops as agents track the maximum point-source, the 
location of which is in turn determined by the agents’ 
position. Quasi-oscillation, temporary attractors, reflections, 
line-following, convergence/divergence,and leaps through 
space all occur. The latter is not just a function of the bounded 
wavespace. The real performance space it reflects is also 
bounded, and such events are therefore considered to be of 
potential musical-structural significance. Figure 5 shows the 
movements of three agents and the point of maximum 
perceived interference for the 56 timesteps leading to the 
positions shown in Fig. 4. 
Figure 5: movement of three agents and point of maximum 
perceived interference through 56 timesteps preceeding fig. 4 
Microevolution. A more advanced system is developed 
where a dynamic number of agents N navigate the space, and 
the system judges harmonic relationships between pairs of 
agents in an NxN matrix. The position of the smallest element 
in this matrix indicates the pair of agents with the strongest 
harmonic relationship. In a reflection of the bio-evolutionary 
paradigm, the agents which are not part of this pair reproduce 
imperfectly and are destroyed, creating imperfect re-
initializations of themselves on destruction. Consistent with 
the spatial model, the degree of mutation is dependent on the 
proximity    of the agent to the point of maximum 
interference, representing information loss. After successive 
generations, a different set of two agents will exhibit a 
stronger relationship, and the set of agents which reproduce 
will change accordingly. Each agent continues to have a 
behavior dictated by both the initializing conditions outlined 
above, and learned behavior (controlling agents' own 
frequency and direction of spatial movement) maximizing 
their contribution to the point of maximum interference. The 
aggressiveness of the learning algorithm is itself an initialized 
parameter. Agents within the harmonic relationship are 
understood as changing their behavior whilst agents outside 
the harmonic relationship change their nature. 
Polyphonic rhythm. The performed sounds of each agent are 
subject to a further thresholding process. Agents calculate 
their own contribution to the sound perceived at the maximum 
point source by comparing the interference intensity at that 
point with and without their contribution.  
They become active as performers only when this 
contribution exceeds a threshold – that is, the sound of each 
agent is turned on and off with a rhythm of variable linearity 
with windows of periodicity. This creates a polyrhythmic 
fabric, each strand of which is related to the virtual maximum. 
The texture can be inverted – transformed to its negative by 
reversing the threshold test. A challenge in music systems 
with any degree of automation is to generate the multiple 
levels of structure found in art music. The system again 
analyses the relationships between individual agents as pairs, 
but this time looking for convergence in audial performance 
space. When both audio streams of a pair of agents converge, 
giving out a 'drone', a timer is initialized; after a fixed time 
period, both agents are silenced in performance space. 
However, they continue to operate in both the wave and 
symbol spaces, which under the micro- and macro-
evolutionary paradigms outlined eventually cause the pair of 
agents to exhibit different audial-spatial behavior, and their 
inaudible audio streams diverge. Under these conditions, the 
audio streams of the two agents are restored to performance 
space, again becoming audible to the performer (fig. 6). 
 
 
Figure 6: Thresholding behavior of three agents over time 
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Macroevolution – symbolic representation 
A third parallel space maintains symbolic representations of 
performance activity.  Streams of sound output, synthesized 
and live, are analyzed in terms of pitch and rhythm. In both 
domains this constitutes a process of re-representation and 
categorization roughly analogous to human cognitive 
behavior; the point here is not anthro-verisimilitude but 
process architecture. Perceived pitch is quantized to 
semitones, rhythm to a 50 ms. grid. Inevitably these processes 
lead to loss of precision, of information, but they allow for the 
apprehension of relationships on other levels. The aggregate 
wavespace output is then analyzed in terms of harmonicity, 
density of behavior (a measure of number of events perceived 
over time), “noisiness” ( signal-derived value) and stability of 
amplitude. The rhythmic profile of individual streams are 
compared by searching for a lowest common denominator – 
an additive pulse – and looking for matches or 
complementarity.  
Initial threshold values are set for these parameters 
together with a global coefficient of surprise. Principal 
Component Analysis is used to produce values representing 
the balance of factors in the current state. Symbol space 
directs change in wavespace under two kinds of condition: 
-­‐ when a subset of parameter thresholds is exceeded 
-­‐ when the performer triggers a change. In this case, 
symbol space learns the current PCA state. When the 
same PCA state recurs (within a given tolerance), 
symbol space will subsequently trigger the same 
changes autonomously. PCA thus represents a 
higher-level representation, less dependent on 
specific detail of behavior. In this way a repertoire of 
formally salient states evolves through interaction 
with the performer. 
The changes sent from symbol space to wavespace are 
distributed among agents by the main loop – effectively a 
super-agent. They relate to the following properties: 
-­‐ number of agents: the population may be forced to 
multiply or divide 
-­‐ frequency bands: the potential frequency space 
inhabited by each agent (initially 20-20,000 Hz) may 
be divided into separate bands, such that the agents 
are distributed among bands of varying width and 
distance. 
-­‐ range and distribution of speeds of sound 
-­‐ triggering threshold 
-­‐ repertoire of wavetables (wavetables written from 
live sound and from wavespace output are added to 
the initial sine tables) 
 
The system thus evolves over longer time-scales, 
approximating to formal time in compositional terms, by 
learning a repertoire of transition states through interaction 
with the performer. 
The performed space 
The live performer is incorporated through performance 
space. FFT data is passed to wavespace where the performer 
appears as an agent among others, contributing to the 
aggregate interference pattern. This is captured by a 
microphone at the position of the performer, such that the 
performed sound of the agents as heard by the performer also 
figures in this stream. Clearly the performer is not as free to 
move in wavespace (and doesn’t have the mental capacity to 
calculate interference maxima). Instead, motion data from the 
metatrumpet directs both movement in virtual space and the 
positioning of sound in performance space. The performer 
controls the range of frequency components to be passed. In a 
four-band implementation, for example, one might select 
components 9-12 to avoid the perceived pitch and its low 
integer multiples, focusing the system’s attention on the 
activity of higher partials. To facilitate calculation and avoid 
additional artifacts (from the arbitrary relationship of table 
length to frequency), a cycle at the lowest perceived 
frequency is written into a wavetable. 
The performer can work with current tendencies, 
attempting to counter or encourage them, trigger new agents 
directly, or mark a current state as a moment of transition in 
symbol space. 
Further Developments 
Our intention is to enhance the relationship between virtual 
wavespace and actual performance space by incorporating an 
acoustic space-tracing algorithm (Dokmaniç et al, 2013). This 
impulse response-based technique can be incorporated both in 
musical terms, by allowing the perceived interference patterns 
to evolve from a single impulse, and technologically, in that 
the necessary microphones already form part of the system. 
Wavespace precision will be unchanged, but the 
representation can be mapped nonlinearly onto the physical 
space. 
 Agents will be empowered to search their own perceived 
spectrum, to select and transpose series of higher partials that 
contribute a greater range of color to the whole. 
 The performer will be able to mark a state as stable as well 
as transitional. If the potential for any of the evolving 
repertoire of stable states is perceived in symbol space, 
wavespace will be encouraged in this direction. 
 A predictive function will be incorporated in symbol space, 
in the hope of enhancing the measure of novelty. It will learn 
by correlation with the performer’s real-time decisions. 
Conclusion 
The re-representing of behavior across modal boundaries is 
characteristic of Western art music of many kinds (Impett, 
2009). Indeed, we could understand its historical development 
as being the incremental and technological exploration of this 
possibility. Polyphony – a complex system which cannot be 
fully resolved or reduced (unlike, say a simple melody-and-
bass structure) – is the most characteristic property of the last 
thousand years of art music. The kind of cross-modal 
interaction explored here allows for the emergence of 
potential structure on multiple levels and their interaction to 
generate a complex, compound architecture in which detail on 
one level relates to form on another. We attempt to create a 
dimensionality of engagement (of expectation, of analysis, of 
interpretation) higher than that of purely algorithmic or 
performer-driven systems. Looking at interference and 
convergence provides a way of grasping the state of a 
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complex system and deriving understanding of its potential 
architecture. 
This system can be tuned to the tastes of the musician; it is 
replicable but not falsifiable. Rather than invalidating 
aesthetic models as knowledge-producing environments, this 
obliges us to confront the role of the subject in knowledge 
production. The apprehending subject is part of the knowledge 
producing system; production and apprehension become 
inseparable. ALife models are used to model societies, 
cultures, populations and complex systems, but rarely to 
understand the individual. This may be partly historical, in 
contradistinction to GOFAI for which the implicit paradigm 
was perhaps a cartoon of human intelligence. We cannot 
avoid the role of the subject, however, particularly as such 
open systems present behavior that cannot be represented in 
its entirety. In exploring the nature of this new kind of 
knowledge, Delanda describes their behaviors as singularities 
in a space of potential (Delanda 2011, 18). 
This work is part of a wider theoretical project, the work-
without-content. It takes its cue from Giorgio Agamben’s 
observation that in a culture of infinite difference, of the right 
to expression in unique individual languages, the common 
experience on which cultural exchange is possible becomes 
the confronting of the blank page. He describes  the 
instantiation of such work as giving form to potentiality 
(Agamben 1999).  Here the material derives entirely from the 
relationship of performer and space.  
What is the relationship between the subject as pilot of the 
system and subject as co-agent? The situation can be 
characterized in terms of power and rules; it is effectively a 
legal question. We can look to Agamben once more. He 
considers the role of the sovereign, the individual in relation 
to which laws obtain, and yet who may stand outside them. He 
can be assassinated, but not condemned to death. Likewise his 
homo sacer, the outlawed subject whom the state will not kill 
but another individual may choose to (Agamben 1998). 
Sovereign power or homo sacer, the rules and behavior of a 
system such as this produces knowledge – if the production of 
truths is how we understand the function of art (Badiou 2001, 
41-57) – only by incorporating such a subject. 
There is another important aspect of emergent knowledge-
production - an idea that science, in turn, might take from 
critical theory. Such knowledge is experiential and situated, it 
denies commodification and resists attempts at repetition and 
falsification. In this respect, music might be seen to provide a 
model for the new knowledge. Meanwhile the 
commodification of culture proceeds unabated. Science has 
built for itself a position of immense power and responsibility 
– effectively a sovereign power, in fact, with which it can 
validate and rewrite the conditions for knowledge. It is 
important that the sciences of the artificial look at the nature 
of the new kinds of knowledge they generate and reflect them 
back to culture. 
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In this contribution I will outline our recent efforts, investigating the self-assembly and self-
organization of inorganic nano molecules and the engineering of complex systems and reaction 
networks that lead to the emergence of system-level behaviours of interacting nanomolecules. To 
do achieve this we have developed new reaction techniques to control the assembly of nanoscale 
molecular metal oxide clusters, some of the largest non-biological molecules known, as well as new 
physical techniques e.g. the development of new cryospray and variable temperature mass 
spectrometry (for the elucidation of reaction mechanism and the observation of highly reactive 
intermediates). Ultimately our aim is to develop minimal inorganic systems capable of evolution, 
engineering materials with complex and emergent behaviours, as well as the development of new 
reaction formats for complex and novel chemistry e.g. flow systems and 3D-printing[1-5].  
Acknowledgements: Andreu Ruiz de la Oliva, Victor Sans, Haralampos N. Miras 
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Abstract
We study a model of multi-legged catalytic molecular walkers
that abstract a class of recently developed synthetic molecu-
lar motors. We focus on their kinetics of release of catalytic
product, delineating the influence of chemical kinetic param-
eters, geometric configuration, loss from surface, and bulk
kinetics. We show that such walkers can achieve a uniform
rate of release over long time scales, which can be exploited
in applications.
ECAL Topics: Molecular Motors; DNA Computing;
Applications in Nanotechnology, Compilable Matter, or
Medicine.
Introduction
Nanoscale objects are subject to random Brownian motion
that leads to undirected diffusive transport. Nanoscale sys-
tems that require more precise control over the transport of
materials and information must expend energy in some form
to bias the random molecular motion in useful directions. A
molecular motor is a nanoscale device capable of transform-
ing chemical free energy into useful work and directed mo-
tion, and can function as a cargo transport device allowing
superdiffusive transport of materials. Natural molecular mo-
tors play an important role in critical biological processes in
the cell and are the source of most forms of motion in liv-
ing beings (Schliwa and Woehlke, 2003; Vale and Milligan,
2000; Phillips et al., 2013).
In addition to naturally occurring molecular motors, sev-
eral synthetic molecular motors have been designed re-
cently (Yin et al., 2004; Bath and Turberfield, 2007; Mus-
cat et al., 2011; Wickham et al., 2012; Shin and Pierce,
2004; Venkataraman et al., 2007; Omabegho et al., 2009;
von Delius et al., 2010; Kay et al., 2007). We have syn-
thesized catalytic DNA-based walkers called molecular spi-
ders (Pei et al., 2006). A molecular spider has a rigid body
and several flexible enzymatic legs that attach to and modify
substrate DNA molecules (Figure 2a). When we first re-
ported molecular spiders, we were keen to explore their mo-
tive properties and subsequently we experimentally demon-
strated their ability to follow patterned nanoscale tracks of
DNA substrate molecules (Lund et al., 2010). Our mathe-
matical modelling efforts similarly were focused on charac-
terizing the spiders’ walking gaits, such as predicting their
ability to do organized mechanical work in opposition to
an external force (which we hope experimentally to vali-
date in the near future). On the other hand, in the original
study we also observed excellent chemical processivity of
the spiders; in one assay spiders and their substrates were
randomly deposited in a matrix in a 1:3800 ratio, and the
spiders cleaved nearly all substrates before dissociating from
the matrix (Figure 1). We noted the nearly linear rate of sub-
strate cleavage in this case, but this observation has not been
explained or exploited.
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Figure 1: Data from a surface-plasmon resonance experi-
ment. Four-legged spiders were released into a 21⁄2D dextran
matrix displaying the substrates. There were 3800 substrates
to each spider, and over the course of the assay the spiders
cleaved 100% of the substrate offered, exhibiting an initial
linear increase in the amount of released product. (After Pei
et al. (2006).)
In separate studies, we have shown that the deoxyri-
bozyme chemistry of the spiders’ legs is compatible with
actuation, such as the release of small molecules (Kol-
pashchikov and Stojanovic, 2005; Yashin et al., 2007), as
well as controllable by both oligonucleotides (Stojanovic
et al., 2002) and small-molecule ligands (Stojanovic and
Kolpashchikov, 2004), including via complex decision-
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making molecular logic (Macdonald et al., 2006).Therefore,
the sustained nearly uniform rate of release from a matrix,
mediated by activated spiders (or other multivalent catalytic
walker chemistries), may have promise in drug delivery. In-
deed, achieving zero-order kinetics of drug release is a long-
standing but difficult goal of pharmacokinetics (Siepmann
et al., 1999; Siepmann and Peppas, 2000; Gupta and Kumar,
2000; Agrawal et al., 2006; Kim, 1995); a new study shows
the use of nanoparticles to approximate it (Gu et al., 2013).
Here we numerically study the product-release properties
of molecular spiders and show that:
1. walker-mediated release of product can be an effective
tool for achieving a uniform rate of release over long time
scales;
2. catalytic bias is essential for the operation of this mecha-
nism;
3. catalytic bias is an effective tool for regulation of release
rate;
4. multivalency is a practical mechanism for overcoming the
problem of dissociation (confirming the results of Samii
et al. (2010); Olah and Stefanovic (2013)).
The results provide a first guide to the vast parameter space
available to the designers of potential molecular-spider-
based drug delivery vehicles.
Molecular Spiders and Their Models
In this paper we use a model that describes the motion of
multipedal enzymatic walkers as they move over and mod-
ify chemical sites arranged as arbitrary 2D tacks and patterns
(Figure 2b). A walker has a rigid body with attachment
points for k ≥ 2 identical, flexibly tethered legs. Each leg
has a reactive site at its foot that can reversibly bind to and
enzymatically modify surface-bound chemical sites from a
substrate species into a product species. As a walker moves
over a surface of substrate sites, the enzymatic actions of the
legs leave behind a trail of modified product sites. These
modified sites create an asymmetrical distribution of sub-
strates around the walker. When the leg–product binding
is weaker than the leg–substrate binding, this local substrate
asymmetry can bias the motion of the walker away from pre-
viously visited areas and towards unvisited sites, causing an
otherwise unbiased symmetric walker to move superdiffu-
sively. Thus, the walkers transform the chemical free energy
in the surface sites into directional motion and can do or-
dered work in opposition to an external load force, hence
they are a new type of molecular motor, useful for direc-
tional transport in nanoscale systems.
We formulate the model as a continuous-time Markov
process that describes the stochastic motion of the walker as
a sequence of transitions between discrete chemical states.
Each walker state is described by the chemical state of the
surface sites (substrate or product) and the current set of sites
where a leg is attached. The transitions from state to state
correspond to the discrete chemical actions of legs binding
to sites, unbinding from sites, or enzymatically modifying
attached substrate sites to products. From any particular
chemical state of the walker legs, each individual chemical
action is independent of the previous state of the walker and
of the chemical state of the other legs. In other words, the
legs are not kinetically coupled. They are, however, mechan-
ically constrained by their connection to a common body.
We use Monte Carlo algorithms to simulate the motion
of multivalent random walkers as they move over a track of
substrate molecules (Figure 2c). We find that when the rate
of substrate catalysis is much slower than the rate of prod-
uct detachment, the walkers (on average) move superdiffu-
sively away from the origin. Furthermore, our model is de-
signed to quantify the effect of a constant load force oppos-
ing the walker motion. We have found (Olah and Stefanovic,
2013) that the superdiffusive motion of the walker persists
even under moderate loads of ≤ 2.0pN, for legs with maxi-
mum extension length  = 12.5nm (2.5× the lattice pitch).
Hence, the walkers are capable of transforming the chem-
ical free energy of substrate molecules into directed trans-
port and ordered mechanical work. We designed the model
to investigate a minimal set of mechanical and kinetic fea-
tures that are necessary to transform the otherwise unbiased
diffusive motion of multipedal enzymatic walkers into di-
rectional, superdiffusive motion useful for nanoscale cargo
transport: even though a walker’s legs are identical, un-
oriented, uncoordinated, and unconstrained other than the
passive constraint implied by their connection to a common
body, nonetheless we find that these simple geometric con-
straints on the legs combined with the kinetic bias in the
direction of unvisited substrates suffice to generate superdif-
fusive motion, even when that motion is opposed by an ex-
ternal load force.
While this model provides good physical detail, it can
be computationally rather demanding, which justifies math-
ematical models of molecular spiders at greater levels of
abstraction, for instance, simplifying the chemical kinetics
and the geometry of the walker and its track. Antal and
collaborators studied a single simplified spider on a one-
dimensional track (Antal et al., 2007; Antal and Krapivsky,
2007), showing that a difference in residence time between
substrates and products, in conjunction with the presence
of multiple legs, biases the motion towards fresh substrates
when the spider is on a boundary between substrates and
products. We showed that this bias makes spiders move
superdiffusively for long periods of time Semenov et al.
(2011a). Samii et al. investigated various gaits and num-
bers of legs (Samii et al., 2010, 2011), emphasizing the pos-
sibility of detachment from a 1D track. We studied the be-
havior of multiple spiders continuously released onto a 1D
track (Semenov et al., 2011b, 2012) from a point source. Re-
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Figure 2: The multivalent random walker model describes the motion of multipedal walkers acting as molecular motors as
they move over tracks of surface-bound substrate fuel. (a) The model is inspired by a type of DNA nanowalker called a
molecular spider that has a rigid, inert body and several enzymatic legs that can attach to and cleave complementary DNA
substrates arrayed as nanoscale tracks. (b) The model describes the 2D motion of molecular-spider-like walkers. We assume
the mechanical motion of the body and of its legs comes to an equilibrium in between chemical steps, allowing us to describe
the attachment likelihood over the set of local feasible attachment sites. (c) Under appropriate kinetic biases between product
and substrate sites, the walkers move superdiffusively in the transient, even when their motion is opposed by a conservative
load force.
lated to the present topic, Antal and Krapivsky evaluated the
diffusion constant and the amplitude describing the asymp-
totic behavior of the number of visited sites (i.e., released
products) for a single simplified spider on an infinite square
lattice (Antal and Krapivsky, 2012).
Model Definition
The formal model we assume here is a minor simplification
of our general model, described in detail in Olah and Ste-
fanovic (2013). In the context of a product-release appli-
cation, as opposed to transport, we need not be concerned
with external forces, and therefore we can set them to zero,
which makes all feasible body positions equally likely; this
eliminates the need for expensive equilibrium Monte Carlo
computations in the inner loop of the simulation. Further, we
approximate the region of feasible sites (Figure 2(b)) as the
intersection of circles of radius 2 around all current attach-
ment points; this eliminates the need for elaborate compu-
tational geometry calculations. Finally, we assume all sites
within the feasible region are equally likely to be chosen as
the next attachment point for the leg that is moving.
The chemical reaction scheme is
L+S
k+S−→ LS k

cat=r−−−→ L+P
L+P
k+P−→←−−−
k−P =1
LP
(1)
showing the essentially irreversible binding of an enzymatic
leg L to a substrate S to form a complex LS, which leads
irreversibly to the cleavage of the surface-bound substrate
into two product parts. The scheme only shows the part P
that remains bound to the surface; the other is released into
the environment, and is in fact the product part of interest
in applications. The second reaction describes the fleeting,
reversible, binding of a leg to the surface-bound products.
The rate r encapsulates both the catalytic cleavage of the
substrate and the subsequent dissociation of the leg from the
products. The rate of dissociation from products is set to 1,
i.e., our model is dimensionless.
We use kinetic Monte Carlo simulation (Bortz et al., 1975;
Voter, 2007) to generate trajectories of the model for various
parameter combinations. The implementation techniques
we use are standard; of note, the results in this paper were
generated with a highly customizable representation written
in Haskell.
Results
We have obtained simulation results for the following prod-
uct release scenario. The walking surface contains 40,000
sites in a 200×200 box in a 2D square lattice, initially con-
sisting entirely of substrates. One hundred walkers are de-
posited uniformly at random onto the surface, each walker
having one leg attached to a substrate and the remaining
legs free. This gives a 1:400 ratio of walkers to substrates,
a scaled-down version of the laboratory experiments. The
walkers are followed as they move around the box until all
substrates have been turned into products.
We observe the number of products on the surface, which
is equal to the number of products released into the sur-
rounding medium. We do not model the diffusion of re-
leased products into the environment. To control for the pos-
sibility of walker dissociation, we also observe the number
of walkers left on the surface.
We study the effects of spider geometry by varying the
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number of legs from 1 to 6. In the plots that follow, only 2-,
4-, and 6-legged walkers are shown, for clarity. One-legged
walkers dissociate from the surface immediately; 3- and 5-
legged walkers have intermediate behaviors as expected. We
also vary the leg length. We use the length  equal to 2.5
times the lattice pitch as our baseline, and also consider what
happens if the legs are much shorter, = 1, or longer, = 5.
We study the effects of different chemical kinetics by
varying the catalytic rate parameter r, i.e., the degree of
residence-time bias between substrates and products. We
also vary the binding rate parameters k+S and k
+
P .
Baseline observations
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Figure 3: Number of products released as a function of time
for 2-, 4-, and 6-legged walkers, with r= 0.01, k+P = 1000.0,
k+S = 1000.0, and = 2.5.
Shown in Figure 3 are plots for product release using
a baseline set of parameter values (Olah and Stefanovic,
2013), r = 0.01, k+P = 1000.0, k
+
S = 1000.0,  = 2.5, and
for three different leg configurations, 2-, 4-, and 6-legged.
Consider the product release curve for the four-legged
walkers (green). It rises essentially linearly for a long time
before tapering off towards the ceiling of 40,000 as even-
tually all sites are turned into products. In this respect the
model captures the empirical observations from Figure 1.
Also drawn in green are two theoretical curves. The dashed
line corresponds to exactly linear product release at a rate
equal to the initial rate for the walker (zero-order kinetics).
Note that the initial rate of product release for the walker
is easily seen to be the product of the substrate catalysis-
dissociation rate, which we are calling r, and the number of
legs, since almost immediately upon deposition all legs are
on substrates. The dotted line corresponds to an exponential
decay that starts with an initial rate equal to the walker’s,
and tends to the same asymptotic value (first-order kinetics).
The observed curve is bracketted between the two theoreti-
cal curves, adhering more closely to zero-order kinetics.
Analogous families of curves are shown for two-legged
walkers (red) and six-legged walkers (blue). The initial
slope is proportional to the number of legs because each leg
is an independent enzyme, and initially all legs quickly find
a substrate to bind to. Interestingly, the adherence of the ob-
served kinetics to zero-order kinetics lasts longer for k = 2
walkers than for walkers with more legs.
Varying the catalysis kinetics
Here we show the effects of varying the parameter r, keep-
ing the binding kinetics fixed at the value k+P = 1000.0,
k+S = 1000.0, which means that binding is very fast and there
is no binding preference between substrates and products.
Figures 4(a)–(c) display r = 0.001,0.1,1.0, in addition to
r = 0.01 from Figure 3.
The initial rate of product release varies in proportion to
r, as expected because r is the hopping rate for legs on
substrates. The overall time to completion grows roughly
in inverse proportion to r, therefore the four plots are ac-
cordingly scaled, allowing us to observe the changes in the
shapes of the curves. The adherence of the observed prod-
uct release curve to the zero-order kinetics theoretical curve
improves when r is decreased to 0.001 and it worsens when
r is increased. When r reaches unity, and the residence-time
bias is lost, product release becomes slower and less uni-
form even than first-order kinetics; furthermore, there is an
inversion effect for the number of legs—even though ini-
tial product release rates are higher for greater k, eventually
these walkers fall behind two-legged ones.
Varying the binding kinetics
In these simulations, we keep the catalysis fixed at the base-
line value of r = 0.01 but we vary the binding kinetics, i.e.,
the on-rates k+P and k
+
S .
In Figure 5, we decrease the on-rate for substrates ten-
fold, so that a leg is effectively repelled from substrates.
Comparing with the baseline results of Figure 3, while the
initial rates (dominated by catalytic cleavage) are not af-
fected, the product release curves diverge from zero-order
kinetics much sooner, presumably because the walkers are
diverted from exploration of fresh substrates and find them-
selves diffusing in their own local seas of product. If we also
decrease the on-rate for products we recover the original be-
havior as in Figure 3 (we reserve for future study the effects
of decreasing the two on-rates further towards the catalysis
rate, outside of the regime of rates measured for deoxyri-
bozyme walkers).
Varying the leg length
Keeping the chemical kinetics parameters at the baseline, we
now vary the geometry of the walker, namely its leg length.
The baseline leg length  = 2.5 corresponds to the molecu-
lar spiders used in laboratory experiments, Figure 3. If the
legs are made much shorter, as in Figure 6(a), spiders with
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too many legs become slower. A detached leg is too con-
strained by the maximum distance from the remaining legs’
attachment points, and it is impeded from finding fresh sub-
strates. Thus the product release of the 4-legged walker is
slower than first-order kinetics, but for the 6-legged walker
it is slowed down to even less than the 2-legged walkers’
pace.
On the other hand, if the legs are made longer, as in Fig-
ure 6(b), a moving leg has a greater probability of finding
a substrate when the walker is on the edge of the patch it
has grazed, hence we observe better adherence to zero-order
product release kinetics.
Dissociation
Since in our walker model the legs are uncoordinated, it is
possible for all legs of a walker to become detached. When
that happens, the walker is removed from the simulation—
indeed in control experiments Pei et al. (2006) we had mea-
sured the rates at which dissociation happened with molec-
ular spiders. However, in the model as well as in the lab-
oratory, dissociation is a rare event for the chosen baseline
kinetics. In Figure 7 we show the number of walkers present,
initially 100. Dissociation is a significant phenomenon only
for two-legged walkers; for walkers with more legs, simul-
taneous detachment is unlikely. Thus, dissociation is not
the primary cause of the drop-off in the product release rate;
rather increased dissociation is a consequence of the decay
into diffusion over products as each walker’s local area of
products grows, or as the neighboring areas merge: legs on
products detach much more frequently and thus the rate at
which dissociation events occur is much greater.
Discussion
Let us consider the model of Equation 1 as if occurring
in bulk solution, where the initial number of substrate
molecules is the same as the initial number of sites (40,000),
and the initial number of enzymes is equal to the total num-
ber of spiders’ legs (200 for two-legged spiders). As shown
in Figure 8(a), for r = 0.01 bulk release (black curve) is
nearly linear. On the other hand, in Figure 8(b) for r = 1
bulk release amounts to exponential decay. Thus, as r is de-
creased from 1 towards 0, bulk release improves from first-
order kinetics to zero-order kinetics. Spider release is also
shown, and it is in both cases slower than the correspond-
ing bulk release. After all, this should be expected from first
principles. (1) In a well-mixed solution, all potential sub-
strates are available to the enzyme. With spiders, this is not
the case because substrates are a local resource; whenever
the spider is diffusing in the sea of products, they are not
available at all. (2) Eventually some spiders completely dis-
sociate. These two effects make spider product release less
efficient than with the hypothetical bulk solution reaction.
Both these effects diminish as r is decreased from 1 towards
0. This explains why, for small values of r, product release
by spiders is nearly the same as bulk release, which in turn is
nearly linear. Thus, under suitable conditions, spiders are an
effective mechanism that allows an enzyme to visit surface-
immobilized substrates, yielding almost the same resultant
kinetics as in a perfectly mixed volume reaction.
Here we have studied a practically motivated problem:
the release of products in a bounded domain by a fixed fi-
nite number of walkers. In future work, we will explore the
behavior of walkers in an unbounded domain, such as the
plane. In this setting, there are known analytical results for
ordinary random walkers and for the simplest spider mod-
els Antal and Krapivsky (2012), namely that asymptotically
N(t) ∝ tlog t , and we shall examine how the catalysis and the
presence of multiple legs affect this behavior. It will be in-
teresting to connect the unbounded-domain behaviors with a
more detailed analysis of the bounded-domain cases, includ-
ing varying how the walkers are initially deposited (different
spatial distributions), and considering sources of injection.
.
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(c) r = 1.0
Figure 4: Varying the catalytic rate r: number of products
released as a function of time for 2-, 4-, and 6-legged walk-
ers.
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Figure 5: Varying the binding kinetics—“repellent” sub-
strates, k+P = 1000, k
+
S = 100: number of products released
as a function of time for 2-, 4-, and 6-legged walkers.
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(a) Short legs, = 1.0
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(b) Long legs, = 5.0
Figure 6: Varying the leg length: number of products re-
leased as a function of time for 2-, 4-, and 6-legged walkers.
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Figure 7: Number of walkers remaining as a function of time
for selected configurations.
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Figure 8: Comparison with bulk reaction: number of prod-
ucts released as a function of time, for 2-legged walkers.
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Abstract
In models of games, the indirect interactions between play-
ers, such as body language or knowledge about the other’s
playstyle, are often omitted. They are, however, a rich source
of information in real life, and increase the complexity of pos-
sible strategies. In the game of rock-paper-scissors, the sim-
ple monitoring of the opponent’s move before it was played
is a sufficient condition to trigger an arms race of detection
and misinformation among evolved individuals. The most
interesting aspect of those results is that they were obtained
by evolving purely chemical reaction networks thanks to an
adapted version of the famous NEAT algorithm. More specif-
ically, those individuals were represented as biochemical sys-
tems built on the DNA toolbox, a paradigm that allows both
easy in-vitro implementation and predictive in-silico simula-
tion. This guarantees that the specific motives that emerged in
this competition would behave identically in a test tube, and
thus can be used in a more generic context than the current
game.
Introduction
The game of rock-paper-scissors, while being simple, can
actually lead to interesting dynamics when it is played mul-
tiple times in a row. In particular, each player will try to
“read” their opponents in the hope of getting the upper hand.
However, if psychological factors are not taken into account,
that is, if players are purely logical, game theory predicts
that after a while, the optimal strategy becomes to play ran-
domly with no bias among the three possible moves (Smith,
1993). Variations of the basic rules exist, but are expected to
display the same kind of behaviors (from the point of view
of game theory) as the classic three moves.
Interestingly, this game can be a good description of many
mechanisms ranging from reproductive strategies of some
species of lizards (Sinervo and Lively, 1996) or bacteria
(Kerr et al., 2002) to oscillations in a gene regulatory circuit
(Elowitz and Leibler, 2000). In all cases, there are three pos-
sible moves, each strong against another and weak against
the remaining one. This usually leads to dynamical behav-
iors where the different players are constantly invading each
other, forming complex spiral structures in two dimensional
systems(Kerr et al., 2002; Reichenbach et al., 2007). Even
real life examples, such as the lizard example, display oscil-
lations in population size, with a turnover of approximately
six years, based on the field data of (Sinervo and Lively,
1996). Those dynamics may degenerate into a uniform pop-
ulation depending on the initial conditions, or such parame-
ters as the mobility of the players. On the other hand, they
may also occur even in a well-mixed system, where there
is no spatial compartmentalization to protect diversity, if a
given move gets stronger when it is less frequent (Frean and
Abraham, 2001) or if the system never stalls, like in the re-
pressilator (Elowitz and Leibler, 2000).
However, all those examples either suppose or require
that a given individual will always “play” the same move.
Indeed, the lizard will always have the same size and col-
oration, bacteria the same genotype and genes in the repres-
silator are not expected to arbitrarily change which target
genes they inhibit. From a strategic point of view, more pos-
sibilities open when each agent can decide, at each time,
which move he wants to put forward. In such a case, some
form of knowledge of the opponent becomes necessary in
order to infer his probable next move and play accordingly.
This knowledge is obtained from two sources: cheating and
analysis of the opponent previous moves. “Cheating” here
designates the fact of obtaining clues about an opponent
from its behavior just prior to the game, not in the nega-
tive sense of making a game uninteresting by bypassing the
rules. Note that cheating in this sense is both an integral
part of most human plays and of biological strategies, and
in any way is an essential ingredient of any physically in-
stantiated game. In fact, instantaneous moves and decisions
are not possible in a physical world, which means that in-
formation is always leaked somehow. This fact was used by
the Ishikawa laboratory in Japan to program a robot hand
(Namiki et al., 2003) reacting fast enough to hand gestures
to be able to always win against a human (video online).
While both cheating and strategic analysis requires sig-
nificant abilities and are generally associated with intelli-
gent players (or at least, players with intents), we wanted to
demonstrate in this paper that purely molecular systems are
also capable of intricate strategies, whose complexity can
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be comparable to that of real players. Indeed it has been re-
cently demonstrated that Turing universality can be achieved
through the sole use of chemical reactions (Magnasco, 1997;
Soloveichik et al., 2010; Cardelli, 2011). Moreover, practi-
cal bottom-up approaches have been proposed to actually
instantiate arbitrary reaction networks (Seelig et al., 2006;
Qian and Winfree, 2011). However, experimentally, only
relatively simple tasks (equivalent in complexity to those
performed by the most basic electronic circuits) have been
demonstrated. Even from a theoretical standpoint only quite
simple systems have been proposed, very far from the in-
tricacy observed in the case of cellular regulation maps, or
even bacterial behaviors.
The individuals we evolved were defined as entities from
the DNA toolbox (Montagne et al., 2011), a particular
paradigm to define DNA-based computing systems. In par-
ticular, we build on a unique feature of the DNA toolbox,
which is to couple a generalized experimental strategy for
the in vitro building of reaction networks to the availability
of straightforward (if large, from the point of view of equa-
tion solving) quantitative models. These models allows ex-
act mathematical predictions and thus allow to perform both
in vitro and in silico designs in parallel.
Individuals were evolved through an adapted version of
NeuroEvolution of Augmenting Topologies (NEAT) (Stan-
ley and Miikkulainen, 2002), dubbed bioNEAT, using a fit-
ness function based on how well they fared in a population-
wide tournament. To our surprise, the apparition of a ba-
sic memory was not hard, but was almost immediately dis-
carded, as it was not able to compete against cheating. Due
to the necessity of having both players in the same well-
mixed environment, it was much more efficient for an indi-
vidual to actually develop a way to monitor the actions of its
opponent while hiding its own move. When pushed to the
extreme, this strategy produced interesting dynamics where
individuals went through multiple moves before the end
of the countdown, trying to settle into a winning position,
eventually leading to some fashion of oscillatory systems.
The mechanisms used for those purpose were interesting in
themselves, including concentration comparators or system
with multiple levels of activation, giving, through motif min-
ing, insight into the possibilities of the DNA-toolbox. This
showed that indeed, the behavior of purely molecular sys-
tems, corresponding to a realistic, directly implementable
chemistry, can be interpreted in terms of complex strategic
planning.
Related Work and Current Contributions
Our work builds on multiple sources since it mixes design
by genetic algorithm with molecular programming. Game
theory was also an important source of inspiration, and was
useful to check that our evolved individuals are playing in a
way that differs from hypothetical “perfect” players.
Rock-paper-scissors
There are also many previous works related to the game of
rock-paper-scissors. However, to the best of our knowledge,
they either use individuals which are only capable of play-
ing one move, or link existing dynamics to an instance of the
game. The evolution game theory study in (Smith, 1993)
is the closest to our work, but lacks the added dimension
that comes with dealing with cheating or leak of information
(Cook et al., 2012). While DNA-based systems can hardly
be described as having any form of intelligence, it is easy to
rationalize their behavior as cheating, a very real possibili-
ties among human players that is not taken into account in
(Smith, 1993).
Motif Mining
The idea of using DNA computing to play games has been
previously introduced (Macdonald et al., 2008). Finding
systems able to play a game is in itself a challenge that leads
to developing new structures, and potentially solve issues re-
lated to real life problems. However, the use of evolutionary
algorithms (Eiben and Smith, 2003) stand as a promising
candidate to search for interesting reaction circuits. From
the structural point of view, the analysis of the fittest indi-
viduals of specific runs revealed common functional motifs,
which may help build new systems. This is the fundamen-
tal approach of synthetic biology, in which biological mod-
ules are recombined to perform engineered operations (Pur-
nick and Weiss, 2009). In particular, it was interesting to
note that, although actual patterns may vary from individu-
als to individuals, it was possible to classify them into rough
generic categories. This could be used to create minimal
libraries of structures for dynamic systems, that is, off-the-
shelves building blocks like those defined in (Rodrigo et al.,
2011). Such libraries would in turn allow the fast and reli-
able development of complex DNA-based systems. While,
in our case, the structures evolved by the algorithm are pos-
sibly not generic enough to be useful in any given context,
they still have potential applications for the design of a vari-
ety of such systems.
Model
The DNA toolbox
The DNA toolbox (Montagne et al., 2011; Padirac et al.,
2012) is a set of three modules designed to reproduce gene
regulation networks dynamics with a simple framework.
Those modules, namely activation, autocatalysis and inhi-
bition, use solely DNA strands and enzymes, making both
modelization and implementation of systems straightfor-
ward (at least when compared to the in-vivo lego networks of
synthetic biology). DNA sequences have two possible roles:
either signal (simply designated as sequences in the follow-
ing) or templates. The templates are the backbone of DNA
toolbox systems, and are used to generate a specific signal
Synthetic and Systems Biochemistry and Biological Control
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Figure 1: Graphical representation of systems from the DNA
toolbox. Nodes represent sequences while arrows represent
templates. The Oligator (left) can be mutated into a bistable
in two steps. First, an autocatalysis connection B to B with
an inhibition from A is added. Then, the activation from A
to B is removed. Note that those two operations may happen
in any order.
from another signal. Specific sequences can also be gen-
erated to inhibit a given template. Since they represent the
“code”, templates are kept stable over time, and are chem-
ically protected against enzymatic activity that could affect
them. Signal sequences, on the other hand, are continuously
degraded to keep the system dynamic.
The important feature of the DNA toolbox activatory and
inhibitory modules is that they are arbitrarily connectable
to each other. The designer of the network freely defines the
pattern of interactions by assigning the sequences of the tem-
plate through Watson-Crick complementarity. For example,
a cascade of activation reaction is obtained by mixing a num-
ber of bidomain templates such as AB, BC or CD, where A,
B, C, D, and so on represent orthogonal 11mers. The Oli-
gator from (Montagne et al., 2011), a simple oscillator, is
obtained by combining the three templates AA, AB and BIaa
(where Iaa represent the inhibitor of AA). The graph of this
system can be seen in Figure 1, left.
One interest of the toolbox in the scope of genetic algo-
rithms is that any modification of the “genome” of an indi-
vidual (that is, the sequences and templates it is made of,
not to be confused with the hypothetical genome their ac-
tual DNA strings are encoding) still yields a valid individual
(albeit a possibly uninteresting one), and that a wide range
of possible behaviors are very few modifications apart. For
instance, bioNEAT (see next Section) can jump in two steps
from the Oligator (Montagne et al., 2011) to Padirac et al.’s
bistable system (Padirac et al., 2012), as shown in Figure 1.
This helps the algorithm navigating the search space more
efficiently, as well as preventing, to some degree, the trap of
local optima.
Individuals and encoding The individuals we consider
are chemical reaction networks playing rock-paper-scissors.
Each possible move (rock, paper or scissors) is mapped to
a specific chemical species (DNA sequences, more specif-
ically signal sequences from the DNA toolbox). Those
species are fixed in advance, so that they are always present.
Individuals also have references linking to potential oppo-
Figure 2: Simple cheating individual displaying both direct
and indirect monitoring. Nodes in the dashed box are refer-
ences to the opponent’s sequence (up) or to the clock (right).
By default, this individual will play rock (R). If its opponent
plays rock or paper (P), it will update to play the winning
move. Note that this individual does not use the clock.
nents’ corresponding sequences. The main goal of this inter-
face is to allow individuals to react to the opponent’s moves
and adapt their strategy over time. Finally, all individuals
have a reference to a common clock species, giving them a
sense of time. An example of individual is shown in Fig-
ure 2.
Individuals are pitted against each other in matches made
of ten rounds. The beginning of a round is marked by a spike
from the clock sequence. At the end of a round, roughly 20
times the clock’s half-life later, an individual’s move is de-
cided by which of its move sequences has the highest con-
centration. If the two highest or all such concentration are
not different by at least a given threshold, the move is con-
sidered invalid, granting the victory to the opponent. Indi-
viduals can potentially memorize their opponent’s strategy,
since there is no reset between rounds.
Simulations The simulation itself was kept simple, with
a model similar to that of Padirac et al.. In particular,
this model doesn’t take into account enzyme saturation.
This prevents some advanced strategies (since saturating en-
zymes may be in itself a way to kill one’s opponent, thus
winning by default) and allows individuals to grow without
limitations, continuously increasing their size. Since enzy-
matic saturation creates hidden couplings between the nodes
(Rondelez, 2012), removing it was taken as a step to insure
the readability of the results. Thanks to this, the behavior
of the network - and hence the individual’s strategy - is di-
rectly encoded by the networks of cross regulations between
the nodes, and not by various type of competitive inhibitions
acting at a global level. Using this simplified model is also a
compromise between computational requirements and pre-
Synthetic and Systems Biochemistry and Biological Control
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cision, but any observed behavior should be obtainable in
real in-vitro experiments.
bioNEAT: NEAT for Reaction Networks
The evolution of individuals was done by using a modi-
fied version of NeuroEvolution of Augmenting Topologies
(NEAT) (Stanley and Miikkulainen, 2002), adapted to per-
form with simulated individual networks built using the
DNA toolbox paradigm instead of artificial neural networks.
The evolution itself was performed through multiple runs
and tweaking of the fitness function.
NEAT
NEAT is a state-of-the-art evolutionary algorithm designed
to evolve both the topology and the parameters of neural net-
works, while keeping them as simple as possible. This is
done by starting from very simple individuals, and progres-
sively complexifying them in a competitive process. This
is performed through the addition of new nodes and con-
nections, while at the same time modifying the weight of
existing ones.
The major strength of NEAT is that it keeps tracks of
when specific connections or node where added in the an-
cestry line. This allows to perform meaningful cross-over:
identical elements present in two individuals, are automati-
cally recognized and matched during the creation of a new
individual from two parents. Additionally, mismatching el-
ements from the fittest individual are also passed along.
NEAT also performs speciation to protect innovation that
could require more than one step to find a new, better solu-
tion to the problem at hand. Specifically, the size of a species
depends on the average fitness of its individuals, preventing
one type of solution to completely invade the population.
Moreover, speciation is easily performed, since the history
of evolution of individuals is saved, giving a straightforward
distance between individuals based on the genes they pos-
sess.
bioNEAT
Due to the initial ressemblance between reaction network
and artificial neural network, NEAT stands as a relevant
option for optimizating toobox-based systems. In particu-
lar, systems from the DNA toolbox have a straightforward
edge/node graph representation similar to neural networks:
DNA sequences can be directly mapped to nodes, and con-
nections with positive weights are equivalent to activation
links. However, the DNA toolbox cannot be directly imple-
mented using the original NEAT for two reasons. Firstly,
additional parameters regarding sequences stability and ini-
tial concentration must be added. Secondly, negative links
targetting nodes must be replace by inhibitory links target-
ting arcs.To address these issues, we introduce bioNEAT, a
NEAT-derivative that is able to optimize reaction networks.
A first feature of bioNEAT is to allow the GA to not only
modify the “weight” of connections (that is, the concentra-
tion of DNA template, in our representation), but also the
relevant biological parameters (such as the thermodynami-
cal stability of DNA sequences and their initial concentra-
tions). The thermodynamical parameters of the move se-
quences was fixed to prevent individuals to use extremely
stable sequences to saturate the monitoring of their oppo-
nents. In the particular case of the experiments described
hereafter, we also prevented activations toward the opponent
or the clock.
The second feature of bioNEAT addresses the asymmetry
between activation and inhibition process that is inherent to
the DNA toolbox, and which cannot be modelled as a clas-
sic neural networks link with positive and negative weights.
While the sign of a neural weight simply encodes the type
of the connection and target a node, a DNA toolbox’ in-
hibitor targets an edge (and impact only one of the output
from the source node) rather than a node. Moreover, an
inhibitor cannot be instantiated without the template it in-
hibits. As a consequence, bioNEAT protects the addition of
an inhibitory connection (and removal of a particular tem-
plate) during evolution. Then, bioNEAT produces reaction
network with inhibitory connections from node to link.
Fitness Score
Scoring of an individual uses a lexicographic fitness func-
tion taking place in two steps. First, the individual has to
beat the three most basic possible players, playing respec-
tively only rock, paper or scissors. This ensures that our
individuals are able to play all moves, and to play them dis-
cerningly. Individuals unable to pass this test are awarded a
very small fitness, based on the number of rounds they have
won, directing the evolution toward basic strategies. On the
other hand, individuals which were able to pass the test are
awarded the right to enter the second phase.
The second phase is a simple tournament among all re-
maining individuals: each of them has to fight each of the
others. The fitness is then based on the amount of correct
moves made in total. A sample match is shown in Figure
3. Because of this, the evolutionary pressure forces the in-
dividuals into an arms race, to be able to defeat as many
opponents as possible.
Results
Results were obtained by evolving individuals in 10 separate
runs, always starting from a uniform population of individ-
uals with autocatalysis on the rock sequence (thus playing
always rock). A typical run involved 200 generations of a
population of 100 individuals. bioNEAT speciation control
loop is adjusted to keep the number of species as close as
possible to 10. Other relevant parameters are shown in Ta-
ble 1. Over the course of the experiment, various kind of
strategies emerged before getting outdated or integrated into
Synthetic and Systems Biochemistry and Biological Control
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Figure 3: Two fighting individuals. References to the op-
ponent’s nodes are shown in the dashed box. Top: the ac-
tual network of those individuals. Bottom: the correspond-
ing behavior over time. The color code for sequences con-
centration is red for the clock, green for rock, blue for pa-
per and purple for scissors. The individual on the right has
a better comparison mechanism than the individual on the
left, as shown by the fact that it has the correct move be-
fore the match starts. However, the individual on the left
uses the clock to fake switching his move from scissors to
rock, which coerce its opponent to update its move to paper.
Just before the round is validated, the individual on the left
changes its move again to scissors, winning each hands.
more complex control systems. However, in our runs, a sta-
ble group of species typically appeared after 50 to 100 gen-
erations and quickly took over the population until the end
of the run. They represent individuals which had developed
part or all of the mechanisms explained later in this Section,
and the apparent stability was only due to a constant arms
race, where individuals kept adding more and more modules,
while those who couldn’t keep up where discarded. How-
ever, since our fitness can only compare individuals among
a given generation, its evolution over time does not reflect
the global improvement of individuals. This prompted us to
perform a post-mortem analysis of our individuals by mak-
ing the best of each generations of a given run fight each
other, highlighting a progressive improvement of our indi-
viduals, as shown in Figure 4. In particular, the logarithmic
shape of the curve goes well with the idea that the efforts re-
quired to overcome one’s opponents are greater and greater
as the simplest strategies get commonly countered.
Cheating
The easiest, and thus first strategy evolved is actual cheating.
Since they have references to what each other will play, and
continuous access to current concentrations, the individuals
monitor the action of their opponent and try to play accord-
ingly. A minimal example is shown on Figure 2. Cheating
can be of two kinds: either using a direct connection (“if my
opponent plays rock, I will play paper”), or an inhibition (“if
General parameters
Population size 100
Number of generations 200
Speciation parameters
Targeted number of species 10
NEAT compatibility parameters c1 = c2 = 1; c3 = 0
Initial speciation threshold 0.6
Minimal threshold 0.1
Threshold update  0.03
Mutation parameters
P(Mutation only) 0.25
P(Parameter mutation) 0.9
Otherwise P(Add node) 0.2
Otherwise P(Add activation) 0.2
Else add inhibition
P(Connection disabling) 0.1
P(Gene mutation (for each node)) 0.8
Crossover parameters
P(Interspecies crossover) 0.01
P(Re-enabling gene) 0.25
Table 1: Parameters used to evolve individuals
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Figure 4: Top: average a posteriori fitness of the best indi-
viduals, as well as minimum, maximum, first and third quar-
tiles. While noisy, the curve still shows an increasing trend
similar to that of a logarithm. Bottom: the average num-
ber of templates in individuals over generations in a typical
run. The trend is similar to that of the fitness, showing that
bloating stays within acceptable limits.
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Figure 5: Basic mechanisms observed in individuals. (a.)
Noise generation with two activation level. When the ad-
ditional path is inhibited, the main sequence will still have
a high concentration, but not high enough to be this turn’s
move. (b.) A given move’s concentration is kept low for
some time by being inhibited by the clock sequence C. (c.)
A very simple feint: while pretending to play rock (the se-
quence R) has a non-zero concentration), the individual is
actually playing scissors (S), which would win against the
expected reaction of the opponent. This mechanism is often
decorated with various other systems to balance the concen-
trations of one sequence relatively to the other. (d.) Simple
comparison mechanism. The reaction path from the oppo-
nent’s move will only be activated if the concentration of
paper (P) is high enough, compared to the concentration of
rock (R). (e.) A fold change detector, allowing the moni-
toring of the increase in the concentration of the rock (R)
sequence of the opponent. Often, the detection will happen
after a first amplification of the monitored signal.
my opponent plays rock, I will not play scissors”). Cheating
leads in some cases to the apparition of oscillatory behav-
iors, as both individuals are both trying to play the winning
move.
Defense mechanisms
Once cheating appears, it quickly spreads among the whole
population, either by cross-over, elimination of individuals
which could not adapt, of by parallel discovery of the mech-
anism. From there on, the only way to improve is to de-
velop mechanisms against the other cheater’s spying while
at the same time improving the monitoring of its current
move. Many defenses where expressed among the evolved
individuals, but can mainly be separated into five categories:
noise generators, stealth, feint, concentration comparators
and fold change detectors. Representatives of all those cate-
gories are shown in Figure 5.
Noise generators are the easiest form of defense. Since
it is fair to assume that the opponent will monitor at least
two move sequences to decide its own next move, a sim-
ple yet efficient way to keep it off track is to continuously
generate all sequences. This is a valid action, since only
the highest sequence decides which move is played. Hav-
ing a weak autocatalytic connection is enough, as long as
there is a way for the other sequences to become lower (re-
member that an individual has to be able to play all moves
to have a good fitness). Often, such sequence will have an
additional catalytic loop using an additional sequence. This
loop is only activated when this sequences is supposed to
be played. This simple mechanism allows the individual to
have multiple activation levels (by opposition to just “on”
and “off”), with a better control on the final concentration of
the target sequence rather than using activation mechanisms
from different possibly not trustworthy part of the system.
Stealth is the complementary of noise generation. In-
stead of hiding one’s true move among decoys, it is kept
at a concentration as near to zero as possible until the last
moment. This technique relies on monitoring the clock se-
quence, since timing is extremely important. The clock se-
quence is used to generate a large amount of timer, which
in turn inhibits a specific move. If the inhibition is stable
enough, the target sequence will be kept low until the timer
has been degraded. If the delay is not long enough, the op-
ponent will still have time to read and adapt. On the other
hand, if the delay is too long, the move will not be valid.
Part of the system dedicated to this mechanism seems to be
very stable over generations, since it is based on a delicate
balancing of parameters where any change can prove deadly.
Feint resembles closely the previous two strategies, but
uses a different structure. In this case, the individual spoofs
a specific move (say “rock”), but this very move also ac-
tivates the generation of the real move (for instance “scis-
sors”), often through a long activation path to generate de-
lay. It relies on the fact that the opponent will try to adapt
to the perceived move, and won’t be able to react in time to
the change. The system may be reset by the clock, or by a
change in the opponent’s perceived move.
As the direct monitoring of sequences became less and
less reliable, structures to compare absolute concentrations
as well as detect sudden modifications became more and
more common. Concentration comparison is done through
the inhibition of a reaction path if its activation is not strong
enough compared to the reference. Since this inhibition
originates from the monitoring of another sequence, the first
pathway is activated only if the first sequence has a higher
concentration. Of course, by tuning the strength of pathways
and inhibition, it is possible to have more specific control
over the targeted ratio between the two sequences. For in-
stance, it would be possible to slightly modify the system
to inhibit the reaction path only if the compared sequence
has a concentration multiple times higher than the reference
sequence. This defense mechanism is used to counter noise
generators and feints.
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The last technique commonly spread among individuals
is a way to detect concentration increase. While concen-
tration comparison is able to detect that a stealthy move is
being played, it is only able to do so once the move became
dominant (which, if the other player is timing right, should
be too late). However, by using a monitoring coupled with
incoherent feedforward, individuals are capable of detecting
rapid variations in concentration, which would be a sign that
their opponent is about to switch their move. Some indi-
viduals also pretended to switch their move to throw such
defense technique off guard, but this was quickly countered
by a mix of both direct comparison and incoherent feedfor-
ward.
Memory vs cheating
Quite early on, individuals with a basic memory, such as the
bistable from Figure 1, appear in the population. However,
those individuals were too “naive” in the sense that they had
no defense against cheaters. Moreover, cheating requires
about the same amount of mutations to appear, or even less if
partial (that is, the individual can read some moves, but not
all). For this reason, it seems that it is much more advan-
tageous for individuals to focus only on attack and defense.
This prevented the reapparition of memory in later genera-
tion, leading to purely reactive individuals.
The arms race
Looking at individuals over time shows the apparitions of
the different cheating and defense mechanisms over time,
with a noticeable complexification of the best individuals.
Figure 6 shows such individuals at different times of a spe-
cific run, highlighting the apparition of various mechanisms.
The logical conclusion of this evolution strategy is that
individuals with high fitness in a given generation have very
little, or even no structures that are not related to cheating
and defeating. Even when they exist, such structures are mu-
tated during the next few generations to serve some attack or
defense purpose. We performed an a posteriori evaluation
of the fitness to check whether this increase in individuals
size was indeed justified or only bloating. By performing
this evaluation, we get a sense of the improvement of indi-
viduals over time that cannot be deduced from the lexico-
graphic fitness used for evolution, since the later one only
compares individuals from a given generation. The fitness
itself is computed by making the best individual of all gen-
erations fight each other and score points in the same fashion
than in the second part of the lexicographic fitness.
The trend of the a posteriori fitness also implies that there
is no cyclic effect. While the lexicographic fitness guaran-
tees that all individuals have the capacity of playing any
move given the right conditions, there could be more ad-
vanced strategy displaying such cyclic dynamics. For in-
stance, individuals using stealth are beaten by individuals
using incoherent feedforwards, which could have been, in
Generation 10: partial cheating.
Generation 14: complete cheater.
Generation 109: stealth. The clock sequence (here designated A)
hides a move (b).
Generation 122: fold change detector. The sequence c both
activates and inhibits the creation of a. However, the activation
path is longer than the inhibition path, meaning that a (rock) is
only activated by this module if the concentration of c (scissors) is
decreasing. Since c is directly linked to the opponent’s b (paper),
this individual is protected against stealthy play of b.
Figure 6: Individuals generated during a run. The color
of activation nodes indicates their stability, going from red
(very unstable) to blue (very stable). Green nodes are in-
hibitors. The notation for the moves rock, paper and scis-
sors is respectively a, b and c. References to the opponent’s
sequences are designated by a leading C. A represents the
clock.
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turn, beaten by another strategy that is weak against stealth.
Since the fitness increase is monotonic (if we ignore the
noise), we can conclude that the arms race is open-ended,
with complexification of individuals the only possible way
to improve.
We could also note that the arms race pushes individuals
to perform well within their own ecosystem, but not always
optimally. For instance, the individual from generation 122
in Figure 6 only defends against stealthy changes in the con-
centration of “paper”, leaving it open to the exact same strat-
egy, if performed on another move. However, it is easy for
a human designer to take inspiration from those modules to
create an “optimal” player.
Conclusion
In this work, our first hope was to observe the emergence of
memory to allow non-trivial strategies at rock-paper-scissor
using bioNEAT, a modified version of NEAT designed to
evolve chemical reaction networks from the DNA toolbox.
However, the very rules, derived from experimental settings,
we set for the games prevented this mechanism from being
efficient. Instead, increasingly complex cheating seemed
to be the best answer. However, this is not the only thing
we learned from this exercise. While having DNA sys-
tems compete against each other and evolve new (cheat-
ing) strategies can be a goal in itself, the systems evolved
along the way gave us also more insight about DNA com-
puting systems. In particular, it was possible to observe
the emergence of particular structures with interesting dy-
namics, which may prove useful to a human trying to de-
velop DNA systems, like with the libraries of (Rodrigo et al.,
2011). It could be also interesting to make individuals com-
pete against a human designed “optimal” cheater and see if
they can evolve even more advanced strategies to counter
it. Furthermore, since the DNA toolbox mimic the behavior
of gene regulatory circuits (Montagne et al., 2011), an open
question would be whether those mechanisms appear in real
life or if they are only valid in the toolbox. Also, it would be
interesting to extend the current systems to take into account
reaction-diffusion and be able to play more complex games.
There is little doubt that such systems will have their own
share of remarkable mechanisms.
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Abstract
We construct and analyze a discrete fitness landscape called
metabolic adjustment landscape, from sub-networks covered
by different productive flux distributions of a metabolic net-
work. The topological structure of this landscape, i.e., the lo-
cal minima and saddle points, can be compactly represented
as a hierarchical structure called barrier tree. The switching
from one local optimal flux pattern to another one is accom-
panied by adjustment costs, since genes have to be turned on
or off. This phenomenon gives raise to saddle points in the
metabolic adjustment landscape. Our approach allows calcu-
lating the minimal cost pathway that connects any two local
minima in the landscape. Furthermore, our method yields a
detailed ordering which reactions have to be (de-)activated to
switch from one flux distribution to another one with minimal
adjustment costs. Such a mechanistic hypothesis can guide
experimental verification. We apply our approaches to a net-
work describing the central carbon metabolism of E. coli.
Introduction
In recent years information from high-throughput sequenc-
ing and metabolomics has been integrated into genome-
scale high quality reconstructions of metabolic networks of
various organisms (Thiele and Palsson, 2010). These net-
works are a valuable computational resource in areas such
as metabolic engineering, white biotechnology or synthetic
biology. In particular questions how changes in the genetic
setup of organisms influence the distribution of mass fluxes
through a metabolic network have shifted into the focus of
research. Flux balance analysis (FBA) (Orth et al., 2010) is
among the most popular computational techniques to calcu-
late such flux distributions. Since FBA is an optimization
method, the organismal phenotype is usually defined in the
form of a biological objective function (Feist and Palsson,
2010) which is optimized under additional constraints that
balance or impose bounds on the system.
Another set of fundamental question, very appealing to
theorists, focus on how catalyzed reaction networks, i.e.
metabolisms, evolve and how novel reaction chemistry
emerges during the evolutionary process. In Forst et al.
(2006) it was shown that the structure of metabolic net-
works at the level of the individual chemical reactions, con-
tains enough information for the accurate reconstruction of
the phylogenetic relationships. In Flamm et al. (2010) a
graph grammar based computational framework for the co-
evolution of the enzymes and the metabolic network was
described and several scenarios of metabolic network evo-
lution were analyzed. Complexity questions on how to find
chemical motifs in chemical reaction networks were ana-
lyzed in Andersen et al. (2012). In Schuetz et al. (2012)
a large data set of flux distributions measured with 13C-
labeling experiments was analyzed to unveil the principles
that govern the distribution and change of metabolic fluxes
in E. coli under varying conditions. A multi-objective opti-
mization approach together with FBA was used since a com-
bination of several competing objective functions turned out
to be best suited for the analysis of the entire data set. In-
terestingly the study found that flux distribution in E. coli is
governed by the principle of maximizing production only up
to the degree where an easy switch of nutrients is still possi-
ble. This behavior seems to be a perfect adaption of E. coli’s
metabolism to a fluctuating environment where a sudden de-
ficiency of a set of nutrients can be compensated by a switch
to other ones accompanied by an easy restructuring of the
original flux distribution to the new situation. This comes at
the cost that production of compounds (e.g. for building up
biomass) in the metabolic network can never be fully maxi-
mized to the theoretical limit within the metabolic network
of E. coli.
While there are several sophisticated computational meth-
ods to assign one “optimal” flux distribution to a metabolic
network (for a review see Lewis et al. (2012)), to the best
of our knowledge, this is the first study that analyzes the en-
tire variety of (optimal) flux distributions over a metabolic
network with a fixed genetic setup, but varying activity for
subsets of genes in the discrete landscape metaphor.
The brief outline of this paper is as follows: we will first
introduce barrier trees for discrete fitness landscapes. Then
we will explain different methods how to create metabolic
adjustment landscapes, which we use for barrier tree ana-
lyzes. We expect the reader to be familiar with the concept
of FBA, for an in depth introduction we refer to (Palsson,
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2006). In the results section we will first present an artificial
example to illustrate our approaches, and then analyze two
metabolic adjustment landscapes of E. coli.
Barrier Trees
The switching between different productive flux distribu-
tions is accompanied by flux adjustment costs, since genes
have to be regulated to achieve the change in the flux dis-
tribution. This raises saddle points which connect basins
associated with optimal (productive) flux distributions. It
seems therefore natural to apply the theory of discrete fitness
landscapes to characterize the discrete landscape induced by
flux adjustment costs and to get a deeper understanding of
its topological and functional structure.
Formally, we define a landscape as a triple (X;N ; f) con-
sisting of a set of configurations X , a topological structure
N that determines the mutual accessibility of configurations,
and a cost or “fitness” function f : X → R. In our case ele-
ments in X will be metabolic networks. The neighborhood
relation N is typically defined by the “move set”. In this
contribution we will restrict ourselves to the simplest case
in which the configuration space (X;N) is a finite directed
graph G = (X;E) with vertex set X and edge set E. Here
edges connect configurations that can be inter-converted by a
single move. (If the move-set is symmetric, (X;N) can also
be represented as an undirected graph.) The fitness value of
the lowest saddle point separating two local minima x ∈ X
and y ∈ X is
fˆ [x, y] = min
p∈Pxy
max
z∈p f(z) (1)
where Pxy is the set of all paths p connecting x and y by a
series of consecutive operations from the move set.
If the fitness function is non-degenerate, i.e., two config-
urations have distinct fitness values, then there is a unique
saddle point s = s(x, y) connecting x and y characterized
by f(s) = fˆ [x, y]. The extension to degenerate fitness func-
tions is discussed in detail in Flamm et al. (2002). To each
saddle point s there is a unique collection of configurations
B(s) that can be reached from s by a path along which the
fitness value never exceeds f(s). In other words, the con-
figurations in B(s) are mutually connected by paths that
never go higher than f(s). This property warrants calling
B(s) the valley or basin below the saddle s. Furthermore,
suppose that f(s) < f(s′). Then there are two possibili-
ties: if s ∈ B(s′) then B(s) ⊆ B(s′), i.e., the basin of
s is a “sub-basin” of B(s′), or s /∈ B(s′) in which case
B(s)∩B(s′) = ∅, i.e., the valleys are disjoint. This property
arranges the local minima and the saddle points in a unique
hierarchical structure which is conveniently represented as a
tree, termed barrier tree.
Landscapes of Metabolic Adjustment
Networks
A metabolic (reaction) network, is usually represented as a
hyper-graph, where the nodes indicate the set of chemical
compounds that are connected by hyper-edges correspond-
ing to the set of chemical reactions R. The power-set of R
induces a whole series of “smaller” instances of metabolic
networks, where a subset of reactions is removed from the
original metabolic network. A metabolic adjustment land-
scape is a directed graph (X,E) with a vertex set (or config-
urations) X , where each vertex x corresponds to one of the
metabolic network induced by an element of the power-set
of R. The topological structure of the metabolic adjustment
landscape is defined by the neighborhood functionN , which
determines how the “different” metabolic networks are con-
nected via operations from the move set. In the simplest case
the move set is defined by adding or removing exactly one
reaction. An edge is labeled with the name of the reaction
that has been added or removed (see right of Fig. 1). If the
reaction is removed, there is a “-” in front of the name. Two
vertices are connected by two edges going in opposite direc-
tions, if it is possible to go from one network to the other
by adding/removing a reaction. The aforementioned con-
figurations space is converted into a discrete landscape by
assigning a fitness value f(x) to each configuration x. How-
ever, some of the networks are not “viable” in the sense, that
these networks cannot support flux between predefined input
and output nodes. The viability of a network is decided by
running a FBA with a predefined objective function. If the
network is viable the assigned fitness value is the number of
reactions in that network and infinity otherwise. The rational
behind this fitness function is, that the expression of genes,
to provide the corresponding chemical transformation in the
network in the form of enzymes, is a costly process. In that
sense the chosen fitness function quantifies the active or ex-
pressed portion of the genetic setup i.e. all possible enzymes
encoded in the genome of an organism. More formally
f(x) =
{
|x| if network x is viable
∞ otherwise, (2)
where |x| is the number of reactions (or hyper-edges) in a
metabolic network x ∈ X .
Unrestricted and Restricted Landscapes
Furthermore, we distinguish two cases of metabolic adjust-
ment landscapes. First, the unrestricted case, where any ac-
tive reaction can be removed and any inactive reaction may
be added. In other words two networks are connected if their
symmetric difference consists of exactly one reaction. Since
any reaction can be removed or added networks can be gen-
erated which cannot support flux between source and sink
nodes. Hence, unviable networks are valid configurations
in unrestricted metabolic adjustment landscapes. Second,
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the restricted case, where adding and removing reactions is
constrained by the following rationales: (i) reactions which
would cut the last connection between source and sink nodes
cannot be removed (this guarantees, that every network is
viable) (ii) reactions can be inserted if all their reactants are
produced by “other” reactions already in the network (iii)
reactions can be removed if they do not disable following
reactions. A reaction is disabled if no other reaction pro-
duces its reactants.
Fitness Functions for Networks in Metabolic
Adjustment Landscapes
The standard fitness functions used for FBA are usually de-
fined via a deviation to a given target flux, aiming at biomass
production, or aiming at maximizing the production of one
or more products. For a critical assessment of the assump-
tions made in FBA see Schuster et al. (2008). All these fit-
ness functions do not account for the fact, that adding a re-
action to a metabolic network induces costs (i.e., the genetic
setup needs to be more complicated, as the corresponding
enzymes need to be available). More formally this can be
phrased as a Lemma.
Lemma 1. Within the landscape of a metabolic adjust-
ment network, any of the standard fitness functions for FBA
(Schuetz et al., 2007) leads to a barrier tree with exactly one
leaf node.
Proof. A landscapes of metabolic networks has a barrier tree
with exactly one leaf node (i.e., a barrier tree without any
barriers) iff the landscape is (possibly weakly) unimodal. To
show the unimodality, consider a flux balance analysis on
a metabolic network x that reaches an optimal fitness score
f(x, v) with a certain optimal flux distribution v (the flux
vector v assigns fluxes to all reactions). The core observa-
tion to be made is, that extending network x to a network x′
can not lead to a worse fitness score, as the flux induced by
v in the extended network reaches at least the fitness score
f(x, v) in the network x′. Adding all possible reactions suc-
cessively will therefore always lead to the best possible fit-
ness score (without the need to cross a barrier) and two strict
local minima can not exist in the metabolic adjustment land-
scape.
Based on the above observation that no barriers can ap-
pear if a standard fitness functions for a FBA is used to an-
alyze metabolic adjustment landscape, we use as a natural
motivation in creating a new fitness function, that adding
a reaction needs to be penalized, i.e., the genetic setup is
more complicated. We therefore defined the fitness function
as given in Eqn. 2. Note, that this ensures that extending
a metabolic network by a reaction leads to a worse fitness
score, even if the added reaction is not used in an optimal
flux in the extended network (where optimal is meant wrt. to
the objective function used for the FBA) .
c_1
R_1
2
c_6
R_4
1
c_2
1
c_3
1
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2
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1
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[R_1, R_3, R_4]
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Figure 1: Toy example for a restricted metabolic adjustment land-
scape: The four given reactions are R1, . . . , R4, educts are c1 and
c6 (green circles), and the target compounds are c5 and c7 (blue cir-
cles). Left: the metabolic network consisting of all reactions, the
stoichiometric coefficients of the reactions are given by the weights
on the hyperedges. Right: the resulting restricted metabolic adjust-
ment landscape.
Fig. 1 shows an illustrative example with four reactions
R := {R1, . . . , R4}, the set of educts is {c1, c6} (sources),
and the set of products is {c5, c7} (sinks). The restricted
landscape has two nodes only, the fitness values of the two
metabolic networks are 3 (in the network without reaction
R2) and 4 (in the network with R2). The unrestricted land-
scape consists of 2|R| = 16 metabolic networks. The addi-
tional 14 metabolic networks are all unviable, since removal
of reactions R1, R3 or R4 disconnects the last path between
the source and the sink nodes, rendering a productive flux
impossible. Therefore the fitness value of these networks is
set to∞.
Results
In the first part we will present results for an artificial ex-
ample to illustrate our approach to infer a barrier tree from
a metabolic adjustment landscape. In the second part we
will apply our approach to the metabolic adjustment land-
scape derived from the main reactions in the central carbon
metabolism of E. coli.
Artificial Example
We used a network of 23 compounds and 25 reactions as
depicted in Fig. 2. Compound c17 is the only substrate
(source) and compound c5 is the only product (sink) com-
pound to be produced in a quantity of 0.1. We computed
the restricted metabolic adjustment landscape, which con-
sists of 561 metabolic networks. This is relatively small in
contrast to the unrestricted landscape which is comprised of
225 networks, the majority of these networks are unviable.
The restricted landscape was analyzed: it has 5 local min-
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ima, all of them reach a fitness value of 10 reactions. Note,
that any local minima can not have an unused reaction in an
optimal flux distribution, as this reaction could be removed
(leading to a better fitness in the metabolic adjustment land-
scape) while keeping the same fitness for the FBA of the
reduced network. The barrier tree is shown in Fig. 3, the
metabolic networks that correspond to minima 1 and 2 are
depicted in Fig. 2 (the red nodes and edges, are only shown
for illustration purposes and are not part of the solution net-
works which correspond to the local minima 1 and 2, these
parts are shown in green). The barrier tree calculation allows
backtracking the minimum cost path between any two min-
ima in the barrier tree. Such a minimum cost path leading
from minimum 1 to minimum 2 on the restricted metabolic
adjustment landscape would (i) add the reactions with in-
dices 10, 13, and 15, (ii) remove the reactions with indices
7, 8, and 12 (this became possible since step (i) introduced
a parallel path connecting the source to the sink node keep-
ing the network viable). This minimum cost path results in
a barrier of 13 (denoted as B1 in Fig. 3) between the two lo-
cal minima 1 and 2 since the saddle point network contains
exactly 13 active reactions. The relations between the local
minima and the minimum saddle points in the metabolic ad-
justment landscape can compactly be represented as a bar-
rier tree Fig. 3. The internal tree nodes are the minimum
saddle points between local minima which are located at the
leaf nodes. For a change to a flux pattern that uses only the
pathway via reaction indices 20, 19, ..., a barrier of height 20
needs to be crossed. This barrier is denoted as B2 in Fig. 3.
The Central Carbon Metabolism as a Restricted
Landscape
The Central Carbon Metabolism (CCM) is a union of well
known catabolic pathways, such as glycolysis and tricar-
boxylic acid cycle (TCA), and a minimal number of “in-
terface reactions” to important anabolic pathways, found in
all three kingdoms of life. The representation of the net-
work we use originates from de Figueiredo et al. (2008).
Their network has 37 reactions, provided that both direc-
tions of reversible reactions are counted separately. The tar-
get compound is glucose-6-phosphate (G6P). The network
can “feed” on different substrates (source compounds) to
achieve the production of G6P (target compound). Among
them are Acetyl coenzyme A (AcCoA) created as degrada-
tion product of the fatty acids metabolism, the two amino
acids Alanine (Ala) and Aspartic acid (Asp), or Pyruvate
(Pyr), the simplest α-keto-acid derived as end-product of
Glycolysis. We pruned unused reactions from the original
network to increase computational speed. For this an ele-
mentary mode (EM) analysis (Papin et al., 2004) of the CCM
with and without Isocitrate lyase EC 4.1.3.1 (ICL) and the
Malate-Aspartate shuttle (MAS) using each substrate was
conducted. (An elementary mode is a certain feasible flux
distribution; all elementary modes can be created by com-
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Figure 2: Minima 1 (left) and 2 (right) of the artificial example.
Target is c 5 cell with an outflux of 0.1; c 17 cell is a substrate
with an influx of 0.1; the weights on the edges indicate a steady-
state flux distribution. Note that the red nodes are not in the corre-
sponding metabolic network, but are only depicted for illustration
reasons.
bining the extreme pathways (EPs) of the network, which
are formally derived from the basis vectors of the null-space
of the stoichiometric matrix of the network. The EPs are
therefore a subset of the elementary modes.) From the set
of all possible EMs it can be seen that some directions
of reversible reactions are never used. We also removed
the linear pathway for creation of ”G6P” from Fructose-
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710
3 2
1 1
1
1
123 4 5
B2
B1
Figure 3: Barrier tree for the metabolic adjustment landscape of
the artificial example: minima 1 and 2 (both reaching objective
value 10, cmp. Fig. 2) are connected via the lowest saddle B1,
which has an objective value of 13. The height difference of nodes
(i.e. minima and saddles) in the barrier tree corresponds to the
difference wrt. their objective values. The barrier B2 has objective
value 20.
1,6-bisphosphate (F1,6PP) using the 3 enzymes Fructose-
bisphosphatase EC 3.1.3.11 (FBP1), Phosphofructokinase
EC 2.7.1.11 (PFKL) and Glucose-6-phosphate-isomerase
EC 5.3.1.9 (PGI), as any solution capable of producing
”G6P” would use ”F1,6PP” and this pathway. After prun-
ing the network contains 22 reactions, having ”F1,6PP” as
target compound. The pruned network is depicted in Fig. 7.
Barrier Tree We use our approaches to determine the
restricted metabolic adjustment landscape for the network
given in Fig. 7. For the FBA ”F1,6PP” served as target com-
pound and AcCoA, Ala, Asp and Pyr as individual source
compounds. We used the tool FASIMU (Hoppe et al., 2011)
to convert the reaction networks into the integer linear pro-
grams (ILPs), which were solved using IBM’s commercial
program IBM ILOG CPLEX (2012) (currently freely avail-
able for academic purposes). It took 2.2 seconds to build
the restricted metabolic adjustment landscape, which con-
tains 12853 vertices. It took 36 minutes for FASIMU and
CPLEX to formulate and run all 12853 simulations, i.e. on
average 5.95 simulations per second. The resulting barrier
tree can be seen as Fig. 4. The barrier tree has 8 local min-
ima, the flux distributions of minima 1, 7, and 8 are depicted
in Fig. 5.
Minima Although the biological discussion of the results
is out of the scope of this paper, it should be noted that the
barrier tree nicely illustrates the shift from using the gly-
oxylate shunt in CCM (minima 8 (cmp. Fig. 5) and 6 (not
depicted)) towards not using it (all other minima).
Barriers The leaf nodes of the barrier tree show the CCMs
different abilities to produce ”F1,6PP”. The barriers are
21
111
2
1
1
1
12
1
1
2
3 4
5
6 7
8
B2B1
B7
B5 B6
B4
B3
Figure 4: Barrier tree from the restricted metabolic adjustment
landscape of CCM for ”F1,6PP” production as objective function.
Barriers are marked B1 to B7. Min 1: Use Asp. Min 2: Use Ala.
Min 4: Use Asp, identical to Min 3, but with ME1 1 and ME1 2
blocking each other from being removed. Min 3: Use Ala. Min
5: Use Glu (utilize pathway from OG to MAL). Min 7: Use Glu
(utilize pathway from OG to MAL). Min 6: Utilize AcCoA via
ICL/MAS straight to OAA from Mal. Min 8: Utilize AcCoA via
ICL/MAS detour over ME1 1 and PC fro Mal to OAA.
marked B1 to B7. Their fitness indicates the least amount
of reactions a network needs to have when passing a barrier
that is necessary to connect two metabolic networks.
Let M7 (resp. M8) be the network that minima 7 (resp.
8) represent. Imagine we want to modify M7 such that it
becomes M8, while always being able to maintain ”F1,6PP”
production and minimizing the maximal fitness of all inter-
mediate networks. The computed minimal cost path is as
follows:
1 Minima 7 Score : 11
2 Add GPT 1 Saddle B3 Score : 12
3 Remove ME1 1 Score : 11
4 Remove FH 1 Score : 10
5 Remove SDHA, SDHB, SDHC, SDHD 1 Score : 9
6 Remove SUCLG2 , SUCLG1 , SUCLA2 1 Score : 8
7 Remove OGDH, DLST ,DLD Minima 2 Score : 7
8 Add GOT1 1 Saddle B7 Score : 8
9 Remove PC Score : 7
10 Remove GPT 1 Minima 1 Score : 6
11 Add CS Score : 7
12 Add ACO1, ACO2 1 Score : 8
13 Add ICL Score : 9
14 Add SDHA, SDHB, SDHC, SDHD 1 Score : 10
15 Add FH 1 Score : 11
16 Add MDH1, MDH2 1 Score : 12
17 Add MAS Saddle B2 Score : 13
18 Remove GOT1 1 Score : 12
19 Remove GLUD1 2 Minima 6 Score : 11
20 Add ME1 1 Score : 12
21 Add PC Saddle B1 Score : 13
22 Remove MDH1, MDH2 1 Minima 8 Score : 12
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Figure 5: Minima 8 (top), 7 (middle), and 1 (bottom). Note, that
the red nodes are not in the corresponding metabolic network, but
are only depicted for illustration reasons.
The path never goes above 13 reactions. Although, based on
the “closeness” of minima 7 and 8 in the barrier tree, one
might think that connecting the two minima while not using
more than 13 reactions would result in a short path, the ex-
ample shows this is in general not trivial. It takes 22 steps
of adding and removing a reaction. First ”GPT 1” is added
to enable a shift of substrate from ”Glu” to ”Ala”. Using
”Ala” means the 4 reactions along the path from ”OG” to
”OAA” are no longer needed. These are removed, as well
as ”ME 1”, which is not needed either. Now ”GOTH1 1” is
added to switch from using substrate ”Ala” to ”Asp”. This
Ala_cell
GPT_1
Glu_cellGLUD1_2 0.2
Asp_cell
0.2
GOT1_1
0.2
AcCoA_cell
CS
MAS
Pyr_cell
OG_cell
0.2
OGDH,DLST,DLD
ME1_2
PC
PDC
0.2
0.2
OAA_cell
0.2
PCK1
0.2
SucCoA_cellSUCLG2,SUCLG1,SUCLA2_1Succ_cell
SDHA,SDHB,SDHC,SDHD_1
Fum_cell
FH_1
Mal_cell
MDH1,MDH2_1
ME1_1 Cit_cell
ACO1,ACO2_1
Isocit_cell
IDH3A,IDH3B,IDH3G
ICLGly_cell
PEP_cell
0.2
PKLR
GAPDH,PGK1,PGAM1,ENO1_1
0.2
G3P_cell
0.2
TPI1_1
0.1
ALDOA,ALDOB_10.1
GP_cell
0.1
0.1
F1,6PP_cell
0.1
0.1
Figure 6: Barrier B2. Note, that the red nodes are not in the corre-
sponding metabolic network, but are only depicted for illustration
reasons. The black lines depict reactions that are in the metabolic
network but are not used in the optimal flux distribution.
removes the need for ”PC” and ”GPT 1”. Now all the re-
actions part of the glyoxylate cycle are added, 2 of which
had been removed just some steps ago. Now a shift from
using ”Asp” to using ”AcCoA” as a substrate can be made.
This transition state is barrier ”B2” and is shown in Fig. 6.
”GOT1 2” and ”GLUT1 2” is now no longer needed. Last
thing needed is to use ”ME1 1” and ”PC” to reach ”OAA”
from ”Mal”, instead of using ”MDH1,MDH2 1”.
The Shift from Using Fatty Acids to Amino Acids
as an Unrestricted Landscape
This section presents results that illustrate how our ap-
proach is used in order to analyze the shift between differ-
ent given fluxes. Using this method instead of finding all
sub-networks reduces the number of simulations, but also
requires some sensible choices for the two networks. Here,
we choose the networks such that both networks are subsets
of the CCM and produce ”F1,6PP”, but one does it using
fatty acids (”AcCoA”), and the other one does it using amino
acids(”Ala”, ”Glu”, or ”Asp”). For a biochemical discussion
on the usage of fatty acids or amino acids to produce glucose
see de Figueiredo et al. (2008). Both networks are shown
in Fig. 7. Note, that in contrast to the restricted case, we
disallow here the removal of reactions that appear in both
networks (depicted as yellow hyper-edges in Fig. 7). We
use the unrestricted transformation method in order to ana-
lyze the metabolic adjustment landscape. To transform the
base networks topology to the target networks, 6 reactions
must be removed and 6 reactions must be added. It took
0.6 seconds to build the resulting landscape, which contains
212 = 4096 vertices. It took 10 minutes for FASIMU and
CPLEX to formulate and run all 4096 simulations (i.e., on
average 6,83 simulations per second).
Barrier Tree The barrier tree for the metabolic adjustment
landscape is depicted in Fig. 8. The tree has 4 minima that
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Figure 7: Two networks with an overlap that use different source compounds to analyze substrate switching: colored in yellow are reactions
common to both networks, colored in blue are the additional reactions specific for the network utilizing fatty acids, and reactions colored in
red are specific for the network utilizing amino acids.
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22
1use Ala2use Asp
3utilize Glu viapathway OG-MAL
4utilize AcCoA via ICL/MAS
Figure 8: Barrier tree illustrating the shift from utilizing amino
acids (minima 1, 2, and 3) to utilizing fatty acids (minima 4).
nicely illustrates the usage of amino acids (minima 1-3) or
fatty acids (minimum 4) as source compounds to produce the
target compound ”F1,6PP”. While changing the flux pattern
between different amino acids requires passing only a small
barrier of 1-2 additional reactions, switching to a flux pattern
that utilizes fatty acids, in contrast, requires to pass a rather
high barrier of additional 4 reactions.
Minima 2 of the four minima are depicted in Fig. 9. Reac-
tions that have been removed from the network are marked
red, and the flux distribution is shown in green. Each min-
imum uses different substrates. Minima 1 and 2 show op-
timal use of both ”Ala” and ”Asp”. They both avoid using
the metabolic pathway from ”OG” to ”MAL”, and also do
not use ”ME1 2”. The reason for the large amount of un-
used “black” reactions is, that they are not allowed to be
removed since they are present in the intersection of the two
networks. Minima 3 uses ”Glu” as source compound and
requires the usage of part of the TCA cycle (from ”OG” to
”MAL”) to connect to the target compound ”F1,6PP”. The
barrier tree again suggests that using ”AcCoA” as the only
substrate requires more active enzymes than in the case of
”Ala” or ”Asp”. In other words the amino acids are a “much
cheaper” resource to produce ”F1,6PP” from then ”AcCoA”.
Conclusions
We introduced a systematic approach to characterize the flux
landscapes of a metabolic network. The genetic setup of the
metabolic networks is the always same (forming a super-
network); embedded are different optimal flux distributions
for varying substrate usage and/or target compound produc-
tions. Switching between different flux distributions is ac-
companied by adjustment costs since inactive genes have
to be activated and active genes have to be deactivated.
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Figure 9: Minima 1 (top): Only uses substrate ”Ala” in an optimal
fashion by avoiding the metabolic pathway from ”OG” to ”MAL”.
Minima 4 (bottom): Only uses AcCoA as substrate and utilizes
the glyoxylate shunt by activating the reactions ”ICL” and ”MAS”.
Note, that the red nodes are not in the corresponding metabolic
network, but are only depicted for illustration reasons. Black edges
are unused existing edges in the optimal flux distribution.
From the networks induced by the subset of active reac-
tions (genes) a discrete landscape can be constructed, which
we termed metabolic adjustment landscape. This landscape
is analyzed in terms of local minima and connecting sad-
dle points, and can be efficiently visualized in a hierarchi-
cal structure called barrier tree. The analysis allows us to
find the cost for changing from one optimal flux pattern to
another. Furthermore, for the first time, we can calculate
in mechanistic detail how this minimal cost pathway looks
like, in particular in which order the reactions have to be
(de-)activated to achieve the change in the flux distribution.
This mechanistic hypothesis can be tested by experimental
approaches.
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Fig. 1. Design of a microchip 
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Abstract 
 
The field of synthetic biology aims to understand the 
mechanisms of biological systems by designing and 
constructing artificial biological systems from molecular 
parts. One of the ultimate goals of the approach is to develop 
an artificial cell that is under the control of scientists. 
Although the creation of a bacterial cell controlled by a 
chemically synthesized genome was accomplished in recent 
years (1), the construction of a self-replicable artificial cell by 
organizing essential purified biological macromolecules 
remains to be achieved (2). Such bottom-up approach is an 
alternative way for the construction of minimal cells to the 
top-down approach utilizing natural living cells, which can be 
helpful for us to explore the boundary between life and non-
life. 
Here, we reconstituted the protein synthesis system on a 
glass microchip. By integrating the PURE (Protein synthesis 
Using Recombinant Elements) system (3), a reconstituted cell-
free protein synthesis system composed of purified factors and 
enzymes responsible for the gene expression in Escherichia 
coli, on a glass microchip, we performed the GFP synthesis 
with continuous flow in a microchip for the prototype 
verification. 
Biotinylated DNA template encoding the gene for GFP was 
immobilized on streptavidin-coated sepharose beads with 
diameter of 34 m. Prepared beads were introduced into a Y-
shaped microchannel in a glass microchip with a 10-m 
height dam structure fabricated by 2-step HF wet etching 
method (Fig. 1) (4). By introducing the components of the 
PURE system into this microchip by syringe pump, 
fluorescent intensity of the recovered solution was 
demonstrated to be higher than the solution before 
introduction, indicating that the GFP was successfully 
synthesized on the microchip. 
Because the device has an ability to comprise DNA 
molecule within it, which can be transcribed to RNA or 
translated into the protein, the results indicate that it has a 
potential to be a container of reconstituted life with genetic 
information. Furthermore, all the macromolecules of the 
PURE system, tRNA, ribosome, translation factors, RNA 
polymerase, and several enzymes, consist of RNA and 
proteins, which can be synthesized by the PURE system, the 
study sheds light on the way of reconstituting self-replication 
inside the device, which is crucial for the construction of 
artificial cells. 
 
(1) Gibson, D. G. et al., (2010) Creation of a bacterial cell 
controlled by a chemically synthesized genome. Science 
329: 52-56. 
(2) Forster, A. C. and Church, G. M. (2006) Towards 
synthesis of a minimal cell. Mol. Syst. Biol. 2: 45. 
(3) Shimizu, Y. et al., (2010) Cell-free translation 
reconstituted with purified components. Nat. Biotechnol. 
19: 751-755. 
(4) Sato, K. et al., (2004) Microchip-based enzyme-linked 
immunosorbent assay (microELISA) system with thermal 
lens detection. Lab Chip. 4: 570-575. 
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Abstract 
This paper describes our recent investigations on the 
construction of synthetic cells.  By following a bottom-up 
synthetic biology approach, we aim at constructing minimal 
synthetic cells based on the encapsulation of DNA, RNA and 
proteins within liposomes. We will firstly comment on the 
physics of solute entrapment inside liposomes, giving emphasis 
on a remarkable self-concentration effect discovered by us 
(Luisi et al. 2010, Souza et al. 2011, 2012). Next we will show 
how it is possible to exploit this phenomenon to reveal the 
formation of primitive-like, metabolically active cells starting 
from diluted macromolecular solutions (Stano et al., 
submitted). In conditions where a protein-synthesis reaction 
does not proceed at a significant rate, lipid vesicles can entrap 
all required solutes allowing intraliposome protein production.  
The second topic deals with the formation of simple, 
rudimentary primitive cell communities based on giant vesicles 
(GVs). Oleate-containing GVs associate between each other in 
the presence of poly-L-arginine to form clusters that might be 
taken as model of primitive cell communities. Their formation, 
driven by simple primitive electrostatic interactions bring about 
a series of distinctive features (stability, enhanced permeability, 
solute capture, fusion) that might emphasize the role of 
cooperation in origin of life scenarios, flanking the usual 
competition issues (Carrara et al., 2012). 
Synthetic Cells 
One of the goals of synthetic biology is the construction of 
synthetic cells. In addition to the classical synthetic biology 
approach, based on the manipulation of living organisms, 
synthetic cells can be constructed by assembling separated 
molecular parts like lipids, DNA, RNA, proteins in cell-like 
systems called semi-synthetic minimal cells (Luisi et al., 
2006). Born within the community of origin of life, modern 
semi-synthetic minimal cell research also looks for possible 
biotechnological applications (but whereas self-organization, 
spontaneous assembly, and primitiveness are key features of 
synthetic cell studies in origin of life context, controlled 
assembly, efficiency and reproducibility are distinctive facets 
of biotechnology).  
Here we will firstly show how a large number of 
macromolecules self-concentrate inside lipid vesicles 
(liposomes), bringing about a remarkable rate acceleration of a 
complex biochemical reaction. Then, we will present our first 
attempt to build protocellular communities based on the 
physical association of giant vesicles (GVs).  
Solute entrapment and “super-concentration” 
Semi-synthetic minimal cells are defined as those cell-like 
particles containing the minimal and sufficient number of 
biological compounds (nucleic acids, protein, lipids) that 
would allow self-maintenance, self-reproduction, and the 
possibility to evolve (Luisi et al., 2006). Protein synthesis is a 
key module of semi-synthetic minimal cell, representing not 
only a necessary function of the synthetic cell, but also a good 
model for metabolic complexity. Following our initial 
observation of protein synthesis in “small” conventional 
liposomes (200 nm diameter) (Souza et al., 2009) we started a 
systematic electronmicroscopy study that revealed how 
macromolecules like ferritin (Luisi et al., 2010), ribosomes 
(Souza et al., 2011) and ribo-peptidic complexes (Souza et al., 
2012) were spontaneously encapsulated within liposomes 
(Figure 1).  
 
 
Figure 1. (A) Poisson curve versus power-law. (B) ferritin-
containing and empty liposomes. Reproduced from Luisi et al. 
(2010) with permission from Wiley. 
 
Intriguingly, it was found that the intra-liposome solute 
distribution function does not follow – as expected – the 
Poisson law, but it is rather shaped as a power law (Figure 
1a). In particular, although the vast majority of liposomes 
encapsulate a limited number of solutes, a very small fraction 
of liposomes (typically around 0.1%) contains instead a very 
high number of solutes, so that their internal concentration can 
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be also one order of magnitude higher than the concentration 
of the solutes in the environment (Figure 1b). In other words, 
during liposome formation, solutes can self-concentrate within 
the liposome cavity. We reasoned that the “super-
concentration” effect could drive the formation of functional 
cells, for instance “protein-producing” ones, even if the low 
concentration of the solutes in the environment does not allow 
it. By diluting the transcription-translation kit at a level where 
no protein synthesis takes place, we simulated a primitive 
scenario where solutes were already present in diluted form in 
a sea or fresh-water lagoon. We then formed liposomes 
followed the course of protein production (the green 
fluorescent protein was used) inside and outside liposomes. 
Surprisingly, we found that some vesicles were able to 
synthesize the protein despite the low solute concentration, 
revealing that even a complex metabolic pathway 
spontaneously self-concentrates inside liposomes (Stano et al., 
submitted). These results provide a physical explanation to the 
origin of early functional cells, thanks to a favorable micro-
environment created by liposomes, which can concentrate 
solutes inside their aqueous cavity. 
Vesicles assemblies 
Current research on the origin of life typically focuses on the 
self-organization of molecular components in individual cell-
like compartments, whereas no attempts have been made to 
investigate communities of compartments. Here we present 
our study on vesicles assemblies as a model of primitive cell 
communities. 
At this aim, we firstly prepared giant vesicles (GVs) 
composed by a primitive lipid, namely oleic acid, which is 
negatively charged. GVs were made stable by the addition of 
a neutral stabilizing phospholipid (POPC, 1-palmitoyl-2-
oleoyl-sn-glycero-3-phosphatidylcholine). Oleate/POPC GVs 
were prepared after the optimization of the “droplet transfer” 
method, which allows the facile entrapment of solutes like 
enzymes and DNA.  
The addition of poly-L-arginine (PLA), a positively charged 
polypeptide, brings about the association of negatively 
charged oleate/POPC GVs in form of small clusters first, that 
in turn grow to give rise to very large clusters. The formation 
of these GVs “colonies” is stochastic but depends on the GVs 
numerical density as well as on the PLA/GVs ratio. Typically, 
these clusters contain up to 100 GVs. GVs are also destroyed 
after the addition of PLA (due to high local PLA 
concentration), and the maximal GVs to clusters conversion is 
about 50%.  
Once formed, we characterize the GVs clusters properties. 
Phosphate bearing water-soluble solutes, such as ADP, 
fluorescent diphosphate and even t-RNA, present in the 
environment, readily penetrate into clusterized GVs much 
faster than isolated GVs. This is probably due to the help of 
PLA adsorbed between GVs, which acts here like the well-
known “cell penetrating peptides”. GVs in the cluster can fuse 
with each other (fusion yield ca. 0.5-1%). Fusion was revealed 
by preparing clusters from two GVs population, each 
containing a fluorescently labeled macromolecule. It is 
remarkable that vesicle fusion might provide a mechanism for 
increasing the internal molecular complexity thanks to the 
acquisition of new molecules originally entrapped in another 
vesicle. Finally, GVs clusters can capture new GVs from the 
solution and grow. The new GVs attach to the cluster border, 
demonstrating that PLA is still present in the outer GVs 
cluster surface. 
GVs clusters are firmly attached to the solid support (an 
hydrophobic plastic polymer, in this case, and resist to 
hydraulic flow.  
In summary, GVs clusters display several interesting features, 
mimicking in very simple way bacterial colonies at the lowest 
possible complexity level. Intriguingly, bacterial L-forms 
(bacteria without cell walls) and GVs display some common 
physico-mechanical behavior. 
 
 
Figure 2. Sagittal (xz) (130×30 µm) and horizontal (xy) 
(130×60 µm) confocal images of GVs associated to form 
“colonies”. The GV membranes have been stained by 
octadecyl rhodamine. Note the flattening of GVs on the plastic 
surface. Reproduced from Carrara et al. (2012) with 
permission from Wiley. 
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Abstract
An intermediate step between simple models of protocells
having no membrane structure and the current, complex
membrane organization of modern cells considers simple
forms of membrane change that interact with the protocell dy-
namics in predictable ways. Here we analyse a kinetic model
of a simple protocell system: a bioreactor vesicle involving
mechanosensitive channels. This is a closed lipid bilayer
which hosts a minimal metabolismX +E →W +E inside
its internal (variable volume) water pool, and with channels
anchored in the membrane. The reactor can swell, opening
the channels, which in turn allow enhanced passive diffusion
of solutes X and W into and out of the reactor. We calculate
under what external conditions and parameter regimes the re-
actor is able to maintain a far from equilibrium steady state,
and what behaviours are possible in this reduced complexity
scenario. This study is just a preliminary step in modelling
the bigger question of how osmotic force sensing devices in
early membranes could couple with early metabolisms, en-
hancing the stability of protocells in changing environments.
Introduction
The study of protocellular structures, both from theoretical
and experimental approximations, offers a unique opportu-
nity to approach some of the key questions associated to the
emergence of life in our biosphere (Deamer, 2011). More-
over, it also provides useful insight into different ways of ap-
proaching the problem of building synthetic compartments
capable of reacting to external signals while carrying inter-
nal molecular structures (Sole´ et al., 2007). The potential
repertoire of protocellular constructs is highly constrained
by the type of membrane complexity that can be used. Mem-
branes are the interface between the internal reactions and
the external, usually fluctuating world. Part of the rele-
vant phenomena that would take place depends on the ways
membranes respond to environmental signals. Early models
of protocells consider some sort of passive or active diffu-
sion process with no or little complexity. However, it would
be desirable to include within the protocell framework min-
imal models of membrane organization reacting to envi-
ronmental cues in physically realistic ways. In this paper,
we consider such a property by including mechanosensitive
(MS) channels as a component of our model protocells.
MS channels, found in most free-living Bacteria and Ar-
chaea, are small functional protein nano-machineries which
embed in lipid bilayers and open a water-filled pore in re-
sponse to tension in the membrane (Kung, 2005; Sacklin,
1995; Kung et al., 2010). Modern day bacteria such as
Escherichia coli are known to regulate their internal state
with respect to a changing osmolarity environment by us-
ing various metabolic and transcriptional means, and the
MS channels in their membranes are often cited as play-
ing an “emergency release valve” role, quickly jettisoning
solutes to avoid osmolysis when the environment rapidly di-
lutes (Booth and Blount, 2012). However, MS channels are
thought to have evolved at a very early stage in the devel-
opment of bacteria (Kloda and Martinac, 2002), and it is
interesting to speculate what role osmotic force sensing de-
vices in the membranes of protocells would have played in
regulating their much simpler metabolisms in changing en-
vironments (Morris, 2002).
To make a departure point in this direction, this study
analyses a minimal scenario where a vesicle acting as a
miniaturised reactor – metabolising substrate X absorbed
from the environment, into waste W, which is later expelled
– can extend its viability over a wider range of external sub-
strate concentrations, by incorporation of MS channels into
the membrane. Although near-molecular detail dynamics
models of MS channels in bilayers indeed exist (Louhivuoria
et al., 2010, for example), our model is placed at the coarse
grain level of chemical kinetics. This allows us to accommo-
date time scales of seconds as opposed to microseconds, and
gives a coupled membrane-metabolism system amenable to
some mathematical analysis. An overview of our modelling
approach, where vesicles are modelled as a series of cou-
pled reaction domains, has recently been given by Mavelli
and Ruiz-Mirazo (2010).
Bioreactor Kinetic Model
The bioreactor model (Figure 1) consists of a lipid vesicle
floating in a reservoir. The reservoir is assumed so large
that solute concentrations exterior to the vesicle are approx-
imately constant. The internal aqueous pool of the vesicle
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is modelled as a well-stirred chemical domain, and a semi-
permeable lipid bilayer λ dm thick separates this domain
from the reservoir. The surface areas (Sµ) of the water-
facing sides of the inner and outer bilayer leaflets are as-
sumed to be equal (λ  vesicle radius). The reservoir pro-
vides an inexhaustible source of substrate X at concentra-
tion [X]out molar.
When the vesicle has no MS channels in the membrane,
or when the channels are not yet open (Figure 1a), X dif-
fuses passively (with diffusion constant DX) into the vesicle
following Fick’s Law. Physical space does not have a fully
fledged representation in our model, and so this diffusion
is taken to happen only across the bilayer region separating
the domains. The vesicle membrane is assumed to be made
of oleic acid and in what follows, the permeabilities of so-
lutes X and W are set to be comparable to the permeability
that oleate vesicles exhibit to ribose (Sacerdote and Szostak,
2005), which defines a realistic time scale in seconds.
Once inside the internal aqueous pool of the vesicle, X
is enzymatically transformed (e.g. isomerized) into product
W at rate k. To keep complexity to the minimum possi-
ble, the responsible enzyme E is not explicitly modelled,
but is considered trapped inside the vesicle pool facilitating
the X →W reaction, which by contrast does not take place
in the external reservoir. The reverse rate of the reaction is
considered negligible and disregarded.
After W is produced, it passively diffuses out of the vesi-
cle, but with a different diffusion constant DW. The envi-
ronment is a sink for W and so at all times [W ]out = 0.
Together with the above assumptions, this guarantees that
the mass flow through the reactor is always in one direction
(left to right, Figure 1) or zero.
The bioreactor model is thus a two variable dynamical
system characterised by the number of X and W species
inside the vesicle aqueous pool. With some terms to be ex-
plained shortly, the state vector evolves from initial condi-
tion
〈
X0in,W
0
in
〉
according to the following coupled ODEs:
dXin
dt
= (DXSµ + σ(Tµ)DcNc)
[X]out − [X]in
λ
−kXin (1)
dWin
dt
= kXin − (DWSµ + σ(Tµ)DcNc) [W ]in
λ
(2)
where [X]in and [W ]in are the molar concentrations of X
and W in the vesicle pool respectively, written as [X]in =
Xin/V and [W ]in = Win/V . Here term V = NAV is called
the normalised volume of the vesicle aqueous pool, and is
used in the analysis section in preference to the actual litre
volume V .
It is important to note that the volume of the vesicle aque-
ous pool is not constant, but changes in time as water moves
across the vesicle membrane through osmosis. Owing to its
a
b
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Figure 1: Bioreactor schematic. (a) A vesicle with no MS
channels, or with MS channels but insufficient membrane
tension to open them and (b) an osmotically stressed vesicle
with MS channels open, permitting enhanced passive trans-
port rates for solutes X and W into/out of the vesicle (red
arrows denote membrane tension). (c) Molecular structure
of a contemporary MS channel of type MscL (mechanosen-
sitive channel of large unitary conductance), typically found
in E. coli. membranes, pictured here in closed conformation.
very high permeability, water is assumed to flow across the
membrane instantaneously and the vesicle volume is set at
every moment such that the total concentration of molecular
species inside the vesicle is equal to the total concentration
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outside:
[B]in + [X]in + [W ]in = [B]out + [X]out (3)
which gives the normalised volume of the vesicle at each
instant as:
V = Bin +Xin +Win
[B]out + [X]out
(4)
A fixed number of buffer molecules B are trapped inside
the vesicle aqueous pool for stability purposes. These are
non-reactive molecules which cannot permeate the lipid bi-
layer, and likewise they exist in the environment at constant
concentration [B]out. In this work, we choose to set the num-
ber of B in the internal aqueous pool such that the vesicle
is perfectly spherical when the outside substrate concentra-
tion [X]out = 0 and there are no solutes X or W inside
the reactor. That is, Bin is set such that the initial volume
V0 = Bin/[B]out gives Φ = 1 (see below).
The extent to which the vesicle is swelled, or deflated, is
captured by a non-dimensional measure called the reduced
surface:
Φ =
Sµ
3
√
36pi(V/NA)2
(5)
defined as the ratio of the actual surface area of the vesi-
cle, to the surface area corresponding to the volume of the
internal aqueous pool when that volume is considered spher-
ical in shape. When Φ > 1 the system is deflated with an
undefined shape and has surplus surface area for the vol-
ume. When Φ = 1, the vesicle is perfectly spherical, and
when Φ < 1, the vesicle is spherical but in a state of mem-
brane tension because insufficient surface exists to perfectly
wrap the volume. The reduced surface allows us to define
the percentage membrane tension 0 ≤ Tµ ≤ 1 as follows:
Tµ =
{
1−Φ
 , if 1−  ≤ Φ ≤ 1
0, otherwise
(6)
where the lipid membrane ruptures from excess osmotic
pressure and the vesicle no longer exists if Φ < 1− . This
non-dimensional parameter  (the burst tolerance) therefore
establishes the stability boundary of the system.
When sufficient, the membrane tension Tµ activates any
existing MS channels in the membrane (Figure 1b), enhanc-
ing the passive diffusion rates of X and W through the
membrane. Unlike normal passive diffusion through the bi-
layer, where diffusion rate is influenced by specific molecu-
lar properties of solutes, the channels open water-filled pores
and so are assumed to augment the passive diffusion rates of
X and W equally. The Nc membrane channels are each
modelled to open continuously at a percentage which is a
linear function of membrane tension:
σ(Tµ) =

0, if Tµ ≤ To
1, if Tµ ≥ Tm
Tµ−To
Tm−To otherwise
(7)
for To < Tm, where To and Tm are the percentages of
membrane tension when the channels begin to open, and
are maximally open, respectively. If Tm is only marginally
larger than To, then the channels will snap open more or less
instantaneously as To is reached. When tension in the mem-
brane exceeds Tm, the channels are maximally extended and
do not open further with increasing tension. In reality, MS
channels don’t open linearly, but rather open in a quan-
tum manner through a series of mid-states. Furthermore,
channels can ‘flicker’ back to these mid-states once opened
(Sukharev et al., 2001). Considering these facts, our mea-
sure σ(Tµ) can be interpreted as the average percent con-
ductivity per channel in the membrane at tension Tµ.
When the Nc channels are fully open, the membrane dif-
fusion constant for a solute, for example X , increases by
1 + (DcNc/DXSµ) fold, where Dc is the effective diffusion
constant for a single open channel.
Importantly, the MS channels are assumed not to permit
the passage of buffer B or enzyme E into/out of the vesi-
cle compartment. Finally, lipid flux to and from the lipid
bilayer membrane is not explicitly modelled, but it is as-
sumed that the bilayer exists in a solution where the outside
lipid concentration is close to the CVC for oleic acid and
thus the inside/outside vesicle surface area remains approx-
imately stable over time at Sµ. Thus, there is no possibility
for membrane growth in this simplified model; the surface
area is assumed not to increase under osmotic tension con-
ditions. The parameters used in the model can be found in
Table 1 below and in the figure captions.
Parameter Value Unit
Sµ 3.1416× 10−12 dm2
λ 4.0× 10−8 dm
 0.5
Dribose 2.65× 108 dm2 s−1 mole−1
Dc DriboseSµ dm4 s−1 mole−1
Nc 3
k 0.009 s−1
[B]out 0.2 mole dm−3
Bin 63064
Table 1: Model parameters. Sµ is set to the external sur-
face area of a 50nm radius sphere, the typical surface area
of an extruded unilamellar oleic acid vesicle. Dribose is from
(Mavelli and Ruiz-Mirazo, 2010), derived from experimen-
tal data in (Sacerdote and Szostak, 2005). Constants Dc and
Nc are set such that when all MS channels are open, the
membrane permeability to ribose increases 4-fold.
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Steady State Analysis
It is instructive to analyse the steady state system behaviour
in two parts. The first part applies when the vesicle has
constant membrane permeability with respect to membrane
tension, namely (a) when the reactor has no MS channels,
(b) when the reactor has channels but insufficient membrane
tension to open them (in both cases, σ(Tµ) = 0) and also
(c) when the bioreactor has maximally open channels that
are no longer responsive to changes in membrane tension
(σ(Tµ) = 1). The second part completes the picture by
finding the steady states when the MS channels are partially
open (0 < σ(Tµ) < 1) and membrane permeability depends
on membrane tension.
Reactor with constant membrane permeability
The bioreactor is defined as being in steady state when (i) the
numberX andW species inside are not changing (metabolic
steady state), whilst at the same time (ii) osmotic equilib-
rium (3) exists.
Given a fixed outside substrate concentration [X]out ≥ 0,
our objective will be to solve the model for the steady state
vesicle volume V∗ which ensures both (i) and (ii). Nor-
malised volume V = NAV is useful to use, since it both
represents the vesicle litre volume V and provides a conve-
nient way to convert internal species numbers to molar con-
centrations (by dividing by V) and vice versa. Once V∗ is
known, all other properties of the system at steady state can
be derived.
Dealing with condition (i) first, for a bioreactor where
σ(Tµ) = 0 (no channels, or insufficient tension to open ex-
isting channels), setting (1) and (2) to 0 yields the steady
state concentrations of X and W inside the vesicle, given
that the vesicle volume is V (a value which we are free to
choose arbitrarily at this stage):
[X]∗in =
[X]out
1 + Vα (8)
[W ]∗in =
βV[X]out
1 + Vα (9)
where constants α = kλDXSµ and β =
kλ
DWSµ
. When these
internal concentrations are present, X is entering the vesicle
at the same rate that it is being transformed to W , which
in turn is equal to the rate that W is leaving the vesicle.
For a bioreactor where σ(Tµ) = 1 (maximally open chan-
nels), the solutions are the same, but with constant α re-
placed by constant γ = kλDXSµ+DcNc , constant β replaced by
η = kλDWSµ+DcNc , and the requirement that volume V is large
enough to make a membrane tension Tµ ≥ Tm, i.e. sufficient
to fully open the channels.
Now, we further constrain V so that the osmotic equilib-
rium requirement (ii) is additionally satisfied. Substituting
(8) and (9) into (3) gives:
Bin
V +
[X]out
1 + Vα +
βV[X]out
1 + Vα = [B]out + [X]out (10)
which when re-arranged leads to a quadratic equation in
V , the solution to which yields V∗, given that the outside
concentration is [X]out:
V∗ = (αBin − [B]out)±
√
∆
2a
(11)
where coefficient
a = α[B]out + (α− β)[X]out (12)
and the discriminant
∆ = ([B]out − αBin)2 + 4Binα[B]out + 4Bin(α− β)[X]out
(13)
which becomes negative when
([B]out−αBin)2 + 4Binα[B]out < 4Bin(β−α)[X]out (14)
Substituting V∗ into (8) and (9) reconstitutes the full state
vector of the system at steady state, and substituting it into
(5) gives the corresponding Φ∗, used in the figures.
The steady state behaviour of the bioreactor is dependent
on the magnitude of the diffusion constantsDX andDW with
respect to each other (Figure 2). When X and W passively
diffuse at equal rates (DX = DW) the reactor will always be
perfectly spherical at steady state, independent of the outside
substrate concentration [X]out. This is because when α = β
then (12) becomes independent of [X]out and (11) reduces to
V∗ = Bin/[B]out = V0 for the parameters used. In this state
Φ = 1, thus there is no membrane tension to activate MS
channels.
Conversely, when DW > DX, the reactor actually shrinks
in volume as [X]out is increased (Figure 2, inset). Thus,
whenever waste W is more permeable than substrate X , the
membrane will never have tension at steady state.
The most interesting case is when DX > DW. Here, in-
creasing [X]out swells the volume of the bioreactor, caus-
ing tension in the membrane. Figure 2 (solid black line)
shows that the bioreactor follows a succession of steady
states at decreasing Φ values (increasing membrane tension)
as [X]out is increased. For the parameter values used, a catas-
trophic value of [X]out = [X]Cout also exists (vertical red
line), passed which the system has no viable steady states,
and will burst. This point corresponds to the discriminant
(13) becoming negative and complex roots for V∗. This can-
not happen in the DW > DX regime, because when β < α,
equality (14) can never be true (the left hand side is always
positive).
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Figure 2: Steady state Φ∗ for a bioreactor vesicle with no
channels, as [X]out increases. Main figure: DX = 2.0 ×
Dribose > DW = 0.1 × Dribose. In region A, the bioreactor
has one stable node, in regions B and C it has an additional
unstable saddle point (but in region B, this point is outside
the viability zone) and in region D the reactor has no steady
state. Inset: steady state behaviour when magnitudes of dif-
fusion constants reversed (DX < DW) involves the reactor
shrinking rather than swelling. Parameters given in Table 1.
Blue circles validate the analysis by showing mean equili-
brated values of Φ from stochastic simulations of the model
with the Gillespie algorithm (subsequently performed as val-
idation in all plots).
Thus, when DX > DW the system also has the possibility
for an intrinsic limit to the maximum outside substrate con-
centration, at which steady state is possible. This means that
if [X]out is gradually increased from 0, the transition from
zero membrane tension to maximum membrane tension and
burst (when Φ < 1− ) is not necessarily smooth: the reac-
tor can become prematurely unstable if [X]Cout is encountered
along the way (illustrated by the red dot in Figure 2) before
reaching the viability threshold, determined by  = 0.5.
For an arbitrary set of reactor parameters {DX, k,DW},
the normalised reactor volume for which a catastrophic burst
can be achieved, VCmin, can be shown to have a lower limit.
It is derived by setting the discriminant to 0 in (11), which
makes V∗ = VC , and then taking the limit of the resulting
expression as α tends to zero, which corresponds to diffu-
sion constant DX tending to infinity, or reaction rate k tend-
ing to 0:
VCmin = lim
α→0
VC = 2Bin
[B]out
(15)
which can be written VCmin = 2V0 for our choice of pa-
rameters, corresponding to Φ = 0.63. We can guarantee that
catastrophic burst cannot happen for membrane tensions less
than this.
Another interesting occurrence whenDX > DW is the ap-
pearance of an unstable saddle point1 (Figure 2, dotted line).
This is not always present, but happens when (12) changes
sign with increasing [X]out, to become negative after an ini-
tially positive value at [X]out = 0. Re-arranging (12), we
see that an additional unstable saddle point accompanying
the existing stable node appears when:
[X]out >
α
β − α [B]out (16)
This point is marked on the figures as [X]Sout (vertical blue
lines), for the set of parameter values used. The presence
of an unstable point means that not all initial conditions〈
X0in,W
0
in
〉
will lead to the stable node of the system. For
membrane burst tolerance  = 0.5, the unstable saddle point
only becomes reachable at higher values of [X]out (green
vertical lines on figures).
Reactor with MS channels
The full bioreactor model with MS channels in the mem-
brane is actually a hybrid dynamical system. When the chan-
nels are closed, or maximally open, the system behaves as a
reactor with constant membrane permeability as discussed
above. In the tension region To < Tµ < Tm where the chan-
nels are opening in response to membrane tension (and thus
membrane permeability is dependent on membrane tension),
the evolution equations of the system change in the sense
that function σ(Tµ) is now not constant. This makes the
calculation of metabolic steady state (i) in this region more
cumbersome:
[X]∗in =
[X]out(k1 − k3V)
(k4 − k3)V + k1 (17)
[W ]∗in =
[X]outV(k1k4 − k3k4V)
(k3k3 − k3k4)V2 + (k4k2 − k3k2 − k3k1)V + k1k2
(18)
where constants k1, . . . , k4 are defined in the Appendix.
Function σ(Tµ) contains the non-linear term Φ (5) from
which V cannot easily be isolated, and therefore the above
result entails making a linear approximation of Φ in terms of
V , also detailed in the Appendix.
When equations (17) and (18) are substituted into wa-
ter balance equation (3) to find V∗ at which osmotic equi-
librium (ii) is also present, a quartic equation in V results
(as opposed to a quadratic, before). This quartic equation
is not stated, but the important point is that it has one vi-
able solution which connects the steady state solutions for
1These unstable points have a Jacobian matrix with one zero
and one negative eigenvalue.
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Figure 3: Steady state Φ∗ for a bioreactor vesicle with
Nc = 3 MS channels, as [X]out increases. Main figure:
The presence of channels extend the [X]out viability range
of the reactor by around 70 fold, as compared to Figure 2.
In region 1, channels remain closed, in region 2 (shaded)
channels open in response to membrane tension and in re-
gion 3, channels are maximally open. Inset: Combinations
of steady state X and W molecule numbers in the aque-
ous pool of the reactor, during the channels closed, chan-
nels opening, and channels maximally open phases. Param-
eters are identical to Figure 2, with MS channels active in
the range 0.85 > Φ > 0.75.
σ(Tµ) = 0 to the solutions for σ(Tµ) = 1 over the tension
region To < Tµ < Tm, as illustrated in Figure 3, between
the horizontal dotted lines. After tension Tm is exceeded,
the system has again a fixed membrane permeability, and
continuing to further increase [X]out causes the catastrophic
limit [X]Cout to be passed (Figure 3, red vertical line), where
the steady state of the system disappears. Figure 4 shows
what actually happens to the dynamics of the three flows
through the reactor, once [X]Cout is passed.
If the channels of the reactor remain closed until a higher
membrane tension, closer to the critical limit of Φ = 1− =
0.5, then for the parameters used, the reactor suffers a neg-
ative discriminant (13) before the channels become active.
This interesting situation is shown in Figure 5 and results in
a small window of [X]out values for which the reactor has
two stable states. One stable state involves the channels be-
ing closed and the reactor remaining in a ‘low throughput’
mode. The other involves the channels being slightly open
and the reactor in a ‘high throughput’ mode. It can also be
seen that the reactor will exhibit hysteresis in switching be-
tween the two steady states as [X]out is increased and de-
creased across this region.
To conclude the study, Figure 6 compares the viability re-
gion of a bioreactor with no channels to a bioreactor with
MS channels, when [X]out = 1.0M, for a large parameter
space of diffusion constants DX, DW and reaction rates k.
Here, ‘viability’ means the capacity to hold a far from equi-
librium steady state at the imposed external substrate con-
centration. It can be seen that inclusion of MS channels im-
proves the viability range of the bioreactor for intermediate
values of reaction rate k (middle left and middle right plots).
Nevertheless, when k is high and the internal reaction fast
(top left plot), the viability region DX > DW is very small
indeed and the presence of channels (orange region) does
not extend this much, meaning that the viability is similarly
limited. Conversely, when k is low (bottom right plot), then
MS channels are generally not required to maintain a steady
state for the range of {DX, DW} combinations. Thus again,
the two reactors have equal viability.
Discussion and Conclusions
In this study, we aimed to model the simplest protocellular
scenario where the action of MS channels could be explored.
We found that our minimal system can exhibit at least two
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Figure 4: Reactor dynamics when passing the catastrophic
threshold. The rates of the three flows through the reactor
in Figure 3 are shown, when (a) [X]out = 3.2275M exceeds
and (b) when [X]out = 3.0725M does not exceed the catas-
trophic external substrate concentration [X]Cout = 3.1569M.
In both cases, red lines are the rate at which X enters the
vesicle, green lines the rate that X transforms into W and
blue lines the rate at which W leaves the vesicle. In (b) all
three rates manage to become equilibrated in contrast to (a)
where a small difference persists between them, leading to
the accumulation of X and W inside the vesicle and even-
tual osmotic rupture. The stochastic simulation was per-
formed with the Gillespie algorithm.
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Figure 5: Bi-stability in the bioreactor with MS channels.
Main figure: Steady states of the same bioreactor as in Fig-
ure 3, but now with channels activating at higher membrane
tension 0.525 > Φ > 0.51. Inset: a zoomed view of
the small bistable region on the left of the figure, showing
two stable nodes exist in the range 0.0429M < [X]out <
0.0440M: one node is in the channels closed regime and the
other is in the channels active regime.
interesting behaviours which were not obvious from the out-
set. The first is that the reactor can suddenly burst when
the external substrate concentration reaches a critical con-
centration, even though it may be far from maximum mem-
brane tension at that point. Secondly, we found that under
some parameter regimes, the bioreactor with channels can
have two viable steady states for the same external substrate
concentration. In this scenario, perturbations applied inside
the reactor could flip it like a toggle switch between a low
throughput mode and a higher throughput mode.
Importantly, we observe that the bioreactor demonstrates
the above behaviours only when substrate X is more per-
meable than product W , otherwise the reactor will remain
spherical or shrink with increasing external substrate con-
centration2.
Our general hypothesis that MS channels would improve
the stability region of the reactor was confirmed, but only
partially. We found that high or low values of the reac-
tion rate constant k bring about the same viability region,
whether or not the reactor included channels. Only for inter-
mediate values of k did having channels significantly widen
the range of external substrate concentrations the reactor
2It must be noted when DW ≥ DX, then for high [X]out, even
though the reactor is stable in principle, unrealistic molecule num-
bers could exist inside the vesicle volume, invalidating the well-
stirred assumption in this domain.
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Figure 6: Comparison of the viability of a bioreactor with
no channels to a bioreactor with MS channels, over a region
of parameter space. Each plot is for a different value of re-
action rate constant k. For outside substrate concentration
[X]out = 1.0M: (a) dark green and light green areas indi-
cate that both reactors have a steady state at the particular
{DX, k,DW} parameter combination, with the dark green
area indicating this stability is simply because the reactor
does not actually go into a tension state (DW ≥ DX), (b) or-
ange areas indicate where only the MS channels reactor has a
steady state when [X]out = 1.0M, finally (c) red areas show
parameter combinations where neither reactor can achieve
steady state for the imposed external concentration. Diffu-
sion constants explored are ±95% that of Dribose. Model
parameters are different from previous figures in that burst
tolerance  = 0.1 and in the reactor with channels, MS are
active between 0.92 > Φ > 0.91 (To = 0.8, Tm = 0.9).
could handle.
We believe that our results might be of relevance to fu-
ture work involving this type of membrane organization,
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perhaps within the context of simple vesicles (such as lipo-
somes) carrying transmembrane properties with MS proper-
ties. Owing to their simple but non-linear responses, MS
open new avenues within the study of synthetic biologi-
cal systems (Cheng and Lu, 2012; Maharbiz, 2012). Since
MS channels can help to modulate the protocell response to
signals, allowing them to achieve more complex behaviors
(such as alternative steady states), and MS can also be mod-
ulated, for example, by means of light activation (Folgering
et al., 2004), we conjecture that MS channels can play a role
in implementing computational features in simple models or
liposome computation (Smaldon et al., 2010).
Appendix
In general, a linear approximation of Φ (5) is not possible.
However, for the small range of V values that the channels
are active, this approximation is reasonable. We can write
Φ = mV + c where
m =
Φo − Φm
Vo − Vm (19)
c = Φo −mVo (20)
Constant Φo is obtained by inverting (6) and setting Tµ =
To. In turn, constant Vo is obtained by inverting (5) and
setting Φ = Φo. Constants Φm and Vm are calculated in
similar ways.
The constants used in (17) and (18) are:
k1 = DXSµk5 +DcNck6
k2 = DWSµk5 +DcNck6
k3 = DcNcm
k4 = kλk5
k5 = (Tm − To)
k6 = 1− To− c
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Abstract 
When applying a Genetic Algorithm to a new problem, how 
many generations should one reasonably expect to wait before 
reaching an acceptable solution? Using arguments based on 
information flow into the genepool, mediated by selection each 
generation, we present a rough and ready heuristic. 
The Problem 
You have encoded a new problem for solution by Genetic 
Algorithm (GA) in what you hope is a sensible manner, using 
a population size and mutation rates that appear appropriate. 
Yet after 10,000 generations you are nowhere near reaching 
an acceptable solution; was that long enough to wait? 
 The textbooks and standard literature provide surprisingly 
little advice on this crucial matter. Using arguments inspired 
by information-theoretic approaches to evolution (Kimura, 
1961; Worden, 1995), we present a crude Rule of Thumb. 
Primarily we are concerned with complex problems associated 
with a fixed high-dimensional fitness landscape, but we start 
by recasting the problem in terms of a childrens’ game. 
The Game of Twenty Questions 
For convenience, suppose there is a pre-agreed list of 220 
objects from which Player 1 secretly picks one as the target. 
Player 2 may ask 20 binary questions (‘animal or not?’, 
‘bigger than a brick or not?’) to try and identify the target; 
what is the best strategy? Ideally, each successive question 
should divide the currently remaining pool of possibilities 
exactly in half, so that Player 1’s response reduces the 
remaining uncertainty of Player 2 by the maximum possible 1 
bit of Shannon information. Any question that fails to divide 
the pool into halves will provide less information and may 
leave some remaining uncertainty after the 20th question. 
 This can be reformulated into a simplistic asexual GA. 
With a population size of 220, the initial generation consists of 
one example of every possible target (that could be 
represented by different binary genotypes length 20). Each 
question corresponds to a generation with a round of 
truncation selection where the ‘fitter’ half of the population is 
selected, and then duplicated (without mutation) to maintain 
the same population size. After 20 such generations, if the 
selective ‘questions’ have been ideally posed, the final 
population should consist of 220 copies of the desired target. 
Clearly the very maximum amount of information, passed 
through such 50% truncation selection into the population (or 
its genepool), is 20 bits in 20 generations.  
 A more realistic asexual GA will achieve significantly less 
than this 1 bit information flow per generation. Selection is 
unlikely to produce the ideal 50/50 split; also the population 
will typically be far smaller than the complete genotype space. 
Thus mutation must partially compensate by expanding the 
population each generation beyond the limited set of 
possibilities within the initial small population; this is at the 
expense of some information being lost from the genepool 
each generation. Hence, as Worden (1995) points out, the 
figure of 1 bit per generation counts as a speed limit, like the 
speed of light, that is an idealized upper bound; in practice, 
significantly fewer bits per generation are achievable.  
 Higher rates of selection such as 25% truncation selection 
would result in 2 bits per generation as this upper speed limit. 
But since there are other reasons (such as avoiding getting 
trapped on local optima) that tend to make higher rates 
undesirable, we focus here on the paradigm case of 50% 
truncation selection. This is equivalent to the most basic forms 
of tournament selection (Harvey, 2011).  
Redundancy. The example of binary genotypes of length 20 
does indeed imply a search-space of size 220. However in 
evolutionary search we are often not searching for just one 
target genotype, but any one of an equivalence class that count 
as equally fit. In the game of 20 Questions, if the 220 possible 
targets actually fell into say 210 different equivalence classes, 
and the second Player can win by identifying the equivalence 
class rather than the unique target, then the initial uncertainty 
can be counted as 10 bits rather than 20 bits. This clearly 
reduces the number of Questions (or generations) needed.   
Does Recombination Change the Picture? 
The implication so far is that an evolutionary problem phrased 
in terms of binary genotypes of length L should expect to need 
a minimum of L generations, adjusted by two estimated fudge 
factors. The first such factor significantly increases the  
generations needed; the role of a relatively small population 
and the loss of information due to mutations incurs 
considerable costs. The second such factor, arising from an 
assessment of the likely degree of genetic redundancy, may 
partially compensate by tending to decrease the generations 
needed. So far this assessment is based on an asexual GA.   
Late Breaking Papers
ECAL 2013 1170
 But GAs are typically sexual, and many will expect the 
addition of recombination to provide a significant speed-up. 
Indeed, under some circumstances it definitely will.  
 Mackay (1999) argues that, under particular assumptions, 
recombination speeds up the asexual rate of 1 bit per 
generation (where he agrees with the argument above) to 
something of order L bits per generation, where L is the 
length of a binary genotype. This is a massive speedup, and 
simulations based on those assumptions broadly confirm 
experimentally this factor that Mackay derives analytically.   
 But these assumptions are completely unrealistic for any 
problem where GAs are likely to be used. He assumes that 
fitness is a strictly additive trait; i.e. no epistasis with each 
locus on the genotype contributing fitness independently of 
the values at other loci. This can be considered a ‘Mt. Fuji’ 
fitness landscape; for such simple scenarios there are much 
more effective search algorithms than any standard GA.   
 For instance, consider a population of L clones of some 
randomly chosen genotype. Produce L new offspring, where 
the ith one differs from the parent at the ith locus, and compare 
the fitness of each one with its parent. This immediately 
identifies the fittest allele at each locus, and allows you to 
identify the peak of Mt. Fuji in a single generation. No real 
world GA application comes anywhere close to corresponding 
to such a simplistic fitness landscape, yet such assumptions of 
additive fitness are quite often used when biologists do 
theoretical population genetics. Why is this?  
Micro-evolution and Macro-evolution. I believe the answer 
is that biologists very commonly consider issues of micro-
evolution: they consider an already-evolved species of 
complex organisms and its ongoing ‘struggle’ to maintain its 
fitness through natural selection in the context of continual 
environmental and competitive challenges that tend to 
decrease that fitness. Loosely speaking, the fitness of any 
species, whether single celled amoeba or far more complex 
mammal, must be around unity if it neither goes extinct nor 
increases without limit. But this is like maintaining height 
through constantly climbing up (via natural selection) a 
downward escalator driven down by ‘deterioration of the 
environment’ in its broadest sense. This is the picture given by 
Fisher’s Fundamental Theorem (Fisher, 1958), especially as 
clarified by Price (1972). 
 In such a scenario, where any evolved phenotypic trait 
probably depends on the sum of a number of genetic 
contributions, then the micro-evolutionary recovery from 
environmental deterioration may well justify the biologists’ 
assumption of additive fitness. But the scenario faced by those 
using evolutionary algorithms is usually very different.    
 They are typically interested instead in macro-evolution: 
the equivalent of mammal species developing from unicellular 
species over billion of years. If this is characterized by 
extended periods of stasis, punctuated by individual 
innovations, for instance in the context of Neutral Networks 
(Harvey, 2001), then the additive fitness assumption ceases to 
make sense. One can agree (Ochoa and Harvey, 1999) that the 
more correlated a fitness landscape is, the more advantageous 
it is to add recombination. One can agree that recombination 
is still worth adding to a GA; its role appears largely to be 
mitigating the negative effects of mutation. But unless one 
buys into the wholly unrealistic assumptions of Mackay 
(1999) and others, in the absence of compelling evidence to 
the contrary it seems prudent to assume that macro-evolution 
has the speed limit associated with an asexual GA. 
The Rule of Thumb 
Let us first assume binary genotypes, and some standard GA 
with the equivalent of 50% truncation selection, 
recombination and appropriate rates (Harvey, 2001) of 
mutation. If your search-space corresponds to a 20-bit 
genotype, then 20 generations (at 1 bit per generation) is your 
starting point. This may be reduced by an estimate of the 
redundancy; if one plausibly thought that phenotype space 
partitioned into say 210 equivalence classes, this reduces the 
figure to 10 generations.    
 But then very significant allowance must be made for the 
relatively small population you are likely to be using, and the 
loss of information due to mutations. One order of magnitude 
would seem conservative for this, and I tentatively allow 2 
orders of magnitude. I.e., for a 20-bit problem with 50% 
redundancy, I would recommend 20*0.5*100 = 1000 
generations. For a steady-state GA with population size P, this 
is equivalent to 1000*P new individuals.  
Real-valued genotypes. When evolving (e.g.) neural 
networks, the weights may be encoded in doubles or floats 
rather than bits on the genotype. As a first approximation, 
decide whether e.g. 4-bit or 6-bit precision is likely to be 
adequate for the job, and this gives a direct conversion to the 
binary case. With a feed-forward network having, say, 3 
nodes in the hidden layer, one should note that any perfect 
network is functionally equivalent with any relabeling of the 
hidden nodes, and this would give an immediate redundancy 
factor of 3! = 6, and all such redundancy is helpful. 
Caution. This heuristic suffers from many imperfections, 
from lack of knowledge of the details of any particular case, 
and from the need to make imprecise estimates. It should be 
treated with caution. Nevertheless, until more principled 
estimates are proposed it seems better than nothing. 
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In this study, our aim is to mimick human neuronal path-
ways without assuming the transition from microscopic to
macroscopic scales depend upon mathematical arguments.
Human neuronal pathways are natural complex systems in
which large sets of neurons interact locally and give bottom-
up rise to collective macroscopic behaviors. In this sense,
correct knowledge of the synaptic effective connections be-
tween neurons is a key prerequisite for relating them to the
operation of their central nervous system (CNS). However,
estimating these effective connections between neurons in
the human CNS poses a great challenge since direct record-
ings are impossible. Consequently, the network between
human neurons is often expressed as a black box and the
properties of connections between neurons are estimated us-
ing indirect methods (Tu¨rker and Powers, 2005). In indi-
rect methods a particular receptor system is stimulated and
the responses of neurons that are affected by the stimulus
recorded to estimate the properties of the circuit. However,
these neuronal circuits in human subjects are only estima-
tions and their existence cannot be directly proven. Further-
more, there is no satisfactory theory on how these unknown
parts of the CNS operate.
We propose a computational emergent model1 that inte-
grates the knowledge from neuroscience and artificial self-
organization to derive from it the fundamental principles
that govern CNS function and its simulation, and ultimately,
to reconstruct the human CNS pathways in silico. The term
artificial self-organization refers to a process enabling a
software system to dynamically alter its internal organiza-
tion (structure and functionality) during its execution time
without any explicit external directing mechanism (Seru-
gendo et al., 2011). Our emergent model uses temporal data
collected from human subjects as an emergent macro-level
description of the underlying neuronal pathway. Dynamic
activity and spiking are modeled at the individual neuron
scale. Consequently, the local information in the model
is the knowledge about the behavior of individual neurons,
such as generation of spikes and transmission of these spikes
1This model has been recently reported in (Gu¨rcan et al., 2013,
2012).
to their postsynaptic neurons. The effect of a spike on a
target neuron is defined as a temporal membrane potential
change in response to the influence of a source neuron that
connects to it. That influence is not instantaneous, and is de-
layed by the physical distance between neurons. However,
the interactions of neurons that result in macro-level emer-
gent behaviors are unknown and obviously neurons alone
are not able to deal with this information. Thus, we defined
adaptive mechanisms for individual neurons based on bio-
logical knowledge. Moreover, to be able to specify purely
local information about the reference macro-level pattern,
we used the peristimulus frequency (PSF) analysis method
(Tu¨rker and Powers, 2005).
We model the neuronal network as a dynamic directed
graph G(t) = (N (t),S(t)) where N (t) denotes the time
varying cooperative neuron agent (vertex) set and S(t) de-
notes the time varying synapse (edge) set. The set of exci-
tatory (resp. inhibitory) neuron agents at time t is denoted
by N+(t) (resp. N−(t)) where N (t) = N+(t) ∪ N−(t).
A synapse {n,m} delivers spikes from n to m with a de-
lay of dnm and with a synaptic strength of η. We denote
the set of postsynaptic neighbors of a neuron agent n ∈ N
at time t as Postn(t) = {k ∈ N (t)|{n, k} ∈ S(t)}
and the set of temporally closest presynaptic neighbors as
Tempn(t). The nominal behavior of neuron agents is spike
firing. The adaptive behaviors of neuron agents are sub-
jected to the non-cooperative situations of the agents which
are propagated by the feedbacks (Algoritm 1). We denote
the set of feedbacks as F and we model sending a feedback
fa ∈ F using an action of the form send(fa,R) where a
is the source of f and R ⊂ N \ {a} is the set of receiver
agents. The tuning behavior of neuron agents is modelled
using an action of the form tune({n,m}, f ) for n,m ∈ N (t)
and f ∈ F , which correspond to the adjustment of {n,m}.η
by f at time t. The reorganization behaviors of neuron
agents are modeled using actions of the form add({n,m})
and remove({n,m}) for n,m ∈ N (t), which correspond to
the formation and suppression (respectively) of {n,m} at
time t. The evolution behaviors are modelled using actions
of the form create(n,m), createInverse(n,m) and remove(n)
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for n,m ∈ N (t). create(n,m) corresponds to the creation
of a neuron agent between n and m by n having the same
type of n. createInverse(n,m) corresponds to the creation of
a neuron agent between n and m by n having the opposite
type of n. remove(n) corresponds to the suppression of the
neuron agent n by itself.
Algorithm 1 Response to the feedback fm received at time
t of neuron n where fm ∈ Fif and m,n ∈ N (t).
1:  tuning condition
2: ifm ∈ Postn then tune({n,m}.η, fm)
3:  reorganization condition
4: ifm ∈ Postn then
5: if (n ∈ N+ ∧ fm ↓ ) ∨ (n ∈ N− ∧ fm ↑ ) then
6: remove({n,m})
7: else //m /∈ Postn
8: if (n ∈ N+ ∧ fm ↑ ) ∨ (n ∈ N− ∧ fm ↓ ) then
9: add({n,m})
10:  evolution condition
11: ifm ∈ Postn then
12: if (n ∈ N+ ∧ fm ↑ ) ∨ (n ∈ N− ∧ fm ↓ ) then
13: create(Pren,m)
14: else //m /∈ Postn
15: if (n ∈ N+ ∧ fm ↓ ) ∨ (n ∈ N− ∧ fm ↑ ) then
16: createInverse(Pren,m)
17:  propagation condition
18: send(fm, T empn(tn))
We applied the model to the reflex responses of single
motor units obtained from conscious human subjects. The
exact information we used about the underlying pathways is
that sensory neurons make monosynaptic connections with
the alpha motoneuron. In this sense, we considered this path
as the shortest path in the underlying network and defined
its duration as l. Therefore, we initialized the simulations
as N (0) = {s,m}, S(0) = {{s,m}, {m,∅}} and dsm =
dm∅ = l/2 where s,m ∈ N+ and l is the latency of the
estimated beginning of the pathway.
The results show that (e.g., Figure 1), the emergent neu-
ronal network model learns to generate what is observed
in human subjects in cellular resolution. What makes the
model promising is the fact that, to the best of our knowl-
edge, it is the first realistic model to self-wire an artifi-
cial neuronal network by efficiently combining neuroscience
with artificial self-organization. Although there is no evi-
dence yet of the model’s connectivity mapping onto the hu-
man connectivity, we anticipate this model will help neu-
roscientists to learn much more about human neuronal net-
works, and could also be used for predicting hypotheses to
lead future experiments.
References
Gu¨rcan, O¨., Bernon, C., Tu¨rker, K. S., Mano, J.-P., Glize, P.,
and Dikenelli, O. (2012). Simulating human single motor
units using self-organizing agents. In Self-Adaptive and Self-
Organizing Systems (SASO), 2012 IEEE Sixth International
Conference on, pages 11 –20.
Gu¨rcan, O¨., Tu¨rker, K. S., Mano, J.-P., Bernon, C., Glize, P., and
Dikenelli, O. (2013). Mimicking human neuronal pathways
in silico: an emergent model on the effective connectivity.
Journal of Computational Neuroscience (accepted).
Serugendo, G., Gleizes, M.-P., and Karageorgos, A., editors
(2011). Natural Computing Series. Springer.
Tu¨rker, K. S. and Powers, R. K. (2005). Black box revisited: a
technique for estimating postsynaptic potentials in neurons.
Trends in neurosci., 28(7):379–386.
Figure 1: The results that came out of a simulation run at the
end of its effort to learn the global pattern obtained from the
human reflex experiment SS-1-1-1 (Gu¨rcan et al., 2013). (a)
PSF-CUSUM diagrams of the reference data (red line) and
its simulated replication (blue line). Pearson-correlation of
these lines is 0.98 and thus their similarity is 97.29%. (b)
The temporal distribution of created excitatory (red) and in-
hibitory (blue) synapses on the motoneuron. (c) The net PSP
on motoneuron caused by its presynaptic connections given
in (b). (d) The cinematic representation of the evolution of
the neural network from the initial configuration towards the
final configuration together with the number and the sign of
neurons. Note also that, in the final configuration, the ex-
tent of the pathways that represent the long latency reflex
responses are emerging as neuronal loops.
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Abstract
Many genes are only active following the intake of an inducer
by the cell, via passive diffusive, positive, or negative feed-
back intake mechanisms. Based on measurements of the in
vivo kinetics of intake and subsequent transcription events
in Escherichia coli, we use stochastic models to investigate
how the kinetics of intake affects both transient and near-
equilibrium dynamics of gene expression. We find that the
intake kinetics affects mean and variability of the transient
time to reach the steady state of proteins numbers and also the
degree of fluctuations in these numbers. Fluctuations in the
extracellular number of inducers affects the variability of pro-
tein numbers at steady state in a degree that differs with the
intake kinetics. Finally, changing the intake kinetics of an in-
ducer of a genetic switch allows tuning the bias in the choice
of noisy attractor. We conclude that the kinetics of inducer
intake affects transient and near-equilibrium gene expression
dynamics and, consequently, the phenotypic diversity of or-
ganisms in fluctuating environments.
Introduction
To survive, cells must adapt to environmental changes, such
as in the concentration of nutrients and toxics. Some of these
changes can occur at rates faster than, e.g., the cell cycle, and
thus require rapid adaptability from the cells. This adaptabil-
ity may involve modifications in the kinetics of membrane-
associated mechanisms (Sajbidor, 1997), metabolic rates
(Talwalkar and Kailasapathy, 2003), or gene expression (Ya-
mamoto and Ishihama, 2005; Allen and Tresini, 2000).
Studies suggest that organisms such as Escherichia coli
can adjust the reception of some external signals. For exam-
ple, in normal conditions, transcription of the genes of the
lac operon (Elf et al., 2007; Hansen et al., 1998) is inhib-
ited by the native lac repressor. When allolactose is present
in the environment, it is absorbed by passive intake trans-
port and triggers the expression of the lac genes. One of
the proteins expressed, lacY, enhances the intake of allolac-
tose further, thus forming a positive feedback. Such feed-
back mechanisms are particularly useful in saving cellular
resources in periods when inducers are not present(Jacob
and Monod, 1961). On the other hand, negative feedback
mechanisms are appropriate for, e.g., quickly pumping un-
wanted substances out of the cell (Schnappinger and Hillen,
1996). One example is the tetracycline intake system, as
the tetracycline-induced proteins tetA actively transport the
tetracycline out of cell (Beck et al., 1982).
A recent study (Megerle et al., 2008) showed that the
timing of intake of inducers differs widely between cells in
monoclonal populations of E. coli. Such variability in intake
times was visible in the differing timings for the appearance
of proteins in cells following the introduction of the inducer
in the media even though, after a transient period, all cells
exhibited the same rate of protein production. Another re-
cent study (Makela et al., 2013) supported this hypothesis,
by showing that there is a wide variability in the timing of
activation of transcription following the appearance of the
inducer in the media that is not due to noise in gene expres-
sion but causes high cell to cell variability in RNA numbers
for long periods of time (i.e. longer than several cell cycles).
This source of phenotypic diversity is likely to be of particu-
lar relevance in fluctuating environments (Acar et al., 2013;
Ribeiro, 2008).
Here, using detailed stochastic models of gene expression
and intake processes in E. coli, we investigate if differing in-
take kinetics results in differing kinetics of expression of the
target gene both in the transient period for protein numbers
to reach near-equilibrium, as well as in the subsequent sta-
ble phase. Next, we investigate how fluctuations in inducer
numbers in the environment affect this variability. Finally,
we investigate whether the intake kinetics of inducers can
affect the behavior of a small genetic circuit, namely, a tog-
gle switch.
Methods
We compare the kinetics of expression when the inducer
of the target gene enters cells via positive feedback mecha-
nisms, passive diffusion, or negative feedback mechanisms.
While varying the intake kinetics, the mean number of pro-
teins expressed by the target gene is kept invariant in the
stable phase.
The dynamics of the models is driven by the delayed
Late Breaking Papers
ECAL 2013 1174
Stochastic Simulation Algorithm (delayed SSA) (Roussel
and Zhu, 2006). This algorithm, unlike the original SSA
(Gillespie, 1977), allows delaying the release of products,
following a reaction. Furthermore, it differs from previ-
ous algorithms that can accommodate delays (e.g. (Bratsun
et al., 2005; Barrio et al., 2006)) in that it can handle mul-
tiple delayed events in one reacting event, which facilitates
the modeling of genetic circuits(Ribeiro, 2010). The delayed
SSA uses a wait list to store delayed output events. The wait
list is a list of elements (e.g., proteins being produced), each
to be released after a time interval has elapsed (also stored
in the wait list).
Each model includes an extracellular environment, which
contains inducers, a cellular intake mechanism of inducers,
and a gene expression mechanism that requires activation.
The proteins produced can affect the intake kinetics, so as
to model positive or negative feedback mechanisms. The
models are simulated by SGNSim (Ribeiro and Lloyd-Price,
2007). All parameter values are extracted from measure-
ments in E. coli, unless stated otherwise.
Environment and passive transport of inducers
We assume that the inducers in the environment are inex-
haustible. To model passive diffusion of inducers into cells,
we set a rate constant of intake (kIin) and an extracellular
amount of inducers (Ie) equal to 1, for simplicity. The in-
take is modeled by the following reaction:
∅ Ie×kI in−−−−−→ I (1)
where I is the number of inducers inside a cell. Note that, in
all cases, even when an active mechanism is present, there is
always passive intake.
To model fluctuations in inducer numbers in the environ-
ment, we assume that these follow a Gaussian distribution
with standard deviation σe and unity mean. The fluctuations
are set to occur at a rate slow enough to allow for one fluc-
tuation to have a visible effect in the protein numbers before
the next one occurs. For that, we use a first order autore-
gressive model to restrict the degree of change in inducer
numbers from one moment to the next, with the following
update rule:
Ie(t) = 1− ϕ+ Ie(t− δt) ∗ ϕ+ ϵt (2)
where ϕ is constant, ϵt is white noise with standard devia-
tion of σt, and δt is the update interval. The model gener-
ates values for the extracellular inducer numbers according
to Ie ∼ N(1, σ2e), where:
σ2e =
σ2t
1− ϕ2 (3)
The inducers’ extracellular concentration thus has the auto-
correlation function’s decay rate of −ln(ϕ)/δt. By tuning
ϕ, one can adjust the rate of change in this concentration.
Finally, cells can dispose of inducers via diffusion, modeled
as a first order reaction event:
I
kI out−−−−→ ∅ (4)
Reaction 4 is assumed to account also for possible degra-
dation events of inducers when inside the cell.
Active transport mechanisms
We assume that the active transport rate is proportional to
the number of proteins of the target gene. Let such transport
be done by a protein P .
Positive feedback mechanisms are modeled by reaction
5a, where one inducer I is introduced in the cell by a protein
P , while negative feedback mechanisms are modeled by re-
action 5b, where one inducer is pumped out of the cell by a
protein P :
P
Ie×kP in−−−−−−→ P + I (5a)
P + I
kP out−−−−→ P (5b)
These two mechanisms are never present simultaneously.
Gene expression
We assume that the gene only expresses once activated. An
inducer I interacts with the operator site O at the promoter
region of the gene via the following reactions:
O + I
ka−⇀↽−
kd
O.I (6)
where ka and kd are the association and the disassociation
rate constants, respectively. We assume half lives of induc-
ers much longer than the expected time for disassociation
to occur. Thus, we do not model degradation of inducers
when bound to the operator. Additionally, we assume that
leaky expression is negligible and that the operator site is
not overlapped by the RNA polymerase for any significant
time, so that the interaction between promoter and inducer
is independent of the transcription process, particularly ini-
tiation.
The model of gene expression used was proposed and val-
idated in (Ribeiro et al., 2006; Zhu et al., 2007), by compar-
ing its kinetics with the real-time production of tsr-venus
proteins under the control of a lac promoter in E. coli (Yu
et al., 2006). The model consists of transcription (7), in this
case of the activated gene, and translation of the resulting
RNA molecules (8). Also modeled are first order degrada-
tion processes of RNA (9) (Bernstein et al., 2002) and pro-
teins (10). Transcription events can occur when the operator-
inducer complex O.I is formed. RNA polymerases are not
explicitly modeled, as it is assumed that these exist in suf-
ficient amount so that fluctuations in their numbers are not
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significant. The transcription start site (TSS) is modeled ex-
plicitly so that transcription initiation events do not interfere
with operator-activator reactions:
O.I + TSS
∞−→ TSS(τ) +O.I +M(τ) (7)
M
kP−−→M + P (8)
M
dM−−→ ∅ (9)
P
dP−−→ ∅ (10)
Reaction 7 describes the process of transcription. In par-
ticular, τ (which follows a Gamma distribution (Kandhavelu
et al., 2011)) accounts for the finding of a promoter region
by an RNA polymerase, the formation of the closed complex
at the transcription start site, the open complex formation,
and finally, the promoter escape (DeHaseth et al., 1998) and
elongation. Of these, in general, the most rate limiting steps
are the isomerization steps and the open complex formation
(McClure, 1985; Lutz et al., 2001). To model this multi-step
process, we set the reaction rate to infinity, which causes the
reaction to occur the moment the reactants become avail-
able. Thus, in this model, τ determines the interval between
consecutive productions of transcripts when the gene is in-
duced.
Also, given the short duration of the elongation time in
comparison to transcription initiation (Kandhavelu et al.,
2011), the transcript (M ) is released at the same time as the
TSS (i.e. the elongation time is assumed negligible). This
allows for translation events of the RNA to initiate (reaction
8) as soon as the assembly of that RNA begins (Miller et al.,
1970).
Genetic Toggle Switch
The toggle switch consists of a network of two genes (here,
B and C), whose proteins (PB and PC , respectively) repress
the other gene’s activity. We assume that these two genes are
only active when bound by a protein produced by an operon,
‘A’, which is itself activated by the extracellular inducer. The
transcription and translation processes in each of these genes
are modeled as described in the previous section.
In this model, the operon A, once activated by the in-
ducer, expresses two proteins, PA1 and PA2. The former
is involved in the intake of the inducer via a feedback mech-
anism (described in a previous section), while the latter ac-
tivates genes B and C via the following reaction:
PA2 +ORi
ka−→ Oi (11)
where PA2 is the activator,ORi is an operator site at the pro-
moter of either gene B or C in the inactive state (i = B,C),
ka is the association rate constant, and Oi is the operator
region with the activator bound to it.
The interactions between genes B and C form a switch.
Namely, each of these genes, once activated by PA1, is free
Figure 1: Model switch and activation mechanism. Inducers
enter the cell by the intake mechanism, whose kinetics is
determined by Ω (dashed box). Protein PA1 is responsible
for the feedback mechanism, while PA2 activates genes B
and C, whose mutual interactions form a switch.
to express or to be repressed by the protein of the other gene
(PB represses gene C while PC represses gene B). Such re-
pressions occur at a second operator site at the promoter re-
gions, via:
Pj +Oi
kai−−→ OiPj (12)
where Pj is the repressor, Oi is an active operator site of ei-
ther gene B or C, OiPj is the operator region with a repres-
sor bound to it, and kai is the association rate constant of
that repressor. Importantly, this rate differs in the two genes,
being higher for gene C, which biases the choice of noisy
attractor made by the switch, when first initialized (Ribeiro
and Kauffman, 2007). The noisy attractor favored is “gene
C on and gene B off”. In Fig. 1 we show a schematic repre-
sentation of this model.
Characterization of the intake process
To compare the effects of different active intake systems we
modeled these such that, for the same extracellular concen-
tration of inducers, one has the same mean protein number
of the inducible gene at steady state ([P ]), for varying ac-
tive transport kinetics. To achieve this, the mean number of
inducers in the cells at steady state ([I]) has to be kept con-
stant for varying intake kinetics, which is done by tuning the
kinetics of passive intake.
In the stable phase, the influx and outflux rates of induc-
ers are identical. Let f1 and f2 be the passive influx and
outflux of inducers, respectively. These occur, respectively,
via reactions 1 and 4. Given these, f1 = Ie × kI in while
f2 = [I]kI out. Let f3 be the flux due to the active transport.
Since the flux (f ) from active and passive transports, in the
stable phase, must equal zero, then:
f = f1 − f2 + f3 (13)
= [Ie]kI in − [I]kI out + f3 = 0
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The active transport flux f3 can thus be calculated as fol-
lows, in each condition:
f3 =

[Ie][P ]kP in > 0 positive feedback
−[P ][I]kP out < 0 negative feedback
0 passive diffusion
(14)
Finally, we define Ω as the log ratio between the passive
disposal flux and the passive intake flux. The value of Ω
informs on the rate at which inducers are transported into
cell by passive intake when in the stable phase:
Ω = lg(
f2
f1
) = lg(
f3
f1
+ 1) = lg(
[I]kIout
kIin
) (15)
Ω can take positive values in the presence of positive feed-
back (i.e. f3 > 0), and negative values in the presence of
negative feedback (f3 < 0). Given passive intake alone
(f3 = 0), Ω = 0.
Results
The models used to study the effects of the kinetics of the
intake of inducers on the dynamics of gene expression are
stochastic. Thus, to assert if their dynamics changes as a
function of a parameter’s value, we perform tests of statisti-
cal significance. Also, the models are initialized without any
proteins of the target gene, so as to assess the kinetics both
at the stable phase, as well as during the transient to reach
the stable phase.
Gene expression and intake kinetics
We first study the dynamics of protein numbers of a tar-
get gene as a function of the intake kinetics of the inducer,
both in the transient phase and in the near-equilibrium or
stable phase. In all cases, we use the following parame-
ter values for the model of gene expression: kP = 0.005
s−1 (Taniguchi et al., 2010), dM = 0.002 s−1(Bernstein
et al., 2002), and dP = 0.0005 s−1(Taniguchi et al., 2010).
Also, we let τ be a random variable following a gamma dis-
tribution Γ(α, θ), with the shape α equal to 2 (Kandhavelu
et al., 2011) and the scale θ equal to 25 s. The value of θ
was set so that, given the other parameter values, the mean
RNA number in the stable phase is ∼ 10, in accordance
with in vivomeasurements in E. coli (Taniguchi et al., 2010).
The reaction rates of inducer-operator interactions are set to:
ka = 10
−5s−1 and kd = 0.02, so that the expected time for
inducers to bind to the promoter is in accordance with mea-
surements reported in (Elf et al., 2007).
We vary Ω, while maintaining constant the mean pro-
tein ([P ] ∼ 30) and mean inducer numbers within the cells
([I] ∼ 1400), when in the stable phase. For this, the range
of variation of Ω was constrained between -1 and 1. This
range complies with measurements of the intake kinetics of
known inducers (namely, of tet and lacY) in E. coli (Brown
and Hogg, 1972; Hansen et al., 1998; Beck et al., 1982).
For each value of Ω, we simulate 500 cells, each for 60
000 s, sampling their state every 60 seconds. We define the
stable phase as the phase in which the mean protein numbers
in the cells do not differ, in a statistical sense, for different
values of Ω. We found that all cells reach the stable phase
after, at most, t = 4 × 104 s. In Table 1, we show the p-
values of the Kolmogorov-Smirnov (KS) test comparing the
distribution of mean protein numbers when Ω = 0 (passive
intake) with each of these distributions for the other values
of Ω, in the stable phase.
Table 1: p-values of the KS test comparing the distribution
of mean protein numbers when Ω = 0 and when Ω takes
other values, in the stable phase (t > 4× 104 s)
Ω -1 -0.4 1 0.4 1
p-value 0.03 0.19 1.00 0.26 0.34
The p-values from likelihood ratio tests with the null hy-
pothesis that the distributions are identical are larger than
0.01, thus, we cannot reject that they are identical in a sta-
tistical sense. Therefore, in this range of values of Ω, the
models have identical mean protein numbers over time, in a
statistical sense, when in the stable phase.
We next study the intracellular dynamics of inducer num-
bers as a function ofΩ. In Fig. 2a we show the mean number
of inducers in the cells over time, from the start of the sim-
ulations. These vary significantly as a function of Ω, before
reaching the stable phase. In particular, for Ω < 0 (negative
feedback), there is a rapid influx of inducers, followed by
a steady decrease towards the numbers at near-equilibrium.
For Ω > 0 (positive feedback), the inducer numbers take
longer time to reach near-equilibrium. The passive intake
mechanism (Ω = 0) is, of the cases modeled, the one for
which the intracellular inducer numbers stabilizes faster. We
found by inspection that this mean time is minimized for val-
ues of Ω close to, but slightly smaller than 0. Finally, from
Fig. 2b we observe that the proteins reach slower the num-
bers observed in the stable phase the greater is Ω.
In Fig. 3, we show the mean transient time (t0) for each
value of Ω, along with the square of the coefficient of vari-
ation (CV 2(t0)), obtained from the multiple simulations in
each condition. We find that the mean t0 is shorter for neg-
ative intake mechanisms. However, the CV 2(t0) does not
change significantly with Ω.
Next, we assess the fluctuations in protein and inducer
numbers in the stable phase as a function of Ω. Fig. 4 shows
the variance over the mean (σ2/µ) ratio (i.e. the fano fac-
tor) of these numbers. This quantity is minimized for Ω = 0
in the case of intracellular inducer numbers. In the absence
of feedback, these follow a Poisson distribution, as expected
since both the passive intake and disposal are first-order pro-
cesses. When there is an active feedback mechanism, the
noise in protein numbers causes an noise in the intracellular
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Figure 2: Mean numbers of inducers (top) and proteins (bot-
tom) over time: Ω < 0 corresponds to negative feedback,
Ω = 0 corresponds to passive intake, and Ω > 0 corre-
sponds to positive feedback mechanisms.
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Figure 3: Mean (µ) and CV 2 of the transient time, t0, for
protein numbers to reach near-equilibrium as a function of
Ω.
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Figure 4: Noise in protein and intracellular inducer numbers
in the stable phase as a function of Ω.
inducer numbers to be higher, then when only passive intake
is present. The stronger the feedback mechanism (larger de-
viation from Ω = 0), the stronger is this effect.
On the other hand, the noise in protein numbers in-
creases for increasing Ω, being lower for negative feed-
back mechanisms and higher for positive feedback mech-
anisms. To investigate this, we calculated the normalized
cross-correlation between protein and intracellular inducer
numbers in the stable phase for varying Ω (Fig 5). For pos-
itive feedbacks (Ω > 0), the protein and inducer numbers
are positively correlated. This means that the noise in intra-
cellular inducer numbers will be propagated to the protein
numbers, causing it to be higher than in the passive diffusion
case. In the regime of negative feedbacks, the numbers of in-
tracellular inducers and proteins are anti-correlated, and the
noise in the numbers of proteins is suppressed, when com-
pared to passive diffusion case. Finally, as expected, in the
absence of feedback mechanisms, the noise in intracellular
inducer numbers does not affect the protein numbers, which
is indicated by zero cross-correlation at Ω = 0.
Finally, we study how the intake mechanisms behave in
environments with fluctuating number of inducers. We as-
sume that the extracellular number of inducers follows a
Gaussian distribution with variance σ2e = 0.2 and unity
mean, generated by the autoregressive model (see methods).
We set δt to 30 s. We set the rate of environmental change,
ϕ, from 0.5 to ∼ 1. The closer the value of ϕ to 1, the
slower the decay rate of the autocorrelation function of the
extracellular inducer concentration. For ϕ ∼ 1, the extra-
cellular inducer concentration is constant, corresponding to
σe = 0. For each pair of values [ϕ,Ω], we simulate one cell
for 5×106 s, sampling every 60 s. Fig. 6 shows the changes
in fluctuations in protein numbers in the stable phase (as as-
sessed by the CV 2) due to the fluctuations in the inducer
numbers, relative to when in stable environments.
From Fig. 6, with values of ϕ larger than 0.8, the noise
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Figure 5: Cross-correlation between protein and inducer
numbers in the stable phase.
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amplification in the protein numbers appears to increase
with increasing Ω. For each value of ϕ > 0.8, we performed
tests of statistical significance between the protein numbers
whenΩ is 0, and when is -1 and 1, respectively. In both tests,
we found that the distributions are distinct (p-values smaller
than 10−10), confirming that the increase in the noise ampli-
fication effect with increasing Ω is statistically significant.
For positive feedback mechanisms, the noise amplifica-
tion ratio for different values of ϕ resembles a band pass
filter (Fig.7). As ϕ increases up to 0.9, the fluctuations in the
external inducer numbers propagate more efficiently to the
protein numbers of the induced gene (as shown in Samoilov
et al. (2002)). When ϕ increases beyond 0.9, the noise am-
plification ratio decreases as the positive feedback, affected
by the extracellular inducer numbers, loses the ability to re-
flect the fluctuations in protein numbers. Interestingly, for
Ω = 1, ϕ = 0.5, σe = 0.2, the protein CV 2 is reduced by
∼ 10%when compared with the noiseless case (i.e. σe = 0).
This reduction is significant, namely the resulting distribu-
tions of protein numbers in the two cases are statistically
distinct (p-value smaller than 10−10).
Inducible genetic switch
We study the behavior of a biased genetic switch as a func-
tion of the intake kinetics of an inducer. The model consists
of two genes, B and C, which form a switch via mutually
repressing interactions, and of a third gene, A, responsible
for, once activated by the inducer, activate both genes B and
C (figure 1).
In this model, PA2 activates the expression of genes B
and C in the same fashion as reaction 6, with the association
rates: kA2B = 0.001 s
−1, kA2C = 0.002 s
−1. The other
parameters of genes B and C are: kPB = kPC = 0.05s−1,
dMB = dMC = 0.002 s
−1, dPB = dPC = 0.0005
s−1. The formation of the open complex is regulated by:
τB , τC ∼ Γ(1, 100s). Finally, we denote [tB ] and [tC ] as the
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Figure 8: Mean temporal difference between the first activa-
tion of genes B and C (∆t), and bias in the choice of noisy
attractor towards “gene C on” (CON ).
mean elapsed times from the introduction of inducers to the
first closed complex formation in each promoter. The bias in
the association rate constants biases the moments of forma-
tion of the closed complex. Namely, on average, these occur
at moments that differ in time by: ∆t = [tB ]− [tC ] > 0.
Given these parameter values, we observed that both
noisy attractors of the switch are stable enough so that, once
a noisy attractor is reached, the switch will remain there un-
til the end of the simulation. Also, as noted in the methods
section, the association rate of the activator protein PA2 is
higher in the case of gene C, which biases the first choice
of noisy attractor of the switch. For Ω = 0, the first noisy
attractor selected by the switch will be “gene C on” ∼ 65%
of the times (see Fig. 8).
We study the bias in the choice of noisy attractor as a func-
tion of Ω. For each value of Ω, we simulate 1000 indepen-
dent cells, each in 30 000 s, sampled every 5 seconds. The
results are shown in Fig. 8. From this figure, for increasing
values of Ω, the bias in choice of noisy attractor is reduced
from ∼ 67% to ∼ 62%.
We performed statistical tests of significance comparing
the distribution of ∆t when Ω = 0 to the same distribution
when Ω = −1 and 1 respectively. The test results show that
all tested pairs of distributions are distinct (p-values smaller
than 10−10).
This result can be explained as follows. AsΩ is increased,
PA reaches the stable phase slower. Thus, both [tB ],[tC ]
increase, but not by equal amounts (e.g. for half the number
of proteins A, each of these times is doubled). Accordingly,
∆t increases and the distribution of chosen noisy attractors
becomes more biased.
Discussion
Many genes in E. coli, as well as other single-celled organ-
isms, only become active in response to an external signal,
either individually, or as part of a small network. Addition-
ally, even when active, in the stable phase, most genes ex-
hibit very small mean RNA numbers (from one to a few)
(Taniguchi et al., 2010). This implies that differences in the
intake time of inducers between sister cells can have signif-
icant implications on phenotypic differences between them.
Similarly, differences in the kinetics of the intake process
of different inducers may lead to significant differences on
the mean and variability of response times to those induc-
ers. Relevantly, Recent measurements in vivo showed that
the intake time of inducers can be of the same order of mag-
nitude as the cell division time and transcription initiation
(Kandhavelu et al., 2011). The degree of cell-to-cell vari-
ability in these times is also equally high (Megerle et al.,
2008; Makela et al., 2013).
Using a stochastic model with parameter values extracted
from measurements in E. coli, we showed that the nature
of the intake mechanism, that is, whether it is based on pas-
sive diffusion, positive feedback or negative feedback mech-
anism, has a significant impact on the dynamics of gene ex-
pression, both in the transient phase, as well as in the sta-
ble phase. The intake kinetics not only affects mean and
variability of the transient time to reach the stable phase but
also the degree of fluctuations in these numbers once it that
phase. These effects are tangible in the behavior of small
genetic circuits.
The results presented here show that the kinetics of the re-
sponse, in terms of gene expression, of single-celled organ-
isms to external signals, depends to great extent not only on
the intake mechanism of the inducer/repressor molecule as
well as on the mechanisms of transcription and translation.
Also relevant is the observation that the intake mechanism
also has an effect on the kinetics of gene expression, long
after the transient period. This implies that the kinetics of
genes responsive to environmental signals ought to be stud-
ied accounting for the effects of the intake mechanism on
RNA and protein numbers dynamics. In the future, it would
be of interest to further explore how active transport mech-
anisms, able of positive or negative feedback processes, can
be used to tune the behavior and adaptability of small ge-
netic circuits to fluctuating environments.
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Abstract
In this article, a four-cell CPG network, exploiting sensory
feedback, is proposed in order to emulate infant crawling
gaits when utilized on the NAO robot. Based on the crawling
model, the positive episodic natural-actor-critic architecture
is applied to learn a proper posture of crawling on a simu-
lated NAO. By transferring the learned results to the physical
NAO, the transferability from simulation to physical world
is discussed. Finally, a discussion pertaining to locomotion
learning based on dynamic system theory is given in the con-
clusion.
Introduction
Crawling, as a type of quadrupedal locomotion, has
been investigated on a number of humanoid robot plat-
forms(Degallier et al., 2008)(Li et al., 2011). Compared
to bipedal walking, crawling may be more versatile in
terms of posture. For example, human beings can actu-
ally do standard crawling (knees and hands), bear crawling
(feet and hands), crab crawling (upside down bear crawl-
ing), leopard crawling (a military specific crawling with el-
bows)(Wikipedia, 2013). Moreover, each of the crawling
types differs regarding posture and needs specific training to
perform. In this article, the work presented will focus on
modelling standard crawling and training the NAO robot to
learn the optimal posture.
From a bio-inspired perspective, central pattern generators
(CPGs) are widely used in modelling locomotion on dif-
ferent robotic platforms(Ijspeert, 2008)(Harischandra et al.,
2011)(Zhao et al., 2012), including humanoids(Degallier
et al., 2008)(Endo et al., 2008). However, none of the above-
cited work involves the posture optimization/learning for
crawling and yet the posture determines the type of crawl-
ing. As far as CPG architectures are concerned, posture ad-
justment also plays an important role in the adaptability of
CPGs(Grillner et al., 2008)(Orlovsky et al., 1999). Grill-
ner et al(Grillner et al., 2005) not only posit that sensory
feedback and postural control interactively connect the per-
ceived environmental change to human neural structures via
CPGs but also point out brainstem and basal ganglia are the
two main brain-related parts implicated in the adaptive so-
lutions for locomotion. The latter theoretically implies the
role of reinforcement learning (RL) as one possible imple-
mentable solution for presenting locomotion capabilities on
humanoids.
RL provides an agent the capabilities of learning based
on the interaction of the body, the environment and the
neural structure. RL is one type of affective-modulation
mechanism based on searching solutions for maximizing
the reward-related value function(Sutton and Barto, 1998).
Grillner et al’s(Grillner et al., 2008) brain-based perspec-
tive on locomotion implies the role of RL in the adaptation
of CPGs. Biologically, some scientists assume it accounts
for the functions of basal ganglia in human brains(Wiering
and van Otterlo, 2012). This neural-anatomic link hints that
RL might also be implicated in locomotion and specifically,
learning to crawl. Recently, the emerging new methods of
continuous-space learning links machine learning closely
to RL, such as continuous action space learning automaton
(Cacla) and natural actor critic (NAC)(van Hasselt andWier-
ing, 2007)(Peters and Schaal, 2008). Both of these methods
are used in different motor learning tasks on robots to up-
date in a relatively high-dimensional parameter space(Kober
et al., 2012)(Farkasˇ et al., 2012). In our work, because of
relatively high learning efficiency of NAC, it is used to fig-
ure out the optimal posture of crawling under the guidance
of a specific reward function. RL, as an approach inde-
pendent from traditional supervised and unsupervised learn-
ing, is a method which can seamlessly integrate scaffolding-
related (supervised) and self-learning factors (unsupervised)
into one process.
In this article, a posture learning architecture on a crawl-
ing humanoid is presented. In section 2, the main princi-
ples/theories pertaining to emulating infant crawling on a
humanoid robot are introduced in detail, including the theo-
ries of CPGs and RL. In section 3, with the results from the
simulation, the learned models are transferred to the phys-
ical robot for verification. The statistical results are given
and analyzed. In section 4, a conclusion related to RL and
learning locomotion is drawn.
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Methods and Theories
CPGs and Crawling
Since crawling is a periodic motion, using CPGs to interpret
and model it falls within the scope of the biological expla-
nation of locomotion(Grillner et al., 2008)(Scott L Hooper,
2001). Via transferring this knowledge to robotics, it prof-
fers new methodologies for understanding morphology con-
strained locomotion principles on different robots(Ijspeert,
2008), including crawling robots(Harischandra et al.,
2011)(Zhao et al., 2012)(Degallier et al., 2008). The ap-
proaches for modelling crawling can be classified into two
categories: the engineering and the bio-inspired. Specifying
the pre-defined trajectories of end-effectors, Aoi et al(Aoi
and Tsuchiya, 2005) propose an engineering-based crawl-
ing model implemented on a bipedal robot. A key draw-
back of this approach is that this crawling robot might need
recalculation and even remodeling when the environment
changes, which limits motoric adaptation capabilities. On
the basis of this, a lot of bio-inspired roboticists posit other
solutions based on CPGs for avoiding the limitations of en-
gineering methods. Nakamura et al, Righetti et al and Li
et al(Nakamura et al., 2007)(Righetti and Ijspeert, 2008)(Li
et al., 2013) together applied CPGs to locomotion by re-
garding sensory feedback as the input to reshape the output
of neural controllers, endowing their architectures with self-
adaptation capabilities. In this article, the CPG architecture
based on sensory feedback reshaping is coined as least sen-
sory feedback CPG model. The definition is as follows:
Least Sensory Feedback CPG Model: The adapta-
tion and feasibility of CPG models reply on a lim-
ited/necessary number of sensors so that the output of
the model can be interactively reshaped by perceived
contextual change. The CPG architecture with above-
mentioned characteristics is defined as the least sensory
feedback CPG.
“least” here emphasizes necessary/minimal. For exam-
ple, based on dynamic systems theory, Righetti et al pro-
pose the four-cell CPG network with necessary fast/slow
transition feedback to implement standard crawling on the
iCub robot(Degallier et al., 2008). Without fast/slow tran-
sition, the iCub cannot crawl in the real world. Inspired by
Righetti et al’s model, we adopt the fast/slow transition into
our experiments as a necessary self-modulation mechanism
of CPGs.
the mathematical model of CPGs Inspired by work on
iCub crawling(Degallier et al., 2008) and adapted from
our previous work(Li et al., 2011), the Hopf oscillators are
adapted into our work:
x˙i = a(m− xi2 + yi2)y − ωixi (1)
4-cell CPG network
Limite Cycle with fast/slow transition
fast transition
slow  transition
Original Limit Cycle
Shoulder Pitch and Roll
Elbow Roll
Hip Pitch and Roll
Figure 1: Top: the limit cycles with and without transition
feedback (Right and Left). Bottom-left: the four-cell CPG
network. The round-head and sharp-head arrows represent
negative (-1) and positive (+1) connection weights respec-
tively. Bottom-right: The NAO robot and its correspondent
joints under control of the CPG network for crawling.
y˙i = b(m− xi2 + yi2)x+ ωiyi +
∑
j
αjiyij + Fi (2)
ωi = 2 · pi( ωswing
(1 + e−100yi)
+
ωstance
(1 + e100yi)
) (3)
where the xi is the output of the Hopf Oscillator and yi is
the internal state. m is the amplitude and a,b are the conver-
gence rate (m=1, a=1 and b=5 for all the experiments). ωi is
the internal weight in this coupled oscillator. It is usually set
to 1. yij is the output of the other cells except cell i and αji
is the external weight (from cell j to i) of the four-cell net-
work (Figure 1:bottom-left). Meanwhile, ωi also represents
the frequency of this oscillator. Interestingly, by changing
values of ωswing and ωstance, you can change the duration
of increase and decrease rate of the oscillator. According to
the statistical verification of Righetti et al’s model(Degallier
et al., 2008), it is best to set ωswing = ωstance = 1.0. Fi is
the fast/slow transition feedback which can be regarded as
time-reset afferent feedback in the first layer of our previous
model(Li et al., 2013) and defined as follows:
if y˙i > 0, yi < 0 and xi >= 0
Fi = −sign(yi) ∗ 50 (4)
if xi < −0.45, yi >= 0 or xi > 0, yi <= 0
Fi = −2ωiyi −
∑
j
αjiyij (5)
Where equation (4) describes the fast transition in which yi
decreases very quickly and equation (5) represents the slow
transition in which the increase of yi is delayed. Figure 1
(top) shows the comparison of limit cycles before and after
adding fast/slow transition. The fast transition aims to con-
trol the robot to swing back quickly and the slow transition,
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based on a triggered delay in the oscillator, is to smoothen
the transition from stance phase to swing phase. These two
characteristic types of feedback are activated by pressure
sensors in the crawling iCub but maintained as invariant fea-
tures in our work as the NAO robot does not have usable
pressure sensors. They are regarded as types of proprio-
ceptive sensory feedback related to the position of the joint.
Then the investigation of crawling in NAO is transformed to
the problem of how to find a proper posture that allows the
robot to crawl with a crawling-featured “limit cycle”.
Standard crawling and its key variables Crawling,
as the first milestone motion ability in human in-
fants(Clearfield, 2004), serves as a cornerstone gateway
to learn the body-environment interaction(Kail and Ca-
vanaugh, 2012). Most expert crawlers during infancy move
on knees and hands according to Righetti et al’s investiga-
tion(Righetti et al., 2008). Hereby, in order to emulate stan-
dard crawling on a robot, the knowledge of how infants learn
to crawl might be applicable. Clearfield et al(Clearfield,
2004) emphasize the salient role of spatial-temporal mem-
ory, especially the “distance”, in the process of infant crawl-
ing. Adolph et al(Adolph et al., 2012) found that the parental
scaffolding by holding up crawling infants offers positive
“safety” assurance on the posture. Therefore, it might be
necessary to immerse two factors (distance and posture) into
the learning mechanism. The posture can be embodied as
the angle affecting the head direction (Figure 2). In our
work, it is controlled by a Gaussian distribution between 30
degree and 50 degree.
The number of joints for a humanoid pertaining to the
whole-body posture can be very high dimensional. To avoid
high dimensionality, firstly, the robot begins in a crawling
posture with which it stably mounts on knees and hands.
Then only the necessary joints are taken into account for ad-
justing the crawling posture, including shoulders (pitch and
roll), hips (pitch and roll) and elbows (roll). The knee and
ankle joints are neglected as they do not move so much for
crawling(Righetti et al., 2008).
Natural Actor Critic in Posture Learning
Episodic Natural Actor Critic (eNAC) eNAC is well-
known for its learning efficiency on searching optima in a
continuous parameterized space. As the posture adjustment
requires a continuous adaptation, eNAC is selected to opti-
mize the crawling posture. Compared to Cacla, another ef-
ficient continuous-space RL, eNAC might suffer in possible
failures by updating a parameterized model into an unknown
action space(Wiering and van Otterlo, 2012). So a positive
eNAC is applied in our work (for details see part 2) to high-
light the potential failures.
NAC was proposed by Kakade et al(Kakade, 2001) and
further developed and used in motor learning by Peters et
al(Peters, 2007)(Peters and Schaal, 2008). It transforms the
traditional RL problem on solving the Bellman equation to
an explorative process of linear regression. As a policy gra-
dient approach, the principles of NAC are elucidated as fol-
lows:
Assume the stationary policy is piθ(x,u) which can deter-
mine action space u based on state space x with a static
distribution dpi(x). The immediate reward is r(x, u). Then
the expected reward J(θ) can be written as:
J(θ) =
∫
x
dpi(x)
∫
u
piθ(u|x)r(x,u)dxdu (6)
θn+1 = θn + αθ J |θ=θn (7)
where the policy piθ(x,u) is derivable at the policy param-
eters θ, namely θpiθ exists. For maximizing expected re-
ward J(θ) with respect to θ, the policy gradient will find the
steepest increase direction θJ = J(θ + θ) − J(θ) to
update searching policy piθ(x,u) until it converges. n rep-
resents the nth step of the update and α is the learning rate
(equal to 0.01). By and large, Equation (6) and (7) plot the
rudimentary rule of thumb for policy gradient approaches.
Transformed to natural policy gradient, Equation (6) and (7)
can be revised to (8) and (9):
θJ(θ) =
∫
x
dpi(x)
∫
u
piθ(u|x)θ log(piθ(u|x))
θlogT (piθ(u|x))wdxdu
= Fθw (8)
θn+1 = θn + αF
−1
θ θ J |θ=θn (9)
Fθ =
∫
T
piθ θ logpiθ θ logpiθdθ
where F is the Fisher Matrix (FM). Multiplied by FM,
normal policy gradient is changed to the steepest one
(Here all the x,u are neglected for simplification reason).w
is a weight vector of the linear approximation and
θlogT (piθ(u|x)) is the group of basis functions. Then con-
clusively, by replacing θJ(θ) in (9) with (8), the natural
PG becomes:
θn+1 = θn + αw (10)
The RL problem changes from searching the steepest pol-
icy gradient to a normal regression problem with basis
functions. Since the state-action function Qpi(x,u) =
b(x) + log(piθ(u|x))w and Qpi(x,u) = r(x,u) +
λ
∫
x′ p(x
′|x,u)V (x′)dx′ (where λ is the discounting fac-
tor, x′ is the next state, p(x′|x,u) is the probability of state
transition.), assume the value function is V (x) = b(x) and
can be approximated by ψT (x)v (where v is the weight vec-
tor and ψ is the vector of basis function related to the value
function.)(Baird, 1993). Therefore, the approximation can
be re-written:
logT (piθ(ut|xt))w + ψT (xt)v = r(xt,ut)
+λψT (xt+1)v + (xt,xt+1,ut) (11)
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if we sum up left and right side of equation (11), we get
a straightforward regression problem for H episodes with s
time-length:
(
s∑
t=1
αt  logT (piθ(ut|xt)))1:Hw + J = (
s∑
t=1
αtr(xt,ut))1:H
where J is the value-function related term considered as a
constant baseline and αt is the average discounting factor.
By means of the least square learning rule, the natural PGw
can be obtained for H episodes:[
w
J
]
= (φφT )−1φR.
φ = [
s∑
t=1
αt  logT (piθ(ut|xt)), 1]T1:H (12)
R = [
T∑
t=1
αtr(xt,ut)]
T
1:H (13)
where 1 : H represent H times samplings within one trial
(refer to details in the Algorithm).
Implementation of the learning algorithm Based on
the above-mentioned proof (for details, please refer to
(Peters, 2007)), the state space and action space are
defined as P ∼ [Pshoulder, Phip, Pelbow] and U ∼
[Ushoulder, Uhip, Uelbow]. So P = P0 + U , where P0
is the initial posture vector. With the parametrized policy
piθ(U|P), a posture can be learned via the optimization of
the gaussian policy:
piθ(U,P) = N(U, U¯, σ)
=
2pi
σ
exp(
(U− U¯)(U− U¯)T
σ2
)
where U is the output vector of the policy and U¯ is the
input vector equal to the updated U from last trial and
U¯ ∼ [θshoulder, θhip, θelbow]. σ is the exploration rate
which determines the variance of U from U¯. In our work,
σ = 0.03 as if σ > 0.05, the posture updating is unstable
and if σ < 0.01, the posture adjustment is too insensitive
and time-consuming.
The schema of eNAC algorithm is shown below:
eNAC Algorithm:
Repeat M trials each of which includes 10 rollouts
(H=10), use the policy U1:H ∼ piθ(U,P) to generate
H groups of actions, each action is taken for time
t=1,2...s.
Calculate:
for each rollout, the episodic return ri =
(
∑s
t=1 αtr(xt,ut)
the eligibility ψi = [logT (piθ(ut|xt), 1]i
then the gradient is:[
w
J
]
= (φφT )−1φR.
where R = [r1, r2, ...rH ]T and φ = [ψ1, ψ2, ..., ψH ]T
Updating for each trial:
if δ > 0, with δ = Ravg − Vn where Ravg is the av-
erage of R and Vn is the episodic value function of last
updating:
Vn+1 = Vn + 0.1 ∗ δ and θn+1 = θn + αw, otherwise
no updating.
Until the convergence condition is satisfied: δ < 0 all
the time or δ < |10−4|.
It is noteworthy that, inspired by the Cacla architec-
ture(van Hasselt andWiering, 2007), the “positive updating”
is used to avoid the inappropriate updating in the parameter-
ized action space. Since the function approximation can-
not accurately converge to the real Q function (w cannot be
zero), the convergence condition is necessary to determine
the termination of each learning process.
Experimental Setup
As mentioned in Section 1, the crawling distance and spine-
line angle are the two important variables for evaluating the
crawling posture (Figure 2). Accordingly, in RL, the reward
function is composed of two terms (rdistance and rangle)
related to the two factors that represent the two above-
mentioned variables:
rreward = rdistance + rangle
rdistance = exp(
D
2
)− 1
rangle = exp(e)− 1
with e = N(x0 = 1.05, σ = 0.1)
where D is the distance the robot crawls every episode. e is
a Gaussian distribution with the center 1.05 (approximately
45 degree) and variance 0.1. As a matter of fact, distance
is a very important measure of the improvement of crawling
and spineline angle is used to control and stabilize the body-
height alteration.
In the experiments described below, the crawling CPGs are
firstly implemented on a simulated NAO robot in Webots
which is a popular commercialized robot simulator(Michel,
2004). Then the statistically-learned models are transferred
to the physical robot for testing. The advantage of using
the simulated robot is not only to avoid unexpected damage
upon the physical robot but also to simplify the measure-
ment of distance by using the special supervisor functions
of Webots.
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Knee Hand
Spineline Angle
Distance
Figure 2: The standard crawling posture on knees and hands.
The distance and spineline angle indicate the quality of
crawling. The spineline angle is limited in a scope (30
degree∼60 degree) by a Gaussian function.
Experiment 1: Utilizing proprioceptive sensory
feedback
This experiment is to verify the importance of proprio-
ceptive sensory feedback (PSF) characterizing the crawling
CPG. The snapshots of our crawling video (Figure 3) shows
the utility of PSF. In this experiment, the NAO robot crawls
with a manually-tuned posture. From the video(Li, 2013b),
it is clearly observed that the NAO robot can crawl much fur-
ther/faster with PSF. The multiple runs do not qualitatively
effect the performance of crawling with possible simulated
noise effects.
Experiment 2: Learning the posture of standard
crawling
With the crawling CPG and its proprioceptive sensory feed-
back, eNAC is applied on the simulated NAO robot for learn-
ing the optimal posture. Each episode of eNAC lasts 25s
and the posture is continuously optimized by maximizing
the crawling distance (in the same time duration) within the
scope of the spineline angle. Each run of the experiment
takes approximately 7 hours to converge (on a single Mac-
Book pro). In total, 10 results are obtained statistically by
running the experiment with variable values reset at the be-
ginning of each run 10 times. Figure 4 shows the snapshots
of optimized crawling and its comparison to the original one.
Based on the video(Li, 2013c) and the snapshots, we can
summarize the observable difference of two crawling gaits
before/after learning. Firstly, before learning, the robot
struggles to crawl forward with an obvious slippage on
hands but after learning, the slippage disappears. Secondly,
the crawling distance has been well optimized after learning.
Subsequently, a detailed understanding of how the posture is
adjusted by the eNAC is explained in the next section.
D D
Initial 
snapshot
terminal
snapshot
Crawling without PSF Crawling with PSF
Figure 3: Left: the performance comparison of crawling
without proprioceptive sensory feedback (PSF) between the
initial and terminal snapshot (from top to bottom). Right:
the performance comparison of crawling with PSF. D repre-
sents the rough measurement of the distance the robot crawls
in the video. Both videos are shot from the same angle
within the same time period.
0s
5s
10s
15s
Before learning After learning
Figure 4: Left: the performance of crawling before learn-
ing. Right: the performance of crawling after learning. The
left/right column snapshots are casted at the same time 0s,
5s ,10s, 15s and compared correspondently. The distance
the robots crawls is labeled by three feature lines: one bold
line (starting line) and two solid lines (distance mark lines).
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Reward
R
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d
Spineline Angle vs Crawling Distance (10 results)
Figure 5: The learning results of spineline angle vs distance.
The circle shows the values of rangle and rdistance at the
initial state. The cross points are the results after learning.
Results and Analysis
Results analysis
Since every run of each experiment starts independently
from the same initial posture, it is intriguing to see how
the statistical learning process tunes the six joints together
and also if the 10 results are consistent. The typical char-
acteristic of eNAC is that it can find the correct updating
directions in the parameter space with a relatively high
learning efficiency. Even though it might suffer in leading
the updating into uncertain/invalid directions(Wiering and
van Otterlo, 2012), the positive eNAC used in this article
could possibly avoid this drawback. Figure 7.A∼B show
the increase of reward during the 10-run experiment. All 10
runs show the reward levels are boosted based on postural
and distance rewards. Moreover, in almost every run of the
experiment, the reward is effectively augmented during the
first 20 episodes. This implies that positive eNAC could
seek out valid updating pathways in a short time.
From the other point of view, the details of joint-value up-
dating are highlighted in the Figure 7.C∼H. Generally, even
though different runs converge to distinct results (marked
by black circles) within disparate updating episodes, the
updating curves of each joint in every run share qual-
itatively similar update profiles and converge towards
same directions. Therefore, above-mentioned conclusive
summary insinuates the consistency over independent runs
of learning processes. As a statistical learning approach,
all the results obtained in the 10-run experiment are not
the same. However, the converged posture adjustment
values are located in a close scope. For example, U¯ ∼
[θHipY awPitch, θHipRoll, θHipPitch, θShoulderPitch, θShoulderRoll,
θElbowRoll] converges to the values approximately around
0.05 rad, 0.1 rad, -0.15 rad, -0.1 rad, -0.15 rad, 0.1 rad
respectively (observed from Figure 7.C∼H).
Figure 5 displays the improvement of crawling gait in two
aspects. Compared to the initial state, the crawling distance
and spineline angle are both improved. In this article, the
standard crawling posture is maintained by rangle which
defines the scope of spineline angle. It somewhat stabilizes
the crawling posture adjustment. In the experiment, it
is obeserved that if the angular feedback mechanism is
Figure 6: The scorpion-like posture unexpectedly learned
without the control of the spineline angle.
omitted, the robot produces a crawling behaviour (flat
scorpion-like motion) that does not conform to any typical
infant crawling gaits (Figure 6). Although the scorpion-like
crawling is an optimized solution in terms of only the
distance, it is still considered to be an improper result
as non-standard crawling posture. The crawling distance
(in the same time duration) is a measure indicating the
embodied improvement of crawling gait. The two differ-
ent rewards are two reinforced drivers to make a proper
crawling gait emerge.
Transferrability to the physical robot
The 10 results obtained via eNAC are transferred to test on
the physical robot. The transferability from the simulated
robot to the physical robot is always a significant problem.
The main reasons causing the failure of transferring are:
firstly, the inappropriate physics engine might lead to dis-
tinct physical interaction in the simulator compared to the
real world, including the collision detection which is very
important for locomotion modelling. Webots uses a widely-
used physics engine, ODE (Open Dynamics Engine(Michel,
2004)). It has attained reliable performance in robotic simu-
lation, especially on locomotion-related tasks(Harischandra
et al., 2011)(Degallier et al., 2008). Secondly, the differ-
ence in timing. The machine time might be different from
the real time. In our work, the physical robot cannot crawl
with the straightforward transferring from the simulated re-
sults. However, the crawling gait is successfully transferred
by doubling the CPG frequency. It seems the numerical in-
tegration used to calculate CPG has a strong attachment to
the speed of the machine, causing a difference in the CPG
timing on different hardware. Therefore, in order to transfer
the work in the simulator to the physical robot, the timing
relation between the simulation computer and robot’s hard-
ware has to be identified.
Figure 8 shows the gait performance on the physical robot
with one crawling step (for the video, refer to (Li, 2013a)).
Authors tested 10 results of the learning. 7 out of 10 can suc-
cessfully perform a smooth crawling gait. The other 3 failed
as the low value of θShoulderPitch cannot allow the arm to
lift above the ground completely when the two arms are al-
ternating. The robot cannot crawl ”smoothly” even though
it can crawl nicely in the simulator. This might be caused
by the difference between the simulated world based on the
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Figure 7: Figure 7.A∼B show the reward increase of 10-run experiments. The ”updating episodes” the episode which satisfies
the updating condition of eNAC. Figure 7.C∼H depict the change of joint values during the learning process and it covers
the results of 10 runs for each joint. Those joints include HipYawPitch, HipRoll, HipPitch, ShoulderPitch, ShoulderRoll and
ElbowRoll, the six joints affecting the quality of crawling gait. The black circles mark the converged points of each joint.
Figure 8: The implementation on the physical robot. This figure shows the video snapshot of one-crawling-step NAO robot on
a wooden flat table (One crawling step means one time alternation of the supporting leg and arm.).
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physics engine in Webots and the real physical world.
Conclusion
In the previous two sections, we verified the necessity of
proprioceptive sensory feedback and optimized postures for
the crawling gait and tested the gait on the physical robot
successfully. The results of experiments highlight the im-
portance of sensory feedback and postural control for the
CPG architecture. With a complete least-sensory-feedback
CPG, the sensory feedback is designed to reshape the CPG
output and the posture control is involved in shifting the os-
cillation centers of CPGs. Grillner et al.’ work also implies
these two functions in the CPG architecture(Orlovsky et al.,
1999)(Grillner et al., 2008). Using eNAC, it assists the robot
to learn/adapt on the ground of the interaction with the envi-
ronment.
Conclusion
From Grillner’s Inspiration towards Reality
Grillner et al’s work on the theories of CPGs might be one
of the most complete collections for CPG “huggers”. His
group not only investigate the biological theories of CPGs
spanning from mollusc to man(Orlovsky et al., 1999) but
also propose the plausible architecture of a goal-directed
locomotion system which links CPGs to brain in an exact
way(Grillner et al., 2005)(Grillner et al., 2008). This con-
nection between the brain and CPGs is read as the connec-
tion between RL and oscillators in this article. RL fulfills
the functions of basal ganglia and MLR (mesencephalic lo-
comotor region) highlighted by Grillner et al(Grillner et al.,
2008). The roles of CPGs include sensory-feedback integra-
tion and posture control. With the least-sensory-feedback
concept, in this article, authors simply interpret roles of
CPGs as the output reshaping and postural learning. Even
though the crawling posture is successfully learned in our
work, several questions still remain unsolved: Firstly, the
least-sensory-feedback CPG model might not be the best so-
lution to explaining sensory feedback integration. With pre-
defined sensory feedback, even though the CPG model can
acquire the adaptation in a lot of work(Li et al., 2011)(Li
et al., 2012)(Li et al., 2013)(Nassour et al., 2013)(Nakamura
et al., 2007), it is still functionally limited. If the sensor con-
figuration is altered or the robot lacks necessary sensors (the
case in this article), the CPG architecture might lose its adap-
tation to the changing environment. Therefore, a general so-
lution for integrating sensory feedback may be demanded.
Secondly, the energy efficiency of CPGs. Energy efficiency
is a highlighted property of using CPGs(Tomoyuki et al.,
2009)(Matsuo et al., 2012). Even though CPGs work as tra-
jectory generators in our work, the energy efficiency is actu-
ally, at least, not high as the stiffness of joints is maintained
as constant 0.9 (0∼1.0 for the NAO robot). The link between
energy efficiency and CPGs seems not be clear in theories.
It might be a factor also related to morphologies. Since the
NAO robot has a rigid body, it might be difficult to achieve
high energy efficiency.
Rethinking locomotion learning
The focus of locomotion modelling has been gradually ex-
panded into bio-inspired approaches(Ijspeert, 2008). Pfeifer
et al emphasize the role of body morphologies as a core
value of soft robotics(Pfeifer and Bongard, 2006). The loco-
motion learning/modelling has been elucidated as an interac-
tive process instead of only being based on engineering ap-
proaches. The interaction of neural controllers, the body and
the environment is the core of this ideology. From this an-
gle, RL, as an interactive learning process, is able to bridge
the three parts. Especially, with the newly proposed RL ap-
proached in continuous space, it can serve locomotion learn-
ing for more complicated parameterized models. This not
only fits within the perspective of the architecture of Grillner
et al’s proposition(Grillner et al., 2008) but also is consistent
with the theories of dynamic systems theory(Thelen, 1996).
Drawbacks and Future work
Aside from the two major drawbacks mentioned above, the
transferability from simulation to physical world is also an
unresolved problem. In order to avoid this problem, the
learning process should be able to transfer to the physical
robot. In our work, the learning approach relies on the mea-
surement of crawling distance. Webots proffers a conve-
nient solution on any distance measuring with supervisors.
In the physical world, the robot should have the ability to
measure distance visually so that the learning process can
be transferred. In future work, the motor primitive mod-
els(Kober et al., 2012) might be used to form a general so-
lution to reshaping the CPG output. With this approach, the
least-sensory-feedback model can possibly be adapted into
a generic CPG model.
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Abstract
The paper proposes the implementation of an artificial be-
havioral immune system (ABIS) that could be integrated on a
robotic platform. The ultimate goal is to have a form of per-
ceptual processing to create the sensation of disgust (on more
in general of discomfort) that may influence the behavior that
is determined by the cognitive modules. The present work,
being oriented to human-robot interaction, is focused on per-
ceptual processing of facial expression, and speech recogni-
tion. As regards the first aspect, the human face closer to the
robot is detected, then facial features are extracted, and finally
a vector of data which has an emotional valence linked to ex-
pression is determined. The speech is processed to recognize
the individual words and the moods using a ”sentiment anal-
ysis” technique. An artificial immune system is used to rec-
ognize positive and negative ”feelings” that cames from in-
teractions and generate the signal of discomfort. For training
and validation we used a few human subjects and sequences
of a fairy tale.
Introduction
The complex human immune system does not act only when
it is attacked by pathogens, but it enables behavioral mecha-
nisms aimed at preventing potentially dangerous situations.
Some psychological processes are activated by the so-called
behavioral immune system (Schaller, 2011; Schaller and
Park, 2011), with the aim to anticipate and avoid risky situa-
tions. This system is essentially based on processing of per-
ceptual cues (Stewart, 1993) and provides answers that in-
fluence emotions, behavioral impulses, and other cognitive
mechanisms. The behavioral immune system has a direct
influence on the social interactions of humans, and in partic-
ular can have a significant impact on: social gregariousness
(or the opposite extraversion); prejudices, discriminatory or
unsociable behaviors; mate preferences and mating behav-
iors; normative and counter-normative behavior. Regardless
of the mechanisms of high-level cognition, binding between
the behavioral immune system and the feeling of disgust and
discomfort seems to be quite shared and accepted. Such
mechanism, it is suitable for a possible experimentation ”in
silico”, in an artificial agent such as a robot to carry out be-
haviors more similar to humans (Hutchison, 2012).
Among other bio-inspired computational models, the en-
docrine system (Timmis et al., 2009; Guorui, 2013; Pe´rez
et al., 2012) and swarm computing (Timmis et al., 2010)
have some similarities and common aspects with the model
of the immune system, although for the moment lacking ex-
tensive experiments that will enable to compare them.
The functioning of the human immune system is the sub-
ject of study and research, not only in the biomedical field,
but also in the field of computer science since it shows ca-
pacity of adaptation, learning and memory, and represents
a model that produces cognitive functions like the neurons
(Stewart, 1993).
Artificial immune system models used in data process-
ing are rough simplifications of the immune network theory
proposed by Jerne (1974). All these model are based on the
binding between antigen (input data) and antibody of differ-
ent kinds (potential solutions). Other aspects of the mecha-
nism of the immune system, captured by the majority of the
models, are clonal expansion, affinity maturation, apoptosis
and clonal suppression (Castiglione et al., 1999; Cutello and
Nicosia, 2006; Pavone et al., 2012).
In general, computational models of the immune sys-
tem can be used as learning classifier systems (Vargas
et al., 2003b,a; Castiglione et al., 2001; Cutello and Nicosia,
2002). In robotics, artificial immuno-genetic networks have
been tested with success in various contexts (Raza and Fer-
nandez, 2012); behavior arbitration in mobile robots (Ishig-
uro et al., 1995; Mochida et al., 1995); error detection (Can-
ham et al., 2003); robot cooperation (Dioubate et al., 2008);
short-term learning (Whitbrook et al., 2008); trajectory gen-
eration (Acosta et al., 2010).
One of the most used Artificial Immune Systems (AIS)
model in data processing is aiNet, proposed in de Castro
and Zuben (2000). This model can be considered as a mod-
ified evolutionary algorithm (Stibor and Timmis, 2007) and
was adapted to many applications, for example in Ciesielski
et al. (2006) the aiNet was used for text document classifica-
tion. A similar problem was also faced in Stibor and Timmis
(2007), were the aiNet algorithm was used to ”compress” a
set of input pattern distributions, in order to understand if it
Late Breaking Papers
1191 ECAL 2013
is possible to use the developed aiNet in place if the original
input pattern distribution.
The aiNet was also using for biclustering in de Castro and
de Franc¸a (2007), and in optimization problems as reported
in Tsang and Lau (2012).
The paper proposes the implementation of an artificial be-
havioral immune system (ABIS) that could be integrated on
a robotic platform. The ultimate goal is to have a form of
perceptual processing to create the sensation of discomfort
that may influence the behavior that is determined by the
cognitive modules. In a previous work we have addressed
the problem of creating a sort of artificial proprioceptive sys-
tem and suitable for a humanoid robot, and we have achieved
a cognitive capacity for introspection (Infantino et al., 2013).
In the present work, being oriented human-robot interac-
tion (Prado et al., 2012), we focus our perceptual process-
ing on two important aspects: the detection of facial expres-
sion, and the speech recognition. As regards the first aspect,
the human face closer to the robot is detected, then facial
features are extracted , and finally a vector of data which
has emotional valence linked to expression is determined
(Breazeal, 2003). We evaluate the dynamic evolution of this
signal for few seconds. The speech instead is processed to
recognize the individual words, then it follows a ”sentiment
analysis” (Pang and Lee, 2008; Cambria et al., 2013) attach-
ing a mood. As previous, some numerical parameters are
mediated over a given time interval.
The artificial immune system is used to distinguish be-
tween pleasant and not-pleasant situations. Such discrimi-
nation arises from the distinction between self and not-self
cells that is typical of the biological immune system, and it
comes out from a training phase during the first stage of the
life.
The Artificial Immune System
The aiNet algorithm is one of most used and effective mod-
els (de Castro and de Franc¸a, 2007). The most important
part of the aiNet algorithm is a list of simulated antibody
cells (Ab-Cells) that interact with the simulated antigens
(Ag-Cells) in an Rn space: both have a pattern vector wAb
and wAg . The Euclidean distance between wAb and wAb is
used to represent the binding or the affinity among cells.
The Simulated Antibody Cell
The antibody cell properties can explain a lot about the
working of the whole immune system. In a simulated ar-
tificial immune system the antibody cell could be an object
constituted by a vector and some behaviours. The template
that characterize the antibody is called paratope, and it can
match a specific part of the antigen called epitope. In the
aiNet model these parts of the antibody are simulated using
real vectors wAb and wAg and this match is measured using
the euclidean distance:
dist( wAb, wAg) (1)
this distance is a factor that modulates the mutation of the
cell and the amount of generated clones.
Like the biological model, the mutation of the Ab-Cell
is aimed to increase the match with the Ag-Cell so that the
amount of mutation is lower if the match is high. The mu-
tation is obtained by randomly change the value of compo-
nents of the real vector that represents the paratope.
A cell that has an high match with the Ag-Cell generates a
lot of clones in order to increase the response of the immune
system to the antigens so that the distance in eq. 1 modulates
also the number of clones produced from an Ab-Cell.
The aiNet algorithm
The aiNet algorithm, as discussed in Stibor and Timmis
(2007), is reported in algorithm 1 By mean of this algorithm,
we identify the antibody cells with its weight set wAb, called
b for sake of simplicity.
In the aiNet model when an Ag-Cell is presented to the
AIS the nearest Ab-Cells activates and are subject to dupli-
cation and mutation (clonal expansion). The mutated cells
more similar to the input Ag-Cell are maintained, while
the other generated cells are killed (during a process that
is called affinity maturation). The selected Ab-Cells have a
chance to be part of the ”memory” of the system: a set of
conserved cells that are used in the case of a new infection.
This long term memory is represented by the cell set B in
algorithm 1, while the sets C and M are a working memory,
i.e. the set of cells created during antigenic presentation.
AIS and self–not-self recognition
One of the interesting characteristics of the immune systems
is that the antibodies are capable to distinguish the antigen
cells from the cells of the host organism. This feature is
called self–not-self recognition. According to Farmer et al.
(1986) antibody cells that attack the organism are produced
during clonal expansion but they are killed, by other anti-
bodies, during the clonal suppression phase.
This mechanism requires a training phase aimed to rec-
ognize possible dangerous antibodies and how to eliminate
them. Like antigens all the antibodies have an epitope that
can be recognized by other antibodies, these epitopes are
used during clonal suppression. Dangerous antibodies are
recognized by using their epitopes and removed by other an-
tibodies (Farmer et al., 1986). The training phase that allows
to recognize the dangerous antibodies take place during the
development of the embryo of the organism.
This model can be implemented in the artificial immune
system by preceding the training session with a initial learn-
ing that involved only self cells: these cells are presented to
the artificial immune system so that it can develop the an-
tibodies that recognize these self cells. In fig. 1 and fig. 2
a toy example better explains self–not-self recognition: the
input data are in fig. 1 and the self data, the blob on the top-
left, are submitted to the system during the first part of the
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Algorithm 1 The aiNet algorithm
1: Random initialize a set of Ab-Cells with the vector tem-
plates B = {b1, b2, ..., bN}
2: while t < tmax do
3: for each antigen ag ∈ G with the vector template g
do
4: split B in two parts, C and T , |C| =
n, (C ∪ T = B,C ∩ T = ∅) by putting in C the
n antibodies with minimum distance from g
C = {ci | dist(ci, g) < dist(ti, g)
∀ci ∈ C, ∀tj ∈ T} (2)
5: clonal expansion: clone the cells in C according
with their distance dist(ci, g)
6: mutate the cells ci ∈ C
ci = ci + α ∗ (g − ci) (3)
where α = rdist(g,ci) , r ∈ [0, 1]
7: split C in two parts, M and T2,
(M ∪ T2 = C,M ∩ T2 = ∅) by putting in M
the antibodies with
M = { mi | dist( mi, g) < dist(ti, g)
∀ mi ∈M, ∀tj ∈ T2} (4)
with |M | = ψ ∗ |C|, |T2| = (1− ψ) ∗ |C|,
8: apoptosis: remove the memory clones in M with
dist( mi, g) > σd
9: clonal suppression: remove clones mj in M with
dist( mj , mi) < σs with i = j
10: B ← B ∪M
11: end for
12: remove from B all the cells bj with dist(bj , bi) < σs
with i = j
13: create new random antibodies in B
14: t← t+ 1
15: end while
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Figure 1: A toy self–not-self problem. The pattern distribu-
tion top–left represent the self pattern; these patterns are pre-
sented to the AIS during the first step of the learning phase.
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Figure 2: After the learning phase the AIS is ready to recog-
nize self and non-self data. The antibodies not-self near the
self Ab-Cells will be destroyed during the clonal suppres-
sion.
training session.
The AIS reacts creating a set of antibodies, in the follow-
ing called self antibodies, that recognize the self cells. These
antibodies are placed in the set B, the long term memory of
the system. During the normal operation of the AIS antibody
cells are produced: if these cells are near self antibodies they
should be destroyed and a signal is generated. This mecha-
nism is shown in fig. 3.
Using this schema it is possible to recognize a threat to
the system because it is the one that generate antibodies of
the type non-self, while any other organism cell will gen-
erate antibodies of the self kind, that will be immediately
destroyed.
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Figure 3: The structure of the system for self–not-self recog-
nition. A signal is generated when antibodies self are acti-
vated.
The Artificial Behavioral Immune System
The implemented system has been tested on the robotic plat-
form NAO, and is an integral part of the behavioral system in
the context of human-humanoid robot. The behavior comes
from a cognitive architecture based on the model PSI (Cai
et al., 2011), which in the past we have enriched with intro-
spective capabilities (Infantino et al., 2013), with links be-
tween visual perceptions and emotions (Gaglio et al., 2011;
Infantino et al., 2012; Infantino, 2012), and developing some
creative capabilities (Augello et al., 2013b) by binding dif-
ferent perceptual representations. We have chosen two im-
portant sensorial stimuli that involve both high-level cog-
nitive functions, and behavioral reactions influenced by the
artificial immune system. Speech and facial expressions are
two basic channels of communication in social interactions
( see for example Prado et al. (2012), and Breazeal (2003))
both on a subconscious and rational level. The proposed
system focuses on the detection and recognition of specific
patterns from such perceptual stimuli that have a significant
emotional impact (see fig. 4) The detection of words, the
prosody, the tone of voice, and so on are all factors that influ-
ence social interaction (Pennebaker et al., 2003). The target
robotic platform used for our experiments has a speech rec-
ognizer with detection of individual words and phrases. We
have drawn upon an approach that mixes sentiment analy-
sis and opinion mining (Cambria et al., 2013): to define the
emotional content of a text, it is established a correspon-
dence between word and five parameters: pleasantness, at-
tention, sensitivity, aptitude, and polarity. The values taken
by these parameters constitute the first part of the input of the
immune system, and we consider it stored in long term mem-
ory by affective system. (see fig. 5). In a similar manner,
we use some parameters extracted from facial expressions
that typically allow you to classify it, and that are linked to
patterns stored in the visual long term memory. Putting to-
Figure 4: ABIS-schema
Figure 5: Perceptual processing
gether these two (processed) sensorial inputs, the immune
system is trained to recognize risk situations. When a pat-
tern is recognized potentially dangerous generates an alert
that signals to activate typical behaviors of a uncomfortable
situation. Of course, the cognitive behavioral system will be
affected by this alert, but this could be ignored or hidden by
the high-level planning and reasoning (see fig. 4).
Speech sentiment analysis
The experimental setup is constituted by a human sub-
ject that directly speaks to the robot.The robot reacts
emotionally based on the content of the speech and fa-
cial expressions detected in sync. As previously men-
tioned, the emotional content of speech is characterized by
five numerical parameters resulting from publicly available
semantic and affective database (MIT-Media-Laboratory,
2013). The database used contains 14244 concepts, and
it is possible queried it by web. For example, the page
http://sentic.net/api/en/concept/smile/ corresponds to a xml
file that contains the related concepts (sneer, start-laugh,
hear-joke, smile-laugh, giggle), and numerical values of the
parameters (pleasantness = 0.997, attention = 0.0, sensitiv-
Late Breaking Papers
ECAL 2013 1194
ity = 0.0, aptitude = 0.0, polarity = 0.332).
Face expression analysis
To characterize facial expression we used the six coefficients
of Animation Units (AU) by using an API widely used in the
context of face tracking (Microsoft, 2013). They are a subset
coefficients defined in the Candide3 model (Ahlberg, 2001)
that uses 87 2D points on the face to track a human head.
From these six values it is possible to classify the facial ex-
pression considering seven basic expressions: neutral face,
upper lip raised, jaw lowered, lip stretched, brow lowered,
lip corner depressed and outer brow raised. The range of
these coefficients is between -1.0 and 1.0. For example, the
first coefficient indicate the lips movement, the value +1 in-
dicates the lips completely opened and -1 completely closed.
The afore-mentioned six coefficients can be used to classify
an emotional state through a series of IF-THEN rules and a
set of threshold values.
Experiments
To validate the proposed approach we have designed an ex-
periment that seems simple: the robot listens to a fairy tale
and observes the facial expressions of the narrator. The data
collected in this phase are used to train the immune sys-
tem by means of a semi-manual labeling. A fairy tale be-
ing aimed at children, typically uses simple words and fa-
cial expression in the narrative is essential to strengthen the
emotional content of the story (Alm et al., 2005). As with
children, the robot can learn from a fairy tale a behavioral
and emotional model on which to base its cognitive devel-
opment. The learned model, tin our case via the artificial
immune behavioral system, can be employed to deal with
normal interactions with humans. In the testing phase in
fact a human speaks of a farm, a vegetable garden, animals,
arousing emotions to the robot derived from having listened
to the famous The Tale of Peter Rabbit by Beatrix Potter.
The robot watched a video of this tale available on the web
(Socratica, 2013). The narrative is divided in 35 sequences,
each corresponding to a part of speech and a sequence of
facial features detected (see fig. 6).
Figure 7 shows the maximum, minimum, and average
(blue dashed line) of the parameters of sentiment for the 35
sequences.
For the learning phase of the six AU parameters derived
from facial features are grouped by similarity (using a sim-
ple k-means), and clusters are labeled manually as negative
or positive inputs. Figure 8 shows the average values of the
Animation Units derived from facial features detected for
the 35 sequences.
Preliminary experiments show a rate of correct recogni-
tion of discomfort situations of about 70%.
Figure 6: Perception example of sequence 5 of 35
Conclusions and future work
The robot as a child could learn how to recognize positive
and negative situations by visual and voice interaction with
a tutor. In the article we proposed a low level mechanism
that activates the alarm signals relating to the discomfort. It
is inspired by the human immune system, and is based on
the influences that such a system has on behavior.
We are conducting more extensive experimentation that
allow us to understand how to improve the artificial immune
system, integrating other perceptual signals, and optimizing
the learning phase.
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Abstract
This paper reports on latest results from a larger research pro-
gram trying to understand the computational principles be-
hind the processing, acquisition and evolution of spatial lan-
guage. Here we explore an evolutionary explanation of spa-
tial landmarks by carrying out detailed computational exper-
iments. The paper discusses the necessary mechanisms for
representing different strategies involving landmarks, their
effect on success in communication and their impact on the
formation of spatial relations.
Introduction
A lot of agent-based models examining evolution of lan-
guage are dealing with (single-word) lexical systems such as
the formation of colour terms (Steels and Belpaeme, 2005).
There are some examples that try to go further and focus on
the evolution of grammar, such as van Trijp (2008). How-
ever, those approaches typically start from predefined lexi-
cons. The same holds for spatial language where early work
has focussed on lexicons (Steels, 1995) and recent work has
touched upon grammar (Spranger and Steels, 2012). This
paper presents intermediate work that tries to bridge the gap
between purely single-word lexical systems and more gram-
matical systems where words take on particular functions.
We are examining locative phrases consisting of spatial
relations and landmarks. Here is an example of such a
phrase from German.
(1) der
the.NOM
Block
block.NOM
rechts
right.PREP
der
the.GEN
Kiste
box.GEN
‘The block to the right of the box’.
The phrase encodes a specific way of construing reality by
integrating a number of spatial strategies. The phrase com-
bines the projective spatial relation “rechts” (right) with a
landmark – an inanimate object denoted by the phrase “der
Kiste” (the box). The speaker explicitly marked the land-
mark (not obligatory).
The precise usage of landmarks in a language is cultur-
ally negotiated. In English inanimate objects can be used
as landmarks. Other languages restrict landmarks to ani-
mate objects or only humans, and in some cases just to trees
Levinson (2003). Moreover, the strategies for expressing
conceptual choices – lexicon and grammar – differ across
languages Svorou (1994).
Cultural diversity of spatial language strategies is the
prime argument for cultural evolution of language (Evans
and Levinson, 2009). Recently, a number of attempts were
made at explaining the cultural evolution of spatial language
such as toponyms (Schulz et al., 2006), the role of perspec-
tive – “me” and “you” – (Steels and Loetzsch, 2008), the
origins of conceptualization strategies (Spranger, 2011) and
grammar (Spranger and Steels, 2012). In this paper we focus
on the role of landmarks including perspective but also inan-
imate objects. As the methodological framework we follow
standard methodology for evolutionary explanations in biol-
ogy (Tinbergen, 1963). In particular, we try to answer ques-
tions about processing, function, acquisition and evolution
of spatial landmark systems.
Experimental Setup
We employ a language game paradigm (Steels, 2012) in or-
der to study spatial language use and evolution. Two robots
from a population are trying to draw each others attention to
objects in the environment using language. Figure 1 shows
an example setup.
The environment consists of a number of blocks of equal
size and color (circles), boxes (rectangle) and interlocutors
(arrows). The vision system of each robot tracks objects in
the vicinity and establishes a model of the environment con-
sisting of blocks (circles) with real-valued distances and ori-
entations of objects with respect to the body of the robot.
The environment is open-ended. New blocks, boxes and
robots are added or removed and their spatial configuration
is changed.
1. First the robots establish a joint attentional frame
Tomasello (1995). Subsequently, aach agent scans the en-
vironment and establishes a situation model of the present
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box box
speaker world model hearer world model
speaker
hearer
speaker
hearer
speaker
hearer
object-1
object-1object-2
object-2
Figure 1: This figure shows the set-up for spatial language
game experiments. The images left and right show the inter-
nal situation model as perceived by each robot.
objects and their position.
2. One of the robots is randomly assigned the role of speaker.
The speaker randomly selects an object from the situa-
tion model (further called the topic T ). The speaker tries
to find a discriminating spatial relation applied to a par-
ticular landmark or perspective for describing T . Sub-
sequently, the speaker looks up the words he associates
with the spatial relation and (possibly) the landmark and
produces an utterance. For instance, he might say “links
kiste” (roughly: left of the box) if the robots operate a
German lexicon1.
3. The hearer looks up which relation and landmarks is as-
sociated with the words in the utterance. He examines
his situation model to find out whether there is a unique
object which satisfies the spatial relation with respect to
the landmark. The hearer then points to this object. If no
landmark is specified, the hearer might try different pos-
sible landmarks and see if there is a combination of spa-
tial relation with landmark that is discriminating an object
best.
4. The speaker checks whether the hearer points to T . If
the hearer pointed correctly the game is a success and the
speaker signals this outcome to the hearer. If the game is
a failure, the speaker points to the topic T .
1Notice that there is no grammar in this phrase. Also, the land-
mark can be omitted.
Obviously things can go wrong in these interactions espe-
cially if the agents are in the process of building a language
to succeed in these interactions. The speaker might not have
an appropriate spatial relation to discriminate the topic from
the rest of the objects in the situation model. Possibly, he has
no word for denoting the landmark he has in mind which can
lead to confusion with other landmarks and consequently
with other objects in the situation model. On the hearer side,
the robot maybe does not know certain words in the utter-
ance. Lastly, the hearer might point to the wrong object.
These situations present opportunities to update in particu-
lar to acquire new words and also expand internal language
representations.
The Role of Landmarks in Spatial Language
To give an evolutionary explanation of a phenomenon entails
to give an account of the role the trait plays for the evolution-
ary success. For us, communicative success is the primary
selective force in cultural language evolution. Consequently,
we have to identify the role of landmarks with respect to that
evolutionary pressure.
We use spatial language games to measure what is the im-
pact of landmark systems on communicative success. Pop-
ulations of agents are given different language and concep-
tualization strategies and we measure their performance in
multi-agent simulations. In all populations agents are us-
ing projective spatial relations equivalent to English “front”,
“back”, “left” and “right”. The relations are defined as a
similarity functions which are computed from the difference
in angles between an object and the prototypical angle of the
category (Spranger, 2012). We compare 5 populations.
egocentric (ego) Agents use a single spatial relation in each
utterance which is always interpreted egocentric to each
robot. For instance, if the speaker conceptualizes “left”
to refer to an object, the hearer will interpret the relation
from his perspective.
perspective, unmarked (pp, um) Agents use the perspec-
tive of themselves but also of the other robot (Steels and
Loetzsch, 2008, similar to). Upon hearing the term “left”
the hearer retrieves the best possible interpretation taking
into consideration his own and the other robot’s perspec-
tive on the environment. Similarly, the speaker might use
an utterance such as “left” but refer to a position left of
the hearer rather than left of himself.
perspective, marked (pp, m) Agents are using different
perspectives but also clearly marking which perspective
was used. For example, the speaker might say “left you”
to indicate spatial relation and perspective.
landmarks, unmarked (lm, um) This population can use
perspective (robots) and allocentric landmarks (the box),
in conceptualizing reality. They do not communicate
which object was used as a landmark.
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Figure 2: Results for populations of 10 agents tested in dif-
ferent experimental conditions. For each result agents inter-
acted 2000 times. Every successful interaction counts with
1.0, otherwise with 0.0. These scores are averaged over all
interactions.
Figure 3: Examples of spatial scenes from each experimen-
tal condition ordered from left to rights as in Figure 2. Left,
for instance, agents (black arrows) share a similar perspec-
tive on the spatial scenes, there are always 2 objects per
scene (circles) and no box. To the right the most diffi-
cult condition is shown. Agents have differing perspectives,
there are on average 11 objects and there is a box.
landmarks, marked (lm, m) Same population as land-
marks, unmarked. But, agents express which landmark
they use in all utterances.
Figure 2 shows communicative performance of each pop-
ulation in different experimental conditions. Each condition
consists of many spatial situations each of which include two
robots and blocks whose positions change. But, the condi-
tions differ in 1) whether a box is present, 2) the average
number of objects and 3) the typical perspective of robots
(see Figure 3).
The results show that agents capable of using different
perspectives and landmarks perform better in communica-
tion than agents without. The effect increases the more ob-
jects are in each spatial context and the more the viewpoints
of the interlocutors on the scene diverge. This is because
agents which can use different landmarks are much more
flexible. They have more choice of relation-landmark pairs
and often can choose one that fits best or better for discrim-
ination. There are three important observations. First, if the
environment is simple and agents have a similar perspec-
(identify-location-projective-intrinsic ?target ?src ?cat)
(bind spatial-category ?cat front)
(geometric-transform ?src ?ctx ?landmark)
(identify-discourse-participant ?landmark ?ctx ?discourse-role)
(bind discourse-role ?discourse-role speaker)
(get-context ?ctx)
Figure 4: Representation for a speaker centric conceptual-
ization.
tive on the scene, it is sufficient to use egocentric interpre-
tation of phrases. Second, the best strategy is to use any
landmark possible (both robots and allocentric landmarks).
Third, marking which landmark or perspective was used al-
ways outperforms the unmarked case in which agents use
different landmarks but cannot express them.
Representing Spatial Strategies
We use a computational formalism called Incremental Re-
cruitment Language (IRL) to represent the different strate-
gies of conceptualising reality. IRL represents semantics as
a constraint program. Programs consist of pointers to data
items and operations on these data items. Figure 4 shows
an example of such programs for a speaker centric concep-
tualisation such as in “vor mir” (in front of me). The pro-
gram consists of pointers to the category front, and the
discourse role speaker. Both are introduced via so called
bind-statements. The other items in the program are func-
tions linked via variables (starting with ?). For instance,
get-context introduces the situation model computed by
the vision system.
Spatial relations are implemented following ideas in cog-
nitive semantics (Herskovits, 1986) and prototype theory
(Rosch, 1975). We implemented two types of categories,
distance-based (proximal) and angle-based (projective and
absolute). We only focus on projective categories in this
paper. Projective categories have a focal region around a
specified axis. Similarity of some location to an angular cat-
egory depends on the distance of angles. For instance, the
front category has a high degree of applicability along the
frontal axis. The following equations defines the degree of
applicability, i.e. similarity, sima ∈ [0, 1] given an object
o and an angular category c and a parameter σ which steers
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the steepness of the function.
sima(o, c) := e
− 12σc da(o,c)
da(o, c) := |ao − ac|
ao denotes the angle of the position of o to the coordinate
center and ac is the prototypical angle of c.
Besides spatial relations, the program also contains oper-
ations. Operations take input parameters and compute new
output parameters.
get-context fetches the situation model from the vision
system of the robot.
identify-location-projective-intrinsic takes a
spatial relation and an input set and finds the single ob-
ject that best fits the category.
geometric-transform takes and input set and a land-
mark and transforms the input set so that the spatial posi-
tions and orientations are seen from the landmark.
identify-discourse-participant takes a discourse
role such as speaker and hearer and identifies the in-
terlocutor denoted by the discourse role.
Earlier work has examined how aspects of these strate-
gies can evolve autonomously in populations of agents
(Spranger, 2011). In the experiments presented in this pa-
per, agents are assumed to have such strategies. They are
given to the agents.
The Formation of Spatial Relation Systems
We can now examine which operators are necessary for the
formation of spatial category systems. Given a strategy and a
set of invention, adoption and alignment operators concrete
systems of spatial relations arise in populations of agents
(Spranger, 2012). The following paragraphs detail the oper-
ators.
Invention: Speaker cannot find a discriminating spatial cat-
egory in production
• Diagnostic: When the speaker cannot conceptualize a
meaning (step 2 of the spatial language game fails).
• Repair: The speaker constructs a spatial relation R based
on the relevant strategy (projective) and the topic pointed
at. The new category is necessarily based on the distance
or angle observed for the topic object (the initial sigma is
small 0.1). Additionally, the speaker invents a new con-
struction associating R with s.
Adoption: Hearer encounters unknown spatial term s
• Diagnostic: When the hearer does not know a term (step
3 fails).
• Repair: The hearer signals failure and the speaker points
to the topic T. The hearer then constructs a spatial relation
R based on the relevant strategy and the topic pointed at.
Additionally, the speaker invents a new construction asso-
ciating R with s.
Category alignment Projective categories are represented
by prototypical angles. After each interaction agents update
the prototypical angle to better reflect the new observation
by averaging the angles of objects in the sample set S. The
new prototypical angle ac of the category is computed using
the following formula for averaging angles.
ac = atan2
(
1
|S|
∑
s∈S
sin as,
1
|S|
∑
s∈S
cos as
)
(2)
The new σ value σ′ which describes the shape of the simi-
larity function of the category is adapted using the following
formula.
σ′c = σc + ασ ·
σc −√ 1|S| − 1∑
s∈S
(ac − as)2
 (3)
This formula describes howmuch the new σc of the category
c is pushed in the direction of the angle standard deviation
of the sample set by a factor2 of ασ ∈ [0,∞].
Lexicon alignment Its possible that a single agent can
name the same category with different spatial terms. This
phenomenon is called synonymy. Allowing agents to track
synonymy in their lexicons can be beneficial for overall lex-
icon size, but only if agents have additional mechanisms for
coping with it. Such a mechanism, called lateral inhibition,
was introduced in Steels (1995):
• In case the interaction was a success both speaker and
hearer reward the winning construction – the one used
in production and interpretation – by a score of δsuccess.
Competing constructions are punished by δinhibit. There
are two types of competing constructions. First, there are
those constructions which associate the same spatial rela-
tion but with a different word. Second, there are construc-
tions that link the same word to different spatial relations.
• After a failed game, both speaker and hearer decrease the
score of the used association with δfail.
2α is given by the experimenter and in all experiments de-
scribed here α = 0.5
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Figure 5: Results for a formation experiment in which
agents develop a projective category system using a single
landmark strategy (the box is used as landmark) in simple
environments. Only few objects are present.
Figure 5 shows results for the formation of a projective
categories. The population consists of 10 agents. an exper-
imental run lasts 10000 interaction. Experimental runs are
repeated multiple times and a number of measures tracked
for confirming the convergence of the system.
Communicative Success tracks how successful the popu-
lation is. After each interaction, it is checked whether
speaker and hearer interacted successfully. Success is
counted as 1.0, failure as 0.0.
# Categories, # Constructions is a measure for the average
spatial relation inventory size and the number of construc-
tions (number of words) known to the agent. These can
diverge in case of synonymy and when there are words
not denoting spatial relations but landmarks.
Interpretation similarity measures how similar the mean-
ing of words are. Each agent tracks spatial relations with-
out ever having access to the exact representation of all
other agents. This measure compares the spatial relations
of each agent based on how similar they are. 0.0 means
no similarity. 1.0 would mean that all agents have exactly
the same categories.
The results in Figure 5 show that agents can indeed go
from no systems of spatial relations to one that is success-
ful. In this case the population agrees on 3 categories on
average. The little overshoot of constructions vs categories
in the beginning is caused by synonymy that is later removed
by to the alignment operators.
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Figure 6: Dynamics of a population of 10 agents which de-
velop a spatial category system (egocentric strategy) of 5
spatial relations in the similar pp, 2 obj, no box condition
(5000 interactions, 8 trials). At the same time the spatial re-
lations align across the population (see rise in interpretation
similarity).
The Formation of Spatial Relation Systems
and Landmarks
Next, we apply the insights from category formation and
systematically study the effect of landmarks on such sys-
tems. We re-use the populations introduced in the previ-
ous section. All spatial relations (and terms) are removed
from agents and instead they are provided with the language
change operators described in the previous section.
Figure 6 shows the dynamics of these operators over
time. Agents start without spatial relations and spatial terms.
Gradually they invent and align their linguistic repositories.
At the same time the population becomes more successful in
communication. Figure 7 compares different populations in
a number of experimental conditions (same as used earlier).
When agents do not have the means to use landmarks they
fail in developing successful systems of spatial relations (if
the environment is complex). Again the populations which
can express the landmark they are using are outperforming
agents which cannot. Agents which can use the full scope
of landmarks (me/you/box) available in scenes outperform
those which can only use perspective (me/you) which out-
perform those that can only use an egocentric strategy.
Notice, how landmark, unmarked performs worse than
the perspective, unmarked. The reason is that, upon hearing
a new term agents have to adopt it using a particular land-
mark. This decision is essentially random, because agents
were given no other means of deciding. The landmark,
unmarked population has more landmarks to choose from.
Therefore, agents are more likely to choose wrong. This
makes clear that intermediary stages are necessary and that
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Figure 7: Comparison of different populations forming spa-
tial relation systems (same experimental conditions as in
Figure 2, 8 trials). Every population consists of 10 agents
which first develop a spatial language system (5000 games)
and then their communicative success is measured (2000 in-
teractions).
perspective strategies are suitable intermediaries.
Evolving Spatial Relations and Landmark
Lexicons
Lastly, we turn our attention to whether a lexicon of land-
mark terms and spatial relations can form simultaneously.
Figure 8 shows results for an experiment where agents ini-
tially do not have words for landmarks nor do they have spa-
tial relations. The Figure shows that agents can evolve both
at the same time.
The following is an example utterance one agent in such
a population uttered after 5000 interactions.The agent is us-
ing a category that he developed which behaves similarly to
“front” and a new word for denoting the box.
(4) waketo
category-3
tabeta
box
‘to the front of the box’.
Discussion
The results in this paper suggest two things. First, landmark
systems provide a clear communicative advantage over non-
landmark systems (shown for projective categories). This
means that their is a selective pressure for developing land-
mark systems for spatial relations such as projective. Sec-
ond, landmark systems can be culturally negotiated in a pop-
ulation. In particular, we provided simple invention, adop-
tion and alignment operators sufficient for in silica evolution
of landmark systems in populations of agents.
The results hint at possible intermediate evolutionary
stages. For instance, unmarked cases always perform bet-
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Figure 8: These populations forms a system of projec-
tive spatial relations and words for marking perspective and
landmarks. There is a difference between the average num-
ber of words (# constructions) and the average number of
spatial relations (# categories). These are the words denot-
ing landmarks or perspective.
ter than egocentric but worse than marked cases. This is an
interesting result before something can be named it has to
be conceptualised. In other words, before something can be
named as a landmark it needs to have the potential to be-
come a landmark. The unmarked systems therefore provide
a necessary stepping stone for marked systems. Another
similar example can be found comparing perspective-only
to full landmark systems. Using perspective is always less
successful than using everything as landmarks. This hints at
possible evolutionary trajectories from animate to inanimate
landmarks.
The spatial languages evolved in this paper are more less
developing in a vacuum. In the real world, different syntactic
and semantic systems and strategies within a language inter-
act and influence each other (Levinson and Wilkins, 2006,
provide overviews of different strategies). How to under-
stand and model these interactions remains an open issue al-
though there is some initial work in this direction for colour
(Bleys, 2010) and space (Spranger, 2011).
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Abstract. Much can be learned about the progress, fathers and fu-
ture of a scientific domain from the analysis of a collection of relevant
articles and their corresponding authors. Here, we study the highly in-
terdisciplinary domain of Artificial Immune System (AIS) since its birth,
a couple of decades ago. We apply Social Network Analysis to the co-
authorship network of the most comprehensive publicly accessible AIS
bibliography. We automatically extract publication dates and author
names from the bibliography and evaluate authors with the highest de-
gree (unique collaborations) and centrality (influence).
Our results highlight the relative growth of publication volume and iden-
tify significant contributors in the AIS field. Furthermore, our findings
are not only encouraging for the AIS community but may be useful for
analyses of other scientific communities and leading contributors therein.
Keywords: Artificial Immune Systems, Social Network Analysis, Co-
authorship, Information Extraction, Text Mining
1 Introduction
Artificial Immune Systems (AIS) are adaptive systems, inspired by theories and
observed principles of the immune system, and applied towards solving compu-
tational problems [1]. Common AIS techniques are based on specific theoreti-
cal models explaining the behavior of the vertebrate adaptive immune system
such as negative selection, clonal selection, immune networks and dendritic cells
[2]. AIS are mainly classified into two categories: The first one aims at mathe-
matically modeling the immune system to better understand its behavior. The
second one uses the immune system as a metaphorical inspiration to engineer
algorithms that are capable of learning and solving a huge variety of machine
learning problems such as classification, clustering and regression analysis.
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AIS is a relatively new field which began in the mid 80’s with the modeling
and refinement of Jerne’s immune network theory [3] by Farmer et al. [4], and
later by Bersini and Varela [5, 6]. However, it wasn’t until negative selection was
used by Forrest [7] for protecting computer networks from viruses that the AIS
domain was established. Cooke and Hunt [8, 9] adapted immune networks for
classification and Timmis [10] further improved it while De Castro et al [11, 12]
worked on aiNet for multimodal function optimization and data analysis. The
first book on AIS was edited by Dasgupta in 1998 [13].
In the past few years, several review papers have discussed the slow advances
in AIS and proposed improvement strategies through novel and simpler AIS
models (inspired by the vertebrate innate immune systems and immune systems
of plants) as well as the development of a unified architecture for integration of
existing models [14, 2, 15, 16]. Timmis argues that AIS has reached an impasse [2]
and Timmis et al pointed out a dearth of theory to justify the use and continuity
of AIS [17] .
The domain of AIS has existed for a couple of decades but has never been
analyzed quantitatively. Furthermore, the fear that the domain is stagnating was
only based on qualitative studies targeting specific AIS models and frameworks,
such as negative selection, clonal selection and more recently, the danger theory.
In this paper we use techniques from co-authorship network analysis and
statistical methods in order to investigate the current state and future of the
domain of AIS. Moreover, we identify leading contributors to the field using co-
authorship network analysis and discuss our results. In the following section, we
discuss the methods used for information extraction and statistical analysis, in
addition to social network analysis of the co-authorship network. In section 3,
we illustrate and discuss the growth of the AIS domain and compare it to the
general growth of Medline indexed articles in general. Finally, in section 3.3, we
discuss our results and the future directions of the field.
2 Methods
We adopt data mining techniques in order to extract author names and publi-
cation dates from the most comprehensive AIS bibliography [18] compromising
1044 articles and 994 authors. We only had access to a binary PDF format of the
bibliography and therefore we had to convert it into an ASCII textual format.
The converted text was far from the desired clean structured text and therefore
a significant amount of manual curation was involved in order to systematically
mark the end of the authors’ list before automating the extraction of author
names.
Publication dates are limited to the year of publication consisting of a 4-digit
number Y Y Y Y where 1980 < Y Y Y Y < 2010 in order to avoid confusion with
other numbers such as digital object identifiers (doi), volume numbers and serial
numbers. More challenging was the task of author name extraction with some
authors having their first names abbreviated others having full first names and
others not respecting the first-name-last-name order. We manually restructured
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the bibliography, ensuring that last names were preceded by abbreviated or full
names. We prepended shared last names with the abbreviated first names to
avoid the risk of agglomerating authors with a common last name. For example
“X Lee” and “Y Lee” are considered two distinct authors and represented as:
X-Lee and Y-Lee, respectively. Still, we face the possibility that two different
authors would be counted as one if they share both lastnames and firstnames
(at least initial). However, that is outside the scope of our analysis.
2.1 Social Network Analysis
Social Network Analysis (SNA) has played major roles in many disciplines in
the past few years [19, 20]. Co-authorship Networks (CN) are social networks
consisting of scientific collaborations and collaborators [21]. In CN, the authors
are represented as nodes (or vertices) and collaborations as undirected edges. CN
are similar to citation networks in the scientific literature [22]. However, CN have
better social and collaborative implications [23]. CN Analysis has already been
studied and applied to a couple of fields but never to AIS [23–25]. Indeed, studies
on co-authorship analysis have shown how visible and influential can article be
[26]. Other studies have focused on examining academic research performance
based on a co-authorship network of centrality and gender [27].
We use several existing methods to analyze a CN of AIS as follows:
We used the R package [28] to calculate the degree, closeness, and between-
ness centrality for the binary undirected co-authorship network. In the following
sections, we illustrate and discuss the 20 highest ranking authors for each of the
following metrics:
Degree is a measure of the unique number of collaborators an author has.
Closeness, that is only applied to the largest (connected) component, is a
measure of how authors are directly connected to a well-connected author.
Betweenness is a measure of a node’s influence for information flow in the
network. Betweenness measures how many times a node is visited when two
random nodes are connected through a path of nodes.
For more information about centrality measures and SNA, please refer to
[20].
2.2 PageRank
PageRank [29], or eigenvector centrality, is used by the Google search engine to
determine a page’s relevance or importance. Important pages receive a higher
PageRank and are more likely to appear at the top of the search results. PageR-
ank is based on backlinks. The more quality backlinks the higher google pager-
ank.
Liu et al [23] have applied PageRank to a co-authorship network of the Digital
Science domain in order to identify prestigious authors. They transformed each
undirectional edge into a set of bi-directional, symmetrical edges.
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2.3 AuthorRank
Liu et al [23] also define a modification of PageRank, that they call AuthorRank.
PageRank assumes that when a node A connects to n other nodes, it receives a
weight based on an equal fraction 1n , whereas AuthorRank attributes different
weights for each author based on the number of their publications in common
ibid.
Both PageRank and AuthorRank are measures of prestige that we use to
identify leading authors in the domain of AIS as discussed in the following sec-
tion.
We used the R package [28] to implement PageRank and AuthorRank to
rank the top ranking authors and to visualize the co-authorship network using
a Fruchterman Reingold Layout.
3 Results and Discussion
3.1 Publication Distribution Analysis
In order to answer the numerous doubts about a decline in the AIS field, we
have measured the number of publications that are relevant to the field over
time. Furthermore, we have fitted our observation using exponential functions
to study the growth of publication size over time and to predict it over the years
to come. We have used the coefficient of determination R2 in order to validate
the fitness function and its prediction as shown in figure 1.
Fig. 1. Number of Publications per year 1) according to the AIS bibliography [blue], 2)
according to google scholar results for “Artificial Immune Systems” [green] and 3) for
all indexed Pubmed articles [red] per year. The results show a relative growth in the
domain based on both AIS bibliography and Google Scholar results. The exponential
fits are validated using the R2 coefficient.
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Contrary to previous fears of a stagnating AIS field, we have shown that the
field of AIS is ever growing by measuring the number of publications over time.
Indeed, we have used exponential fitness functions in the form of f(x) = c.e(x.b),
where c is a constant, x is the year index and b is the growth factor. We have
compared the growth in the volume of AIS articles according to our AIS bib-
liography (b = 0.2) to that of indexed Pubmed articles (b = 0.03) between the
years of 1984 and 20081 using Corlan’s Medline trend (http://dan.corlan.
net/medline-trend.html) to cement our conclusion regarding the relative ex-
pansion of the AIS domain. Furthermore, we add to our perspective the number
of articles returned by Google Scholar for the query ”Artificial Immune Systems”
which results in a faster growing trend (b = 0.4) as shown in green in figure 1.
Dasgupta’s Bibliography includes conference proceedings, as can be found in
Google Scholar, whereas PubMed indexes journal articles only. However, we ar-
gue that in the fields of informatics and engineering, conference and workshop
publications typically have higher impact
Fig. 2. The distribution of publications per authors forms a gaussian distribution
around two authors.
In addition, we have analyzed the number of authors per publication that is
an indication of collaboration strength. As shown in figure 2, most collaborations
include two authors. Moreover, there are more 3 co-authored publications than
(and almost as many 4 co-authored publications as) single authored ones. We
presume that this may be as a result of the field of AIS being a very collaborative
one. Indeed, a highly interdisciplinary field such as AIS invites collaborations
from the fields of immunology, systems biology, artificial intelligence, machine
learning, data mining...etc. Similar studies have been conducted on the field of
the Digital Library Research Community [23] yielding similar results with 28.5%
of papers authored by 2 authors, 23.6% by 3 authors, 19.6% by a single author
and 9.4% by 4 authors.
1 The years covered in the AIS Bibliography
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3.2 Co-Authorship Network Analysis
The co-authorship network is summarized in table 1 and visualized in figure 3.
Network Statistics
Articles 1044
Number of Vertices 994
Number of Edges 1768
Network Density 0.0036
Number of Clusters 159
Largest Component Size 55%
Table 1. Co-Authorship network summary
The number of publications per author may be a good indicator of an author’s
contribution to the field however that can be biased in favor of non-collaborative
authors with many published articles. The author’s degree, or number of unique
collaborators, can be a better measure of an author’s collaborative efforts in a
field. Degree centrality measures authors’ connectivity with immediate neigh-
bors or collaborators. Some authors may, however, be locally well connected but
not globally with the entire network. Closeness centrality expands on degree
centrality and favors authors that are connected (directly or indirectly) to as
many authors in the network. Betweenness is another measure of centrality that
measures how often a node is on a shortest path between any two random nodes
in the network. Betweenness conveys the role of an author as an information
spreader or a hub. The authors with the highest number of publications, degree,
betweenness and closeness are listed in table 2. Authors with the highest degree,
betweenness and closeness measures are illustrated in figure 4.
Several studies have analysed Co-authorship Network (CN) components for
various scientific domains. Nascimento [24] reports the largest component in
SIGMODs2 CN having about 60% of all authors. Newman [25] has studied sev-
eral CN with the smallest “largest component”, containing 57.2% of all authors.
Liu et al [23] report in the JCDL3 CN the largest component of only 38% (599
authors) of all authors for the years between 1994 and 2003. The low percentage
may be due to a relative immaturity of the Digital Library (DL) field. The AIS
CN has the largest component of 55% (550 authors) of all authors, thus showing
a relative maturity of the field. We suspect that the maturity of AIS is related
to 10 years of the dedicated conference, ICARIS, since 2002 and 20 years since
the beginning of AIS, i.e. twice as longer than the DL field. The largest compo-
nent of 550 authors is visualized in black at the center of figure 3, whereas the
remaining components alternate in various colors around it. Moreover, table 3
2 SIGMOD is a Special Interest Group on Management Of Data under the Association
of Machinery, ACM
3 Joint Conference on Digital Library
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Fig. 3. A visualization of the AIS co-authorship network with nodes representing au-
thors and edges representing collaborations (with at least one co-authored article). Each
component is represented in a different color. In particular, the largest component (in
black) contains 55% of all authors.
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Rank Author Publications Author Degree Author Betweenness Author Closeness
1 Timmis 83 Timmis 50 Timmis 86260 Timmis 0.22405
2 Dasgupta 71 Forrest 35 Dasgupta 35531 R-Smith 0.22391
3 Forrest 68 Castro 29 Forrest 20535 Bentley 0.22390
4 Castro 58 Dasgupta 28 Castro 18859 Nicosia 0.22389
5 Zuben 42 Perelson 28 X-Wang 17737 Tyrrell 0.22389
6 Aickelin 38 X-Wang 24 A-Freitas 17628 Chow 0.22386
7 Perelson 35 D-Lee 22 Chow 16984 Y-Liu 0.22386
8 Hart 20 Zuben 20 Hart 16183 Clark 0.22385
9 Gonzalez 19 J-Kim 18 R-Smith 15714 Neal 0.22385
10 Stibor 18 Lamont 18 Tyrrell 15451 Lau 0.22384
11 Neal 17 Aickelin 17 Y-Liu 14936 Forrest 0.22384
12 Hunt 17 Tarakanov 16 Bentley 14827 Cutello 0.22384
13 Bersini 17 A-Freitas 15 Perelson 13960 Pavone 0.22384
14 Lamont 16 Nicosia 15 Stewart 13312 Goncharova 0.22384
15 Lau 16 Faro 15 Aickelin 12671 Knight 0.22384
16 Esponda 15 Bentley 13 Gao 12462 Stepney 0.22384
17 J-Kim 15 Oliveira 13 Carvalho 11618 Dasgupta 0.22383
18 Bentley 15 Hart 13 Jackson 11594 Castro 0.22383
19 Greensmith 15 Clark 12 Huang 11481 Hart 0.22383
20 Tarakanov 15 Gonzalez 12 Bersini 11119 A-Freitas 0.22382
Table 2. AIS authors ranked according to their number of publications, degree (or
number of unique collaborators), betweenness and closeness.
Component Size 1 2 3 4 5 6 7 8 9 10 11 12 15 550
Number of Components 39 60 22 15 9 4 1 2 1 2 1 1 1 1
Table 3. AIS Co-authorship Network component sizes and frequencies with the largest
component boldened
lists the component sizes and frequencies of the AIS CN showing a significant
amount of smaller components. This is suggestive of many existing AIS sub-
communities, that collaborate individually but can eventually collaborate with
other sub-communities .
Table 2 distinguishes Jon Timmis as a top contributor and collaborator in
this field, however, we are also interested in identifying other contributors in
the AIS domain like the founding fathers such as Forrest and De Castro. In
table 2, we identify authors with significantly high centrality (top 20 in degree
and either betweenness or closeness4) such as Nicosia, A.Freitas in the AIS CN
regardless of their relatively lower number of publications (not in the top 20
in number of publications). Conversely, authors such as Neal and Stibor rank
amongst the top 20 for their number of publications but do not rank as highly
4 We look at the betweenness and closeness together given the minute variation in the
top ranked authors according to closeness centrality shown in table 2
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with the centrality measures. We assume this is due to their collaboration with
a fewer selection of authors. Nevertheless, Neal and Stibor reappear in the top
ranking authors according to AuthorRank in table 4 for their collaborations with
few but “prestigious” authors (in terms of AuthorRank) such as Timmis, Hunt
and Eckert.
PageRank and AuthorRank are measures of prestige. An author ranks highly
if he or she collaborate with many authors that, in turn, have many collaborators
− ad libitum. AuthorRank gives more weight to repeated collaborations (in a
weighted network), whereas PageRank distributes weights evenly (in a boolean
network). The top 20 authors according to PageRank and AuthorRank are listed
in table 4.
Rank PageRank AuthorRank
1 Timmis Timmis
2 Forrest Castro
3 Dasgupta Neal
4 Perelson Stibor
5 Castro Hunt
6 X-Wang Knight
7 D-Lee Eckert
8 Zuben Zuben
9 Lamont A-Freitas
10 Aickelin Watkins
11 J-Kim Andrews
12 Coello Clark
13 Tarakanov Hart
14 Hart Ayara
15 Nicosia Lemos
16 Chowdhury Mohr
17 Fukuda Secker
18 Yang Owens
19 Gonzalez Hone
20 J-Zhang Kelsey
Table 4. Authors ranked according to the metrics of PageRank and AuthorRank.
We are equally interested in identifying contributors to the field with lead-
ing AIS theoretical models, such as Jerne, Matzinger, Perelson, Bersini, Varela,
Carneiro and Greensmith, recurrent committee members of the International
Conference of Artificial Immune Systems (ICARIS) such as Timmis, Forrest
and Nicosa, as well as principle investigators or team leaders in AIS, such as
Hart, Timmis, Von Zuben and D. Dasgupta. Many of these names appear re-
peatedly in table 2 of top ranking authors according to centrality measures, and
in table 4 of top ranking authors according to PageRank and AuthorRank.
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Finally, we are interested in understanding large network components that
are disconnected from the largest component such as those led by Fukuda, Kara,
Watanabe and Coello. We presume that separation is due to language and geo-
graphic barriers but we hope to have a more integrated network or more method-
ological explanations about this segragation in the near future. We are as well
interested in understanding cluster propoerties of the largest component mainly
led by team leaders, namely, Forrest, Timmis, Hart, Dasgupta and Tarakanov.
Fig. 4. Alphabetically sorted list of authors with the highest degree, betweenness and
closeness
3.3 Conclusion and Future Directions
Several reviews have discussed advances in the field of Artificial Immune Sys-
tems but all from a qualitative perspective. Recent reviews have alluded to a
stagnation in the field of AIS. In this work, we investigated these questions from
a quantitative perspective. Our results have shown that the field has been grow-
ing ever since it was established for the past couple of decades. In addition, we
have identified leading contributors by co-authorship network analysis based on
AIS-relevant publications.
We acknowledge that the bibliography may be biased towards an engineering
perspective as it is maintained by a computer scientist thus dismissing funda-
mental contribution from the theoretical immunology perspective. However, our
method can be applied to any bibliography (structured or unstructured) in any
scientific domain. Hence, we expect our analytical method not only to motivate
the AIS community and encourage external scientists to entertain the challenges
presented by AIS, but also to be a benchmark for scientific domain analyses.
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Extended Abstract
In nature, animals rely upon migratory behaviors in order
to adapt to seasonal variations in their environment. How-
ever, the transmission of migratory behaviors within popula-
tions (either during lifetimes or throughout successive gen-
erations) is not well understood (Bauer et al., 2011). In
Artificial Life research, Agent Based Modeling (ABM) is a
bottom-up approach to study evolutionary conditions under
which adaptive group behavior emerges. ABM is charac-
terized by synthetic methods (understanding via building),
and is becoming increasingly popular in animal behavior re-
search (Sumida et al., 1990). Combining an Artificial Neu-
ral Network (ANN) and Evolutionary Algorithm (EA) for
adapting agent behavior (Yao, 1993) has received significant
research attention (Phelps and Ryan, 2001), (Lee, 2003).
ABM is an analogical system that aids ethologists in con-
structing novel hypotheses, and allow the investigation of
emergent phenomena in experiments that could not be con-
ducted in nature (Webb, 2009). Numerous studies in ethol-
ogy have formalized mathematical models of migratory pat-
terns in various species (Bauer et al., 2011). However, there
have been few studies that examine ontological and phy-
logenetic conditions requisite for emergent migratory be-
havior. ABM is advantageous (compared to formal math-
ematical models of migratory behavior), since various evo-
lutionary processes can be simulated, and variations in resul-
tant migratory behaviors examined. For example, ABM has
been used to predict the consequences of forced human mi-
grations (Edwards, 2009), and migratory behavior between
groups of Macaque monkeys (Hemelrijk, 2004).
In this research, ABM is used to investigate a hypothesis
posited in ethological literature: that migratory behavior is
adopted as an adaptive foraging behavior, where such behav-
ior is either genetically or culturally determined (Huse and
Giske, 1998). This study aims to investigate the evolution-
ary and cultural conditions that give rise to migratory behav-
iors and thus adaptive foraging. In cultural behavioral trans-
mission, ontogenetic transfer occurs between agents during
their lifetime. Alternatively, migratory behavior is phyloge-
netically transmitted through successive generations (Bauer
et al., 2011). A minimalist simulation model (distribution
of four food patches and 200 agents on a grid) demonstrates
the impact of ontogenetic versus phylogenetic transmission
of migratory behavior and thus agent group adaptivity.
Agents use an ANN controller (figure 1, left). ANN con-
nection weights are adapted with an EA. Agent fitness is the
food amount consumed during a lifetime (200 iterations).
The EA selects for effective foraging behaviors, which de-
pends upon agents periodically migrating to where food is
plentiful. Stimuli for migratory behavior take the form of
cyclic seasons in the environment and agents signaling their
movement direction to neighbors. When it is winter (food
is scarce) in one half of the environment, it is summer (food
is plentiful) in the other half, where each seasonal cycle (50
iterations) the winter and summer zones are switched.
Each iteration, agents receive the sensory inputs: signal
from the closest agent, their current fitness and recurrent
connections (activation value of the hidden layer in the pre-
vious iteration). Agent behavior is: move to an adjacent grid
square, mimic or mate with a neighboring agent. The output
with the highest activation is selected (figure 1, left). Each
iteration, agents also emits a signal (output not depicted in
figure 1), conveying the sender’s current direction of move-
ment and thus indicating migratory behavior.
Via choosing to mimic or mate, agents either imitate their
neighbor’s migratory behaviors or pass genetically encoded
migratory behaviors onto their offspring. If an agent mimics,
it copies the ANN connection weights of its closest neigh-
bor, thus mimicking its neighbors behavior, which includes
the direction signal sent each iteration. If an agent mates,
fitness proportionate selection (Eiben and Smith, 2003) is
used to select a mate from the agent population. Genotypes
(floating-point value strings) encoding the ANNs are recom-
bined using 2-point crossover (Eiben and Smith, 2003). Two
child ANNs are produced and replace the parents to keep the
population size constant. If an agent moves, then it moves
one grid cell north, south, east, or west (figure 1, left).
Figure 1 (center and right) illustrates agent adaptation oc-
curring over evolutionary time. Agents become effective
gatherers via learning a migration behavior allowing them
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Figure 1: Left: Each agent is a recurrent feed-forward ANN. SI: Sensory Input. MO:Motor Output. HL:Hidden Layer. Center:
Average agent group fitness over 400 generations of neuro-evolution. Right: Average mimicry ratio over 400 generations.
to move about the environment in synchronization with the
seasons (moving to where food is plentiful). Figure 1 also
delineates a cyclic process in agent adaptive behavior, and
the relationship between fitness and behavioral mimicry.
Mimicry ratio indicates the average preference of an agent
to mimic over another behavior. Figure 1 (center) also in-
dicates agents periodically adapt to effective foraging be-
havior (indicated by fitness spikes). Fitness increases result
from agents adopting migratory behaviors to adapt to the en-
vironment’s seasonal variation, where such increases are en-
hanced by behavioral mimicking in preceding generations.
We hypothesize that subsequent periodic fitness drops,
and preceding mimicry ratio decreases (figure 1, right), re-
sult from the selection and propagation of fit yet non-robust
behaviors. Periodic fitness increases (figure 1, center) indi-
cate the agents converge towards an effective gathering be-
havior. However, concurrently, behavioral heterogeneity is
bred out of the population. Convergence results in a ho-
mogenous agent group that is unable to cope with seasonal
variation in the environment. This in turn causes the periodic
fitness crashes (figure 1, center), where most of the popula-
tion dies off, and only those agents with robust behaviors
(suited to seasonal variation) survive and are selected for.
Thus, behavioral takeover in the population (accelerated
by behavioral mimicry and fitness proportionate selection)
results in a largely homogenous population with low geno-
type and fitness diversity (Wineberg and Oppacher, 2003)
and non-robust behaviors. Subsequent fitness decreases re-
introduce behavioral heterogeneity (and fitness diversity)
into the population and allow agents to re-adapt to the en-
vironment’s seasonal variation via adopting a migratory be-
havior. Figure 1 (center and right) also indicates that vari-
ations in the mimicry rate impact the rate of agent adap-
tation and re-adaptation, as well as the duration of fitness
spikes. That is, fitness increases are correlated with high
mimicry ratios and fitness crashes cause behaviors contain-
ing the propensity to mimic to be periodically lost, and then
rediscovered in the subsequent re-adaptation phase.
Whilst preliminary results indicate the importance of be-
havioral mimicry and genetic transmission of migratory be-
haviors to a population’s overall adaptivity (supporting etho-
logical research), their contribution to adaptive behavior is
subject to ongoing research. Current investigation is of con-
ditions under which cultural versus genetic transmission of
migratory behaviors prevail, and the impact of lifetime du-
ration on cultural and genetic transmission of behaviors.
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Abstract
Migration is a fundamental trait in humans and animals. Re-
cent studies investigated the effect of migration on the evolu-
tion of cooperation, showing that contingent migration favors
cooperation in spatial structures. In those studies, only local
migration to immediate neighbor sites was considered, while
long-range migration has not been considered yet, partly be-
cause the long-range migration has been generally regarded
as harmful for cooperation as it would bring the population
to a well-mixed state that favors defection. Here, we stud-
ied the effects of adaptive long-range migration on the evo-
lution of cooperation through agent-based simulations of a
spatial Prisoner’s Dilemma game in which individuals can
jump to a farther site if they are surrounded by more de-
fectors. Our results show that adaptive long-range migration
strongly promotes cooperation, especially under conditions
where the temptation to defect is considerably high. These
findings demonstrate the significance of adaptive long-range
migration, a naturally observed migration style in human and
animal behaviors, for the evolution of cooperation.
Migration is a fundamental trait in humans and animals.
Recent studies investigated the effect of migration on the
evolution of cooperation, showing that contingent migration
favors cooperation in spatial structures. One limitation in
the earlier contingent migration studies is that migration was
commonly assumed to be limited only to immediate neigh-
bor sites of each individual. To our knowledge of the rel-
evant literature, no existing work addressed the effect of
adaptive long-distance migration on the evolution of coop-
eration, partly because the long-range migration has been
generally regarded as harmful for cooperation as it would
bring the population to a well-mixed state that favors defec-
tion. We believe, however, that adaptive long-range migra-
tion may be beneficial for cooperators because they may be
able to escape from defector-dominated areas at once and
potentially land in a community of other cooperators.
Here, we studied the effects of adaptive long-range mi-
gration on the evolution of cooperation. For this, we de-
veloped an agent-based model in which individuals play the
Prisoner’s Dilemma (PD) game with local nearest neighbors
on a regular spatial grid and may migrate to another site if
the local situation is unfavorable. The key unique contribu-
tion of our work is to use an adaptive distance for long-range
migration based on the number of defectors in the individ-
ual’s vicinity, so that the possible distance of the adaptive
migration is longer with more defectors in the area nearby.
The square lattice is composed of L × L sites with peri-
odic boundary conditions. Each site is either empty or occu-
pied by one individual. Empty sites represent spatial regions
that individuals can migrate to. Initially, individuals are ran-
domly distributed over the square lattice. One half of them
are set to be cooperators while the other defectors. Their
population density is given by ρ. The population density
remains constant throughout a simulation run, since individ-
uals will never die or be born.
Individuals are updated asynchronously in a randomized
sequential order. The algorithm for updating an individual
consists of the following three phases:
1. Migration. First, to decide the site to move into, the in-
dividual counts the number of defectors, nD, within its n
neighbors. Using nD, the maximum migration distance is
calculated as dmax = round((nD/n)αd), where α and d
are experimental parameters. round(...) is used here be-
cause the space is discrete. Then the individual moves to
a randomly selected empty site within a (2dmax + 1)-by-
(2dmax + 1) square region around its original location.
2. Game play. After the migration, the individual plays the
PD game with other individuals within its n nearest neigh-
bor sites and accumulates the payoffs resulting from the
games. In each game, two individuals decide whether to
cooperate or defect simultaneously based on their current
strategies. They both obtain payoff R for mutual cooper-
ation while P for mutual defection. If one selects coop-
eration while the other does defection, the former gets the
sucker’s payoff S while the latter gets the highest payoff
T , the temptation to defect. The relationship of the four
payoffs is usually T > R > P > S in PD games. Fol-
lowing the parameter settings used in the earlier studies,
we used P = 0, R = 1, and S = 0, while T > 1, the
temptation to defect, was varied as an experimental pa-
rameter.
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3. Strategy updating. Once all the games are over, the in-
dividual imitates the strategy of the other individual that
achieved the highest total payoff among its neighbors.
When all individuals finish conducting the three phases
above, it constitutes one time step of the simulation, which
we refer to as a “generation.”
The parameter setting used for the experiments is as fol-
lows: L = 50, ρ = 0.3, n = 8 (Moore neighborhood).
We systematically varied values of α and d to represent the
following six different types of migration:
• α = 0; d = 1: random short-range migration (RSM)
• α = 0; d = 8 (> 1): random long-range migration
(RLM)
• α = 0; d = 24 (∼ L/2): random global migration
(RGM; an extreme case of RLM)
• α = 1/3, 1, or 3; d = 1: adaptive short-range migration
(ASM)
• α = 1/3, 1, or 3; d = 8 (> 1): adaptive long-range
migration (ALM)
• α = 1/3, 1, or 3; d = 24 (∼ L/2): adaptive global mi-
gration (AGM; an extreme case of ALM)
The main experimental measurement obtained from each
simulation run is the equilibrium fraction of cooperators, f¯c,
after a certain time period elapses.
By conducting evolutionary simulations, we found that
ASM, ALM, and AGM strongly promotes cooperation com-
pared to RSM, RLM, and RGM, especially under conditions
where the temptation to defect is considerably high. Fig-
ure 1 shows f¯c as a function of T . For the low values of
T , all migration types sustained a high level of cooperation
(except for α = 3 that made migration rather infrequent).
In highly tempting conditions (T > 3), cooperators were
easily exploited by defectors in RSM, RLM, and RGM. In
ASM, cooperators were allowed to move in response to the
presence of defectors, but they often remained near the de-
fectors and were exploited by them. In ALM and AGM, in
contrast, cooperators were able to secure a certain distance
from defectors after the adaptive migration, and thus cooper-
ation was promoted even under highly tempting conditions.
Even complete segregation between cooperators and defec-
tors was possible in ALM (for α = 1/3) and AGM (for
α = 1/3, 1) (Fig. 2).
In conclusion, we investigated the effect of adaptive long-
range migration on the evolution of cooperation in a spa-
tial population model. Compared to earlier studies that as-
sumed only short-range migration, we found that adaptive
long-range migration strongly enhanced the evolution and
maintenance of cooperative behavior, especially under high
tempting conditions where other forms of migration did not.
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Figure 1: Equilibrium fraction of cooperators (f¯c) as a func-
tion of temptation to defect (T ). ρ = 0.3.
Figure 2: Typical snapshots of simulations after 10,000 gen-
erations. Blue and red dots represent cooperators and defec-
tors, respectively. Cooperators dominated in the population
in ALM (α = 1/3) and AGM (α = 1/3, 1). In those cases,
cooperators successfully maintained a certain distance with
defectors. T = 3.5 and ρ = 0.3.
An extended version of this manuscript will soon be
posted to arXiv.org.
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1 Introduction
We address the question of what kind of test could be implemented to estab-
lish whether an artificial system is living or not with a computability and pro-
grammability test as advanced in [2]. We claim that necessary conditions for
life are non-linear behavioural variability and sensitivity to external stimuli.
We advance an algorithmic information concept of programmability as a
combination of behavioural change and external control similar to the one pre-
sented in [1] in the context of self-assembly and non-DNA spatial computation.
We look into evaluating, classifying and discriminating biological models from
the BioModels Database (http://www.ebi.ac.uk/biomodels-main/), a cen-
tralized database of curated quantitative models of biochemical interest whose
dynamical space, time-evolution and model’s reaction to their “environment”
(sensitivity) is studied, leading to questions such as the robustness and param-
1
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eter orthogonality.
Similarity metrics and information distances are applied and results are pre-
sented in the direction of characterisations of the behaviour of physical and
natural systems, allowing the classification of qualitative properties and the as-
sessment of simulation results in terms of algorithmic information content with
special focus on transitions, clustering, variability and space parameter discov-
ery and behavioural mapping.
The testing approach based on a system capability to react to external stim-
uli and transfer information as reflected in the proposed measures of programma-
bility indicate the susceptibility of a system to be (efficiently) programmed
where we can ask questions such as whether programmability differences orig-
inate from either (a) a structural difference in the modelling equations, or (b)
differences in how much parameters are allowed to vary, and thereby having a
greater/smaller flexibility to respond to external stimuli. Model understand-
ing may be hindered by the assumed dataset and the estimated parameters on
which models are often heavily dependent. The approach promises to provide
some further insight on different types of biological models.
References
[1] G. Terrazas, H. Zenil and N. Krasnogor, Exploring Programmable Self-
Assembly in Non-DNA based Molecular Computing, submitted to Natural
Computing (in 2nd. revision).
[2] What is Nature-like Computation? A Behavioural Approach and a No-
tion of Programmability, Philosophy & Technology, 2013. http://link.
springer.com/article/10.1007/s13347-012-0095-2
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Abstract
A memory system based on an artificial chemistry is pre-
sented. This is relevant for metabolism based Origin of Life
theories, and in the field of biological and chemical comput-
ing. Each memory unit can be switched between three al-
ternative active states. A unit maintains itself in a particular
state using an autocatalytic reaction process. Switching be-
tween states occurs when an external stimulus triggers the
autocatalytic process for the new state, along with an asso-
ciated process that inhibits autocatalytic activity for the old
state. Artificial molecular species with structures designed
to support the autocatalytic and inhibiting processes are pre-
sented. The SimSoup artificial chemistry simulator is used to
show that the structures do indeed produce the memory sys-
tem behaviour. With the advent of engineering at the molec-
ular level, it may be possible to transfer the concepts from an
in silico environment to a chemical environment.
Introduction
Background And Motivation
Inheritance at the Origin of Life. Contemporary organ-
isms and viruses use DNA or RNA template molecules to
provide the memory needed for inheritance and evolution.
Origin of Life research suggests that template molecules and
the associated enzymes needed for their accurate replication
are too complex to be plausible in a prebiotic environment.
Some Origin of Life theories envisage metabolism based in-
heritance in which protocells or lipid enclosed droplets with-
out template molecules reproduced by growth and division.
Variations in the metabolisms of different individuals would
have led to differences in fitness that would drive evolution.
For this to be workable, successful variations in metabolism
would have to be ‘remembered’ and passed on to offspring.
The SimSoup project is investigating memory in chem-
ical networks that could have supported metabolism based
inheritance in early organisms.
Biological and Chemical Computing. A key challenge
for the newer field of biological and chemical computing is
the development of memory systems using components that
can be readily constructed and manipulated. Such systems
may be used for various purposes, including the provision of
an inheritance mechanism for the evolution of artificial sys-
tems. The simple memory mechanisms being investigated
by SimSoup are also relevant in this field.
Conceptual Background
The SimSoup project takes inspiration from:
• Metabolism based Origin of Life theories including those
of Aleksandr Oparin (Oparin, 1957), Stuart Kauffman
(Kauffman, 1993), Freeman Dyson (Dyson, 1999), and
the Lipid World theory and GARD model of Doron
Lancet’s group (Segre´ et al., 1998, 2001a,b)
• Gu¨nter Wa¨chtersha¨user’s chemo-autotrophic Iron-
Sulphur World (Wa¨chtersha¨user, 2006)
• Walter Fontana’s Algorithmic Chemistry (Fontana, 1992)
• Graham Cairns-Smith’s clay crystal and genetic takeover
theory (Cairns-Smith, 1982)
• Tibor Ga´nti’s principles of life and chemoton theory
(Ga´nti, 2003)
• Network theory, particularly the work of Sanjay Jain and
Sandeep Krishna (Krishna, 2003)
• The Chemical Organisation Theory of Peter Dittrich and
Pietro Speroni di Fenizio (Dittrich and di Fenizio, 2007)
• Linus Pauling’s chemical bond theory (Pauling, 1960).
The SimSoup Artificial Chemistry Model
The main features of the model are outlined below. A
detailed description is available elsewhere (Gordon-Smith,
2013). The program code is also available (SimSoup, 2013).
SimSoup Molecules are two dimensional rigid structures
built from Atoms bonded together such that they occupy
fixed positions on a square ‘Board’ (similar to a chess
board). Each square contains at most one Atom. Bond an-
gles are always either 90◦ or 180◦, and bond lengths are
all equal. Atoms bond together in a way broadly consistent
with valence bond theory. Each distinct molecular structure
(or species) is a Molecule Type.
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Molecules can join or split to form Molecules of different
types. Joining must respect the ‘one Atom per square’ rule,
and can take place with the Molecules in any of their eight
possible relative orientations. Splitting occurs by breaking
the weakest set of bonds that hold the Molecule into a single
unit. When two Molecules join (eg A+ B→ C), a Con-
struction Interaction takes place. A splitting interaction (eg
D→ E + F) is called a Fission Interaction.
Bond strengths are usually fixed according to the types
of Atom at each end of the bond. However, some bonds
are Perturbable; they can be weakened or strengthened by
nearby Atoms that do not themselves participate in the bond.
Construction and Fission Interactions take place in a well-
mixed Reactor. This is the physical environment in which
the Molecules exist. Interaction rates are determined by rate
constants that are calculated using parameters analogous to
the Arrenhius parameters used by chemists. Fissions typi-
cally proceed more quickly for Molecule Types with weak
bonds. The rates of Constructions are proportional to the
product of the concentrations of the reactants.
Previous Work: A Non-Switchable Memory Bank
A previous work (Gordon-Smith, 2011), described an arti-
ficial chemistry providing a ‘memory bank’. The motiva-
tion was to provide a proof of concept demonstrating that a
chemical network could have a large number of alternative
states, as would be needed for metabolism based inheritance.
Each memory unit in the previous work is an Autocat-
alytic Sub-Network within the overall network, and has two
states: active and inactive. Interactions occurring in the
active state produce Molecules needed for further activity.
Each unit corresponds to a particular monomer Molecule
Type. Units are arranged in series in the network, and the
shapes of their Molecule Types depend on series and posi-
tion in series.
The presence or absence of monomers of particular types
in the Reactor corresponds to stored information. Memory
capacity depends on the number of monomer series, and on
the number of monomer types in each series.
This previous memory bank has the drawback that the
memory units are not easily switchable; once a unit has been
activated it cannot be readily de-activated. It can be argued
that such switchability may not be essential in some Origin
of Life contexts1. However, it would be required in many
chemical computing scenarios.
A Switchable Memory Unit
This section presents an in silico chemical memory unit
that can be readily switched between states. Multiple mem-
ory units can co-exist within the same physical environment
(Reactor) without interfering with one another; this is due to
specific features of the molecular structures.
1Although it may affect capacity for co-evolution.
Concept For Switchability: Rock-Paper-Scissors
The design for switchable memory units is based on the
game ‘Rock-Paper-Scissors’. The ability of a unit to ‘re-
member’ is due to the operation of its three Autocatalytic
Sub-Networks. In order to make the memory unit switch-
able, a mechanism is introduced that enables activity in one
Autocatalytic Sub-Network to cause activity in another to be
inhibited.
Rock
Paper
Scissors
Figure 1: Rock-Paper-Scissors concept for switchable mem-
ory units
The overall concept is illustrated in Figure 1. The dia-
gram as a whole represents a switchable memory unit with
three active states.2 Each circle corresponds to an Auto-
catalytic Sub-Network maintaining one of the states. The
‘loopback’ arrows denote the (autocatalytic) positive feed-
back mechanisms by which they maintain themselves. The
straight arrows terminating at each circle denote external
stimuli that can activate the Autocatalytic Sub-Networks.
The lines between circles terminated with ‘[’ symbols sig-
nify that Molecules produced by autocatalytic activity main-
taining one state can inhibit activity for another state. For
example, the ‘Scissors’ Autocatalytic Sub-Network inhibits
the Paper Autocatalytic Sub-Network.
Except during state transitions, only one state can remain
active during any period; if two are active simultaneously
then one inhibits and ‘kills’ the other. If all three were active,
then all three would also be inhibited, leading to an unstable
state with no clear overall ‘winner’.
In order for the memory unit to be switched, an exter-
nal stimulus must be provided to activate the new state. For
example, if Rock is currently active, then switching occurs
when an external stimulus is provided to activate the Paper
state. The system then goes through a transition in which
the Rock Autocatalytic Sub-Network is inhibited by a pro-
cess using Molecules produced by the growing autocatalyic
activity for the Paper state. The Paper state itself is subject
2In the inactive or ‘dead’ state, none of the three Autocatalytic
Sub-Networks would be active.
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to no such inhibiting constraint. If the unit is to be switched
to Scissors, then two separate switching actions must take
place, first to Paper and then to Scissors.3
Overview Of Memory Unit Design
Figure 2 illustrates the design for a memory unit. It shows
both the structure of the (artificial) chemical network, and
a ‘thumbnail’ structure diagram for each Molecule Type in-
volved in maintaining and inhibiting the unit’s ‘Rock’ state.
The arcs between lines joining Molecule Types identify
Constructions and Fissions. Specific details of the molecular
structures and bonds, and the way they support the operation
of the memory unit are given later, along with naming con-
ventions for Molecule Types.
Each co-existing memory unit has its own set of character-
istic ‘Rock-Paper-Scissors’ Molecule Types and states. For
example, memory unit n has possible active states, Rockn,
Papern, and Scissorsn, and uses Molecule Types such as
Rn and Rnpre . Each memory unit state has an Autocatalytic
Sub-Network, and an Inhibiting Sub-Network for the inhibi-
tion mechanism.
Autocatalytic Sub-Network
Inhibiting Sub-Network
R0
R0pre
R0.R0pre
GuardR0
R0∼m
R0.GuardR0
R0.P0
P0
R0∼s.P0
R0blocked
bs3
R0∼s
s
m
C1
C2
F1
F2
C3
F3
F4
C4
Figure 2: Overview of Network and Molecular Structures
for the ‘Rock0’ State. The top section shows Molecule
Types and Interaction Types for the Rock0 Autocatalytic
Sub-Network. The lower section shows the Inhibiting Sub-
Network for Rock0. The zig-zag arrow indicates an external
stimulus. Double arrows indicate a constant supply. La-
belled arcs indicate Constructions and Fissions.
3The need for two stage switching is a drawback, but a conse-
quence of the simple design in which the same input is used both
for activating one sub-network and inhibiting another.
The Autocatalytic Sub-Network. The zig-zag arrow ter-
minating at R0 indicates that an external stimulus consisting
of a few R0 Molecules can be provided to the memory unit.
The double arrows terminating at R0pre and m (Metal) indi-
cate that a constant supply of each is provided.
The autocatalytic reaction process begins when R0pre and
R0 combine under Construction C1 to form R0.R0pre . Each
R0.R0pre Molecule then breaks up in two successive Fis-
sions, F1 and F2. F1 produces one Molecule of R0∼m and
one of R0.GuardR0 . The R0∼m Molecule goes on to com-
bine with an ‘m’ Atom (Metal) in Construction C2 to re-
turn an R0 Molecule. F2 splits the R0.GuardR0 Molecule
into one Molecule of GuardR0 , and a second (excess) R0
Molecule. The overall reaction process is:
R0pre +m
R0−→ R0 +GuardR0 .4
The process can only start if an initial input of R0 is pro-
vided as a catalyst. Once started, the process produces an
excess of R0, and no further external input of R0 is needed.
The Inhibiting Sub-Network. The Inhibiting Sub-
Network impedes activity of the Autocatalytic Sub-Network
by converting R0 Molecules to R0blocked Molecules that
cannot participate in the autocatalytic reaction process. The
conversion starts with Construction C3, which produces
R0.P0 from R0 and P0. Each R0.P0 Molecule then splits
(Fission F3) to produce an Atom of s (Stoppite) and an
R0∼s .P0 Molecule. Each R0∼s .P0 Molecule splits (Fission
F4) to produce a Molecule of R0∼s and a Molecule of P0,
returning the one required for Construction C3. Finally,
the R0blocked Molecule is produced by combining the R0∼s
Molecule with a bs3 Molecule (Construction C4).
The overall reaction process for the Inhibiting Sub-
Network is:
R0 + bs3
P0−→ R0blocked + s.
The process can only proceed in the presence of P0 as a cat-
alyst. The Autocatalytic Sub-Network for the Paper0 state
produces P0, and this is the basis by which the Paper0 in-
hibits the Rock0 state.
Molecular Structures and Bonds
This section details the molecular structures used by the
memory unit, and the way they support its operation. The
structures are constructed from (artificial) Atoms that bond
in particular ways, and so the Atom Types and Bond Types
are described first.
Atom Types
The memory unit uses Atom Types with properties designed
to support the Interaction Types that are needed for its oper-
ation. Table 1 shows these Atom Types. The ‘Bonds’ col-
4GuardR0 produces further ‘waste’ products (not shown).
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umn indicates the number of bonds that each Atom Type can
form. All the Atom Types have mass 10.
Name/Symbol Bonds Usage / Capability
Assemblite a 2 Used to build framework of
molecular structures
Blockite b 4 Used to build bs3 ‘Blocker’
Hookite h 4 Used to provide a ‘hook’ bonding
site
Junctium j 3 Used to provide a 3 way junction
in a structure
Loosium-1 w 2 Provides a weak (loose) bonding
site for Loosium-2
Loosium-2 x 2 Provides a weak (loose) bonding
site for Loosium-1
Metal m 1 Can perturb nearby Perturbium
bonds, even though not bonded to
Perturbium
Perturbium p 3 Produces bonds that can be
weakened or strengthened by
nearby Metal atoms
Stoppite s 1 Stops further growth of the
Molecule at a site
Table 1: Atom Types used for the switchable memory units
Bond Types
Table 2 shows the Bond Types that can exist between the
various Atom Types. The meanings of the cell entries are as
follows:
• Blank: Atom of these types do not bond
• x: Atoms bond with Enthalpy (strength) 100
• w: Atoms bond weakly, with Enthalpy 10
• p: Perturbable Bond
a h j b m p s w x
a x
h x
j x x x
b
m x x x
p x p x x
s x x x x p x
w x x
x x x w
Table 2: Bond Types: Each cell shows the characteristics of
a bond between a top row Atom and a left column Atom.
A Perturbable Bond is one whose strength can be affected
by the presence of a nearby Atom of a specific type, even
though that Atom is not bonded to either of the Atoms par-
ticipating in the bond. For the work described in this paper,
the normal Enthalpy of the Perturbable Bonds shown in the
table is 100, but reduces to 5 in the presence of a nearby
Metal Atom, making the bond more likely to break quickly.
Molecule Types
This section shows details of the Molecule Types for the
memory unit, and describes the way they support its opera-
tion. Conventions for naming Molecule Types are described
where they are first used.
Core Molecule Types: Rn, Pn, Sn. Figure 3 shows
the Core Molecule Types for the three Autocatalytic Sub-
Networks of the n=0 memory unit. R0 is produced by the
Rock0 Autocatalytic Sub-Network. Similarly P0 and S0 are
produced by the Paper0 and Scissors0 Autocatalytic Sub-
Networks respectively.
m
s h
p s j s
w w
j j
j j j j
s
m x
s
m
s h
p s j s
w w
j j
j j j j
s
x m
s
m
s h j
s p s j s
w w
j j
j j j j
s
x m
s
Figure 3: R0 (top), P0 (centre) and S0 (lower): The Core
Molecule Types for the Rock0, Paper0 and Scissors0 Auto-
catalytic Sub-Networks.
The following features can be noted:
• Each Molecule Type has various recesses and protuber-
ances. These are positioned to prevent Constructions that
would produce Molecule Types that interfere with the op-
eration of the memory unit
• S0 is one unit wider than P0, which is one unit wider than
S0. This is also to prevent the production of interfering
Molecule Types
• The three central recesses along the bottom of each of
R0, P0 and S0 are key to the mechanisms for both au-
tocatalysis and inhibition. The recess that includes both a
Loosium-1 (w) Atom and a Stoppite (s) Atom is called the
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Owner Recess. The recess that includes just a Loosium-1
(w) Atom is called the Successor Recess, and the ‘empty’
recess is called the Predecessor Recess
• The recesses are arranged cyclically, so that the Successor
Recess for one Molecule Type lines up with the Owner
Recess for the Molecule Type that ‘beats’ (or succeeds) it
• Above each Owner Recess there is a protuberance (the
Owner Protuberance) that terminates with a Loosium-2
Atom. Above each Predecessor Recess there is a Prede-
cessor Protuberance that terminates with a Metal Atom.
The roles of these protuberances and recesses in the opera-
tion of the memory unit are described later in this section.
m
s h
p s j s
w w
j j
j j j j
s
m x
s
Figure 4: R1, the Core Molecule Type for Rock1.
Figure 4 showsR1, the CoreMolecule Type for theRock1
Autocatalytic Sub-Network. It is identical to R0, except that
there is an additional space to the right of the Owner Recess.
P1 and S1 have similar additional space by comparison with
their n=0 counterparts. Core Molecule Types for larger n
values have correspondingly larger spaces. The spacing en-
sures that corresponding Molecules (egR0,R1) for different
co-existing memory units do not interfere.
‘Missing Atom’ Variants of Core Molecules. Variants of
the Core Molecule Types with a ‘missing’ Metal or Stop-
pite Atoms occur in the Autocatalytic and Inhibiting Sub-
Networks. If the Stoppite Atom in the Owner Recess of the
R0 Molecule shown at the top of Figure 3 is removed, the
result is called R0∼s . Similarly, if the Metal Atom at the
bottom left of the Molecule is removed, the result is R0∼m .
CoreMolecule Type Precursors and Guards. The Auto-
catalytic Sub-Network for a memory unit is provided with a
constant supply of Precursors for its Core Molecule Types.
Figure 5 shows R0pre , the Precursor for R0. This consists
of R0∼m (R0 less a Metal Atom) with an adjoined Guard.
The Guard covers the Owner, Successor and Predecessor
Recesses for the Core Molecule Type, making them inacces-
sible to protuberances. Figure 6 shows GuardR0 , the Guard
for R0.
Role Of The Precursor. A type n memory unit is pro-
vided with a supply ofRnpre , Pnpre and Snpre , the Precursors
s
s m x
s
j j j j
j s j j
w w
p s j s
s h
j p j j j s
s s
x
s
Figure 5: R0pre , the Precursor for R0.
s
j s
j p j j j s
s s
x
s
Figure 6: GuardR0 , the Guard for R0.
for its Core Molecule Types R0, P0 and S0. The Precursor
can be split as described shortly by the Autocatalytic Sub-
Network to release a Core Molecule. The steady supply of
Precursor Molecules therefore provides the ‘food’ that en-
ables a memory unit to maintain its active state.
Role Of The Guard. The Guard part of a Precursor
Molecule Type has two roles:
• It has a Protuberance terminated with a Loosium-2 (x)
Atom that bonds weakly to the Loosium-1 (w) Atom in
the corresponding Core Molecule Type to form a Precur-
sor Splitter Complex
• It prevents Precursors from combining with successor
Core Molecules to produce Precursor.Core Complexes in-
stead of Core.Core Complexes that are essential for the
Inhibiting Sub-Network.
The Precursor Splitter Complex. A Core Molecule Type
can join with its Precursor to produce a Precursor Splitter
Complex. Figure 7 shows the Precursor Splitter Complex,
R0.R0pre , for the Rock0 Autocatalytic Sub-Network.
The two Molecules join at the Loosium-1 to Loosium-2
(w-x) bond in the Core Molecule’s Owner Recess (see Con-
struction C1 in Figure 2). The Metal Atom at the bottom left
of the CoreMolecule is placed just above (but not bonded to)
the Perturbium-Hookite bond at the top left of the Precursor.
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Figure 7: R0.R0pre : The Precursor Splitter Complex for the
Rock0 Autocatalytic Sub-Network
This weakens the bond, which soon splits (Fission F1) re-
leasing a ‘missing Metal’ variant of the Core Molecule and
a Reverse Guard Complex (see next section).
The ‘missing Metal’ Core variant combines with freely
available Metal to form a Core Molecule. This replaces the
Core Molecule that combined with the Precursor.
The Reverse Guard Complex. When a Precursor Splitter
Complex splits, one of the products is a Reverse Guard Com-
plex. This is a Core Molecule with a Guard in a ‘reverse’
configuration. Figure 8 shows the Reverse Guard Complex,
R0.GuardR0 , for the Rock0 Autocatalytic Sub-Network.
s
j s
j p j j j s
m
s s h s
p s x j s
w w
j j s
j j j j
s
m x
s
Figure 8: R0.GuardR0 , the Reverse Guard Complex for the
Rock0 Autocatalytic Sub-Network
The Reverse Guard Complex is held together by the
Loosium-1 to Loosium-2 (w-x) bond that was formed when
the Core Molecule joined with a Precursor in Construction
C1. This is a weak bond (see Table 2), and soon breaks
(Fission F2), releasing a Core Molecule and an (un-needed)
Guard. The Core Molecule released here is the one that pre-
viously combined with the Precursor. A Core Molecule was
also produced by Fission F1, and so there is an excess.
The Core.Core Complex. Two Core Molecule Types for
different states of the same memory unit can join to form a
Core.Core Complex that plays a key role in the Inhibiting
Sub-Network. Figure 9 shows the R0.P0 Core.Core Com-
plex.
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Figure 9: R0.P0: The Core.Core Complex for the Rock0
Inhibiting Sub-Network
The two Core Molecules are joined at the weak
Loosium-1 to Loosium-2 (w-x) bond in the top Molecule’s
Successor Recess, and will soon break apart again (Fission
F4). However, while the complex persists, a Metal Atom
from the lower (Successor) Molecule is held next to the Per-
turbium to Stoppite bond in the top Molecule’s Owner Re-
cess. This bond is weakened, and the Stoppite Atom soon
splits off (Fission F3). This makes available a bonding site
that will be used to block autocatalysis.
Blocked Core Molecule Types and bs3 Blockers. The
Inhibiting Sub-Network converts Core Molecules to Blocked
Core Molecules that cannot participate in the autocatalytic
reaction process.
m
s h s
p b s j s
w s w
j j
j j j j
s
m x
s
Figure 10: R0blocked : the Blocked Core Molecule for the
Rock0 Inhibiting Sub-Network
The blocking is achieved by incorporating a small Blocker
Molecule, bs3, into the Core Molecule’s Owner Recess.
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This is done by removing a Stoppite Atom from a Core
Molecule to produce a ‘missing Stoppite’ variant (Fissions
F3 and F4), and attaching a freely available Blocker at the
bonding site that this creates (Construction C4).
Figure 10 shows R0blocked , the Blocked Core Molecule
Type for R0. The small bs3 Blocker can be seen in the
Owner Recess.
Results
Figure 11 shows the operation of a 9-state memory system
comprising two 3-state memory units co-existing in the same
Reactor. The scenario was as follows:
• Atom Types and Bond Types as described earlier
• A constant supply of Precursors for the n = 0 memory
unit (R0pre , P0pre and S0pre ) is provided, 400 of each ev-
ery 10 timesteps
• A similar supply of n = 1 Precursors is setup
• A constant supply of Metal Atoms and bs3 Blockers is
setup, 2000 of each every 10 timesteps
• A small stimulus of 7 R0 Molecules is input at time
10000, and at subsequent intervals of 60,000 timesteps.
Similar series of stimuli are setup for P0 and S0, starting
at times 30,000 and 50,000 respectively
• Stimuli are setup for the n = 1 Core Molecules at times
10,000, 70,000 and 130,000
• Each Molecule has a removal probability at each timestep
of 0.005.
The top plot shows that following the R0 stimulus at time
10,000, the number of R0 Molecules in the Reactor rises
from zero to about 850, and stays at that level. This is due
to the operation of the Rock0 Autocatalytic Sub-Network.
At time 30,000 the P0 stimulus is added. The number of
P0 Molecules rises to about 850 due to the operation of the
Paper0 Autocatalytic Sub-Network, and the number of R0
Molecules falls to zero due to the operation of the Rock0
Inhibiting Sub-Network. The rest of the plot shows repeated
cyclic switching between states of the n = 0 unit.5
The middle plot shows the numbers of Core.Core Com-
plex Molecules. These are key to the operation of the In-
hibiting Sub-Network during the transition from one state
of the memory unit to another. As the plot shows, they are
present only during these transitional periods.
The lower plot shows the numbers of Core Molecules for
the co-existing n = 1 memory unit. The top and lower plots
together show that the system as a whole has 9 states, corre-
sponding to the number of possible states for two indepen-
dently switchable 3-state units.
5The small excess of P0 at time 100,000 is as yet unexplained.
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Figure 11: Operation of two co-existing 3 state memory
units. Top: The n = 0 unit cycling through its three states.
Middle: Numbers of Core.Core Complexes present during
switching of the n = 0 unit. Bottom: The n = 1 unit cy-
cling through its three states.
Conclusions
1. It has been demonstrated that it is possible to produce a
switchable memory unit using (artificial) Molecules with
structures specifically designed to produce a reaction net-
work with Autocatalytic and Inhibiting Sub-Networks
2. It is possible to combine multiple memory units in the
same (well mixed) chemical environment in such a way
that they do not interfere with each other’s operation. In
the results presented here, two 3-state units were com-
bined to produce a memory system with 9 states
3. The design of the Molecules is such that further mem-
ory units with higher n values can be produced by new
Core Molecule Types with additional spaces to the right
of the Owner Recess. The number of states for a sys-
tem including m memory units is 3m, and the number
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of Core Molecule Types needed is 3m. A memory sys-
tem with 30 Core Molecule Types could therefore support
310 = 59049 states. The number of states for a system
with 60 Core Molecule Types would be almost 3.5 mil-
lion
4. From an Origin Of Life perspective, a population of proto-
cells can be envisaged, each containing a memory system
in a particular state. The memory system would influ-
ence other aspects of a larger reaction network affecting
behaviour, such that it could support an evolutionary pro-
cess in which fitter protocells were selected.
It can be argued that an inheritance mechanism supporting
3.5 million alternative ‘phenotypes’ provides sufficient
scope for such an evolutionary process to get a foothold.
This would require a protocell to have a foodset includ-
ing 60 Core Precursor Molecule Types. This requirement
may not be as stringent as appears at first sight; the Core
Molecule Types and the Precursors all follow the same
basic pattern. It can be envisaged that they could be pro-
duced by a systematic process with scope for random vari-
ations within the framework of that pattern
5. From the perspective of chemical and biological comput-
ing systems, it may be possible, with the advent of en-
gineering at the molecular level, to use the concepts de-
scribed here as the basis of a similar artificial evolutionary
mechanism, or as memory for different applications.
6. The molecular structures shown in this paper are just one
way of implementing the memory units. It is likely that
there are many alternatives with totally different struc-
tures. Molecular structure design could take account of
considerations regarding what can be easily engineered
7. There is a trade-off between the chemical complexity in-
volved in a larger number of Core Molecule Types re-
quired for co-existing memory units vs physically sepa-
rate memory units but fewer Core Molecule Types. For
droplet (or ‘protocell’) based artificial evolution, the for-
mer is likely to be preferred, as it does not require physical
separation of different memory units within the droplet.
Prospects
The author would like to hear from anyone interested in
transferring the concepts described here from an in silico
environment to a chemical environment.
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Abstract
Among the list of proposed questions in “Open Problems in
Artificial Life” (Bedau et al. 2000) the first, “how does life
arise from the nonliving?” is certainly one of the most
difficult to answer. The first and main challenge in the
understanding of the way that life emerged from the nonliving
comes from our lack of knowledge of the living organism and
paradoxically, the limitations which we impose to it, so that
what we call organism remains a stillborn entity at best. The
second challenge is creating a formal language suited to
represent the organism while taking into account all its
quantitative and qualitative characteristics.
Consequently, to progress in the understanding of the
organism, it is first essential to integrate two data. The first
one being that both the questions “what is the living?” and
“how does the living arise?” are connected. In other words,
before being able to apprehend correctly the emergence of
life, it would be necessary to know how to model it, almost
through a theoretical biology approach. The second datum is
related to finding an appropriate language which is capable of
describing the organism in all its dimensions.
In this present work, we want to find answers to the first list
of Bedau's questions through a more integrative definition of
the living which enables us to think of its mode of emergence
from the nonliving in a coextensive way. For this, we propose
a categorical model of the organism. This seems to be the
most suitable language at the current stage of knowledge in
describing such a phenomenon.
To formalise our proposal, we use a branch of mathematics
called category theory. A category is a structure that appears
like a directed graph, which consists of objects and arrows
between them. However, in a category, two paths from A to B
may be declared equivalent in a commutative diagram.
Beside, a functor is a mapping from one category to another
that preserves the structures.
As far as our main purpose is to unit entities in a special
bigger one, this requires encoding interfaces, functional
relationships, and transfer of data, extensive and intensive
properties. In short, to convert an organism appearance into
the ontology of category theory, we need concepts that allow
us to group and lay out things. These concepts are best
captured by pushout and its dual pullback expressed in terms
of diagrams of arrows, which are special types of more
general constructs known as colimit and limit respectively.
In a category , the pushout (figure 1) for two morphisms f :A
 B and g : A C is an object D, and two morphisms j : B
 D and k : C  D, such that the square commutes (f o g = j
o k); and for any objet D’ and pair of morphisms j’: B  D’
and k’: C  D’ satisfying j’ o f = k’ o g, there is a unique
morphism h : D D’ such that diagram commutes. A dual is
obtained by reversing the arrows. A complete presentation of
category theory can be found in Lawvere and Schanuel
(1997), and Ehresmann and Vanbremersch (2007).
Figure 1
Pushout diagram
Three intuitions guide our approach of the living. First: a
living organism transcends its material template. Second: it is
a hierarchical multi-scale system within an environment
(Cottam et al. 2004). Third is the idea of closure or autonomy,
which was extensively analysed inter alia by Robert Rosen
(1991). We argue that these different intuitions and
characteristics of an organism are best described through the
importance of colimits, functors or identity arrows. From a
single cell to a complex multicellular organism such as a
plant, a repetitive multi-scale hierarchical concept is found
embedded, the one in the other, giving the hierarchical system
a self-similarity dimension.
An organism appears with the advent of the closure of the
system. From the categorical viewpoint, it happens with the
instantiation of a functor called the "quale identity". The quale
can be illustrated by a diagram using the categorial idea of
identity arrow. Although there are other arrows with the same
object for domain and co-domain, the identity arrow defines a
unique relationship of the object with itself.
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The dual of the quale identity is represented by the
hierarchical multi-scale system. While the colimit, which is a
bottom-up process, constructs the system, the quale identity is
a top-down process which consolidates it. At first, the final
system appears as a resulting entity of a pullback and a
pushout fitting. The difference between these two
characteristics is that the hierarchical system has a quantitative
nature, where as the quale identity is a qualitative function.
To summarise, let (a) be a hierarchical system in its
environment (A), and its identity quale (I
qa
), an organism can
be formalised as I
qa
(a, A).
The hierarchical system and the quale identity work as two
semi-categories. If we reduce the hierarchical system to a
collective link (L), as the quale identity is a reduction of the
top-down process, both morphisms become endofunctors.
Their correlation depends on natural transformations, which
are morphisms between functors. From these data, a model of
the organism can be represented by the figure 2.
Figure 2
Formal categorial representation of an organism where (K) is the
colimit of the multi-scale hierarchical system (a). (P) is the pattern of
subsystems of (a). (I
qa
) is the identity quale of (a), and (L) is a set of
links from (P) to (K).The dualistic aspect of the entity is overcome by
a set of natural transformations (F, G) which interplay between (I
qa
)
and (L) and by which the organism becomes an evolutionary unit
(according to Cazalis, 2013).
With this model of the organism, we can better comprehend
its mode of emergence from the nonliving. We propose that
in a given environment, there are arguably two essential
events in the advent of organisms. One is the formation of the
multi-scale hierarchical system having the characteristics (C
T
),
and the instantiation of the quale identity within it. The
second event constitutes a real heart of the system, giving it
autonomy and its robustness, which are the first
characteristics of the individual. It is not necessary that the
hierarchical system be perfectly organised; it is actually
preferable that it has certain plasticity. Indeed, the quale
identity exercises a canopy function within the organism. The
canopy function has two main aspects. First, it is a function
which comes from the very system itself and characterises the
quale. Secondly, as a functional image of the hierarchical
system, it has a compensating role especially when the system
has not reached its fluctuating balance; that is its coherence.
On the same note, we assume that the characteristics (C
T
) do
not mean a full coherent system because once the quale
identity is instantiated; it sustains and perfects the integration.
The interaction between the endofunctors (L) and (I
qa
) allows
the organism to be an evolutionary unit. Changes in (L) from
modifications to the environment or by natural destruction of
its elements entails to their replacement or substitution to
preserve the feature memorized in the quale.
In the same way, the quale could be subject to positive or
negative interferences with other organisms present in the
environment. As long as the characteristics of the hierarchical
system are protected, the maintenance of the initial quale is
guaranteed.
The interactions operated by a set of natural transformations
entail an internal temporality, which constitutes the second
characteristic of the organism. Depending on the evolution of
the organism the area of the natural transformations is
subjected to a process of complexification.
Finally, how does life arise from the nonliving is suggested by
the very nature of the organism according to our model.
Subsequently, this work analyses the quantitative and
qualitative aspects of the organism; and the notions of
autonomy and internal temporality. It proposes a composition
rule for the quale identity in collective organisms and
discusses the problem of critical threshold (C
T
) with respect to
the bottom-up approach that aims to assemble artificial cells
from scratch using nonliving materials.
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Abstract 
An important goal in the field of evolutionary computation and robotics is the development of systems that show self-adaptation in dynamically 
changing environments. However, adaptation to a changing or fluctuating environment is challenging and usually requires a dynamic solution.  
Here, we present a bio-inspired, agent-based controller driven by an artificial gene regulatory network that enhances the adaptability of robots in 
dynamically changing environments.  
Artificial genome 
The Genome consists of two kinds of genes. The ‘regulatory’ gene 
is in charge of the regulatory functions while the ‘structural’ gene 
determines the phenotype of the robot through its gene expression 
product. The interaction between genes and the environment is 
based on the transcription factor binding process.     
Agent based GRN 
The dynamics of the GRN, encoded by the artificial genome, and 
its interaction with the environment, are modeled by an agent-
based system. 
Figure 2. Agent based system modeling the condition dependent instantiation 
of the GRN encoded by the artificial genome.  Three different kinds of agents 
are distinguished, namely  signaling agents modeling the interaction between 
the environment and the artificial genome, regulatory agents that constitute 
the active part of the GRN encoded by the artificial genome, and structural 
agents that translate the encoded information of a structural gene to an output 
signal, which drives the actuators (e.g. wheel) of the robot. The agents based 
level is also essential in establishing the feedback from the environment to the 
system through the agents adaptability values which affect both the agents 
lifetime, genomic encoding, and mutation rate.  
Figure 1. Artificial genome encoding the regulatory network.  Any 
gene, irrespective of its type, consists of the following components: 
a transcription start site, a gene identifier (type), a gene length 
region, a binding site region, an expression level region (default and 
gene-specific expression region), and a content region which is 
different for structural, regulatory and signaling genes.  
 
Results & Conclusion 
 
To demonstrate the advantages of our bio-inspired controller, we 
also developed an artificial life simulation platform that can provide 
a dynamically changing environment. Simulation results show that 
the bio-inspired GRN based controller has a better average 
adaptability than an evolutionary artificial neural network (ANN) 
based controller and a signal-based controller when placed in the 
same dynamically changing environments. Based on the 
experimental results, we believe the dynamics and the feedback 
loops of the GRN have great potential to enhance the adaptability 
of individual organisms in a changing environment. 
Figure 3. Average energy levels for the three different controllers during 
runtime. The Y-axis represents the average energy level of the robots while 
the X-axis represent running time measured in time steps. The red line 
shows the result for a single simulation experiment based on the GRN 
controller; the blue curve shows the result for the experiment based on the 
ANN controller, and the purple curve shows the result for the experiment 
based on the simple non-evolvable signal-based controller. 
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Extended Abstract
This paper extends the CARDINAL architecture by Kim
et al. (2005) to CARDINAL-E. CARDINAL-E keeps the in-
nate immune system behaviour at every computer on the net-
work and relocates the adaptive immune system behaviour
to higher performance computers. Two paradigmatic shifts
are achieved by this modification. First is the shift from
standalone to supportive, otherwise considered as architec-
turally static to dynamic. This leads to an additional layer of
homeostasis at a network-wide level. The intended effect is
to leverage unused capacity on networks of heterogeneous
machines. Secondly, the change represents a subtle granu-
lar shift from “each computer has identical immune system
components” to “the network (as a whole) carries all the im-
mune system components”. This is a synthetic network-wide
“body” where organs (CARDINAL’s Periphery and Lymph
Node components) are finite and proportionate in quantity,
and evolve their behaviour over time.
Figure 1: A simplified illustrative example of the CARDINAL-E
architecture in a small network. Inputs are received at each host.
Unknown inputs with danger signals are transferred to lymph nodes
for further analysis. In larger networks l < n∧ l > 1 is true, where
l is the set of hosts with lymph nodes and n is the quantity of hosts.
Host 2 illustrates a single CARDINAL host as proposed by Kim
et al. (2005).
Problem
A problem for moderately sized real-time distributed appli-
cations is maintaining enough computational capacity for
decision analysis. We are addressing the performance re-
quirement for real-time security applications in industrial
control system (ICS) network and supervisory control and
data acquisition (SCADA) network scenarios. These net-
works commonly have combinations of legacy and new sys-
tems that need real-time protection. SCADA networks, by
definition are remotely and sparsely located. Balancing
computational effort is often a solution to the computation
capacity problem. These same applications and networked
computer systems are also targeted by hackers and malware.
In this case the load balancing solution needs to be robust
(no single point of failure) and adaptive to a number of
compromised systems or disconnected network segments.
Therefore, we need an architecture (like CARDINAL-E)
that would support these application scenarios whilst requir-
ing minimal computational resources.
Approach
To achieve these aims we worked toward a decentralised
and fault tolerant framework and selected an immune sys-
tem inspired approach. The CARDINAL framework against
malicious worms by Kim et al. (2005) provided an artifi-
cial immune system (AIS) base for this self-organisation
and the malware self-healing functionality. CARDINAL
offered malleability to network-based decentralised deci-
sion making applications and embodied immunological dan-
ger theory, see Matzinger (1994). Our work employed the
conceptual AIS framework in Stepney et al. (2005) to aid
the complex (distributed) systems framework development.
This led us to consider the decentralised self-management
and self-organisation mappings to immune system flow and
signalling regulatory mechanisms and other biological pro-
cesses including cell potency and conscious awareness. We
also considered these mappings to the engineered robust-
ness of recent peer-to-peer botnet architectures particularly
for their approaches to minimising their impact on network
traffic, see Wang et al. (2010).
Method
In the proposed method, the key modifications to Kim et
al.’s framework are the conditional removal of lymph node
behaviour from some computers and periodic reorganisation
of the behavioural roles. Figure 1 simplifies the proposed ar-
chitecture. An engineered implementation of CARDINAL-
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E will only accept the networked application with multiple
Lymph Node components.
The reorganisation process proposed enables the reactive
lightweight CARDINAL component (input sensor, signa-
tures, etc.) to execute on all CARDINAL-E hosts and the
heavier-weight analysis (diagnosis, etc.) to execute on fewer
selected hosts. A reorganisation procedure of distributed
system roles requires routines for initialisation, transfer of
roles, periodic data analysis, historical data analysis, decen-
tralised decision making, secure data transfer, etc. We ex-
pect suitable metrics for the role transfer decision to be CPU,
memory, disk space and network load parameters recorded
and averaged over given time periods. Further careful con-
sideration of these routines will potentially lead to the oc-
currence of adaptive homeostasis and the emergence of reg-
ulatory network activity cycles for a given network.
Future Application
A future application of CARDINAL-E is to self-healing net-
work security on industrial network types. This requires def-
inition of the CARDINAL application. Kim et al.’s CARDI-
NAL framework uses a population based model of dendritic
cell and T-cell interactions to decide when to respond. The
definitions of danger theory damage proposed by Kim et al.
define bad or unwanted behaviour. The degree (severity and
certainty) to which that unwanted behaviour has been expe-
rienced will determine the response category. CARDINAL
leaves the definition of strong and weak responses, and re-
sponse types open to the application designer. To close some
of CARDINAL’s open representations, Fu et al. (2007) in-
troduced the MAAIS architecture as a derivative of CAR-
DINAL. We intend to reuse Fu et al.’s following additions
“length of attack time” to CARDINAL’s damage certainty
and severity factors; a two-tier damage threshold to decide
whether attack analysis requests are handled locally (client)
or remotely (server); a weighted equation to determine a
damage value; and use of the ASK and TELL protocol for
agent communications.
Furthermore, we describe the key representations of de-
tection (antigen input vector), diagnosis (innate system dam-
age decision vector) and experimental response. We rep-
resent antigen input as a statistically dimensionally re-
duced set of eight attributes from the KDD Cup ’991
dataset. These attributes are {protocol type, service (port
number), flags, src bytes (received), dst bytes (sent), count,
diff srv rate, dst host same src port rate} which are col-
lected over two second intervals. Appropriate attributes are
summed over the interval using a connection identifier de-
fined as <src ip+port+dst ip+port>. We represent Kim et
al.’s damage (necrosis) signal as network packet latency (to
1Computer Network Intrusion Detection DARPA Com-
petition Dataset 1999, University of California, Irvine.
http://kdd.ics.uci.edu/databases/kddcup99/kddcup99.html
(Accessed: 27/02/2013)
local area and Internet hosts) and individual process loads
(CPU and memory loads) where their values breach given
thresholds. At this experimental stage, we use Kim et al.’s
three effector T-cells to label responses. These are strong re-
sponse (CD8+ or cytotoxic T-cells), weak response (helper
2 T-cells) and assist a strong response (helper 1 T-cells), Kim
et al. (2005).
Conclusion
This work leads toward a self-healing system against novel
attacks and malware on ICS and SCADA network scenarios,
such as dynamic military and defence computer networks
and manufacturing industrial networks of various scales.
Further work is required to define the CARDINAL-E reor-
ganisation routines and the immune system inspired decen-
tralised decision making, and the CARDINAL diagnosis and
response mechanism for novel attacks must be explicitly ad-
dressed.
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