Let Ω ⊆ {1, . . . , m}×{1, . . . , n}. We consider fibers of coordinate projections π Ω ∶ M k (r, m × n) → k #Ω from the algebraic variety of m × n matrices of rank at most r over an infinite field k. For #Ω = dim M k (r, m × n) we describe a class of Ω's for which there exist non-empty Zariski open sets U Ω ⊂ M k (r, m × n) such that π −1 Ω π Ω (X) ∩ U Ω is a finite set ∀X ∈ U Ω . For this we interpret matrix completion from a point of view of hyperplane sections on the Grassmannian Gr(r, m) . Crucial is a description by Sturmfels & Zelevinsky [SZ93] of classes of local coordinates on Gr(r, m) induced by vertices of the Newton polytope of the product of maximal minors of an m×(m−r) matrix of variables.
Introduction
Matrix completion problems are concerned with fibers of coordinate projections π Ω ∶ M → k #Ω . Here k is a field, M a subset of k m×n and Ω a subset of [m] × [n] with [s] = {1, . . . , s} whenever s is a positive integer. With that π Ω is defined by (X ij ) (i,j)∈[m]×[n] ↦ (X ij ) (i,j)∈Ω . For y ∈ k #Ω an important question is whether the fiber π −1 Ω (y) over y is nonempty. Positive semi-definite and Euclidean distance completions or completion ranks are problems that fall into this category, e.g., see [L09] , [BBS20] . In this paper we are interested in fibers of the form π −1 Ω π Ω (X) for X ∈ M, for the case where M = M k (r, m×n) is the algebraic variety of m × n matrices with entries in k of rank at most r.
Computing an element of the fiber π −1 Ω π Ω (X) is often known as low-rank matrix completion, a fundamental problem in data science and machine learning. A natural approach for such computation is via Gröbner basis methods, which however entail in general a doubly exponential complexity in max{m, n}. Efforts to circumvent this difficulty led to a seminal paper by Candès & Recht [CR09] where they proved that for k = R and Ω sampled uniformly at random with #Ω ∼ O(r max{m, n} 6 5 log max{m, n}) an incoherent [1] X can be recovered from π Ω (X) with high probability as the unique global optimum of a convex optimization problem solvable in polynomial time. Shortly after, in another famous paper [CT10] Candès & Tao employed long and complicated combinatorial arguments to remove the exponent 6 5 and reach a similar conclusion for projection ranks #Ω of the order dim M k (r, m × n) = r(m + n − r) [2] up to a poly-logarithmic factor. Recht [R11] simplified the proof by using results of Gross in quantum information theory, who in turn generalized the theorems from coordinate to arbitrary linear projections [G11] .
In spite of the attention that the aforementioned work of Candès, Recht, Tao and Gross has ever since been drawing, the following fundamental geometric analogue of the question they answered remains, to the best of the author's knowledge, open:
Question 1. What is a characterization of Ω with #Ω = dim M k (r, m × n) for which there is a dense set U Ω in the Zariski topology of k m×n with π −1 Ω π Ω (X) finite ∀X ∈ U Ω ?
[1] The reader is referred to [CR09] for the notion of incoherence.
[2] This is the dimension of M k (r, m × n) as an affine variety.
Question 1 can be equivalently formulated as characterizing the maximal independent sets of the algebraic matroid associated to M k (r, m × n). These are the maximal algebraically independent over k subsets of generating variables in the quotient ring of M k (r, m × n). Using the tropicalization of the Grassmannian Gr(2, m) D.I. Bernstein [B17] was able to give such a characterization for r = 2. Earlier steps in this direction were by Kiraly, Theran & Tomioka [KT12] , [KTT15] who drew various connections between algebraic geometry, matroid theory and matrix completion, as well as by Pimentel-Alarcón, Boston & Nowak who for n ≥ r(m − r) suggested an intriguing answer to Question 1 for which a sufficient justification remains to be given [3] . Recently,
for an arbitrary collection of linear functionals [RWX19] proved that for general [4] F the map π F is injective on a dense subset as long as N > dim M k (r, m × n). They further conjectured the existence of special F's with N = dim M k (r, m × n) that allow the same conclusion. Related to this problem is the problem of phase retrieval for which an algebraic-geometric characterization of injectivity was given in [CEHV15] .
In this paper we give a partial answer to Question 1 by providing a class of Ω's with #Ω = dim M k (r, m × n) for which non-empty Zariski open sets U Ω 's exist such that π −1 Ω π Ω (X) ∩ U Ω is a finite set for every X ∈ U Ω . There are two main insights involved. The first is interpreting matrix completion from a point of view of hyperplane sections on the Grassmannian Gr(r, m).
and denote by c(X) the column-space of X. Given π Ω (X) if c(X) were known and dim π ω j c(X) = r for every j ∈ [n] then one could uniquely obtain X from π Ω (X) and c(X) by solving n systems of linear equations. Write Ω j for the set of all subsets of ω j of cardinality r + 1. Suppose Ω j ≠ ∅ for some j ∈ [n] and let φ j ∈ Ω j . For S ∈ Gr(r, m) if π ω j (x j ) ∈ π ω j (S) then certainly π φ j (x j ) ∈ π φ j (S) which with the additional hypothesis dim π φ j S = r is equivalent to
where φ ij is the i-th element of φ j and [φ j ∖ {φ ij }] S denotes the Plücker coordinate of S corresponding to the ordered indices φ j ∖ {φ ij }. The question then becomes whether all such hyperplane sections are sufficiently many and sufficiently general to cut the open locus dim π φ S = r, φ ∈ Ω j , j ∈ [n] of Gr(r, m) into a finite number of points.
Our second insight is to answer this question by making use of classes of local coordinates on Gr(r, m) induced by supports of linkage matching fields, or SLMF's for brevity. These local coordinates were already known by Gelfand, Graev & Retakh [GGR90] from an analytic point of view in the context of hypergeometric functions. In their effort to prove the universal Gröbner basis property of maximal minors [5] Sturmfels & Zelevinsky [SZ93] introduced LMF's and proved that their supports induce the same classes of local coordinates as in [GGR90] . SLMF's of size (m, m − r) are related to the Newton polytope Π m,m−r of the product of maximal minors of an m × (m − r) matrix of variables. The vertices of Π m,m−r encode all distinct initial ideals of the ideal of maximal minors for all possible monomial orders. Sturmfels & Zelevinsky proved that a set is the support set of [3] In the proof of Theorem 1 in [PABN16a] it is not enough to show that the family F contains r(d − r) algebraically independent elements. The remark also applies to [PABN16b] .
[4] Here general is meant in the algebraic geometry sense, e.g., see p.54 in Harris [H13] and note the distinction with generic.
[5] The universal Gröbner basis property of maximal minors was instead proved in [BZ93] using LMF's, in [K09] , and was later generalized in [B12] , [CDG15] , [CDG19] . a vertex of Π m,m−r if and only if it is an SLMF. LMF's have recently found applications in tropical geometry, e.g., see [FR15] , [LS18] . A combinatorial characterization is as follows
(2)
Recall that Ω j is the set of all subsets of ω j of cardinality r + 1. We prove: 
We discuss preliminaries in §2, give the proofs of Theorems 1 and 2 in §3 and conclude with some examples in §4.
The author thanks Prof. Aldo Conca for many inspiring discussions on the subject.
Preliminaries
We recall the beautiful relationship between supports of linkage matching fields of size (m, m − r) and local coordinates on Gr(r, m) described by Sturmfels & Zelevinsky [SZ93] . We tailor the exposition to our needs with Lemma 2 and equation (3) the main ingredients needed from [SZ93] , while we make two observations, Lemma 1 and Lemma 3, of fundamental role in §3.1. Example 1 in §4 illustrates some of the main ideas here.
Let S ∈ Gr(r, m) and denote by S ⊥ ∈ Gr(m − r, m) the orthogonal complement of S. Working with the standard basis of k m the canonical isomorphism Gr(r − m, m) → Gr(r, m) sends the Plücker coordinate
Then there is an automorphism of k m−r that takes H j to the hyperplane with normal vector e j , the latter having zeros everywhere and a 1 at position j. Changing the basis we see that S can also be represented by someÃ ∈ k m×(m−r) which is sparse with support on Φ. Let m jj ′ be the minor of A corresponding to row indices in [m] ∖ φ j and column indices [m − r] ∖ {j ′ } and set M = (m jj ′ ∶ j, j ′ ∈ [m − r]). Use respective notations [6] The same formula appeared in [PABN15] where its relation to local coordinates on Gr(r, m) was suggested independently of [SZ93] . In the former the proof of Lemma 4 appears to be incomplete.
[7] E.g., see §1.6 in Bruns & Herzog [BH98] .
forÃ. By definition of V Φ allm jj 's are non-zero thus, viewed as an element of P m−1 , the j-th columnã j ofÃ satisfies
SinceÃ has full rank this gives:
Next consider the rational maps γ φ j ∶ Gr(r, m) ⇢ P r and 
We close this section with an important observation for the sequel. Proof. Under the hypothesis Lemma 1 implies that the relation π φ j (x) ∈ π φ j (S) is equivalent to the relation (1). In turn (1) is equivalent to the linear form defined by the j-th column ofÃ vanishing at x. Since this is true for every j ∈ [m − r] and since the columns ofÃ form a basis for S ⊥ this is the same as x ∈ S.
Proofs
3.1. Proof of Theorem 1. For clarity we reserve the symbol M k (r, m × n) for the set of m × n matrices with entries in k of rank at most r and π Ω ∶ M k (r, m × n) → k #Ω for the coordinate projection as above.
a polynomial ring in the z ij 's and I ′ the ideal generated by all (r + 1)
be the corresponding morphism of affine schemes induced by the ring homomorphism k[z ij ∶ (i, j) ∈ Ω] → T ′ I ′ given by z ij ↦ z ij + I ′ . Let K be the algebraic closure of k. It is enough to prove that there is a non-empty open set U Ω of M K (r, m × n) with Π −1 Ω,K Π Ω,K (X) ∩ U Ω a 0-dimensional K-scheme ∀X ∈ U Ω . For then let q 1 , . . . , q s ∈ T ′ ⊗ k K be the defining polynomials of the complement of U Ω . When k ≠ K expanding their coefficients using a (possibly infinite) basis of K over k gives finitely many non-zero polynomials in T ′ . Since k is infinite M k (r, m × n) is irreducible so the complement of their vanishing locus is a non-empty open set U Ω of M k (r, m × n). Then we are done because any point X ∈ U Ω corresponds to a closed point X ∈ U Ω and there is a set-theoretic inclusion of fibers π −1 Ω π Ω (X) ∩ U Ω ⊂ Π −1 Ω,K Π Ω,K (X) ∩ U Ω . Hence in what follows we assume k = K and drop the subscript k.
With I the ideal of T generated by the Plücker relations and the standard Z ≥0 -grading of T we have Gr(r, m) = Proj(T I). Let T ′′ = T ⊗ k T ′ and I ′′ = IT ′′ + I ′ T ′′ . We view T ′′ as a Z ≥0 -graded ring with its graded structure inherited from that of T . Then Proj(
be the SLMF's that appear in the hypothesis and set p the product of all p Φ ℓ 's (see eq. (3)). Since Proj T I + (p) is a union of r hypersurfaces of Gr(r, m) we have that Spec(T ′′ I ′′ ) (p) is a non-empty affine open subscheme of Proj(T ′′ I ′′ ), where (T ′′ I ′′ ) (p) is the homogeneous localization of T ′′ I ′′ at the multiplicatively closed set {1,p,p 2 , . . . }, withp the class of p in T ′′ I ′′ .
Next we define an incidence correspondence on Spec(T ′′ I ′′ ) (p) . Suppose φ ℓ j ∈ Ω j ′ for some j ′ ∈ T ℓ , then φ ℓ j induces the following linear form of T ′′
Denote by J the ideal of T ′′ generated by the r(m − r) linear forms induced by all φ ℓ j 's. Consider the incidence correspondence Proj(T ′′ I ′′ + J) and its open locus Spec(T ′′ I ′′ + J) (p) . By Lemma 1 and relation (1) the closed points (S, X) of Spec(T ′′ I ′′ + J) (p) satisfy
Let ρ ∶ Spec(T ′′ I ′′ + J) (p) → M(r, m × n) be the projection onto the second factor. Ω (Π Ω (X) ∩ U Ω has finitely many closed points X ′ because the map X ′ ↦ (c(X ′ ), X) injects them into closed points of ρ −1 (X). Since Π −1 Ω (Π Ω (X) ∩ U Ω is a Jacobson space it must be a 0-dimensional scheme. 
and its representation by its indicator matrix:
This is a linkage matching field since it satisfies condition (2). It defines an open set V Φ in Gr(2, 6) on which the rational map Gr(2, 6) → P 2 × P 2 × P 2 × P 2 given by
is injective. These 4 elements of P 2 are precisely the normal vectors of the 4 planes in k 3 that one gets by projecting a general 2-dimensional subspace S in k 6 onto the 3 coordinates indicated by each of the φ j 's.
For each S ∈ V Φ there is a unique up to a scaling of its columns 6 × 4 matrix with the same sparsity pattern as Φ whose column-space is S ⊥ : Φ 1 , Φ 2 are SLMF's since they satisfy (2). Φ 1 is associated with the first 2 columns of Ω (T 1 ), while Φ 2 with the last 3 columns of Ω (T 2 ). A computation with Macaulay2 suggests that Spec T I + J X (p) (hence also π −1 Ω (π Ω (X))) consists only of X, for general X. With T 1 = {1, 2, 3, 4}, T 2 = {5, 6, 7, 8}, Φ 1 , Φ 2 are the leftmost and rightmost respectively blocks of Ω and both satisfy (2). A computation with Macaulay2 suggests that Spec T I+ J X (p) consists of 2 points over k non-algebraically closed and 4 points otherwise.
