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Abstract
In this work we construct from ground up a homotopy theory of C∗-algebras.
This is achieved in parallel with the development of classical homotopy theory by
first introducing an unstablemodel structure and second a stablemodel structure.
The theory makes use of a full fledged import of homotopy theoretic techniques
into the subject of C∗-algebras.
The spaces in C∗-homotopy theory are certain hybrids of functors represented
by C∗-algebras and spaces studied in classical homotopy theory. In particular, we
employ both the topological circle and the C∗-algebra circle of complex-valued
continuous functions on the real numbers which vanish at infinity. By using the
inner workings of the theory, we may stabilize the spaces by forming spectra and
bispectra with respect to either one of these circles or their tensor product. These
stabilized spaces or spectra are the objects of study in stable C∗-homotopy theory.
The stable homotopy category of C∗-algebras gives rise to invariants such as
stable homotopy groups and bigraded cohomology and homology theories. We
work out examples related to the emerging subject of noncommutative motives
and zeta functions of C∗-algebras. In addition, we employ homotopy theory to
define a new type of K-theory of C∗-algebras.
∗Department of Mathematics, University of Oslo, Norway.
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T1 IntroductionIn this work we present some techniques and results which lead to new invariants ofC∗-algebras. The fundamental organizational principle of C∗-homotopy theory infersthere exists a homotopy theory of C∗-algebras determined by short exact sequences,
matrix invariance and by complex-valued functions on the topological unit interval.
We shall make this precise by constructing model structures on certain spaces which
are build up of C∗-algebras in much the same way as every natural number acquires
a prime factorization. Our approach combines a new take on C∗-algebras dictated by
category theory and the recently perfected homotopy theory of cubical sets. The idea
of combining C∗-algebras and cubical sets into a category of “cubical C∗-spaces” may
perhaps be perceived as quite abstract on a first encounter. However, these spaces
arise naturally from a homotopy theoretic viewpoint. We observe next the failure of
a more straightforward topological approach.
By employing the classical homotopy lifting property formulated in [73] for maps
between C∗-algebras one naturally arrives at the notion of a C∗-algebra cofibration.
The definition is rigged such that under the Gelfand-Naimark correspondence a map
between locally compact Hausdorff spaces X → Y is a topological cofibration if and
only if the induced map C0(Y) → C0(X) is a C
∗-algebra cofibration. Now a standard
argument shows every ∗-homomorphism factors as the composition of an injective
homotopy equivalence and a C∗-algebra cofibration. This might suggest to willing
minds that there exists a bona fide model structure on C∗-algebras with fibrations the
C∗-algebra cofibrations and weak equivalences the homotopy equivalences. In this
aspiring model structure every C∗-algebra is fibrant and for a suitable tensor product
the suspension functorΣ = C0(R)⊗− acquires a left adjoint. Thus for every diagramof
C∗-algebras indexed by some ordinal λ the suspension functor Σ induces a homotopy
equivalence
Σ
∏
i∈λAi //
∏
i∈λ ΣAi.
But this map is clearly not a homotopy equivalence; for example, applying K1 to
the countable constant diagram with value the complex numbers yields an injective
map with image the subgroup of bounded sequences in
∏
NZ. The categories of
cubical and simplicial C∗-spaces introduced in this work offer alternate approaches to
a homotopy theory employing constructions which are out of reach in the traditional
confines of C∗-algebra theory, as in e.g. [8] and [69].
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TOne of the main goals of C∗-homotopy theory is to provide a modern frameworkfor cohomology and homology theories of C∗-algebras. In effect, we introduce thestable homotopy category SH∗ of C∗-algebras by stabilizing the model structure oncubical C∗-spaces with respect to the tensor product C ≡ S1 ⊗ C0(R) of the cubicalcircle S1 and the nonunital C∗-algebra C0(R). Combining these two circles allow us to
define a bigraded cohomology theory
Ep,q(A) ≡ SH∗
(
Σ∞CA, S
p−q ⊗ C0(R
q) ⊗ E
)
(1)
and a bigraded homology theory
Ep,q(A) ≡ SH
∗
(
Σ∞C S
p−q ⊗ C0(R
q),A ⊗ E
)
. (2)
Here,A is a C∗-algebra considered as a discrete cubical C∗-space andE is a C∗-spectrum
in the stable homotopy category SH∗. Kasparov’s KK-theory and Connes-Higson’s
E-theory, suitably extended to cubical C∗-spaces, give rise to examples of C-spectra.
The precise definitions of the tensor product ⊗ and the suspension functor Σ∞
C
will be
explained in the main body of the text. An allied theory of noncommutative motives
rooted in algebraic geometry is partially responsible for the choice of bigrading, see
[62]. Inserting the sphere spectrum Σ∞
C
C into the formula (2) yields a theory of
bigraded stable homotopy groups which receives a canonical map from the classical
homotopy groups of spheres. An intriguing problem, which will not be attempted in
this paper, is to compute the commutative endomorphism ring of Σ∞
C
C.
The spaces in C∗-homotopy theory are convenient generalizations of C∗-algebras.
AC∗-space is build out of C∗-algebras considered as representable set-valued functors.
In unstable C∗-homotopy theory we work with cubical C∗-spacesX. By definition, for
every C∗-algebra A we now get homotopically meaningful objects in form of cubical
sets X(A). Using the homotopy theory of cubical sets, which models the classical
homotopy theory of topological spaces, declare a map X → Y of cubical C∗-spaces to
be a pointwiseweak equivalence ifX(A)→ Y(A) is aweak equivalence of cubical sets.
This is a useful but at the same time an extremely coarse notion ofweak equivalence in
our setting. In order to introduce a much finer notion of weak equivalence reflecting
the data of short exact sequences, matrix invariance and homotopy equivalence of
C∗-algebras, we shall localize the pointwise model structure with respect to a set of
maps in the category Spc of cubical C∗-spaces. We define the unstable homotopy
categoryH of C∗-algebras as the homotopy category of the localized model structure.
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TThe homotopy category is universal in the sense that the localizedmodel structuregives the initial example of a left Quillen functor Spc→M to some model categoryM with the property that every member of the localizing set of maps derives to anisomorphism in the homotopy category ofM.
Section 3 details the constructions and some basic properties of the unstablemodel
structures in C∗-homotopy theory. Moreover, for the noble purpose of stabilizing, we
note there exist entirely analogous model structures for pointed cubical C∗-spaces
and a pointed unstable homotopy category H∗ of C∗-algebras. As in topology, every
pointed cubical C∗-space gives rise to homotopy groups indexed by the non-negative
integers. These invariants determine precisely when a map is an isomorphism in H∗.
We use the theory of representations of C∗-algebras to interpret Kasparov’sKK-groups
as maps in H∗. Due to the current setup of K-theory, in this setting it is convenient to
work with simplicial rather than cubical C∗-spaces. However, this distinction makes
no difference since the corresponding homotopy categories are equivalent.
Section 4 introduces the “spaces” employed in stable C∗-homotopy theory, namely
spectra in the sense of algebraic topology with respect to the suspension coordinate C.
These are sequences X0,X1, · · · of pointed cubical C
∗-spaces equipped with structure
maps C ⊗ Xn → Xn+1 for every n ≥ 0. We show there exists a stable model structure
on spectra and define SH∗ as the associated homotopy category. There is a technically
superior categoryofC∗-symmetric spectrawith a closed symmetricmonoidal product.
The importance of this category is not emphasized in full in this paper, but one would
expect that it will play a central role in further developments of the subject. Its stable
homotopy category is equivalent to SH∗.
Using the pointedmodel structurewedefine a new type ofK-theory ofC∗-algebras.
We note that it contains the K-theory of the cubical sphere spectrum or Waldhausen’s
A-theory of a point as a retract. This observation brings our C∗-homotopy theory in
contact with manifold theory. More generally, working relative to some C∗-algebra A,
we construct a K-theory spectrum K(A) whose homotopy groups cannot be extracted
from the ordinary K0- and K1-groups of A. It would of course be of considerable
interest to explicate some of the K-groups arising from this construction, even for the
trivial C∗-algebra. We show that the pointed (unstable) model structure and the stable
model structure on S1-spectra of spaces in unstable C∗-homotopy theory give rise to
equivalent K-theories. This is closely related to the triangulated structure on SH∗.
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TIn [62] we construct a closely related theory of noncommutative motives. On thelevel of C∗-symmetric spectra this corresponds to twisting Eilenberg-MacLane spectrain ordinary stable homotopy theory by the KK-theory of tensor products of C0(R).This example relates to K-homology and K-theory and is discussed in Section 5.2.The parallel theory of Eilenberg-MacLane spectra twisted by local cyclic homology is
sketched in Section 5.3. As it turns out there is a Chern-Connes character, with highly
structured multiplicative properties, between the C∗-symmetric spectra build from
Eilenberg-MacLane spectra twisted by KK-theory and local cyclic homology. This
material is covered in Section 5.4. An alternate take on motives has been worked out
earlier by Connes-Consani-Marcolli in [14].
Related to the setup of motives we introduce for a C∗-space E its zeta function ζE(t)
taking values in the formal power series over a certain Grothendieck ring. The precise
definition of zeta functions in this setting is given in Section 5.6. In the same section
we provide some motivation by noting an analogy with zeta functions defined for
algebraic varieties. As in the algebro-geometric situation a key construction is that
of symmetric powers. It turns out that ζE(t) satisfies a functional equation involving
Euler characteristics χ(E) and χ+(E) and the determinant det(E) provided E is “finite
dimensional” in some sense. IfDE denotes the dual of E then the functional equation
reads as follows:
ζDE(t
−1) = (−1)χ+(E)det(E)tχ(E)ζE(t)
In the last section we show there exists a filtration of the stable homotopy category
SH∗ by full triangulated subcategories:
· · · ⊆ Σ1CSH
∗,eff ⊆ SH∗,eff ⊆ Σ−1C SH
∗,eff ⊆ · · ·
Here, placed in degree zero is the so-called effective stable C∗-homotopy category
comprising all suspension spectra. The above is a filtration of the stable C∗-homotopy
category in the sense that the smallest triangulated subcategory containing Σ
q
C
SH∗,eff
for every integer q coincideswithSH∗. In order tomake this construction workwe use
the fact that SH∗ is a compactly generated triangulated category. The filtration points
toward a whole host open problems reminiscent of contemporary research in motivic
homotopy theory [79]. A first important problem in this direction is to identify the
zero slice of the sphere spectrum.
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TThe results described in the above extend to C∗-algebras equipped with a stronglycontinuous representation of a locally compact group by C∗-algebra automorphisms.This fact along with the potential applications have been a constant inspiration forus. Much work remains to develop the full strength of the equivariant setup.
Our overall aim in this paper is to formulate, by analogy with classical homotopy
theory, a first thorough conceptual introduction to C∗-homotopy theory. A next step
is to indulge in the oodles of open computational questions this paper leaves behind.
Some of these emerging questions should be resolved by making difficult things easy
as a consequence of the setup, while others will require considerable hands-on efforts.
Acknowledgments. Thanks go to the the members of the operator algebra and
geometry/topology groups in Oslo for interest in this work. We are grateful to Clark
Barwick, George Elliott, NigelHigson, Rick Jardine, Andre´ Joyal, JackMorava, Sergey
Neshveyev, Oliver Ro¨ndigs and Claude Schochet for inspiring correspondence and
discussions. We extend our gratitude toMichael Joachim for explaining his joint work
with Mark Johnson on a model category structure for sequentially complete locally
multiplicatively convex C∗-algebraswith respect to some infinite ordinal number [42].
The two viewpoints turned out to be wildly different. Aside from the fact that we are
not working with the same underlying categories, one of the main differences is that
the model structure in [42] is right proper, since every object is fibrant, but it is not
known to be left proper. Hence it is not suitable fodder for stabilization in terms of
today’s (left) Bousfield localization machinery. One of the main points in our work
is that fibrancy is a special property; in fact, it governs the whole theory, while left
properness is required for defining the stable C∗-homotopy category.
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T2 Preliminaries2.1 C∗-spacesLet C∗ − Alg denote the category of separable C∗-algebras and ∗-homomorphisms. It
is an essentially small category with small skeleton the set of C∗-algebras which are
operators on a fixed separable Hilbert space of countably infinite dimension. In what
follows, all C∗-algebras are objects of C∗ − Alg so that commutative C∗-algebras can
be identified with pointed compact metric spaces via Gelfand-Naimark duality. Let
K denote the C∗-algebra of compact operators on a separable, infinite dimensional
Hilbert space, e.g. the space ℓ2 of square summable sequences.
The object ofmain interest in this section is obtained fromC∗−Alg via embeddings
C∗ −Alg // C∗ − Spc // C∗ − Spc.
A C∗-space is a set-valued functor on C∗ − Alg. Let C∗ − Spc denote the category
of C∗-spaces and natural transformations. By the Yoneda lemma there exists a full
and faithful contravariant embedding of C∗ − Alg into C∗ − Spc which preserves
limits. This entails in particular natural bijections C∗ − Alg(A,B) = C∗ − Spc(B,A)
for all C∗-algebras A, B. Since, as above, the context will always clearly indicate
the meaning we shall throughout identify every C∗-algebra with its corresponding
representable C∗-space. Note that every set determines a constant C∗-space. Apointed
C∗-space consists of a C∗-space X together with a map of C∗-spaces from the trivial
C∗-algebra to X. We let C∗ − Spc0 denote the category of pointed C
∗-spaces. There
exists a functor C∗ − Spc → C∗ − Spc0 obtained by taking pushouts of diagrams of
the form X ← ∅ → 0; it is left adjoint to the forgetful functor. Observe that every C∗-
algebra is canonically pointed. The category C∗ − Spc of cubical C∗-spaces consists
of possibly void collections of C∗-spaces Xn for all n ≥ 0 together with face maps
dα
i
: Xn → Xn−1, 1 ≤ i ≤ n, α = 0, 1 (corresponding to the 2n faces of dimension n − 1 in
a standard geometrical n-cube), and degeneracy maps si : Xn−1 → Xn where 1 ≤ i ≤ n
subject to the cubical identities dα
i
d
β
j
= d
β
j−1
dα
i
for i < j, sis j = s j+1si for i ≤ j and
dαi s j =

s j−1d
α
i
i < j
id i = j
s jd
α
i−1
i > j.
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TA map of cubical C∗-spaces is a collection of maps of C∗-spaces Xn → Yn for alln ≥ 0 which commute with the face and degeneracy maps. An alternate descriptionuses the box category  of abstract hypercubes representing the combinatorics ofpower sets of finite ordered sets [41, §3]. The box category  is the subcategory ofthe category of poset maps 1n → 1m which is generated by the face and degeneracy
maps. Here, 1n = 1×n = {(ǫ1, · · · , ǫn)|ǫi = 0, 1} is the n-fold hypercube. As a poset 1n is
isomorphic to the power set of {0, 1, · · · , n}. The category Set of cubical sets consists
of functors op → Set and natural transformations. With these definitions we may
identify C∗ − Spc with the functor category [C∗ − Alg,Set] of cubical set-valued
functors on C∗−Alg. Note that every cubical set defines a constant cubical C∗-space by
extending degreewise the correspondence between sets and C∗-spaces. A particularly
important example is the standard n-cell defined by n ≡ (−, 1n). Moreover, every
C∗-algebra defines a representable C∗-space which can be viewed as a discrete cubical
C∗-space. The category C∗ − Spc0 of pointed cubical C
∗-spaces is defined using the
exact same script as above. Hence it can be identified with the functor category of
pointed cubical set-valued functors on C∗ −Alg.
We shall also have occasion toworkwith the simplicial category∆ of finite ordinals
[n] = {0 < 1 < · · · < n} for n ≥ 0 and order-preserving maps. The category ∆C∗ − Spc
of simplicial C∗-spaces consists of C∗-spaces Xn for all n ≥ 0 together with face maps
di : Xn → Xn−1, 1 ≤ i ≤ n, and degeneracy maps si : Xn−1 → Xn, 1 ≤ i ≤ n, subject to
the simplicial identities did j = d j−1di for i < j, sis j = s j+1si for i ≤ j and
dis j =

s j−1di i < j
id i = j, j + 1
s jdi−1 i > j + 1.
Let ⊗C∗−Alg denote a suitable monoidal product on C
∗ −Algwith unit the complex
numbers. Later we shall specialize to the symmetric monoidal maximal and minimal
tensor products, but for now it is not important to choose a specificmonoidal product.
In §2.3 we recall the monoidal product ⊗Set in Jardine’s closed symmetric monoidal
structure on cubical sets [41, §3]. We shall outline an extension of these data to a
closed monoidal structure on C∗ −Spc following the work of Day [17]. The external
monoidal product of two cubical C∗-spaces X,Y : C∗ − Alg → Set is defined by
setting
X⊗˜Y ≡ ⊗Set ◦ (X×Y).
9
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TNext we introduce the monoidal product X ⊗ Y of X and Y by taking the left Kanextension of ⊗C∗−Alg along X⊗˜Y or universal filler in the diagram:C∗ −Alg × C∗ −Alg X⊗˜Y //⊗C∗−Alg

Set
C∗ −Alg
66mmmmmmm
Thus the Set-values of the monoidal product are given by the formulas
X ⊗Y(A) ≡ colim
A1⊗C∗−AlgA2→A
X(A1) ⊗Set Y(A2).
The colimit is indexed on the category with objects α : A1 ⊗C∗−Alg A2 → A and maps
pairs of maps (φ,ψ) : (A1,A2) → (A′1,A
′
2) such that α
′(ψ ⊗ φ) = α. By functoriality
of colimits it follows that X ⊗ Y is a cubical C∗-space. When couched as a coend,
the tensor product is a weighted average of all of the handicrafted external tensor
products X⊗˜Y ≡ ⊗Set ◦ (X ×Y) in the sense that
X ⊗Y(A) =
∫ A1,A2∈C∗−Alg(
X(A1) ⊗Set Y(A2)
)
⊗Set C
∗ −Alg(A1 ⊗C∗−Alg A2,A).
Since the tensor product is defined by a left Kan extension, it is characterized by the
universal property
C∗ − Spc(X ⊗Y,Z) = [C∗ −Alg,C∗ − Spc](X⊗˜Y,Z◦ ⊗C∗−Alg).
The bijection shows that maps between cubical C∗-spaces X ⊗ Y → Z are uniquely
determined by maps of cubical sets X(A) ⊗Set Y(B) → Z(A ⊗C∗−Alg B) which are
natural in A and B. Note also that the tensor product of representable C∗-spaces
A ⊗ B is represented by the monoidal product A ⊗C∗−Alg B and for cubical sets K, L,
K⊗L = K⊗SetL, i.e. (C
∗−Alg,⊗C∗−Alg)→ (C
∗−Spc,⊗) and (,⊗Set)→ (C
∗−Spc,⊗)
are monoidal functors in the strong sense that both of the monoidal structures are
preserved to within coherent isomorphisms. According to our standing hypothesis,
the C∗-algebra C (the complex numbers) represents the unit for the monoidal product
⊗.
If Z˜ is a cubical set-valued functor on C∗ − Alg × C∗ − Alg and Y is a cubical
C∗-space, define the external function object H˜om(Y, Z˜) by
H˜om(Y, Z˜)(A) ≡ C∗ − Spc
(
Y, Z˜(A,−)
)
.
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TThen for every cubical C∗-space X there is a bijectionC∗ − Spc(X, H˜om(Y, Z˜)) = [C∗ −Alg × C∗ −Alg,Set](X⊗˜Y, Z˜).A pair of cubical C∗-spaces Y andZ acquires an internal hom object
Hom(Y,Z) ≡ H˜om(Y,Z◦ ⊗C∗−Alg).
Using the characterization of the monoidal product it follows that
Z
 // Hom(Y,Z)
determines a right adjoint of the functor
X
 // X⊗Y.
Observe that C∗ − Spc equipped with ⊗ and Hom becomes a closed symmetric
monoidal category provided the monoidal product ⊗C∗−Alg is symmetric, which we
may assume.
According to the adjunction the natural evaluation map Hom(Y,Z) ⊗ Y → Z
determines an exponential law
C∗ − Spc(X ⊗Y,Z) = C∗ − Spc
(
X,Hom(Y,Z)
)
.
Using these data, standard arguments imply there exist natural isomorphisms
Hom(X ⊗Y,Z) = Hom
(
X,Hom(Y,Z)
)
C∗ − Spc(Y,Z) = C∗ − Spc(C ⊗Y,Z) = C∗ − Spc
(
C,Hom(Y,Z)
)
and
Hom(C,Z) = Z.
In what follows we introduce a cubical set tensor and cotensor structure on C∗ −
Spc. This structure will greatly simplify the setup of the left localization theory of
model structures on cubical C∗-spaces. If X and Y are cubical C∗-spaces and K is a
cubical set, define the tensor X⊗ K by
X⊗ K(A) ≡ X(A) ⊗Set K (3)
11
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Tand the cotensor YK in terms of the ordinary cubical function complexYK(A) ≡ homSet(K,Y(A)). (4)The cubical function complex homC∗−Spc(X,Y) of X and Y is defined by setting
homC∗−Spc(X,Y)n ≡ C
∗ − Spc(X ⊗ n,Y).
By the Yoneda lemma there exists a natural isomorphism of cubical sets
homC∗−Spc(A,Y) = Y(A). (5)
Using these definitions one verifies easily that C∗ − Spc is enriched in cubical sets
Set. Moreover, there are natural isomorphisms of cubical sets
homC∗−Spc(X ⊗ K,Y) = homSet
(
K,homC∗−Spc(X,Y)
)
= homC∗−Spc(X,Y
K).
In particular, taking 0-cells we obtain the natural isomorphisms
C∗ − Spc(X ⊗ K,Y) = Set
(
K,homC∗−Spc(X,Y)
)
= C∗ − Spc(X,YK). (6)
It is useful to note that the cubical function complex is the global sections of the
internal hom object, and more generally that
Hom(X,Y)(A) = homC∗−Spc
(
X,Y(− ⊗A)
)
.
In effect, note that according to the Yoneda lemma and the exponential law for cubical
C∗-spaces, we have
Hom(X,Y)(A) = homC∗−Spc
(
A,Hom(X,Y)
)
= homC∗−Spc
(
(X ⊗ A),Y
)
.
Hence, since the Yoneda embedding of (C∗ − Alg)op into C∗ − Spc is monoidal, we
have
Hom(B,Y) = Y(− ⊗ B).
The above allows to conclude there are natural isomorphisms
Hom(X,Y)(A) = homC∗−Spc
(
(X ⊗ A),Y
)
= homC∗−Spc
(
X,Hom(A,Y)
)
= homC∗−Spc
(
X,Y(− ⊗A)
)
.
12
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TIn particular, the above entails natural isomorphismsHom(B,Y)(A) = Y(A ⊗ B). (7)There exist entirely analogous constructs for pointed cubicalC∗-spaces andpointedcubical sets. In short, there exists a closedmonoidal category (C∗−Spc0,⊗,Hom) and
all the identifications above hold in the pointed context. Similarly, there are closed
monoidal categories (∆C∗ − Spc,⊗,Hom) and (∆C∗ − Spc0,⊗,Hom) of simplicial and
pointed simplicial C∗-spaces constructed by the same method. Here we consider the
categories of simplicial sets∆Set and pointed simplicial sets∆Set∗with their standard
monoidal products.
Nextwe recall some size-related concepts which are also formulated in [35, §2.1.1].
One of the lessons of the next sections is that these issues matter when dealing with
model structures on cubical C∗-spaces. Although the following results are stated for
cubical C∗-spaces, all results hold in the pointed category C∗ − Spc0 as well.
Let λ be an ordinal, i.e. the partially ordered set of all ordinals < λ. A λ-sequence
or transfinite sequence indexed by λ in C∗−Spc is a functor F : λ→ C∗−Spcwhich
is continuous at every limit ordinal β < λ in the sense that there is a naturally induced
isomorphism colimα<β Fα → Fβ. If λ is a regular cardinal, then no λ-sequence has a
cofinal subsequence of shorter length.
Let κ be a cardinal. A cubical C∗-space X is κ-small relative to a class of maps I if
for every regular cardinal λ ≥ κ and λ-sequence F in C∗ − Spc for which each map
Fα → Fα+1 belongs to I, there is a naturally induced isomorphism
colimα C
∗ − Spc(X, Fα) // C
∗ − Spc(X, colimα Fα).
The idea is that every map from X into the colimit factors through Fα for some α < λ
and the factoring is unique up to refinement. Moreover, X is small relative to I if it is
κ-small relative to I for some cardinal κ, and small if it is small relative to C∗ − Spc.
Finitely presentable cubical C∗-spaces are ω-small cubical C∗-spaces, where as usual
ω denotes the smallest infinite cardinal number.
Example 2.1: Every C∗-algebra A is κ-small for every cardinal κ, and n is a finitely
presentable cubical set for all n ≥ 0 since every representable cubical set has only a
finite number of non-degenerate cells. Thus A ⊗ n is a finitely presentable cubical
C∗-space.
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TSince C∗ −Alg×op is a small category C∗ − Spc is locally presentable accordingto [10, 5.2.2b], i.e. C∗ − Spc is cocomplete and there is a regular cardinal λ and a setA of λ-small cubical C∗-spaces such that every cubical C∗-space is a λ-filtered colimitof objects fromA.
Lemma 2.2: The category of cubical C∗-spaces is locally presentable.
This observation implies the set of all representable cubical C∗-spaces is a strong
generator for C∗ − Spc [1, pg. 18]. We shall refer repeatedly to Lemma 2.2 when
localizing model structures on cubical C∗-spaces.
The next straightforward lemmas are bootstrapped for finitely presentable objects.
Lemma 2.3: Every cubical C∗-space is a filtered colimit of finite colimits of cubical C∗-spaces
of the form A ⊗ n where A is a C∗-algebra.
We let fpC∗ − Spc denote the essentially small category of finitely presentable
cubical C∗-spaces. It is closed under retracts, finite colimits and tensors in C∗ − Spc.
Lemma 2.4: The subcategory fpC∗ − Spc exhausts C∗ − Spc in the sense that every
cubical C∗-space is a filtered colimit of finitely presentable cubical C∗-spaces.
Remark 2.5: In this paper we shall employ the pointed analog of fpC∗ − Spc when
defining K-theory and also as the source category for a highly structured model for
the stable C∗-homotopy category. The results above hold in the pointed context.
Corollary 2.6: A cubical C∗-space X is finitely presentable if and only if the internal hom
functor Hom(X,−) is finitely presentable.
Example 2.7: The internal hom object Hom
(
S1 ⊗ C0(R),−
)
is finitely presentable.
Next we introduce the geometric realization functor for cubical C∗-spaces.
Denote by •top the topological standard cocubical set equipped with the coface
maps
δα
0
: ∗ = I0 // I1; ∗
 // α,
δα
i
: In−1 // In; (t1, . . . , tn−1)
 // (t1, . . . , ti−1, α, ti, . . . , tn−1),
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Twhere I is the topological unit interval, 1 ≤ i ≤ n, α = 0, 1, and the codegeneracy mapsǫ0 : I1 // ∗ = I0; t  // ∗ǫi : In // In−1; (t1, . . . , tn)  // (t1, · · · , t̂i, · · · , tn).
These maps satisfies the cocubical identities δ
β
j
δα
i
= δα
i+1
δ
β
j
and ǫiǫ j = ǫ jǫi+1 for j ≤ i,
and
ǫ jδ
α
i =

δα
i−1
ǫ j j < i
id j = i
δα
i
ǫ j−1 j > i.
Denote by C(•top) the standard cubical C
∗-algebra
n  // C(ntop) : C C(I1)oo
oo
C(I2)
oo
oo
oo
oo
· · ·
oo
oo
oo
oo
oo
oo
(8)
comprising continuous complex-valued functions on the topological standard n-cube.
Its cubical structure is induced in the evident way by the coface and codegeneracy
maps of •top given above.
For legibility we shall use the same notation C(•top) for the naturally induced
cocubical C∗-space
C∗ −Alg
(
C(•top),−
)
: C∗ −Alg // (Set)op.
The singular functor
Sing•

: C∗ − Spc // C∗ − Spc
is an endofunctor of cubical C∗-spaces. Its value at a C∗-space X is by definition given
as the internal hom object
Sing•

(X) ≡ Hom
(
C(•top),X
)
.
The cubical structure of Sing•

(X) is obtained from the cocubical structure of C(•top).
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TPlainly this functor extends to an endofunctor of C∗−Spc by taking the diagonalof the bicubical C∗-space(m, n)  // Hom(C(mtop),Xn) = Xn(C(mtop) ⊗ −).
In particular, the singular functor specializes to a functor from C∗-spaces
Sing•

: C∗ − Spc // C∗ − Spc.
Its left adjoint is the geometric realization functor
| · | : C∗ − Spc // C∗ − Spc.
IfX is a cubical C∗-space, then its geometric realization |X| is the coend of the functor
 × op → C∗ − Spc given by (1m, 1n) 7→ C(mtop) ⊗ Xn. Hence there is a coequalizer in
C∗ − Spc∐
Θ : 1m→1n C(
m
top) ⊗ Xn
//
//
∐
1n C(
n
top) ⊗Xn // |X| ≡
∫

op
C(ntop) ⊗Xn.
The two parallel maps in the coequalizer associated with the maps Θ : 1m → 1n in the
box category  are gotten from the natural maps
C(mtop) ⊗Xn // C(
n
top) ⊗ Xn //
∐
n C(
n
top) ⊗ Xn
and
C(mtop) ⊗ Xn // C(
m
top) ⊗Xm //
∐
n C(
n
top) ⊗ Xn.
Example 2.8: For every cubical C∗-space X there is a monomorphism X → Sing•

(X).
In n-cells it is given by the canonical map
Xn // Hom
(
C(ntop),Xn
)
.
Example 2.9: For n ≥ 0 there are natural isomorphisms
Singn

(X)(A) = X
(
A ⊗ C(ntop)
)
and
|X ⊗ C(ntop)| = |X| ⊗ C(
n
top).
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TRemark 2.10: The cognoscenti of homotopy theory will notice the formal similaritiesbetween | · | and the geometric realization functors of Milnor from semi-simplicialcomplexes to CW-complexes [58] and of Morel-Voevodsky from simplicial sheavesto sheaves on some site [59]. Note that using the same script we obtain a geometricrealization functor for every cocubical C∗-algebra. The standard cocubical C∗-space
meshes well with the monoidal products we shall consider in the sense that C(ntop)
and C(1top) ⊗ · · · ⊗ C(
1
top) are isomorphic as C
∗-algebras, and hence as C∗-spaces.
Remark 2.11: Note that n 7→ C(ntop) defines a functor  → C
∗ − Spc ⊂ C∗ − Spc.
Since the category C∗ − Spc is cocomplete this functor has an enriched symmetric
monoidal left Kan extension Set → C∗ − Spc which commutes with colimits and
sends • to C(•top).
The next result is reminiscent of [59, Lemma 3.10] and [40, Lemma B.1.3].
Lemma 2.12: The geometric realization functor | · | : C∗ − Spc → C∗ − Spc preserves
monomorphisms.
Proof. For i < j andn ≥ 2 the cosimplicial identities imply there are pullbackdiagrams:
C(n−2top )
d j−1 //
di

C(n−1top )
di

C(n−1top )
d j // C(ntop)
Hence |∂n| is isomorphic to the union ∂C(ntop) of the images d
i : C(n−1top ) → C(
n
top),
and |∂n| → |n| is amonomorphism for n ≥ 2. And therefore the lemma is equivalent
to the fact that C(•top) is augmented, i.e. the two maps ∂
1 ⊆ 1 induce an injection
C(0top)
∐
C(0top)→ C(
1
top). 
Remark 2.13: Denote by ∆•top the topological standard cosimplicial set and by C(∆
•
top)
the simplicial C∗-algebra n 7→ C(∆ntop) of continuous complex-valued functions on∆
n
top
which vanish at infinity. As in the cubical setting, the corresponding cosimplicial
C∗-space C(∆•top) defines a singular functor Sing
•
∆
and a geometric realization functor
| · | : ∆C∗ − Spc → C∗ − Spc. We note that C(∆•top) does not mesh well with monoidal
products in the sense that C(∆ntop) , C(∆
1
top)⊗ · · · ⊗C(∆
1
top). The other properties of the
cubical singular and geometric realization functors in the above hold simplicially.
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T2.2 G − C∗-spacesLet G be a locally compact group. In this section we indicate the steps required toextend the results in the previous section toG−C∗-algebras. Recall that aG−C∗-algebrais a C∗-algebra equippedwith a strongly continuous representation of G by C∗-algebra
automorphisms. There is a corresponding category G−C∗−Alg comprised of G−C∗-
algebras and G-equivariant ∗-homomorphisms. Since every C∗-algebra acquires a
trivial G-action, there is an evident functor C∗ − Alg → G − C∗ − Alg. It gives a
unique G − C∗-algebra structure to C because the identity is its only automorphism.
Denote by ⊗G−C∗−Alg a symmetric monoidal tensor product on G − C
∗ −Algwith unit
C. To provide examples, note that if ⊗C∗−Alg denotes the maximal or minimal tensor
product on C∗ − Alg, then A ⊗C∗−Alg B inherits two strongly continuous G-actions
and hence the structure of a (G × G) − C∗-algebra for all objects A,B ∈ G − C∗ − Alg.
Thus A ⊗C∗−Alg B becomes a G − C
∗-algebra by restricting the (G × G)-action to the
diagonal. For both choices of a tensor product on C∗−Alg this construction furnishes
symmetricmonoidal structures onG−C∗−Algwithunit the complexnumbers turning
C∗ −Alg→ G − C∗ −Alg into a symmetric monoidal functor.
With the above as background we obtain embeddings
G − C∗ −Alg // G − C∗ − Spc // G − C∗ − Spc
by running the same tape as for C∗−Alg. The following properties can be established
using the same arguments as in the previous section.
• G−C∗−Spc is a closed symmetricmonoidal categorywith symmetricmonoidal
product X⊗GY, internal hom object HomG(X,Y) and cubical function complex
homG−C∗−Spc(X,Y) for cubical G−C
∗-spacesX andY. The unit is representable
by the complex numbers.
• G − C∗ − Spc is enriched in cubical sets.
• G − C∗ − Spc is locally presentable.
• HomG
(
S1 ⊗ C0(R),−
)
is finitely presentable.
• There exists a G-equivariant singular functor
SingG,•

: G − C∗ − Spc // G − C∗ − Spc.
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TThe categories of pointed cubical G−C∗-spaces, simplicial G−C∗-spaces and pointedsimplicial G − C∗-spaces acquire the same formal properties as G − C∗ − Spc.2.3 Model categories
In order to introduce C∗-homotopy theory properly we follow Quillen’s ideas for
axiomatizing categories in which we can “do homotopy theory.” A striking beauty of
the axioms for a model structure is that algebraic categories such as chain complexes
also admit natural model structures, as well as the suggestive geometric examples of
topological spaces and simplicial sets. The axioms for a stable homotopy category, or
even for a triangulated category, are often so cumbersome to check that the best way
to construct such structures is as the homotopy category of some model structure.
The standard references for this material include [25], [28], [33], [35] and [65].
Definition 2.14: A model category is a category M equipped with three classes of
maps called weak equivalences, cofibrations and fibrations which are denoted by
∼
→,
֌ and։ respectively. Maps which are both cofibrations and weak equivalences are
called acyclic cofibrations and denoted by
∼
֌; acyclic fibrations are defined similarly
and denoted by
∼
։. The following axioms are required [35, Definition 1.1.4]:
CM 1: M is bicomplete.
CM 2: (Saturation or two-out-of-three axiom) If f : X → Y and g : Y →W are maps
inM and any two of f , g, and g f are weak equivalences, then so is the third.
CM 3: (Retract axiom) Every retract of a weak equivalence (respectively cofibration,
fibration) is a weak equivalence (respectively cofibration, fibration).
CM 4: (Lifting axiom) Suppose there is a commutative square inM:
X //

p

Z
q

Y
>>}
}
}
}
//W
Then the indicated lifting Y → Z exists if either p or q is a weak equivalence.
CM 5: (Factorization axiom) Every mapX →Wmay be functorially factored in two
ways, as X
∼
֌ Y։W and as X֌ Z
∼
։W.
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TIf every square as in CM 4 has a liftingY →Z, thenX → Y is said to have the leftliftingpropertywith respect toZ →W. The right liftingproperty is defined similarly.WhenM is amodel category, onemay formally invert theweak equivalences to obtainthe homotopy categoryHo(M) ofM [65, I.1]. Amodel category is called pointed if theinitial object and terminal object are the same. The homotopy category of any pointed
model category acquires a suspension functor denoted by Σ. It turns out thatHo(M)
is a pre-triangulated category in a natural way [35, §7.1]. When the suspension is an
equivalence,M is called a stable model category, and in this case Ho(M) becomes a
triangulated category [35, §7.1]. We will give examples of such model structures later
in this text.
A Quillen map of model categoriesM→N consists of a pair of adjoint functors
L : M
//
N : Roo
where the left adjoint L preserves cofibrations and trivial cofibrations, or equivalently
that R preserves fibrations and trivial fibrations. Every Quillen map induces adjoint
total derived functors between the homotopy categories [65, I.4]. Themap is a Quillen
equivalence if and only if the total derived functors are adjoint equivalences of the
homotopy categories.
For the definition of a cofibrantly generated model category M with generating
cofibrations I and generating acyclic cofibrations J and related terminology we refer
to [35, §2.1]. The definition entails that in order to check whether a map inM is an
acyclic fibration or fibration it suffices to test the right lifting property with respect to I
respectively J. In addition, the domains of I are small relative to I-cell and likewise for
J and J-cell. It turns out the (co)domains of I and J often have additional properties.
Next we first recall [36, Definition 4.1].
Definition 2.15: A cofibrantly generated model category is called finitely generated
if the domains and codomains of I and J are finitely presentable, and almost finitely
generated if the domains and codomains of I are finitely presentable and there exists
a set of trivial cofibrations J′ with finitely presentable domains and codomains such
that a map with fibrant codomain is a fibration if and only if it has the right lifting
property with respect to J′, i.e. the map is contained in J′-inj.
In what follows we will use the notion of a weakly finitely generated model
structure introduced in [22, Definition 3.4].
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TDefinition 2.16: A cofibrantly generated model category is called weakly finitelygenerated if the domains and the codomains of I are finitely presentable, the domainsof the maps in J are small, and if there exists a subset J′ of J of maps with finitelypresentable domains and codomains such that a map with fibrant codomain is afibration if and only if it is contained in J′-inj.
Lemma 2.17: ([22, Lemma 3.5]). In weakly finitely generated model categories, the classes
of acyclic fibrations, fibrations with fibrant codomains, fibrant objects, and weak equivalences
are closed under filtered colimits.
Remark 2.18: Lemma 2.17 implies that inweakly finitely generatedmodel categories,
the homotopy colimit of a filtered diagrammaps by aweak equivalence to the colimit
of the diagram. This follows because the homotopy colimit is the total left derived
functor of the colimit and filtered colimits preserves weak equivalences.
Two fundamental examples of model structures are the standardmodel structures
on the functor categories of simplicial sets ∆Set ≡ [∆op,Set] constructed by Quillen
[65] and of cubical sets Set ≡ [op,Set] constructed independently by Cisinski [12]
and Jardine [41]. Thebox categoryhasobjects 10 = {0}and1n = {0, 1}n for everyn ≥ 1.
The maps in  are generated by two distinct types of maps which are subject to the
dual of the cubical relations, and defined as follows. For n ≥ 1, 1 ≤ i ≤ n and α = 0, 1
define the coface map δi,αn : 1
n−1 → 1n by (ǫ1, · · · , ǫn−1) 7→ (ǫ1, · · · , ǫi−1, α, ǫi, · · · , ǫn−1).
And for n ≥ 0 and 1 ≤ i ≤ n + 1 the codegeneracy map σin : 1
n+1 → 1n is defined
by (ǫ1, · · · , ǫn+1) 7→ (ǫ1, · · · , ǫi−1, ǫi+1, · · · , ǫn+1). Recall that a map f in Set is a weak
equivalence if applying the triangulation functor yields a weak equivalence | f | of
simplicial sets. A cofibration of cubical sets is a monomorphism. The Kan fibrations
are forced by the right lifting property with respect to all acyclic monomorphisms.
Theorem 2.19: ([12],[41]) The weak equivalences, cofibrations and Kan fibrations define a
cofibrantly generated and proper model structure on Set for which the triangulation functor
is a Quillen equivalence.
Example 2.20: The cubical set ∂n is the subobject of the standard n-cell n generated
by all faces dα
i
: n−1 → n. It follows there is a coequalizer diagram of cubical sets
∐
0≤i< j≤n,(α1 ,α2)

n−2 //
//
∐
(i,α) 
n−1 // ∂n.
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TThe cubical set ⊓n(α,i) is the subobject of n generated by all faces dγj : n−1 → n for( j, γ) , (i, α). There is a coequalizer diagram of cubical sets where the first disjointunion is indexed over pairs for which 0 ≤ j1 < j2 ≤ n and ( jk, γk) , (i, α) for k = 1, 2∐( j1,γ1),( j2,γ2) n−2 ////∐( j,γ),(i,α) n−1 // ⊓n(α,i).
The sets of all monomorphisms ∂n ⊂ n and ⊓n
(α,i)
⊂ n furnish generators for
the cofibrations respectively the acyclic cofibrations of cubical sets. By using these
generators one can show that the model structure in Theorem 2.19 is weakly finitely
generated andmonoidal with respect to the closed symmetric monoidal product ⊗Set
on Set introduced by Jardine in [41, §3]. The monoidal product is determined by

m ⊗Set 
n = m+n and the internal homs or cubical function complexes are defined
by homSet(K, L)n ≡ Set(K ⊗Set 
n, L) as in Day’s work [17]. This structure allows
to define a notion of cubical model categories in direct analogy with Quillen’s SM7
axiom for simplicial model categories. We include a sketch proof of the next result.
Lemma 2.21: Suppose M is a cubical model category and f : X → Y is a map between
cofibrant objects. Then the cubical mapping cylinder cyl( f ) is cofibrant, X → cyl( f ) is a
cofibration and cyl( f )→Y is a cubical homotopy equivalence.
Proof. The cubical mapping cylinder cyl( f ) is defined as the pushout of the diagram
X⊗ 1 Xoo
f
//Y,
induced by the embedding 10 → 11, 0 7→ 0, via the Yoneda lemma. This construction
uses the isomorphism X = X⊗ 0. The second embedding 10 → 11, 0 7→ 1, yields the
map X → cyl( f ), while the diagram
X
f
//

Y
X ⊗ 1 //Y
implies there is a map cyl( f )→Y, where the lower horizontal map
X ⊗ 1 // X ⊗ 0 = X //Y
is induced by the unique map 11 → 10. This produces the desired factorization.
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TThe cofibrancy assumption on X implies X ⊗ (∂1 ⊂ 1) is a cofibration since themodel structure is cubical. It follows that X → X∐Y → cyl( f ) is a cofibration onaccount of the pushout diagram:X ⊗ ∂1 = X∐X idX∐ f//

X
∐
Y

X⊗ 1 // cyl( f )
Clearly this shows cyl( f ) is cofibrant. Finally, using that X ⊗ 1 is a cylinder object
for any cofibrant X, cf. [28, II Lemma 3.5], one verifies routinely that cyl( f ) → Y is a
cubical homotopy equivalence. 
Remark 2.22: The above remains valid for pointed cubical sets Set∗ ≡ [
op,Set∗].
Note that the cofibrations are generated by the monomorphisms (∂n ⊂ n)+ and the
acyclic cofibrations by the monomorphisms (⊓n
(α,i)
⊂ n)+.
Proposition 2.23: Suppose X is cofibrant and Y is fibrant in some cubical model category
M with cubical function complex homM(X,Y). Then there is an isomorphism
Ho(M)(X,Y) = π0homM(X,Y).
Proof. By SM7, which ensures that homM(X,Y) is fibrant, the right hand side is the
set of homotopies 1 → homM(X,Y), or equivalently X ⊗ 1 → Y, i.e. homotopies
between X andY because X ⊗ 1 is a cylinder object for X. 
Corollary 2.24: A mapX → Y in a cubical model categoryM with a cofibrant replacement
functor Q → idM is a weak equivalence if and only if for every fibrant object Z of M the
induced map homM(QY,Z)→ homM(QX,Z) is a weak equivalence of cubical sets.
Proof. The map X → Y is a weak equivalence if and only if QX → QY is so. For the
if implication it suffices to show there is an induced isomorphism
Ho(M)(QY,Z) // Ho(M)(QX,Z)
for every fibrant Z. This follows from Proposition 2.23 since, by the assumption,
homM(QY,Z) → homM(QX,Z) is a weak equivalence of cubical sets, and hence
there is an isomorphism π0homM(QY,Z)→ π0homM(QX,Z).
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TConversely, Ken Brown’s lemma [35, Lemma 1.1.12] shows that we may assumeQX → QY is an acyclic cofibration since weak equivalences have the two-out-of-three property. By SM7, the map homM(QY,Z)→ homM(QX,Z) is then an acyclicfibration. 
Remark 2.25: The dual of Corollary 2.24 shows that X → Y is a weak equivalence if
and only if for every cofibrant objectW ofM and fibrant replacement functor R the
inducedmap homM(W,RX)→ homM(W,RY) is a weak equivalence of cubical sets.
The homotopy colimit of a small diagram of cubical sets X : I→ Set is the cubical
set defined by
hocolim
I
X ≡ B(− ↓ I)op ⊗[I,Set] X. (9)
Here B(i ↓ I) is the cubical nerve of the undercategory i ↓ I so that there is a natural
map from (9) to the colimit of X. In model categorical terms the homotopy colimit of
X is a left derived functor of the colimit
L colim
I
X ≡ colim
I
Q X. (10)
HereQ is a cofibrant replacement functor. The homotopy limit is defineddually. Items
(9) and (10) define homotopy functors and a naturally induced weak equivalence
L colim
I
X // hocolim
I
X.
Homotopy colimits and homotopy limits of small diagrams of simplicial sets are
defined by the same script.
Combining the notions of cofibrantly generated and locally presentable one arrives
at the following definition.
Definition 2.26: Amodel category is called combinatorial if it is cofibrantly generated
and the underlying category is locally presentable.
It is useful to note there exists an accessible fibrant replacement functor in every
combinatorial model category [71, Proposition 3.2]. Recall that a functor between
λ-accessible categories is λ-accessible if it preserves λ-filtered colimits. We shall use
this when setting up model structures on C∗-functors in Section 4.6.
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TNext we review the process of localizing model structures as in [33]. SupposeL isa set of maps in a model categoryM. Then the Bousfield localizationML ofMwithrespect to L is a new model structure on M having the same class of cofibrations,but in which the maps of L are weak equivalences. Furthermore, ML is the initialsuch model structure in the sense that ifM→ N is some Quillen functor that sends
the maps of L to weak equivalences, then ML → N is also a Quillen functor. The
total right derived functor of the identity ML → M is fully faithful. The Bousfield
localization ML exists when M is left proper and combinatorial by (unpublished)
work of Jeff Smith. Reference [5] gives a streamlined presentation of this material.
In [33], Bousfield localizations are shown to exist for left proper cellular model
categories, which are special kinds of cofibrantly generated model categories. Three
additional hypotheses are required on the sets of generating cofibrations I and acyclic
cofibrations J:
• The domains and codomains of I are compact relative to I.
• The domains of J are small relative to the cofibrations.
• Cofibrations are effective monomorphisms.
When presented with the definition of “compact relative to I” for the first time it
is helpful to keep the example of CW-complexes in mind. We recall:
Definition 2.27: Apresentation of a relative I-cell complex f : X → Y, i.e. a transfinite
composition of pushouts of coproducts of maps in I, consists of a presentation ordinal
λ, a λ-sequence F inM, a collection {(Tβ, eβ, hβ)β<λ} where Tβ is a set and eβ : Tβ → I a
map for which the following properties hold.
• The composition of F is isomorphic to f .
• If i ∈ Tβ and e
β
i
: Ci → Di is the image of i, then h
β
i
: Ci → Fβ is a map.
• For every β < λ there is a pushout:
∐
i∈Tβ Ci
∐
e
β
i //
∐
h
β
i

∐
i∈Tβ Di

Fβ // Fβ+1
25
DR
AF
TThe map f has said to have size the cardinality of its set of cells ∐β<λ Tβ and thepresentation ordinal of a cell e of f is the ordinal β such that e ∈ Tβ.Next we need the definition of a subcomplex; the motivational example is that ofa CW-subcomplex.
Definition 2.28: A subcomplex of a presentation F : λ→M, {(Tβ, eβ, hβ)β<λ} of an I-cell
complex f : X → Y is a collection {(T˜β, e˜β, h˜β)β<λ} such that
• For every β < λ, T˜β ⊆ Tβ and e˜β is the restriction of eβ to T˜β.
• There is a λ-sequence F˜ such that F˜0 = F0 and a natural transformation F˜ → F
such that for every β < λ and every i ∈ T˜β, the map h˜
β
i
: Ci → F˜β is a factorization
of h
β
i
: Ci → Fβ through F˜β → Fβ.
• For every β < λ there is a pushout:
∐
i∈T˜β Ci
∐
e˜
β
i //
∐
h˜
β
i

∐
i∈T˜β Di

F˜β // F˜β+1
We are ready to make precise the condition “compact relative to I.”
Definition 2.29: • Let κ be a cardinal. An objectZ ofM is κ-compact relative to
I if for every presented relative I-cell complex f : X → Y, every map Z → Y
factors through a subcomplex of f of size at most κ.
• An objectZ ofM is compact relative to I if it is κ-compact relative to I for some
cardinal κ.
Recall that a map X → Y inM is an effective monomorphism if it is the equalizer
of the two naturally induced maps
Y
//
//Y
∐
XY.
In the category of sets, the effective monomorphisms are precisely the injective maps.
It is important to note that the Bousfield localization of a left proper cellular model
category is also a left proper and cellular model category.
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TIn the following sections we shall detail the localization process for various modelstructures on cubical C∗-spaces. A common theme for all of these model structuresis that we know precisely what the fibrant objects should be in the localized modelstructure, and this forces the new weak equivalences defined by cubical functioncomplexes. Regardless of the shape of J in M, it is often problematic to explicate a
new set of generating trivial cofibrations in the localized model structure.
Proposition 2.30: ([36, Proposition 4.2]) IfM is an almost finitely generated, combinatorial,
cubical and left proper model category,L a set of cofibrations ofM such that for every domain
and codomainX ofL and every finitely presentable cubical set K,X⊗K is finitely presentable,
then the Bousfield localization ofM with respect to L is almost finitely generated.
Proof. If X → Y is a map in L the set of maps
(X⊗ n)
∐
X⊗⊓n
(α,i)
(Y ⊗ ⊓n
(α,i)
) //Y ⊗ n (11)
detect L-local fibrant objects. An L-local fibration between L-local fibrant objects is
an ordinary fibration. Now let J′ consist of the maps in (11) together with the old set
of generating trivial cofibrations. 
IfM is a symmetric monoidal category, then in order for the homotopy category
Ho(M) to acquire an induced closed symmetric monoidal structure the monoidal
structure is not required to preserve equivalences on the nose. By [35, Theorem 4.3.2]
it suffices that the unit is cofibrant and the monoidal product ⊗ satisfies the pushout
product axiom, i.e. for cofibrations X → Y andZ→W the pushout product map
(X ⊗W)
∐
X⊗Z(Y ⊗Z) //Y ⊗W
is a cofibration, and if either of the two maps is an acyclic cofibration, then so is their
pushout product map. If this property holds, then M is called a monoidal model
category [35, §4.2].
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T3 Unstable C∗-homotopy theoryIn this section we shall introduce four types of unstable model structures on cubicalC∗-spaces. The two pointwise model structures are lifted from the model structureon cubical sets in canonical ways, while the other three pairs of model structures are
determined by short exact sequences of C∗-algebras, matrix invariance and homotopy
invariance. Throughout we fix a small skeleton for C∗ −Alg.
3.1 Pointwise model structures
Definition 3.1: AmapX → Y of cubical C∗-spaces is a projective fibration if for every
C∗-algebra A there is a Kan fibration of cubical sets X(A) → Y(A). Pointwise weak
equivalences are defined similarly. Projective cofibrations of cubical C∗-spaces are
maps having the left lifting property with respect to all pointwise acyclic projective
fibrations.
We refer to the following as the pointwise projective model structure.
Theorem 3.2: The classes of projective cofibrations, projective fibrations and pointwise weak
equivalences determine a combinatorial model structure on C∗ − Spc.
The proof of Theorem 3.2 is straightforward and will not be considered in much
detail. Rather we give an outline and refer to [33] for a more general result concerning
diagram categories. Evaluating cubical C∗-spaces at A yields the A-sections functor
EvA : C
∗ − Spc // Set.
Lemma 2.2 showsC∗−Spc is locally finitely presentable and the same holds forSet.
Now since limits and colimits are formed pointwise in these categories, it follows from
[1, Theorem 1.66] that EvA acquires a left adjoint functor which the Yoneda lemma
shows is given by A ⊗ −. By using the model structure on Setwe find that the class
of projective cofibrations is generated by the set
IC∗−Spc ≡ {A ⊗ (∂
n ⊂ n)}n≥0
indexed by representatives A of the isomorphism classes in C∗ − Alg. Likewise, the
class of pointwise acyclic projective cofibrations is generated by
JC∗−Spc ≡ {A ⊗ (⊓
n
(α,i) ⊂ 
n)}n>00≤i≤n.
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TIt follows that every map between cubical C∗-spaces acquires a factorization throughsome sequential IC∗−Spc-cell (respectively JC∗−Spc-cell) composed with a pointwiseacyclic projective fibration (respectively projective fibration).For example, to prove the claim for JC∗−Spc, assumeX → Y is a projective fibrationand consider commutative diagrams of cubical C∗-spaces of the form:
A ⊗ ⊓n
(α,i)
−−→ Xy y
A ⊗ n −−→ Y
(12)
By the Yoneda lemma (5) and (6), such diagrams are in one-to-one correspondence
with commutative diagrams of cubical sets of the form:
⊓n
(α,i)
−−→ homC∗−Spc(A,X)

−−→ X(A)y y y

n −−→ homC∗−Spc(A,Y)

−−→ Y(A)
(13)
The assumption implies there exists a lifting n → X(A) in (13), which means there is
a lifting A ⊗ n → X in (12). Now suppose that X → Y is a map in C∗ − Spc. Define
the pushoutY0 by combining all commutative diagrams of the following form, where
n ≥ 0, α = 0, 1 and A runs through the isomorphism classes of C∗-algebras:
A ⊗ ⊓n
(α,i)
−−→ Xy y
A ⊗ n −−→ Y
 
∐
A ⊗ ⊓n
(α,i)
−−→ Xy y∐
A ⊗ n −−→ Y0
(14)
Then X → Y0 is a pointwise acyclic projective cofibration because the induced map
of coproducts in (14) is so and the evaluation functor EvA preserves pushouts and
acyclic cofibrations. By iterating this construction countably many times we obtain a
diagram where the horizontal maps are pointwise acyclic projective cofibrations:
X //Y0 //Y1 // · · · //Yn // · · · (15)
LettingY∞ denote the colimit of (15) yields a factorization of the original map
X //Y∞ //Y. (16)
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TIt is straightforward to show thatX → Y∞ is a pointwise acyclic projective cofibrationand themapY∞ → Y acquires the right lifting propertywith respect to the set JC∗−Spc.This small object argument is due to Quillen [65] and shows that everymap of cubicalC∗-spaces factors into a pointwise acyclic cofibration composed with a projectivefibration (16). The remaining arguments constituting a proof of Theorem 3.2 are of
a similar flavor, and one shows easily that the pointwise projective model is weakly
finitely generated. We deduce the following result.
Corollary 3.3: Pointwise weak equivalences, projective fibrant objects, pointwise acyclic
projective fibrations and projective fibrations are closed under filtered colimits.
Recall thatX → Y is a projective cofibration if and only if it is a relative IC∗−Spc-cell
complex or a retract thereof. Hence projective cofibrations are pointwise cofibrations,
a.k.a. monomorphisms or injective cofibrations of cubical C∗-spaces.
Lemma 3.4: Every projective cofibration is a monomorphism.
Lemma 3.5: The pointwise projective model is a proper model structure.
Proof. This is a routine check using properness of the model structure on cubical sets
and Lemma 3.4. 
If A, B are C∗-algebras and K, L are cubical sets there is a natural isomorphism
(A ⊗ K) ⊗ (B ⊗ L) = (A ⊗C∗−Alg B) ⊗ (K ⊗Set L).
This follows since for every cubical C∗-space X there are natural isomorphisms
C∗ − Spc
(
(A ⊗ K) ⊗ (B ⊗ L),X
)
= Set
(
K ⊗Set L,X(A ⊗C∗−Alg B)
)
= C∗ − Spc
(
(A ⊗C∗−Alg B) ⊗ (K ⊗Set L),X
)
.
Lemma 3.6: If A is a C∗-algebra and K is a cubical sets, then A ⊗ K is a projective cofibrant
cubical C∗-space. In particular, every C∗-algebra is projective cofibrant.
Proof. Bydefinition,A⊗− : Set→ C∗−Spc is a leftQuillen functor for the pointwise
projective model structure on C∗ − Spc and every cubical set is cofibrant. We note
the assertion for C∗-algebras follows by contemplating the set IC∗−Spc of generating
projective cofibrations. 
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TSince every map between discrete cubical sets is a Kan fibration we get:Lemma 3.7: Every C∗-algebra is projective fibrant.In addition to the Quillen adjunction gotten by evaluating cubical C∗-spaces ata fixed C∗-algebra, the constant diagram functor from Set to C∗ − Spc has as left
adjoint the colimit functor, which can be derived. Each evaluation functor passes
directly to a functor between the corresponding homotopy categories.
Next we observe that the projective model is compatible with the enrichment of
cubical C∗-spaces in cubical sets introduced in §2.1.
Lemma 3.8: The pointwise projective model is a cubical model structure.
Proof. If i : X֌ Y is a projective cofibration of cubical C∗-spaces and p : K ֌ L is a
cofibration of cubical sets, we claim the naturally induced pushout map
X⊗ L
∐
X⊗KY ⊗ K //Y ⊗ L
is a projective cofibration, and a pointwise acyclic projective cofibration if in addition
either i is a pointwise weak equivalence or p is a weak equivalence. In effect, the
model structure on Set is cubical and, as was noted above, evaluating projective
cofibrations produce cofibrations or monomorphisms of cubical sets. Since colimits
of cubical C∗-spaces, in particular all pushouts, are formed pointwise the assertions
follow. 
One shows easily using the cotensor structure that Lemma 3.8 is equivalent to the
following result:
Corollary 3.9: The following statements hold and are equivalent.
• If j : U֌ V is a projective cofibration and k : Z։W is a projective fibration, then
the pullback map
homC∗−Spc(V,Z) // homC∗−Spc(V,W) ×homC∗−Spc(U,W) homC∗−Spc(U,Z)
is a Kan fibration of cubical sets which is a weak equivalence if in addition either j or k
is pointwise acyclic.
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T• If p : K ֌ L is a cofibration of cubical sets and k : Z ։W is a projective fibration,then ZL //ZK ×WK WLis a projective fibration which is pointwise acyclic if either k is pointwise acyclic or p isacyclic.
Recall that every C∗-algebra, in particular the complex numbers, determines a
projective cofibrant representable cubical C∗-space. Thus the next result verifies that
the projective model is a monoidal model structure.
Lemma 3.10: The following statements hold and are equivalent.
• If i : X֌ Y and j : U֌V are projective cofibrations, then
X ⊗V
∐
X⊗UY ⊗U //Y ⊗V
is a projective cofibration which is pointwise acyclic if either i or j is.
• If j : U֌ V is a projective cofibration and k : Z։W is a projective fibration, then
the pullback map
Hom(V,Z) // Hom(V,W)×Hom(U,W) Hom(U,Z)
is a projective fibration which is pointwise acyclic if either j or k is.
Remark 3.11: Lemma 3.10 shows that the pointwise projective model structures on
C∗ − Spc is monoidal [75, Definition 3.1]. Now since the complex numbers C is a
projective cofibrant cubical C∗-space, it follows that ⊗ induces a monoidal product on
the associated homotopy category.
Remark 3.12: We note that since limits are defined pointwise, the second part of
Lemma 3.10 implies the first part of Corollary 3.9 by evaluating internal hom objects
at the complex numbers.
Proof. To prove the first statement we may assume
i = A ⊗ (∂m ⊂ m) and j = B ⊗ (∂n ⊂ n).
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TProjective cofibrations are retracts of relative IC∗−Spc-cell complexes so if j is a retractof a transfinite composition of cobase changes of maps in IC∗−Spc the pushout productmap of i and j is a retract of a transfinite composition of cobase changes of pushoutproduct maps between i and members of IC∗−Spc. Thus, by analyzing the generatingprojective cofibrations, we may assume the pushout product map in question is of
the form
(A ⊗ B) ⊗ (m ⊗ ∂n
∐
∂m⊗∂n ∂
m ⊗ n // m+n).
This is a projective cofibration since (A⊗B)⊗− is a leftQuillen functor for the pointwise
projective model structure and the map of cubical sets in question is a cofibration.
The remaining claim is proved analogously: We may assume i = A ⊗ (∂m ⊂ m)
and j = B ⊗ (⊓n
(α,i)
⊂ n), so that the pushout product map is of the form
(A ⊗ B) ⊗ (m ⊗ ⊓n
(α,i)
∐
∂m⊗⊓n
(α,i)
∂m ⊗ n // m+n).
This map is a pointwise acyclic projective cofibration by the previous argument.
In order to prove the second part, note that by adjointness there is a one-to-one
correspondence between the following types of commutative diagrams:
X⊗V
∐
X⊗UY ⊗U −−→ Zy y
Y ⊗V −−→ W
↔
X −−→ Hom(V,Z)y y
Y −−→ Hom(V,W) ×Hom(U,W) Hom(U,Z)
Hence the lifting properties relating projective cofibrations and projective fibrations
combined with the first part finish the proof. 
Lemma 3.13: SupposeZ is a projective cofibrant cubical C∗-space. Then
Z⊗ − : C∗ − Spc // C∗ − Spc
preserves the classes of projective cofibrations, acyclic projective cofibrations and pointwise
weak equivalences between projective cofibrant cubical C∗-spaces.
Proof. This follows because the pointwise projective model structure is monoidal. 
Lemma 3.14: The monoid axiom holds in the pointwise projective model structure.
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TProof. We need to check that (C∗ − Spc⊗ JC∗−Spc)-cell consists of weak equivalences[75, Definition 3.3]. Since the monoid axiom holds for cubical sets and colimits inC∗ − Spc are defined pointwise, it suffices to show that (C∗ − Spc ⊗ JC∗−Spc)(B) iscontained in Set ⊗ JSet for every C∗-algebra B. This follows from the equalities(
X⊗
(
A ⊗ (⊓n(α,i) ⊂ 
n)
))
(B) =
(
(X ⊗ A) ⊗ (⊓n(α,i) ⊂ 
n)
)
(B)
= (X ⊗A)(B) ⊗ (⊓n(α,i) ⊂ 
n).

Remark 3.15: Lemma 3.14 combined with the work of Schwede-Shipley [75] implies
that modules over a monoid in C∗ − Spc inherit a module structure, where the
fibrations and weak equivalences of modules over the monoid are just the module
maps that are fibrations and weak equivalences in the underlyingmodel structure. In
the refinedmodel structures on C∗−Spc the same result holds for cofibrant monoids
by reference to [34].
Next we turn to the injective model structure on C∗ − Spc. Let κ be the first
infinite cardinal number greater than the cardinality of the set of maps of C∗ − Spc. If
ω, as usual, denotes the cardinal of the continuum, define the cardinal number γ by
γ ≡ κωκω.
Definition 3.16: Let Iκ
C∗−Spc
denote the set of maps X → Y such that X(A)→ Y(A) is
a cofibration of cubical sets of cardinality less than κ for all A. Likewise, let J
γ
C∗−Spc
denote the set of maps X → Y such that X(A) → Y(A) is an acyclic cofibration of
cubical sets of cardinality less than γ for all A.
The next result follows by standard tricks of the model category trade.
Proposition 3.17: Let q : Z→W be a map of cubical C∗-spaces.
• If q has the right lifting property with respect to every map in Iκ
C∗−Spc
, then q has the
right lifting property with respect to all maps X → Y for which X(A) → Y(A) is a
cofibration of cubical sets for all A.
• If q has the right lifting property with respect to every map in J
γ
C∗−Spc
, then q has the
right lifting property with respect to all maps X → Y for which X(A) → Y(A) is an
acyclic cofibration of cubical sets for all A.
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• The map p is an Iκ
C∗−Spc
-cofibration, i.e. has the left lifting property with respect to every
map with the right lifting property with respect to Iκ
C∗−Spc
, if and only ifX(A)→Y(A)
is a cofibration of cubical sets for all A.
• The map p is a J
γ
C∗−Spc
-cofibration, i.e. has the left lifting property with respect to every
map with the right lifting property with respect to J
γ
C∗−Spc
, if and only ifX(A)→Y(A)
is an acyclic cofibration of cubical sets for all A.
Definition 3.19: A map X → Y of cubical C∗-spaces is an injective fibration if it
has the right lifting property with respect to all maps which are simultaneously a
monomorphism and a pointwise weak equivalence.
We refer to the following as the pointwise injective model structure.
Theorem3.20: The classes ofmonomorphisms a.k.a. injective cofibrations, injective fibrations
and pointwise weak equivalences determine a combinatorial model structure on C∗ − Spc.
Lemma 3.21: The following hold for the pointwise injective model structure.
• It is a proper model structure.
• It is a cubical model structure.
• Every cubical C∗-space is cofibrant.
• The identity functor on C∗ − Spc yields a Quillen equivalence with the pointwise
projective model structure.
By adopting the same definitions to simplicial C∗-spaces we get a combinatorial
projective model structure on ∆C∗ − Spc. Using standard notations for boundaries
and horns in ∆Set, a set of generating cofibrations is given by
I∆C∗−Spc ≡ {A ⊗ (∂∆
n ⊂ ∆n)}n≥0
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Tand a set of generating acyclic cofibrations byJ∆C∗−Spc ≡ {A ⊗ (Λni ⊂ ∆n)}n>00≤i≤n.The projective model structure on ∆C∗ − Spc acquires the same additional properties
as the projective model structure on cubical C∗-spaces.
From Theorem 2.19 we deduce that the corresponding homotopy categories are
equivalent:
Lemma 3.22: There is a naturally induced Quillen equivalence between projective model
structures:
C∗ − Spc // ∆C∗ − Spcoo
There is also a pointwise injective model structure on ∆C∗ − Spc where again the
cofibrations and the weak equivalences are defined pointwise. It defines a simplicial
model structure, and acquires the same formal properties as the pointwise injective
model structure onC∗−Spc. In particular, the identity on∆C∗−Spcdefines aQuillen
equivalence between the pointwise injective and projective model structures.
At last in this section we shall verify the rather technical cellular model category
conditions for our examples at hand.
Proposition 3.23: The pointwise injective and projective model structures on C∗ − Spc
and ∆C∗ − Spc and their pointed versions are cellular model structures.
Lemma 3.24: Every cubical or simplicial C∗-space X is small.
Proof. SupposeX a cubical C∗-space (the following argument applies also to simplicial
C∗-spaces). Let κ be the regular successor cardinal of the set∐
A∈C∗−Alg,n≥0
Xn(A).
For every regular cardinal λ ≥ κ and λ-sequence F in C∗ − Spc we claim there is a
naturally induced isomorphism
colimα<λ C
∗ − Spc(X, Fα) // C
∗ − Spc(X, colimα<λ Fα). (17)
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TInjectivity of (17) follows by taking sections and using the fact that every cubical(simplicial) set is small, cf. [35, Lemma 3.1.1]. The restriction of X → colimα Fα inC∗ − Spc to any cell of X factors through Fα for some α < λ. Regularity of λ andthe fact that there are less than κ < λ cells in X implies the restriction to any cell of Xfactors through Fα for some α < κ. Hence the map in (17) is surjective. 
Lemma 3.25: The domains and codomains of the generating cofibrations I of the injective
model structures on C∗ − Spc and ∆C∗ − Spc are compact relative to I.
Proof. Let κ be the regular successor cardinal of the cardinal of the set∐
X→Y∈I
∐
A∈C∗−Alg,n≥0
Xn(A) ⊔Yn(A).
If Z is a domain or codomain of I we will show that Z is κ-compact relative to
I. Suppose f : X → Y is an I-cell complex and Z → Y a map. Note that since
all monomorphisms are I-cells for the injective model structure, ∅ → X is an I-cell
complex which when combined with any presentation of f yields a presentation of
Y as an I-cell complex with X as a subcomplex. Provided the claim holds for the
induced I-cell complex ∅ → Y then Z factors through a subcomplex X′ of size less
than κ. The union of X and X′ is a subcomplex of the same size as X′ and Z → Y
factors through it. This would imply that Z is κ-compact relative to I. It remains to
consider I-cell complexes of the form f : ∅ → Y.
Consider an I-cell presentation of f : ∅ → Y with presentation ordinal λ
∅ = F0 // F1 // · · · // Fβ<λ // · · · .
Weuse transfinite induction to show that every cell ofY is contained in a subcomplex
of size less than κ. The induction starts for the presentation ordinal 0 which produces
a subcomplex of size 1. Suppose eβ is a cell with presentation ordinal β < λ. Using
induction on β and regularity of λ one shows that the attaching map heβ has image
contained in a subcomplex Y′ of size less than κ. The subcomplex obtained from Y′
by attaching eβ via heβ yields the desired subcomplex. Since the cardinality of Z is
bounded by κ, the image ofZ→ Y is contained in less than κ cells ofY. Every such
cell is in turn contained in a subcomplex of Y of size less than κ by the argument
above. Taking the union of these subcomplexes yields a subcomplex Y′ of Y of size
less than the regular cardinal κ. ClearlyZ→ Y factors through Y′. 
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TLemma 3.26: The cofibrations in the injective model structures onC∗−Spc and∆C∗−Spcare effective monomorphisms.Proof. Note that X → Y is an effective monomorphism if and only if Xn(A)→ Yn(A)is an effective monomorphism of sets for all A ∈ C∗ − Alg and n ≥ 0. This follows
since all limits and colimits are formed pointwise. To conclude, use that for sets the
class of effective monomorphisms coincides with the class of injective maps. 
According to Proposition 3.23 the pointwise model structures on C∗−Spc can be
localized using the theory of cellular model structures [33].
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T3.2 Exact model structuresClearly the pointwise injective and projective model structures involves too manyhomotopy types of C∗-algebras. We shall remedy the situation slightly by introducingthe exact model structures. This involves a strengthening of the fibrancy condition
by now requiring that every fibrant cubical C∗-space turns certain types of short exact
sequences in C∗ − Alg into homotopy fiber sequences of cubical sets. First we fix
some standard conventions concerning exact sequences and monoidal structures on
C∗ − Alg [16]. Corresponding to the maximal tensor product we consider all short
exact sequences of C∗-algebras
0 // A // E // B // 0. (18)
That is, the image of the injection A → E is a closed 2-sided ideal, the composition
A → B is trivial and the induced map E/A → B is an isomorphism of C∗-algebras.
Corresponding to the minimal tensor product we restrict to completely positive split
short exact sequences. Recall that f : A→ B is positive if f (a) ∈ B+ for every positive
element a ∈ A+, i.e. a = a
∗ and σA(a) ⊆ [0,∞), and f is completely positive ifMn(A)→
Mn(B), (ai j) 7→
(
f (ai j)
)
, is positive for all n. With these conventions, the monoidal
product is flat in the sense that (18) remains exact when tensored with any C∗-algebra.
Example 3.27: The short exact sequence 0 → C0(R) → C(I) → C ⊕ C → 0 is not split
since [0, 1] does not map continuously onto {0, 1}, while 0 → K → T → C(S1) → 0
where the shift generator of the Toeplitz algebra T is send to the unitary generator of
C(S1) acquires a completely positive splitting by sending f ∈ C(S1) to the operator T f
on the Hardy space H2 ⊂ L2(S1); here T f (g) ≡ π( f g), where π : L
2(S1) → H2 denotes
the orthogonal projection. Note that the splitting is not a map of algebras.
Example 3.28: A deformation of B into A is a continuous field of C∗-algebras over a
half-open interval [0, ε), locally trivial over (0, ε), whose fibers are all isomorphic to
A except for the fiber over 0 which is B. Every such deformation gives rise to a short
exact sequence of C∗-algebras
0 // C0
(
(0, ε),A
)
// E // B // 0. (19)
WhenA is nuclear, so that the maximal andminimal tensor products with A coincide,
then (19) has a completely positive splitting. In particular, this holds whenever A is
finite dimensional, commutative or of type I [9].
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TRemark 3.29: Kasparov’s KK-theory [47], [48] and the E-theory of Connes-Higson[15] are the universal bivariant theories corresponding to the minimal and maximaltensor products respectively, cf. [16].The set of exact squares consists of all diagrams
E ≡
A −−→ Ey y
0 −−→ B
(20)
obtained from a short exact sequence of C∗-algebras as in (18), and the degenerate
square with only one entry A = 0 in the upper left hand corner. Note that exactness
of the sequence (18) implies the exact square in (20) is both a pullback and a pushout
diagram in C∗ − Alg [63]. The exact model structures will be rigged such that exact
squares turn into homotopy cartesian squares when viewed in C∗ − Spc.
A cubical C∗-spaceZ is called flasque if it takes every exact square to a homotopy
pullback square. In detail, we require that Z(0) is contractible and applying Z to
every exact square E obtained from some short exact sequence of C∗-algebras yields
a homotopy cartesian diagram of cubical sets:
E ≡
A −−→ Ey y
0 −−→ B
 Z(E) ≡
Z(A) −−→ Z(E)y y
∗ −−→ Z(B)
(21)
The definition translates easily into the statement that Z is flasque if and only if
applying Z to any short exact sequence of C∗-algebras (18) yields a homotopy fiber
sequence of cubical sets
Z(A) //Z(E) //Z(B).
Recall that Z(E) is a homotopy cartesian diagram if the canonical map from Z(A)
to the homotopy pullback of the diagram ∗ → Z(B) ← Z(E) is a weak equivalence.
Right properness of the model structure on Set implies that if Z(B) and Z(E) are
fibrant the homotopy pullback and homotopy limit of ∗ → Z(B)←Z(E) are naturally
weakly equivalent. IfZ(B) is contractible, thenZ(E) is a homotopy cartesian diagram
if and only if Z(A) → Z(E) is a weak equivalence. We denote homotopy fibers of
maps in model categories by hofib.
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TIf X : I → C∗ − Spc is a small diagram, the homotopy limit of X is the cubicalC∗-space defined by holimI X(A) ≡ holimI EvA ◦ X.Here EvA ◦ X : I → Set and the homotopy limit is formed in cubical sets. Likewise,
the homotopy colimit of X is the cubical C∗-space defined using (9) by setting
hocolim
I
X(A) ≡ hocolim
I
EvA ◦ X.
Definition 3.30: A cubical C∗-space Z is exact projective fibrant if it is projective
fibrant and flasque. A map f : X → Y is an exact projective weak equivalence if for
every exact projective fibrant cubical C∗-space Z there is a naturally induced weak
equivalence of cubical sets
homC∗−Spc(Q f ,Z) : homC∗−Spc(QY,Z) // homC∗−Spc(QX,Z).
HereQ → idC∗−Spc denotes a cofibrant replacement functor in the pointwise projective
model structure. Exact projective fibrations of cubical C∗-spaces are maps having the
right lifting property with respect to exact projective acyclic cofibrations.
Remark 3.31: Since the pointwise projective model structure on C∗−Spc is a cubical
model structure according to Lemma 3.8, we may recast the localization machinery in
[33] based on homotopy function complexes in terms of cubical function complexes.
We are now ready to introduce the exact projective model structure as the first out
of three types of localizations of the pointwise model structures on cubical C∗-spaces.
Theorem 3.32: The classes of projective cofibrations, exact projective fibrations, and exact
projective weak equivalences determine a combinatorial cubical model structure onC∗−Spc.
Proof. We show the exact projective model structure arise as the localization of the
pointwise projective model with respect to the maps hocolim(E) → A, i.e. the set of
maps hocolim(0 ← B → E) → A and ∅ → 0 indexed by exact squares. The localized
model structure exists because the projective model structure is combinatorial and
left proper according to Theorem 3.2 and Lemma 3.5. Since the cofibrations and the
fibrant objects determine the weak equivalences in any model structure, it suffices to
identify the fibrant objects in the localized model structure with the exact projective
fibrant ones defined in terms of short exact sequences.
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are weak equivalences. By (5), the latter holds if and only if there exist naturally
induced weak equivalences of cubical sets
Z(A) // holimhomC∗−Spc
(
(0← B→ E),Z
)
= holim
(
Z(0)→Z(B)←Z(E)
)
.
Put differently, the cubical set Z(0) is contractible and there exist naturally induced
weak equivalences
Z(A) // hofib
(
Z(E)→Z(B)
)
.
This shows that Z is fibrant in the localized model structure if and only if it is exact
projective fibrant. It follows that the classes of maps in question form part of a model
structure with the stated properties. 
Remark 3.33: By construction, every exact square gives rise to a homotopy cartesian
square of cubical C∗-spaces in the exact projective model structure. Taking pushouts
along the exact projective weak equivalence ∅ → 0 shows that every cubical C∗-space
is exact projective weakly equivalent to its image in C∗ − Spc0.
Lemma 3.34: The exact projective model structure is left proper.
Proof. Left properness is preservedunder localizations of left propermodel structures.
Lemma 3.5 shows the pointwise projective model is left proper. 
We are interested in explicating sets of generating acyclic cofibrations for the
exact projective model. In the following we shall use the cubical mapping cylinder
construction to produce a convenient set of generators. In effect, apply the cubical
mapping cylinder construction cyl to exact squares and form the pushouts:
E ≡
A −−→ Ey y
0 −−→ B
 
B −−→ cyl(B→ E) −−→ Ey y y
0 −−→ cyl(B→ E)
∐
B 0 −−→ A
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TBy Theorem 3.32 the exact projective model structure is cubical. Lemmas 2.21 and 3.6imply B→ cyl(B→ E) is a projective cofibration between projective cofibrant cubicalC∗-spaces. Thus s(E) ≡ cyl(B → E)∐B 0 is projective cofibrant [35, Corollary 1.11.1].For the same reasons, applying the cubical mapping cylinder to s(E)→ A and settingt(E) ≡ cyl(s(E)→ A)we get a projective cofibration
cyl(E) : s(E) // t(E). (22)
We claim the map cyl(E) is an exact projective weak equivalence. To wit, since cubical
homotopy equivalences are pointwise weak equivalences, it suffices by Lemma 2.21
to prove that s(E) → A is an exact projective weak equivalence. The canonical
map E
∐
B 0 → A is an exact projective weak equivalence and there is a factoring
E
∐
B 0 → s(E) → A. Moreover, since E → cyl(B → E) is an exact acyclic projective
cofibration, so is E
∐
B 0→ s(E).
Let JE
C∗−Spc
denote the set of maps JC∗−Spc ∪ J
cyl(E)
C∗−Spc
where J
cyl(E)
C∗−Spc
consists of all
pushout product maps
s(E) ⊗ n
∐
s(E)⊗∂n t(E) ⊗ ∂
n // t(E) ⊗ n.
Proposition 3.35: A cubical C∗-space is exact projective fibrant if and only if it has the right
lifting property with respect to the set JE
C∗−Spc
.
Remark 3.36: Theorem 3.32 shows themembers of J
cyl(E)
C∗−Spc
are exact acyclic projective
cofibrations because the exact projective model structure is cubical and themap cyl(E)
in (22) is an exact acyclic projective cofibration.
Proof. Note that a projective fibration X → Y has the right lifting property with
respect to JE
C∗−Spc
if and only if it has the right lifting property with respect to J
cyl(E)
C∗−Spc
.
By adjointness, the latter holds if and only if X(0) → Y(0) is a weak equivalence of
cubical sets and for every exact square E obtained from a short exact sequence of
C∗-algebras as in (18) there exist liftings in all diagrams of the following form:
∂n −−→ homC∗−Spc
(
t(E),X
)
y y

n −−→ homC∗−Spc
(
s(E),X
)
×
hom
C∗−Spc
(
s(E),Y
) homC∗−Spc(t(E),Y)
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homC∗−Spc
(
s(E),X
)
−−→ homC∗−Spc
(
s(E),Y
)
Anequivalent statement obtained fromYoneda’s lemmaand the construction of cyl(E)
is to require that there are naturally induced homotopy cartesian diagrams:
X(A) −−→ Y(A)y y
homC∗−Spc
(
cyl(B→ E),X
)
×X(B) X(0) −−→ homC∗−Spc
(
cyl(B→ E),Y
)
×Y(B) Y(0)
In particular, a projective fibrant cubical C∗-space Z has the right lifting property
with respect to J
cyl(E)
C∗−Spc
if and only if Z(0) is contractible and for every exact square
E obtained from a short exact sequence of C∗-algebras there is a homotopy cartesian
diagram:
Z(E) ≡
Z(A) −−→ Z(E)y y
∗ −−→ Z(B)
This holds if and only ifZ is flasque since the latter diagram coincides with (21). 
Corollary 3.37: The exact projective model is weakly finitely generated.
Proof. Members of JE
C∗−Spc
have finitely presentable domains and codomains. 
Corollary 3.38: The classes of exact projective weak equivalences, exact acyclic projective
fibrations, exact projective fibrations with exact projective fibrant codomains, and all exact
projective fibrant objects are closed under filtered colimits.
Recall the contravariant Yoneda embedding yields a full and faithful embedding
of C∗ −Alg into cubical C∗-spaces. In the next result we note that no non-isomorphic
C∗-algebras become isomorphic in the homotopy category associated with the exact
projective model structure. This observation motivates to some extent the matrix
invariant and homotopy invariant model structures introduced in the next sections.
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TProposition 3.39: The contravariant Yoneda embedding of C∗ −Alg into C∗ − Spc yieldsa full and faithful embedding of the category of C∗-algebras into the homotopy category of theexact projective model structure.Proof. Every C∗-algebra is projective cofibrant by Lemma 3.6, projective fibrant by
Lemma 3.7 and also flasque: note that Z(E) is a pullback of discrete cubical sets for
every C∗-algebraZ so the assertion follows from [28, II Remark 8.17] since ∗ → Z(B)
is a fibration of cubical sets. This shows that every C∗-algebra is exact projective
fibrant. Thus [35, Theorem 1.2.10] implies there is a bijection between maps in the
exact projective homotopy category, say Ho(C∗ − Spc)(B,A), and homotopy classes
of maps [B,A]. Since the exact projective model structure is cubical, maps B→ A are
homotopic if and only if there exists a cubical homotopy B ⊗1 → A by an argument
analogous to the proof of [28, II Lemma 3.5] which shows that B ⊗ 1 is a cylinder
object for B in C∗ − Spc. Using the Yoneda embedding and the fact that C∗-algebras
are discrete cubical C∗-spaces, so that all homotopies are constant, we get bijections
Ho(C∗ − Spc)(B,A) = C∗ − Spc(B,A) = C∗ −Alg(A,B). 
In the next result we note there exists an explicitly constructed fibrant replacement
functor for the exact projective model structure.
Proposition 3.40: There exists a natural transformation id→ Ex
JE
C∗−Spc such that for every
cubical C∗-space X the map X → Ex
JE
C∗−Spc X is an exact projective weak equivalence with an
exact projective fibrant codomain.
Proof. Use Quillen’s small object argument with respect to the maps A ⊗ (⊓n
(α,i)
⊂ n)
and s(E) ⊗ n
∐
s(E)⊗∂n t(E) ⊗ ∂
n → t(E) ⊗ n. See [25, §7] and §3.1 for details. 
The fibrant replacement functor gives a way of testing whether certain maps are
exact projective fibrations:
Corollary 3.41: Suppose f : X → Y is a pointwise projective fibration andY exact projective
fibrant. Then f is an exact projective fibration if and only if the diagram
X −−→ Ex
JE
C∗−Spc X
f
y yExJEC∗−Spc f
Y −−→ Ex
JE
C∗−Spc Y
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Tis homotopy cartesian in the pointwise projective model structure.Proof. Follows from [5, Proposition 2.32] and Proposition 3.40. In the following we show that the exact projective model structure is monoidal.This is a highly desirable property from a model categorical viewpoint. It turns out
our standard conventions concerning short exact sequences of C∗-algebras is exactly
the input we need in order to prove monoidalness.
Lemma 3.42: If X is projective cofibrant andZ is exact projective fibrant, thenHom(X,Z)
is exact projective fibrant.
Proof. Lemma 3.10(ii) shows it suffices to check Hom
(
A⊗ (∂n ⊂ n),Z
)
has the right
lifting property with respect to J
cyl(E)
C∗−Spc
. By adjointness, if suffices to check that for
every exact square E the pushout product map of
jE ≡ s(E) ⊗ 
m
∐
s(E)⊗∂m t(E) ⊗ ∂
m // t(E) ⊗ m
and A ⊗ (∂n ⊂ n) is a composition of pushouts of maps in J
cyl(E)
C∗−Spc
. This follows
because there is an isomorphism jE ⊗ A = jE⊗A where E ⊗ A denotes the exact square
obtainedby tensoringwithA, and thepushoutproductmapof∂m ⊂ m and ∂n ⊂ n
is a monomorphism of cubical sets formed by attaching cells. 
Proposition 3.43: The exact projective model structure is monoidal.
Proof. Suppose X → Y is an exact acyclic projective cofibration and moreover that
Z is exact projective fibrant. There is an induced commutative diagram of cubical
function complexes:
homC∗−Spc
(
Y,Hom(A ⊗ n,Z)
)
−−→ homC∗−Spc
(
X,Hom(A ⊗ n,Z)
)
y y
homC∗−Spc
(
Y,Hom(A ⊗ ∂n,Z)
)
−−→ homC∗−Spc
(
X,Hom(A ⊗ ∂n,Z)
) (23)
Lemma 3.42 implies the horizontal maps in (23) are weak equivalences. Thus (23) is
a homotopy cartesian diagram. 
Next we record the analog of Lemma 3.13 in the exact projective model structure.
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TLemma 3.44: SupposeZ is a projective cofibrant cubical C∗-space. ThenZ⊗ − : C∗ − Spc // C∗ − Spcpreserves the classes of acyclic projective cofibrations and exact weak equivalences betweenprojective cofibrant cubical C∗-spaces.
For reference we include the next result which captures equivalent formulations
of the statement that the exact projective model structure is monoidal.
Lemma 3.45: The following statements hold and are equivalent.
• If i : X ֌ Y and j : U ֌ V are projective cofibrations and either i or j is an exact
projective weak equivalence, then so is
X ⊗V
∐
X⊗UY ⊗U
//Y ⊗V.
• If j : U֌ V is a projective cofibration and k : Z։W is an exact projective fibration,
then the pullback map
Hom(V,Z) // Hom(V,W)×Hom(U,W) Hom(U,Z)
is an exact projective fibration which is exact acyclic if either j or k is.
• With the same assumptions as in the previous item, the induced map
homC∗−Spc(V,Z) // homC∗−Spc(V,W) ×homC∗−Spc(U,W) homC∗−Spc(U,Z)
is a Kan fibration which is a weak equivalence of cubical sets if in addition either j or k
is exact acyclic.
Next we construct the exact injective model structure on cubical C∗-spaces.
Definition 3.46: A cubical C∗-spaceZ is exact injective fibrant if it is injective fibrant
and flasque. Amap f : X → Y is an exact injective weak equivalence if for every exact
injective fibrant cubical C∗-spaceZ there is a naturally induced weak equivalence of
cubical sets
homC∗−Spc( f ,Z) : homC∗−Spc(Y,Z) // homC∗−Spc(X,Z).
The exact injective fibrations of cubical C∗-spaces are maps having the right lifting
property with respect to exact injective acyclic cofibrations.
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TRemark 3.47: Note there is no cofibrant replacement functor involved in thedefinitionof exact injective fibrant objects due to the fact that every cubical C∗-space is cofibrantin the injective model structure.The proof of the next result proceeds as the proof of Theorem 3.32 by localizingthe pointwise injective model structure with respect to the maps hocolim(E)→ A.
Theorem 3.48: The classes of monomorphisms, exact injective fibrations and exact injective
weak equivalences determine a combinatorial, cubical and left proper model structure on
C∗ − Spc.
Proposition 3.49: The classes of exact injective and projective weak equivalences coincide.
Hence the identity functor on C∗ − Spc is a Quillen equivalence between the exact injective
and projective model structures.
Proof. IfZ is exact injective fibrant then clearly Z is exact projective fibrant. Thus if
f : X → Y is an exact projective weak equivalence, then map homC∗−Spc(Q f ,Z) is a
weak equivalence a cubical sets. NowQ f maps to f via pointwise weak equivalences,
so homC∗−Spc( f ,Z) is also a weak equivalence.
IfZ is exact projective fibrant there exists a pointwise weak equivalence Z→W
where W is injective fibrant. It follows that W is flasque. Now if f : X → Y is an
exact injective weak equivalence, using that the exact projective model structure is
cubical we get the following diagram with vertical weak equivalences:
homC∗−Spc(QY,Z)
∼

// homC∗−Spc(QX,Z)
∼

homC∗−Spc(QY,W) // homC∗−Spc(QX,W)
It remains to note that homC∗−Spc(Q f ,W) is a weak equivalence because Q f is an
exact injective weak equivalence. 
Remark 3.50: The proof of Proposition 3.49 applies with small variations to both the
matrix invariant and the homotopy invariant model structures on C∗ − Spc which
will be constructed in Sections 3.3 and 3.4 respectively; details in these proofs will be
left implicit in the next sections. By Proposition 3.23 we may appeal to localizations
of left proper cellular model structures for the existence of the exact model structures.
The same applies to the matrix invariant and homotopy invariant model structures.
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TBy localizing the pointwise model structures on ∆C∗ − Spc with respect to themaps hocolim(E) → A as above, we obtain exact model structures on simplicial C∗-spaces. They acquire the same additional properties as the corresponding exactmodelstructures on cubical C∗-spaces. As a special case of [33, Theorem 3.3.20] and Lemma3.22 we deduce that the corresponding homotopy categories are equivalent:
Lemma 3.51: There are naturally induced Quillen equivalences between exact injective and
projective model structures:
C∗ − Spc // ∆C∗ − Spcoo
Remark 3.52: In the following we shall introduce thematrix invariant and homotopy
invariant model structures. As above, these model structures furnish two Quillen
equivalences between C∗ − Spc and ∆C∗ − Spc. This observation will be employed
implicitly in later sections in the proof of representability of Kasparov’s KK-groups
in the pointed unstable homotopy category and when dealing with the triangulated
structure of the stable homotopy category of C∗-algebras.
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T3.3 Matrix invariant model structuresIn this section we refine the exact projective model structures by imposing a naturalfibrancy condition determined by the highly noncommutative data of Morita-Rieffelequivalence or matrix invariance. This amounts to the choice of a rank-one projection
p ∈ K such that the corner embedding A→ A ⊗K = colimMn(A) given by a 7→ a ⊗ p
becomes a “matrix exact”weak equivalence. To achieve thiswe shall localize the exact
model structures with respect to such a rank-one projection. With this approach the
results and techniques in the previous section carry over in gross outline. However,
there are a couple of technical differences and the exposition tends to emphasize these.
As a motivation for what follows, recall that matrix invariance is a natural and basic
property in the theory of K-theory of C∗-algebras [13].
A cubical C∗-space Z is matrix exact projective fibrant if Z is exact projective
fibrant and for every C∗-algebra A the induced map of cubical C∗-spaces
A ⊗K // A (24)
given by a rank one projection induces a weak equivalence of cubical sets
Z(A) = homC∗−Spc(A,Z) // homC∗−Spc(A ⊗K ,Z) = Z(A ⊗K). (25)
The definition ofZ being matrix exact projective fibrant is independent of the choice
of a rank one projection.
Recall Q is a pointwise projective cofibrant replacement functor. A map between
cubical C∗-spaces X → Y is a matrix exact projective weak equivalence if for every
matrix exact projective fibrant Z there is a naturally induced weak equivalence of
cubical sets
homC∗−Spc(QY,Z) // homC∗−Spc(QX,Z). (26)
Example 3.53: The map A⊗K → A is a matrix exact projective weak equivalence for
every C∗-algebra A because representable cubical C∗-spaces are projective cofibrant.
If A ⊗K →Mn(A) is a matrix exact projective weak equivalence for some n ≥ 1, then
so isMn(A)→ A.
The matrix invariant projective model structure is defined by taking the Bousfield
localization of the exact projective model structure on C∗ − Spc with respect to the
set of maps obtained by letting A run through all isomorphism classes of C∗-algebras
in (24). Thus the next result is a consequence of Theorem 3.32 and Lemma 3.34.
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TTheorem 3.54: The classes of matrix exact projective weak equivalences defined by (26),matrix exact projective fibrations and projective cofibrations form a combinatorial, cubical andleft proper model structure on C∗ − Spc.Applying the cubical mapping cylinder to the map in (24) yields a factoring
A ⊗K // cyl
A
K
// A. (27)
Recall the map A ⊗ K → cylAK is a projective cofibration and cyl
A
K → A is a cubical
homotopy equivalence. In particular, cylAK is projective cofibrant. Example 3.53 and
saturation imply A ⊗ K → cylAK is a matrix exact projective weak equivalence. Since
the matrix invariant model structure is cubical, the factoring (27) and the generating
cofibrations ∂n ⊂ n for Set induce matrix exact acyclic projective cofibrations.
Let J
cyl(K )
C∗−Spc
be the set consisting of the matrix exact acyclic projective cofibrations
(A ⊗K) ⊗ n
∐
(A⊗K )⊗∂n cyl
A
K ⊗∂
n // cylAK ⊗
n (28)
where A ∈ C∗ −Alg and n ≥ 0.
Proposition 3.55: Define
JK
C∗−Spc
≡ JC∗−Spc ∪ J
cyl(E)
C∗−Spc
∪ J
cyl(K )
C∗−Spc
.
Then a map of cubical C∗-spaces with a matrix exact projective fibrant codomain has the right
lifting property with respect to JK
C∗−Spc
if and only if it is a matrix exact projective fibration.
Proof. Follows from Proposition 3.35 and [33, 3.3.16]. 
We shall use the set J
cyl(K )
C∗−Spc
to prove the following crucial result.
Proposition 3.56: The matrix invariant projective model structure is monoidal.
Proof. IfZ is projective cofibrant, Lemmas 3.13 and 3.57 imply the functor
Z⊗ − : C∗ − Spc // C∗ − Spc
preserves matrix exact acyclic projective cofibrations f : X → Y. In particular, this
result applies to the domains and codomains of the generating projective cofibrations
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TIC∗−Spc. Hence for every C∗-algebra A and n ≥ 0 there is a commutative diagramwhere the horizontal maps are matrix exact acyclic projective cofibrations:(A ⊗ ∂n) ⊗ X −−→ (A ⊗ ∂n) ⊗Yy y
(A ⊗ n) ⊗ X −−→ (A ⊗ n) ⊗Y
Thus, by [35, Corollary 1.1.11], the pushout map
(A ⊗ n) ⊗ X // (A ⊗ n) ⊗ X
∐
(A⊗∂n)⊗X(A ⊗ ∂
n) ⊗Y
of (A⊗∂n)⊗ f along
(
A⊗(∂n ⊂ n)
)
⊗X is amatrix exact acyclic projective cofibration.
By saturation if follows that the pushout product map of A ⊗ (∂n ⊂ n) and f is a
matrix exact projective weak equivalence. 
To complete the proof of Proposition 3.56 it remains to prove the next result.
Lemma 3.57: If X → Y is a matrix exact weak equivalence andW is projective cofibrant,
then the induced map X ⊗W →Y ⊗W is a matrix exact projective weak equivalence.
Proof. Suppose thatZ is matrix exact projective fibrant. We need to show there is an
induced weak equivalence of cubical sets
homC∗−Spc(Y ⊗W,Z) // homC∗−Spc(X ⊗W,Z).
By adjointness the latter identifies with the map
homC∗−Spc
(
Y,Hom(W,Z)
)
// homC∗−Spc
(
X,Hom(W,Z)
)
.
Thus it suffices to show Hom(W,Z) is matrix exact projective fibrant, see the next
lemma. 
Lemma 3.58: If X is projective cofibrant and Z is matrix exact projective fibrant, then the
internal homHom(X,Z) is matrix exact projective fibrant.
Proof. Lemma 3.45(ii) shows it suffices to check that for every C∗-algebra B the map
Hom
(
B ⊗ (∂n ⊂ n),Z
)
has the right lifting property with respect to J
cyl(K )
C∗−Spc
.
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TUsing adjointness, if suffices to check that for all C∗-algebras A and B the pushoutproduct map of (A ⊗K) ⊗ m∐(A⊗K )⊗∂m cylAK ⊗∂m // cylAK ⊗m (29)and B ⊗ (∂n ⊂ n) is a composition of pushouts of maps in JK
C∗−Spc
. This follows
using the isomorphism cylAK ⊗B = cyl
A⊗B
K , cp. the proof of Lemma 3.42. 
The next result summarizes the monoidal property of the matrix invariant model
structure.
Lemma 3.59: The following statements hold and are equivalent.
• If i : X ֌ Y and j : U ֌ V are projective cofibrations and either i or j is a matrix
exact projective weak equivalence, then so is
X ⊗V
∐
X⊗UY ⊗U //Y ⊗V.
• If j : U ֌ V is a projective cofibration and k : Z ։W is a matrix exact projective
fibration, then the pullback map
Hom(V,Z) // Hom(V,W)×Hom(U,W) Hom(U,Z)
is a matrix exact projective fibration which is matrix exact acyclic if either j or k is.
• With the same assumptions as in the previous item, the induced map
homC∗−Spc(V,Z) // homC∗−Spc(V,W) ×homC∗−Spc(U,W) homC∗−Spc(U,Z)
is a Kan fibration which is a weak equivalence of cubical sets if in addition either j or k
is matrix exact acyclic.
The matrix invariant injective model structure on cubical C∗-spaces arises in an
analogouswaybydeclaring thatZ ismatrix exact injective fibrant if it is exact injective
fibrant and Z(A) → Z(A ⊗ K) is a weak equivalence for all A. A map X → Y is a
matrix exact weak equivalence if for every matrix exact injective fibrant Z there is a
naturally induced weak equivalence of cubical sets
homC∗−Spc( f ,Z) : homC∗−Spc(Y,Z) // homC∗−Spc(X,Z).
We are ready to formulate the main results concerning the class of matrix exact
weak equivalences.
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TTheorem 3.60: The classes of monomorphisms, matrix invariant injective fibrations andmatrix exact injective weak equivalences determine a combinatorial, cubical and left propermodel structure on C∗ − Spc.Proposition 3.61: The classes of matrix invariant injective and projective weak equivalences
coincide. Hence the identity functor onC∗−Spc is a Quillen equivalence between the matrix
invariant injective and projective model structures.
Proof. See the proof of Proposition 3.49. 
The category ∆C∗ − Spc acquires matrix invariant model structures. We have:
Lemma 3.62: There are naturally induced Quillen equivalences between matrix invariant
injective and projective model structures:
C∗ − Spc // ∆C∗ − Spcoo
Remark 3.63: For completeness we note that the Quillen equivalent matrix invariant
model structures onC∗−Spc and∆C∗−Spc are examples of cellularmodel structures.
With the matrix invariant model structures in hand we are now ready to construct
the last in the series of model structure appearing in unstable C∗-homotopy theory.
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T3.4 Homotopy invariant model structuresLet A be a C∗-algebra, let I = [0, 1] denote the topological unit interval and C(I,A)the C∗-algebra of continuous functions from I to Awith pointwise operations and thesupremum norm. At time t, 0 ≤ t ≤ 1, there is an evaluation map
evAt : C(I,A)
// A.
Recall that ∗-homomorphisms ht : A → B for t = 0, 1 are homotopic if there exists
a map H : A → C(I,B) such that evBt ◦ H = ht. The notions of homotopies between
∗-homomorphisms and contractible C∗-algebras are defined in terms of C(I) ≡ C(I,C)
and the trivial C∗-algebra exactly as for topological spaces. There is an isomorphism
of C∗-algebras C(I,B)  C(I)⊗B for the tensor products we consider. These definitions
correspond under Gelfand-Naimark duality to the usual topological definitions in
the event that A and B are commutative. It turns out the cone of every C∗-algebra is
contractible and every contractible C∗-algebra is nonunital. IfA is contractible, then its
unitalization is homotopy equivalent toC. There is a canonical ∗-homomorphism, the
constant function map, from A to C(I,A) sending elements of A to constant functions.
Composing this map with evAt gives the identity map on A for all t.
Motivated by the notion of homotopies betweenmaps of C∗-algebras we shall now
introduce the homotopy invariant model structures on cubical C∗-spaces. The main
idea behind these models is to enlarge the class of weak equivalences by formally
adding all homotopy equivalences based on employing C(I) as the unit interval.
Indeed, these model structures give rise to the correct unstable homotopy category
in the sense that homotopic C∗-algebras become isomorphic upon inverting the weak
equivalences in the homotopy invariant models. Existence of the homotopy invariant
model structures is shown using localization techniques, as one would expect. We
show there is an abstract characterization of the weak equivalences in the homotopy
invariant model structure and introduce homotopy groups. These invariants give a
way of testing whether a map between C∗-spaces is a weak equivalence.
A cubical C∗-spaceZ is called C∗-projective fibrant ifZ is matrix exact projective
fibrant and for every C∗-algebra A the canonically induced map of cubical C∗-spaces
C(I,A)→ A induces a weak equivalence of cubical sets
homC∗−Spc(A,Z) // homC∗−Spc
(
C(I,A),Z
)
. (30)
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TIt follows immediately that a matrix exact projective fibrantZ is C∗-projective fibrantif and only if for everyA and for some 0 ≤ t ≤ 1 the evaluation map evAt yields a weakequivalence homC∗−Spc(C(I,A),Z) // homC∗−Spc(A,Z). (31)
Moreover, note that the map in (30) is a weak equivalence if and only if the induced
map π0Z(A) → π0Z
(
C(I,A)
)
is a surjection and for every 0-cell x of Z(A) and n ≥ 1
there is a similarly induced surjective map of higher homotopy groups
πn
(
Z(A), x
)
// πn
(
Z
(
C(I,A)
)
, x
)
.
Likewise, the map (31) induces surjections on all higher homotopy groups. An
alternate formulation of Z being C∗-projective fibrant is to require that for 0 ≤ t ≤ 1
there are naturally induced pointwise weak equivalences
Z(−) −−→ Z
(
C(I) ⊗ −
) Z(evCt ⊗−)
−−−−−−→ Z(−).
In terms of internal hom objects, yet another equivalent formulation obtained from
(7) is that for every C∗-algebra A evaluating the naturally induced maps
Hom(A,Z) // Hom
(
C(I,A),Z
)
// Hom(A,Z)
at the complex numbers yield weak equivalences of cubical sets.
Remark 3.64: The notion of an C∗-projective fibrant cubical C∗-space depends only on
the unit interval C(I) and the matrix exact projective fibrancy condition in the sense
that it may be checked using any of the evaluationmaps or the constant functionmap.
AmapX → Y is a projective C∗-weak equivalence if for every C∗-projective fibrant
Z there is an induced weak equivalence of cubical sets
homC∗−Spc(QY,Z) // homC∗−Spc(QX,Z).
Recall that Q is our notation for a cofibrant replacement in the pointwise projective
model structure. Every C∗-algebra A is projective C∗-weakly equivalent to C(I,A).
All matrix exact projective weak equivalences are examples of projective C∗-weak
equivalences since the matrix exact projective model structure is cubical.
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TA map X → Y is a projective C∗-fibration if it has the right lifting property withrespect to every C∗-acyclic projective cofibration. The class of projective C∗-fibrationscoincides with the fibrations in the C∗-projective model structure which we define bylocalizing the matrix invariant projective model at the set of maps C(I,A)→ A.
Theorem 3.65: The projective cofibrations and projective C∗-weak equivalences determine a
combinatorial, cubical and left proper model structure on C∗ − Spc.
The unstable C∗-homotopy category, denoted by H, is defined by inverting the
class of projective C∗-weak equivalences between cubical C∗-spaces.
We trust that the notions of C∗-injective fibrant cubical C∗-spaces, injective C∗-weak
equivalences and injective C∗-fibrations are clear from the above and the definitions
of the injective model structures constructed in the previous sections. Next we state
two basic results concerning the injective homotopy invariant model structure.
Theorem 3.66: The classes of monomorphisms, injective C∗-fibrations and injectiveC∗-weak
equivalences determine a combinatorial, cubical and left proper model structure onC∗−Spc.
Proposition 3.67: The classes of injective and projective C∗-weak equivalences coincide.
Hence the identity functor on C∗ − Spc is a Quillen equivalence between the homotopy
invariant injective and projective model structures.
In the following we write C∗-weak equivalence rather than injective or projective
C∗-weak equivalence. We note there exist corresponding homotopy invariant model
structures for simplicial C∗-spaces, and include the following observation.
Lemma 3.68: There are naturally induced Quillen equivalences between homotopy invariant
injective and projective model structures:
C∗ − Spc // ∆C∗ − Spcoo
An elementary homotopy between maps ht : X → Y of cubical C
∗-spaces is a map
H : X ⊗ C(I) → Y such that H ◦ (idX ⊗ ev
C
t ) = ht for t = 0, 1. Two maps f and g are
homotopic if there exists a sequence of maps f = f0, f1, · · · , fn = g such that fi−1 is
elementary homotopic to fi for 1 ≤ i ≤ n. And f : X → Y is a homotopy equivalence if
there exists a map g : Y → X such that f ◦ g and g ◦ f are homotopic to the respective
identity maps.
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TRemark 3.69: Note thatmaps between representable cubical C∗-spaces are homotopicif and only if the maps between the corresponding C∗-algebras are so.Lemma 3.70: Homotopy equivalences are C∗-weak equivalences.Proof. The proof reduces to showing that elementary homotopic maps ht : X → Y
become isomorphic in the unstableC∗-homotopy category: If f : X → Y is a homotopy
equivalencewith homotopy inverse gwe need to show that f ◦ g and g◦ f are equal to
the corresponding identity maps in the homotopy category, but the composite maps
are homotopic to the corresponding identity maps. Now for the projective cofibrant
replacement QX → X the assertion holds for the maps QX → QX ⊗ C(I) induced by
evaluating at t = 0 and t = 1. And hence the same holds for the two composite maps
QX → QX⊗C(I)→ X⊗C(I). Composing these maps with the homotopy yields maps
naturally isomorphic to h0 and h1 in the unstable C
∗-homotopy category. 
Remark 3.71: Lemma 3.70 shows that cubical C∗-spaces represented by homotopy
equivalent C∗-algebras are C∗-weakly equivalent.
Lemma 3.72: Suppose f , g : X → Y are homotopy equivalent maps and Z is a cubical
C∗-space. Then Hom( f ,Z) and Hom(g,Z) respectively f ⊗ Z and g ⊗ Z are homotopy
equivalent maps. Thus the internal hom functor Hom(−,Z) and the tensor functor − ⊗ Z
preserves homotopy equivalences.
Proof. An elementary homotopy from f to g determines a map of cubical C∗-spaces
Hom(Y,Z) // Hom
(
X⊗ C(I),Z
)
.
According to the closed symmetric monoidal structure of C∗ − Spc detailed in §2.1
there exists by adjointness a map
Hom(Y,Z) // Hom
(
C(I),Hom(X,Z)
)
.
By adjointness of the latter map we get the desired elementary homotopy
Hom(Y,Z) ⊗ C(I) // Hom(X,Z).
The claims concerning f ⊗Z and g ⊗Z are clear. 
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TCorollary 3.73: For every cubical C∗-space X and n ≥ 0 the canonical mapX // X(C(ntop) ⊗ −)is a C∗-weak equivalence.
Corollary 3.74: The canonical map X → Sing•

(X) is a C∗-weak equivalence.
Proof. Applying the homotopy colimit functor yields a commutative diagram with
naturally induced vertical pointwise weak equivalences [33, Corollary 18.7.5]:
hocolim

op
Xn −−→ hocolim

op
Hom
(
C(ntop),Xn
)
y y
X −−→ Sing•

(X)
In n-cells there is a homotopy equivalence Xn → Hom
(
C(ntop),Xn
)
. The same map is
a C∗-weak equivalence of discrete cubical C∗-spaces, so the upper horizontal map is a
C∗-weak equivalence on account of Corollary 3.76. 
Lemma 3.75: Suppose X→ Y is a natural transformation of small diagrams I→ C∗−Spc
such that for every i ∈ I the induced map X(i) → Y(i) is a C∗-weak equivalence. Then the
induced map
hocolim
I
X // hocolim
I
Y
is a C∗-weak equivalence.
Proof. IfZ is a cubical C∗-space there is a canonical isomorphism of cubical sets
homC∗−Spc(hocolim
I
X,Z) = holim
Iop
homC∗−Spc(X,Z).
The lemma can also be proven using general properties of homotopy colimits. 
Corollary 3.76: A map of cubical C∗-spaces which induces C∗-weak equivalences of discrete
cubical C∗-spaces in all cells is a C∗-weak equivalence.
Lemma 3.77: Suppose f : X → Y is a map between projective C∗-fibrant cubical C∗-spaces.
The following statements are equivalent where in the third item we assume X is projective
cofibrant.
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T• f is a C∗-weak equivalence.• f is a pointwise weak equivalence.• f is a cubical homotopy equivalence.
Proof. The equivalence between the first two items follows because the homotopy
invariantmodel structure is a localization of the pointwise projective model structure.
Now if X is projective cofibrant, then X ⊗ 1 is a cylinder object for X since we are
dealing with a cubical model structure, cf. [28, II Lemma 3.5]. Hence the first item is
equivalent to the third by [35, Theorem 1.2.10]. 
Remark 3.78: We leave the formulation of Lemma 3.77 for maps between injective
C∗-fibrant cubical C∗-spaces to the reader. Note that no cofibrancy condition is then
required in the third item since every cubical C∗-space is cofibrant in the injective
homotopy invariant model structure.
A map between C∗-spaces is called a C∗-weak equivalence if the associated map
of constant cubical C∗-spaces is a C∗-weak equivalence, and a cofibration if it is a
monomorphism. Fibration of C∗-spaces are defined by the right lifting property.
We are ready to state the analog in C∗-homotopy theory of [40, Theorem B.4] which
can be verified by similar arguments using Lemma 2.12 and Corollary 3.74. Further
details are left to the interested reader. In this setting,
homC∗−Spc(X,Y)n ≡ C
∗ − Spc(X ⊗ n,Y)
and
XK ≡ lim

n→K
Hom
(
C0(
n
top),X
)
,
where X, Y are C∗-spaces, and the limit is taken over the cell category of the cubical
set K.
Theorem 3.79: The classes of monomorphisms, fibrations and C∗-weak equivalence form a
combinatorial, cubical and left proper model category on C∗ − Spc.
The singular and geometric realization functors yield a Quillen equivalence:
| · | : C∗ − Spc // C∗ − Spc : Sing•

oo
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TNext we introduce unstable C∗-homotopy group (functors) π∗n for integers n ≥ 0,and show that f : X → Y is a C∗-weak equivalence if and only if π∗0X → π∗0Y is abijection and for every 0-cell x of X and n ≥ 1 there is a group object isomorphismπ∗n(X, x) // π∗n(Y, f (x)). (32)
If n ≥ 2, then π∗n(X, x) takes values in abelian groups. To achieve this we require the
construction of a fibrant replacement functor in the C∗-projective model structure.
Using the cubical mapping cylinder we may factor the constant function map of
cubical C∗-spaces
C(I,A) // A
into a projective cofibration composed with a cubical homotopy equivalence
C(I,A) // cyl
(
C(I,A)→ A
)
// A. (33)
Observe that cyl
(
C(I,A)→ A
)
is finitely presentable projective cofibrant and themaps
in (33) are C∗-weak equivalences.
Definition 3.80: Let J
cyl(I)
C∗−Spc
denote the set of pushout product maps from
C(I,A) ⊗ n
∐
C(I,A)⊗∂n
cyl
(
C(I,A)→ A
)
⊗ ∂n
to cyl
(
C(I,A)→ A
)
⊗ n indexed by n ≥ 0 and A ∈ C∗ −Alg.
Lemma 3.81: A matrix exact projective fibration whose codomain is C∗-projective fibrant is
a C∗-projective fibration if and only if it has the right lifting property with respect to J
cyl(I)
C∗−Spc
.
Proof. The cubical function complex homC∗−Spc(Z,−) preserves cubical homotopies,
which are examples of pointwise weak equivalences. Proposition 3.56 and a check
using only the definitions reveal that amatrix exact projective fibrant cubical C∗-space
Z is C∗-projective fibrant if and only if the mapZ → ∗ has the right lifting property
with respect to J∗
C∗−Spc
. This completes the proof by [33, Proposition 3.3.6]. 
Corollary 3.82: The C∗-projective model is weakly finitely generated by the set
J∗
C∗−Spc ≡ JC∗−Spc ∪ J
cyl(E)
C∗−Spc
∪ J
cyl(K )
C∗−Spc
∪ J
cyl(I)
C∗−Spc
.
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TNext we employ J∗C∗−Spc in order to explicate a fibrant replacement functor in theC∗-projective model structure by means of a routine small object argument as in theproof of Proposition 3.40.Proposition 3.83: There exists a natural transformation
id // Ex
J∗
C∗−Spc
of endofunctors of cubical C∗-spaces such that for every X the map
X // Ex
J∗
C∗−Spc X
is a C∗-weak equivalence with C∗-fibrant codomain.
Definition 3.84: Let (X, x) be a pointed cubical C∗-space. Define the nth C∗-homotopy
group
π∗n(X, x) : C
∗ −Alg // Set
by
A
 // π∗n(X, x)(A) ≡
π0
(
Ex
J∗
C∗−Spc X(A)
)
n = 0
πn
(
Ex
J∗
C∗−Spc X(A), x
)
n > 0.
A cubical C∗-space X is n-connected if it is nonempty and π∗
i
(X, x) is trivial for all
0 ≤ i ≤ n and x. Note that π∗n(X, x) is a contravariant functor taking values in sets if
n = 0, groups if n = 1 and abelian groups if n ≥ 2.
Lemma 3.85: Amap (X, x)→ (Y, y) is aC∗-weak equivalence if and only if for every integer
n ≥ 0 there are naturally induced isomorphisms between C∗-homotopy groups
π∗n(X, x) // π
∗
n(Y, y).
Proof. Using the properties of the natural transformation id→ Ex
J∗
C∗−Spc appearing in
Proposition 3.83 and the Whitehead theorem for localizations of model categories, it
follows that X → Y is a C∗-weak equivalence if and only if
Ex
J∗
C∗−Spc X // Ex
J∗
C∗−Spc Y
is a pointwise weak equivalence. 
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TNext we show a characterization of the class of C∗-weak equivalences.Proposition 3.86: The class of C∗-weak equivalences is the smallest class of maps ∗ −weqof cubical C∗-spaces which satisfies the following properties.• ∗ −weq is saturated.
• ∗ −weq contains the class of exact projective weak equivalences.
• ∗ −weq contains the elementary matrix invariant weak equivalences
A ⊗K // A.
and the elementary C∗-weak equivalences
C(I,A) // A.
• Suppose there is a pushout square of cubical C∗-spaces where f is in ∗ −weq:
X
g
−−→ Z
f
y yh
Y −−→ W
If g is a projective cofibration, then h is in ∗ −weq. If f is a projective cofibration, then
h is a projective cofibration contained in ∗ −weq.
• Suppose X : I → C∗ − Spc is a small filtered diagram such that for every i → j, the
induced map X(i)→ X( j) is a map in ∗ −weq. Then the induced map
X(i) // colimj∈i↓I
X( j)
is in ∗ −weq.
It is clear that the class of C∗-weak equivalences satisfies the first, second and third
conditions in Proposition 3.86.
The first part of the fourth item holds because the homotopy invariant projective
model structure is left proper, while the second part holds because acyclic cofibrations
are closed under pushouts in any model structure.
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TIf X → Y is a map of diagrams as in the fifth part, [33, Proposition 17.9.1] impliesthere is an induced C∗-weak equivalencecolimi∈I X(i) // colimi∈I Y(i).
Now consider the small filtered undercategory i ↓ Iwith objects the maps i→ j in
I, and with maps the evident commutative triangles of objects. Applying the above
to X(i)→ X implies the last item. Note that in the formulation of the last itemwemay
replace colimits by homotopy colimits.
The proof of Proposition 3.86makes use of a functorial fibrant replacement functor
in the homotopy invariant projective model structure. Denote by
idC∗−Spc // (−)
f
C(I)
the fibrant replacement functor obtained by applying the small object argument to
the set of (isomorphism classes of) elementary C∗-weak equivalences.
With these preliminaries taken care of we are ready to begin the proof.
Proof. (of Proposition 3.86.) Every elementary weak equivalence A → C(I,A) is
contained in ∗ −weq. We shall prove that any C∗-weak equivalence X → Y can
be constructed from elementary weak equivalences using constructions as in the
statement of the proposition.
There is a commutative diagram:
X −−→ Yy y
X
f
C(I)
−−→ Y
f
C(I)
The vertical maps are constructed out of direct colimits of pushouts of elementary
weak equivalences. The third and fourth items imply that the vertical maps are
contained in ∗ −weq. On the other hand, saturation for C∗-weak equivalences and the
definingproperty of the fibrant replacement functor imply the lowerhorizontalmap is
a projective C∗-weak equivalence. This implies that it is amatrix exact projective weak
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Tequivalence. Since ∗ −weq contains all matrix exact projective weak equivalencesaccording to the second and third conditions, the lower horizontal map is containedin ∗ −weq. Thus saturation, or the two-out-of-three property, for the class ∗ −weqwhich holds by the first item implies the C∗-weak equivalence X → Y is contained in∗ −weq. 
In order to construct a fibrant replacement functor for the injective homotopy
invariant model structure we shall proceed a bit differently. A flasque cubical C∗-
space Z is called quasifibrant if the maps Z(A) → Z(A ⊗ K) - corresponding to
matrix invariance - andZ(A)→ Z
(
C(I,A)
)
- corresponding to homotopy invariance
- are weak equivalences for every C∗-algebra A. We note that every C∗-projective
fibrant cubical C∗-space is quasifibrant.
For a C∗-space X, we set
(Ex
cyl(E,K )
Sing•

X)0 ≡ Sing
•

X
and form inductively pushout diagrams∐
αn sα
//

Sing•

(Ex
cyl(E,K )
Sing•

X)n
∐
αn tα
// (Ex
cyl(E,K )
Sing•

X)n+1
indexed by the set αn of all commutative diagrams
sα //

Sing•

(Ex
cyl(E,K )
Sing•

X)n

tα // ∗
where sα→ tα is member of J
cyl(E)
C∗−Spc
∪ J
cyl(K )
C∗−Spc
. There is an inducedmap fromX to the
colimit Ex
cyl(E,K )
Sing•

X of the sequential diagram of alternating injective acyclic C∗-weak
equivalences according to Example 2.8, Corollary 3.74 and J
cyl(E)
C∗−Spc
∪ J
cyl(K )
C∗−Spc
-acyclic
cofibrations:
· · · // (Ex
cyl(E,K )
Sing•

X)n // Sing
•

(Ex
cyl(E,K )
Sing•

X)n // (Ex
cyl(E,K )
Sing•

X)n+1 // · · · (34)
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TLemma 3.87: There is an endofunctor Excyl(E,K )Sing• of C∗ − Spc and a natural transformationidC∗−Spc // Excyl(E,K )Sing•such that Excyl(E,K )Sing•

X is quasifibrant for every cubical C∗-space X and the map
X // Ex
cyl(E,K )
Sing•

X
is an injective acyclic C∗-weak equivalence.
Proof. The natural transformation exists by naturality of the map X → Ex
cyl(E,K )
Sing•

X
from X to the colimit of (34), and by [33, Proposition 17.9.1] it is an injective acyclic
C∗-weak equivalence. To show quasifibrancy, note that homotopy invariance holds
on account of the singular functor and that Ex
cyl(E,K )
Sing•

X has the right lifting property
with respect to J
cyl(E)
C∗−Spc
∪ J
cyl(K )
C∗−Spc
since the domains and codomains of maps in the
latter set preserve sequential colimits. 
Corollary 3.88: Let
idC∗−Spc // R
denote a fibrant replacement functor in the pointwise injective model structure. Then
idC∗−Spc // REx
cyl(E,K )
Sing•

is a fibrant replacement functor in the injective homotopy invariant model structure.
Proof. For every cubical C∗-space X the composite map
X // Ex
cyl(E,K )
Sing•

X // R(Ex
cyl(E,K )
Sing•

X)
is an injective acyclicC∗-weak equivalence byLemma3.87 and thedefiningproperty of
R. Moreover,R(Ex
cyl(E,K )
Sing•

X) is clearly injective fibrant, matrix invariant andhomotopy
invariant. To show that it is flasque, note that for every exact square E the diagram
Ex
cyl(E,K )
Sing•

(E) ≡
Ex
cyl(E,K )
Sing•

(A) −−→ Ex
cyl(E,K )
Sing•

(E)y y
∗ −−→ Ex
cyl(E,K )
Sing•

(B)
(35)
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Tis homotopy cartesian due to Lemma 3.87. Applying the pointwise injective fibrantreplacement functor R yields a pointwise weak equivalence between (35) and:RExcyl(E,K )
Sing•

(E) ≡
REx
cyl(E,K )
Sing•

(A) −−→ REx
cyl(E,K )
Sing•

(E)y y
∗ −−→ REx
cyl(E,K )
Sing•

(B)
(36)
It follows that (36) is homotopy cartesian [33, Proposition 13.3.13]. 
Next we note the homotopy invariant projective model structure is compatible
with the monoidal structure. The proof is analogous to the proof of Proposition 3.56,
using that for C∗-algebras A and B, cyl
(
C(I,A)→ A
)
⊗ B = cyl
(
C(I,A ⊗ B)→ A ⊗ B
)
.
Proposition 3.89: The homotopy invariant projective model structure on C∗ − Spc is
monoidal.
Lemma 3.90: If X is projective cofibrant and Z is C∗-projective fibrant, then the internal
hom objectHom(X,Z) is C∗-projective fibrant.
Lemma 3.91: If X is a projective cofibrant cubical C∗-space, then(
− ⊗X,Hom(X,−)
)
is a Quillen adjunction for the homotopy invariant projective model structure on C∗ − Spc.
The above has the following consequence.
Lemma 3.92: The following statements hold and are equivalent.
• If i : X֌ Y and j : U ֌ V are projective cofibrations and either i or j is a C∗-weak
equivalence, then so is
X ⊗V
∐
X⊗UY ⊗U
//Y ⊗V.
• If j : U ֌ V is a projective cofibration and k : Z ։W is a projective C∗-fibration,
then the pullback map
Hom(V,Z) // Hom(V,W)×Hom(U,W) Hom(U,Z)
is a projective C∗-fibration which is C∗-acyclic if either j or k is.
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T• With the same assumptions as in the previous item, the induced maphomC∗−Spc(V,Z) // homC∗−Spc(V,W) ×homC∗−Spc(U,W) homC∗−Spc(U,Z)is a Kan fibration which is a weak equivalence of cubical sets if in addition either j or k
is C∗-acyclic.
Lemma 3.93: A map of cubical C∗-spaces X → Y is a C∗-weak equivalence if and only if for
every projective C∗-fibrantZ the induced map of internal hom objects
Hom(QY,Z) // Hom(QX,Z) (37)
is a pointwise weak equivalence.
Proof. Lemma 3.90 implies (37) is a map between C∗-projective fibrant objects. Hence,
by Lemma 3.77, (37) is a C∗-weak equivalence if and only if for every C∗-algebra A the
induced map
Hom(QY,Z)(A) // Hom(QX,Z)(A),
or equivalently
homC∗−Spc
(
QY,Hom(A,Z)
)
// homC∗−Spc
(
QX,Hom(A,Z)
)
is a weak equivalence of cubical sets. Since every C∗-algebra is projective cofibrant
according to Lemma 3.6, the internal hom object Hom(A,Z) is C∗-projective fibrant
again by Lemma 3.90. 
The next result follows now from [35, Theorem 4.3.2].
Corollary 3.94: The total derived adjunction of (⊗,Hom) gives a closed symmetric monoidal
structure on the unstable C∗-homotopy category H. The associativity, commutativity and
unit isomorphisms are derived from the corresponding isomorphisms in C∗ − Spc.
Remark 3.95: Comparing with the corresponding derived adjunction obtained from
the closed monoidal structure on ∆C∗ − Spc and the Quillen equivalent homotopy
invariant model structure, we get compatible closed symmetric monoidal structures
on the unstable C∗-homotopy category.
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T3.5 Pointed model structuresIt is straightforward to show the results for the model structures on C∗ − Spc haveanalogs for the categories C∗ − Spc0 of pointed cubical C∗-spaces and ∆C∗ − Spc0of pointed simplicial C∗-spaces. Let H∗ denote the unstable pointed C∗-homotopy
category. In this section we identify a set of compact generators for H∗, formulate
Brown representability for H∗ and compute Kasparov’s KK-groups of C∗-algebras as
maps in H∗. To prove this result we use the simplicial category ∆C∗ − Spc0.
The next observation will be used in the context of cubical C∗-spectra.
Lemma 3.96: Suppose X is projective cofibrant andZ C∗-projective fibrant in C∗ − Spc0.
Then the pointed internal hom objectHom
0
(X,Z) is C∗-projective fibrant.
Proof. There is a pullback diagram of cubical C∗-spaces:
Hom
0
(X,Z) //

Hom(X,Z)

∗ // Hom(∗,Z)
By monoidalness in the form of Lemma 3.92 the right vertical map is a C∗-projective
fibration. Now use that fibrations pull back to fibrations in everymodel structure. 
SupposeM is a pointedmodel category. Recall thatG is a set ofweakgenerators for
Ho(M) if for every nontrivialY ∈ Ho(M) there is anX ∈ G such thatHo(M)(ΣnX,Y)
is nontrivial. An object X ∈ Ho(M) is called small if, for every set {Xα}α∈λ of objects
ofHo(M), there is a naturally induced isomorphism
colim
λ′⊆λ,|λ′|<∞
Ho(M)(X,
∐
α∈λ′ Xα) // Ho(M)(X,
∐
α∈λXα).
By [35, Section 7.3] the cofibers of the generating cofibrations in any cofibrantly
generated model category M form a set of weak generators for Ho(M). However,
it is more subtle to decide whether these weak generators are small in Ho(M). The
argument given in [35, Section 7.4] relies not only on smallness properties of the
domains and codomains of the generating cofibrations of M, but also on detailed
knowledge of the generating trivial cofibrations. For further details we refer to the
proof of the analogous stable result Theorem 4.29.
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TTheorem 3.97: The cofibers of the generating projective cofibrations{A ⊗ (∂n ⊂ n)+}n≥0Aform a set of compact generators for the pre-triangulated homotopy categoryH∗ of the homotopyinvariant model structure on pointed cubical C∗-spaces.
Next we formulate Brown representability for contravariant functors from the
pointed homotopy category of C∗-spaces to pointed sets.
Theorem 3.98: Suppose the contravariant functor F from H∗ to Set∗ satisfies the following
properties.
• F (0) is the one-point set.
• For every set {Xα} of objects in C
∗ − Spc0 there is a naturally induced bijective map
F (
∨
Xα) //
∏
F (Xα).
• For every pointed projective cofibration X → Y and pushout diagram
X //

Y

Z //Z∪X Y
there is a naturally induced surjective map
F (Z∪X Y) // F (Z) ×F (X) F (Y).
Then there exists a pointed cubical C∗-spaceW and a natural isomorphism
H∗(−,W) = F (−).
Proof. Theorem 3.97 and left properness imply the C∗-projective model structure on
C∗ −Spc0 satisfies the assumptions in Jardine’s representability theorem for pointed
model categories [39]. 
Remark 3.99: Left properness ensures the contravariant pointed set valued functor
H∗(−,W) satisfies the conditions in the formulation of Theorem 3.98.
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TLemma 3.100: If X is a projective cofibrant pointed C∗-space, then there is a Quillen mapX ⊗ − : C∗ − Spc0 // C∗ − Spc0 : Hom(X,−)ooof the homotopy invariant model structure.
Lemma 3.101: Suppose X is a projectiveC∗-fibrant pointed cubical C∗-space. Then for every
C∗-algebra A and integer n ≥ 0 there is a natural isomorphism
πnX(A) = H
∗(A ⊗ Sn,X).
Proof. Let ≃ be the equivalence relation generated by cubical homotopy equivalence.
Since ΩS1X is projective C
∗-fibrant by the assumption on X, the Yoneda lemma and
Proposition 2.23 imply there are isomorphisms
πnX(A) = πn homC∗−Spc0(A,X)
= C∗ − Spc0(A,Ω
n
S1
X)/ ≃
= H∗(A ⊗ Sn,X).

In the next theorem we use unstable C∗-homotopy theory to represent Kasparov’s
KK-groups. The proof we give makes extensive use of K-theoretic techniques which
are couched in simplicial sets; it carries over to the cubical setting in the likely event
that the cubical nerve furnishes an equivalent way of constructing K-theory. Section
5.5 gives a fuller reviewof theK-theorymachinery behind categorieswith cofibrations
and weak equivalences.
Theorem 3.102: Let F be a C∗-algebra. The pointed simplicial C∗-space
FRep : C∗ −Alg // ∆Set0
defined by
FRep(E) ≡ K
(
Rep(F,E)
)
= Ω|NhtS•Rep(F,E) |
is projective C∗-fibrant. For n ≥ 0 there is a natural isomorphism
KKn−1(F,E) = H
∗(E ⊗ Sn, FRep).
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THere Rep(A,B) is the idempotent complete additive category of representationsbetween C∗-algebras A and B. It is a category with cofibrations the maps which aresplit monomorphisms and weak equivalences the isomorphisms. Now passing tothe K-theory of Rep(A,B) by using a fibrant geometric realization functor we get apointed simplicial C∗-space FRep for every C∗-algebra F. Next we briefly outline the
part of the proof showing FRep is exact projective fibrant: It is projective fibrant by
construction (every simplicial abelian group is fibrant). To show it is flasque we shall
trade Rep(A,B) for the category Chb
(
Rep(A,B)
)
of bounded chain complexes. The
extra information gained by passing to chain complexes allows us to finish the proof.
The canonical inclusion of Rep(A,B) into Chb
(
Rep(A,B)
)
as chain complexes of
length one induces an equivalence in K-theory [78, Theorem 1.11.7]. Thus we may
assumeRep(A,B) acquires a cylinder functor and satisfies the cylinder, extension and
saturation axioms. Applying the fibration theorem [81, Theorem 1.6.4] furnishes for
every short exact sequence (18) of C∗-algebras with a completely positive splitting the
desired homotopy fiber sequence
FRep(A) // FRep(E) // FRep(B).
The second part of Theorem 3.102 follows by combining the first part with Lemma
3.101 and work of Kandelaki [44].
Toprepare ground for the proof of Theorem3.102we shall recall somenotions from
[44] and [46]. In particular, we shall consider categories enriched in the symmetric
monoidal category of C∗-algebras, a.k.a. C∗-categories. The category of Hilbert spaces
andbounded linearmaps is an example. Every unital C∗-algebra defines aC∗-category
with one object and with the elements of the algebra as maps.
If B is a C∗-algebra, then a Hilbert B-moduleH consists of a countably generated
rightHilbertmodule overB equippedwith an inner product 〈 | 〉 : H×H → B. Denote
byH (B) the additive C∗-category ofHilbert B-moduleswith respect to sums ofHilbert
modules and by K(B) its C∗-ideal of compact maps. Next we consider pairs (H , ρ)
whereH ∈ H (B) and ρ : A→ L(H ) is a ∗-homomorphism. Here L(H ) is the algebra
of linear operators onH which admit an adjoint with respect to the inner product. A
map (H , ρ)→ (H ′, ρ′) consists of a map f : H → H ′ inH (B) such that fρ(a) − ρ′(a) f
is in K(B)(H ,H ′) for all a ∈ A. This defines the structure of an additive C∗-category
inherited from H (B). Let Rep(A,B) denote its universal pseudoabelian C∗-category.
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TIts objects are triples (H , ρ, p) where p : (H , ρ)→ (H , ρ) satisfies p = p∗ and p2 = p, andmaps (H , ρ, p) → (H ′, ρ′, p′) consists of maps of pairs f : (H , ρ) → (H ′, ρ′) as above,subject to the relation f p = p′ f = f . We note that triples are added according to theformula (H , ρ, p) ⊕ (H ′, ρ′, p′) ≡ (H ⊕H ′, ρ ⊕ ρ′, p ⊕ p′).
Let Chb
(
Rep(A,B)
)
be the chain complex category of bounded chain complexes
Eb : 0 → Em → · · · → En → 0 in the additive category Rep(A,B). It acquires the
structure of a category with cofibrations and weak equivalences htChb
(
Rep(A,B)
)
in
the sense of Waldhausen [81] with cofibrations the degreewise split monomorphisms
and weak equivalences the maps whose mapping cones are homotopy equivalent to
acyclic complexes in Chb
(
Rep(A,B)
)
.
If f : Eb → Fb is a map in Chb
(
Rep(A,B)
)
, let T( f ) be the bounded chain complex
given
T( f )p ≡ Ep ⊕ Ep−1 ⊕ Fp.
The boundary maps of T( f ) are determined by the matrix:
dEb −id 0
0 −dEb 0
0 f dFb

There exist natural inclusions of direct summands iEb : E
b ⊂ T( f ) and iFb : F
b ⊂ T( f ).
These maps fit into the commutative diagram:
Eb
i
Eb //
f
!!D
DD
DD
DD
D
T(F)
π

Fb
i
Fboo
{{
{{
{{
{{
Fb
Here π is defined degreewise by πp ≡ ( f , 0, id). Standard chain complex techniques
imply htChb
(
Rep(A,B)
)
satisfies the cylinder axioms [81, §1.6].
Lemma3.103: If f : Eb → Fb is a chainmap, thenπ is a chain homotopy equivalence, iEb⊕iFb
is a degreewise split monomorphisms and T(0→ Fb) = Fb, π = iFb = idFb .
Moreover, the next lemma shows that htChb
(
Rep(A,B)
)
satisfies the extension
axiom formulated in [81, §1.2].
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TLemma 3.104: Suppose Bb // Eb // AbB˜b // E˜b // A˜b
is a map of cofibration sequences in Chb
(
Rep(A,B)
)
. If the left and right vertical maps are
weak equivalences, then so is the middle vertical map.
Next we note that Chb
(
Rep(A,B)
)
satisfies the saturation axiom [81, §1.2].
Lemma 3.105: If f and g are composable maps in Chb
(
Rep(A,B)
)
and two of the maps f , g
and f g are weak equivalences, then the third map is a weak equivalence.
Suppose F is a C∗-algebra. Applying the functor Chb
(
Rep(F,−)
)
to a completely
positive split short exact sequence 0→ A→ E→ B→ 0 yields functors
Chb
(
Rep(F,A)
)
// Chb
(
Rep(F,E)
)
// Chb
(
Rep(F,B)
)
.
Denote by h˜tChb
(
Rep(F,E)
)
the categoryChb
(
Rep(F,E)
)
with cofibrations degreewise
split monomorphisms and weak equivalences the chain maps with mapping cones
homotopy equivalent to acyclic complexes in Chb
(
Rep(F,B)
)
. It inherits a cylinder
functor from htChb
(
Rep(F,E)
)
.
Lemma 3.106: The category h˜tChb
(
Rep(F,E)
)
satisfies the extension and saturation axioms
and acquires a cylinder functor satisfying the cylinder axioms.
Define htChb
(
Rep(F,E)
)h˜t
to be the full subcategory of htChb
(
Rep(F,E)
)
whose
objects are Eb such that 0→ Eb is a weak equivalence in h˜tChb
(
Rep(F,E)
)
. It acquires
the structure of a category with cofibrations and weak equivalences inherited from
htChb
(
Rep(F,E)
)
. With these definitions there are equivalences
htChb
(
Rep(F,E)
)h˜t
≃ htChb
(
Rep(F,A)
)
and
h˜tChb
(
Rep(F,E)
)
≃ htChb
(
Rep(F,B)
)
.
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TClearly every weak equivalence in htChb(Rep(F,E)) is also a weak equivalence inh˜tChb(Rep(F,E)). Thus by [81, Theorem 1.6.4] there is a homotopy cartesian square:htChb(Rep(F,A)) //

h˜tChb
(
Rep(F,E)
)h˜t
≃ ∗

htChb
(
Rep(F,E)
)
// htChb
(
Rep(F,B)
)
This implies FRep is flasque. Theorem 3.102 follows now simply by combining the
isomorphism
πnF
Rep(E) = KKn−1(F,E)
for n ≥ 0 [44, Theorem 1.2] and Lemma 3.101.
The results in [44] employed in the above hold equivariantly. Thus we may infer:
Theorem 3.107: Let F be a G − C∗-algebra where G is compact second countable. Then the
pointed simplicial G − C∗-space
FRep : G − C∗ −Alg // ∆Set0
defined by
FG−Rep(E) ≡ K
(
G − Rep(F,E)
)
= Ω|NhtS•G − Rep(F,E) |
is projective G − C∗-fibrant. For n ≥ 0 there is a natural isomorphism
G − KKn−1(F,E) = G −H
∗(E ⊗ Sn, FG−Rep).
Here, the left hand side denotes the G-equivariant Kasparov KK-groups and the right hand
side maps in the unstable pointed G-equivariant C∗-homotopy category.
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T3.6 Base changeFor every C∗-algebra A the slice category C∗ − Spc ↓ A consists of cubical C∗-spacestogether with a map to A. Maps in C∗ − Spc ↓ A are maps in C∗ − Spc which arecompatible with the givenmaps toA. We claim C∗−Spc ↓ A acquires the exact same
four types of model structures as C∗−Spc by defining the relevant homotopical data
via the forgetful functor
C∗ − Spc ↓ A // C∗ − Spc.
In the slice category setting themodel structures onC∗−Spc correspond to the trivial
C∗-algebra. More generally, we have the following result.
Lemma 3.108: For any of the pointwise, exact, matrix invariant and homotopy invariant
model structures on C∗ − Spc the slice category C∗ − Spc ↓ X has a corresponding
combinatorial and weakly finitely generated left proper model structure where a map f is a
weak equivalence (respectively cofibration, fibration) in C∗ − Spc ↓ X if and only if f is a
weak equivalence (respectively cofibration, fibration) in C∗ − Spc.
Proof. The existence of the model structure follows from [33, Theorem 7.6.5]. Since
pushouts are formed by taking pushouts of the underlying maps in C∗ − Spc, it
follows that C∗−Spc ↓ X is left proper since C∗−Spc is so. With these definitions it
is trivial to check that the (acyclic) cofibrations are generated by generating (acyclic)
cofibrations over X. 
Remark 3.109: There is a straightforward analog of Lemma 3.108 for pointed cubical
and pointed simplicial C∗-spaces. We leave the formulation of Brown representability
in this setting to the reader.
If f : X → Y is a map between cubical C∗-spaces, there is an induced Quillen pair
between the corresponding slice categories:
f! : C
∗ − Spc ↓ X // C∗ − Spc ↓ Y : f ∗oo (38)
The left adjoint is defined by (Z → X) 7→ (Z → X → Y) and the right adjoint by
(Z → Y) 7→ (Z ×Y X → X). When f is a weak equivalence between fibrant objects,
then the adjunction (38) is a Quillen equivalence, but without the fibrancy condition
this may fail.
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TFor objects X andY of C∗ − Spc let X ↓ C∗ − Spc ↓ Y be the category of objectsof C∗ − Spc under X and over Y in which an object is a diagram X → Z → Y ofmaps of cubical C∗-spaces. A map from X → Z → Y to X → W → Y consists ofa map f : Z →W such that the obvious diagram commutes. The next result can beproved using similar arguments as in the proof of Lemma 3.108 and there are direct
analogs for pointed cubical and pointed simplicial C∗-spaces which we leave implicit.
Lemma 3.110: For any of the pointwise, exact, matrix invariant and homotopy invariant
model structures on C∗−Spc and for every pair of cubical C∗-spacesX andY the category
X ↓ C∗ − Spc ↓ Y has a corresponding combinatorial and weakly finitely generated left
proper model structure where f is a weak equivalence (respectively cofibration, fibration) in
X ↓ C∗ − Spc ↓ Y if and only ifZ →W is a weak equivalences (respectively cofibration,
fibration) in C∗ − Spc.
The K-theory of a C∗-algebra or more generally of a cubical C∗-space Z uses
the homotopy theory of the retract category (Z,C∗ − Spc,Z) with objects triples
(X, i : Z → X, r : X → Z) where ri = id and maps f : (X, i : Z → X, r : X → Z) →
(X, j : Z→ Y, s : Y → Z) respecting the retractions and sections.
We have the following variant of Lemma 3.110.
Lemma 3.111: For any of the pointwise, exact, matrix invariant and homotopy invariant
model structures on C∗ − Spc the retract category (Z,C∗ − Spc,Z) of a cubical C∗-
space Z has a corresponding combinatorial and weakly finitely generated left proper cubical
model structure where f is declared a weak equivalence (respectively cofibration, fibration) in
(Z,C∗ − Spc,Z) if and only if X → Y is a weak equivalences (respectively cofibration,
fibration) in C∗ − Spc.
Since it is perhaps not completely obvious we define the cubical structure of
(Z,C∗ − Spc,Z). If K is a cubical set the tensor
(X, i : Z→ X, r : X → Z) ⊗ K
is defined as the pushout of the diagram
Z  Z⊗ 0 Z⊗ Koo // X ⊗ K,
while the cotensor
(X, i : Z→ X, r : X →Z)K
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Tis defined as the pullback of the diagramZ  Z0 //ZK XK.ooThe cubical function complex
hom(Z,C∗−Spc,Z)
(
(X, i : Z→ X, r : X → Z), (X′, i′ : Z→ X′, r′ : X′ →Z)
)
of X and X′ is the subcomplex of homC∗−Spc(X,X′) comprising maps which respect
the retraction and section [65, II. 2 Proposition 6].
Remark 3.112: We leave implicit the formulations of the corresponding equivariant
results in this section. Several functoriality questions arise when the groups vary.
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T4 Stable C∗-homotopy theoryStable homotopy theory in the now baroque formulation of spectra is bootstrapped torepresent all generalized homology and cohomology theories for topological spaces.We are interested in an analogous theory for cubical C∗-spaceswhich captures suitably
defined cohomology and homology theories in one snap maneuver. The mixing of
C∗-algebras and cubical sets in C∗ −Spc allows us to vary the suspension coordinate
in a manner which is out of reach in the more confined settings of C∗ −Alg and Set.
Indeed the “circle” Cwewill be using is the tensor product S1⊗C0(R) of the standard
cubical set model 1/∂1 for the topological circle and the C∗-algebra of complex-
valued continuous functions on the real numbers which vanish at infinity. In the
modern formulation of stable homotopy theory the use of symmetric spectra obviate
ordinary spectra by solving the problem of finding amonoidal model structure which
is Quillen equivalent to the stable model structure. To set up the stable C∗-homotopy
theory we consider symmetric spectra of pointed cubical C∗-spaces with respect to C.
A great deal of the results can be proved by referring to the works of Hovey [36] and
Jardine [40], a strategy we will follow to a large extend. Another valuable viewpoint
which offers considerable flexibility and opens up some new subjects to explore is to
consider model structures on enriched functors from the subcategory fpC∗ − Spc of
finitely presentable cubical C∗-spaces into C∗−Spc. This falls into the realms of [22].
4.1 C∗-spectra
We start out by adapting the definition of spectra to our setting.
Definition 4.1: The category SptC of cubical C
∗-spectra consists of sequences E ≡
(En)n≥0 of pointed cubical C
∗-spaces equipped with structure maps σEn : ΣCEn → En+1
where ΣC ≡ C ⊗ − is the suspension functor. A map f : E → F of cubical C
∗-spectra
consists of compatible maps of pointed cubical C∗-spaces fn : En → Fn in the sense
that the diagrams
ΣCEn
ΣC⊗ fn

σEn // En+1
fn+1

ΣCFn
σFn
// Fn+1
commute for all n ≥ 0.
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TWhat follows is a list of examples of cubical C∗-spectra we will be working with.Example 4.2: The suspension cubical C∗-spectrum of a C∗-space X is given byΣ∞CX ≡ {n  // C⊗n ⊗X}
with structure maps the canonical isomorphisms ΣCC
⊗n⊗X → C⊗(n+1)⊗X. The sphere
spectrum is the suspension cubical C∗-spectrum Σ∞
C
C of the complex numbers.
Example 4.3: If E is a cubical C∗-spectrum and X is a pointed cubical C∗-space, there
is a cubical C∗-spectrum E ∧ X with nth level En ⊗ X and structure maps σEn ⊗ X.
The suspension E ∧ C of E is left adjoint to the C-loops cubical C∗-spectrum ΩCE
of E defined by setting (ΩCE)n ≡ ΩC(En) = Hom(C,En) and with structure maps
σΩCEn : C⊗ΩC(En)→ ΩC(En+1) adjoint to the composite C⊗ΩC(En)⊗C→ C⊗En → En+1.
Example 4.4: The fake suspension ΣCE of E has nth level C ⊗ En and structure maps
σΣCEn ≡ C ⊗ σ
E
n . We note that ΣC : SptC → SptC is left adjoint to the fake C-loops
functor Ωℓ
C
defined by Ωℓ
C
(E) ≡ ΩC(En) and with structure maps adjoint to the maps
ΩC(˜σEn ) : ΩC(En) → Ω
2
C
(En+1). It is important to note that the adjoint of the structure
map σΩCEn differs fromΩC(˜σ
E
n ) by a twist of loop factors. In particular, the fake C-loops
functor is not isomorphic to the C-loops functor.
Example 4.5: If X is a pointed cubical C∗-space, denote by homSptC(X,E) the cubical
C∗-spectrum homSptC(K,E)n ≡ homC∗−Spc0(K,En) with structure maps adjoint to the
composite maps C ⊗ homC∗−Spc0(K,En) ⊗ K → C ⊗ En → En+1. With these definitions
there is a natural bijection
SptC(E ∧ K,F ) = SptC
(
E,homSptC(K,F )
)
.
The function complex homSptC(E,F ) of cubical C
∗-spectra E andF are defined in level
n as all maps E ∧ n+ → F of cubical C
∗-spectra.
Example 4.6: The mth shift E[m] of a cubical C∗-spectrum E is defined by
E[m]n ≡
Em+n m + n ≥ 0∗ m + n < 0.
The structure maps are reindexed accordingly.
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TExample 4.7: The layer filtration of E is obtained from the cubical C∗-spectra LmEdefined by (LmE)n ≡ En n ≤ mC⊗n−m ⊗ Em n > m.
There is a canonical map Σ∞
C
Em[−m]→ LmE and Lm+1E is the pushout of the diagram:
Σ∞
C
(Em+1)[−m − 1] Σ
∞
C
(C ⊗ Em)[−m − 1]oo // LmE
Observe that E and colim LmE are isomorphic.
Amap f : E → F is a levelweak equivalence (respectively fibration) if fn : En → Fn
is a C∗-weak equivalence (respectively projective C∗-fibration). And f is a projective
cofibration if f0 and the maps
En+1
∐
ΣCEn
ΣCFn // Fn+1
are projective cofibrations for all n ≥ 0. By the results in [36, §1] we have:
Proposition 4.8: The level weak equivalences, projective cofibrations and level fibrations
furnish a combinatorial, cubical and left proper Quillen equivalent model structure on SptC.
Our next objective is to define the stablemodel structure as a Bousfield localization
of the level model structure. The fibrant objects in the localized model structure have
been apprehended asΩ-spectra since the days of yore. In our setting this amounts to
the following definition.
Definition 4.9: A cubical C∗-spectrum Z is stably fibrant if it is level fibrant and all
the adjoints σ˜Zn : Zn → Hom(C,Zn+1) of its structure maps are C
∗-weak equivalences.
The stably fibrant cubical C∗-spectra determine the stable weak equivalences of
cubical C∗-spectra. Stable fibrations are maps having the right lifting property with
respect to all maps which are projective cofibrations and stable weak equivalences.
Definition 4.10: A map f : E → F of cubical C∗-spectra is a stable weak equivalence
if for every stably fibrantZ taking a cofibrant replacement Q f : QE → QF of f in the
level model structure on SptC yields a weak equivalence of pointed cubical sets
homSptC(Q f ,Z) : homSptC(QF ,Z)
// homSptC(QE,Z).
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TExample 4.11: ThemapΣ∞C Em[−m]→ LmEmentioned in Example 4.7 is a stable weakequivalence.By specializing the collection of results in [36, §3] to our setting we have:Theorem 4.12: The classes of stable weak equivalences and projective cofibrations define a
combinatorial, cubical and left proper model structure on SptC. Let SH
∗ denote the associated
stable homotopy category of C∗-algebras.
Denote by ιE : E → ΘE ≡ Ω
ℓ
C
E[1] the natural map where (ΘE)n ≡ Hom(C,En+1)
and σΘEn ≡ Hom(C, σ˜
E
n). The stabilization Θ
∞E of E is the colimit of the diagram:
E
ιE // ΘE
ΘιE // Θ2E
Θ2ιE // · · ·
By [36, Proposition 4.6] we get the following result because Hom(C,−) preserves
sequential colimits according to Example 2.7 and the projective homotopy invariant
model structure on C∗ − Spc0 is almost finitely generated.
Lemma 4.13: The stabilization of every level fibrant cubical C∗-spectrum is stably fibrant.
Now let fE : E → RE be a natural level fibrant replacement for E in SptC, meaning
that fE a level weak equivalence and projective cofibration and RE is level fibrant.
Lemma 4.13 motivates the next definition.
Definition 4.14: Let ι˜E : E → Θ∞RE be the composite of fE and ι∞RE : RE → Θ
∞RE.
We have the following convenient characterization of stable weak equivalences
given by [36, Theorem 4.12] and a corollary which shows that certain stable maps can
be approximated by unstable maps [36, Corollary 4.13].
Theorem 4.15: Amap f : E → F is a stable weak equivalence if and only if the induced map
ι˜E( f ) : Θ
∞RE → Θ∞RF is a level weak equivalence.
Corollary 4.16: IfX is a finitely presentable cofibrant cubicalC∗-space andF is level fibrant,
then there is a canonical isomorphism
SH∗(Σ∞CX,F ) = colimn
H∗(X,ΩnCFn). (39)
In addition, if F is stably fibrant so that all of the transition maps in the directed system in
(39) are isomorphisms, then there is a canonical isomorphism
SH∗(Σ∞CX,F ) = H
∗(X,F0).
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TNext we characterize an important class of stable fibrations.Lemma 4.17: A level fibration f : E → F with a stably fibrant target is a stable fibration ifand only if the diagram E //
f

Θ∞RE
ι˜E( f )

F // Θ∞RF
is a homotopy pullback in the levelwise model structure on C∗ − SpcC.
Proof. See the proof of Corollary 3.41. 
Lemma 4.18: The loop functor E 7→ ΩCE preserves stable weak equivalences between level
fibrant objects.
Proof. If E is level fibrant there is an isomorphism Θ∞(ΩCE)n = ΩC(Θ
∞E)n. 
Next we seek an interpretation of stable weak equivalences in terms of bigraded
stable homotopy groups πp,q for integers p, q ∈ Z. Suppose E is level fibrant and
consider the sequential diagram:
· · · // En
σ˜C
// ΩCEn+1
ΩCσ˜C
// Ω2
C
En+2
Ω2
C
σ˜C
// · · ·
In A-sections, the homotopy group πpΘ
∞En(A) is isomorphic to the colimit of the
sequential diagram:
· · · // πp(En)(A)
πp (˜σC)(A)
// πp(ΩCEn+1)(A)
πp(ΩCσ˜C)(A)
// πp(Ω2CEn+2)(A)
//
πp(Ω2Cσ˜C)(A)
// · · ·
Passing to the homotopy category associated with the stable model structure on
SptC ↓ A, we can recast the latter diagram as:
· · · // [Sp,En|A] // [Sp ⊗ C,En+1|A] // [Sp ⊗ C⊗2,En+2|A] // · · ·
In the stable homotopy category SH∗A of pointed cubical C
∗-spaces over A, where
there is no need to impose fibrancy, one obtains from the definition C = S1 ⊗C0(R) an
alternate description of the homotopy groups as the colimit of the sequential diagram:
· · · // [Sp,En|A] // [Sp+1 ⊗ C0(R),En+1|A] // [S
p+2 ⊗ C0(R
2),En+2|A] // · · ·
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TDefinition 4.19: Let E be a cubical C∗-spectrum. The degree p and weight q stablehomotopy group πp,qE is defined in A-sections byπp,qE(A) ≡ colim ([Sp+n ⊗ C0(Rq+n),En|A] // [Sp+n+1 ⊗ C0(Rq+n+1),En+1|A] // · · · ).
In A-sections there are natural isomorphisms
πp,qE(A) = πp−qΘ
∞RE−q(A). (40)
Lemma 4.20: Define ΩS1(−) ≡ Hom(S
1,−) and ΩC0(R)(−) ≡ Hom(C0(R),−). For every
cubical C∗-spectrum E there are isomorphisms
πp,qE =
π0Ω
p−q
S1
Θ∞(RE[−q])0 p ≥ q
π0Ω
q−p
C0(R)
Θ∞(RE[−p])0 p ≤ q.
Proof. There are isomorphisms
colim [Sp+n ⊗ C0(R
q+n),En|A] = colim [S
p−q+n ⊗ C0(R
n),E[−q]n|A]
= colim [Sn ⊗ C0(R
n),Ω
p−q
S1
RE[−q]n|A]
if p ≥ q, and
colim [Sp+n ⊗ C0(R
q+n),En|A] = colim [S
n ⊗ C0(R
q−p+n),E[−p]n|A]
= colim [Sn ⊗ C0(R
n),Ω
q−p
C0(R)
RE[−p]n|A]
if q ≥ p. 
We are ready to give an algebraic characterization of stable weak equivalences.
Lemma 4.21: The map E → F is a stable weak equivalence if and only if there is an induced
isomorphism of bigraded stable homotopy groups
πp,qE = πp,qF .
Proof. A stable equivalence between E and F induces for every integer m ∈ Z a level
weak equivalence Θ∞RE[m] → Θ∞RF [m]. Hence, in all sections, the induced maps
between the bigraded stable homotopy groups of E and F are isomorphisms (40).
Conversely, if πp,qE → πp,qF is an isomorphism of presheaves for p ≥ q ≤ 0, then
again by (40) there is a level weak equivalence Θ∞RE → Θ∞RF . 
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TThe usual approach verifies that stable homotopy groups preserve colimits in thefollowing sense.Lemma 4.22: Let {Ei}i∈I be a filtered diagram of cubical C∗-spectra. Then the natural map
colimi∈I πp,qEi // πp,q(hocolimi∈I Ei)
is an isomorphism for all p, q ∈ Z.
Proof. Without loss of generalitywemay assume the diagram consists of stably fibrant
C∗-spectra. Then the colimit E of the diagram - where En = colimi∈I E
i
n - is stably
fibrant: Each En is a filtered colimit of C
∗-projective fibrant pointed cubical C∗-spaces.
Lemma 3.96 shows that Hom(C,Ei
n+1
) is C∗-projective fibrant. It follows that the map
Ein → Hom(C,E
i
n+1
) is a pointwiseweak equivalence. Using thatHom(C,−) commutes
with filtered colimits we conclude that the adjoints of the structure maps
En = colimi∈I E
i
n
// colimi∈I Hom(C,E
i
n+1
) = ΩCEn+1
are pointwise weak equivalence, and thus C∗-weak equivalences.
There is a natural isomorphism between
colimi∈I π0homC∗−Spc0
(
Sp ⊗ C0(R
p−q),Ei
)
and
π0homC∗−Spc0
(
Sp ⊗ C0(R
p−q), colimi∈I E
i
)
since the functor
homC∗−Spc0
(
Sp ⊗ C0(R
p−q),−
)
commutes with filtered colimits. Now suppose there is a stable weak equivalence
Ei → F i between stably fibrant C∗-spectra for every i ∈ I. Then levelwise there are
pointwise weak equivalences Ein → F
i
n so that the map
colimi∈I E
i
n
// colimi∈I F
i
n
is a pointwise weak equivalence, which implies E → F is a stable weak equivalence.
Hence the homotopy colimit of {Ei}i∈I maps by a natural stable weak equivalence to E
and we are done. 
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TThe next lemma dealing with the cyclic permutation condition on the circle C is akey input in stable C∗-homotopy theory. We shall refer to this lemmawhen comparingC∗-spectrawithC∗-symmetric spectra. It ensures that the stableC∗-homotopy categoryinherits a symmetric monoidal product.
Lemma 4.23: The circle C satisfies the cyclic permutation condition. That is, there exists a
homotopy C ⊗ C⊗ C⊗ C(I)→ C⊗ C⊗ C from the cyclic permutation to the identity on C⊗3.
Proof. In C∗ − Spc0 there is an isomorphism C
⊗3 = S3 ⊗ C0(R
3). Clearly the cyclic
permutation condition holds for the cubical 3-sphere since (321) : S3 → S3, x⊗ y⊗ z 7→
y⊗ z⊗ x, has degree one. Using the isomorphism C0(R
3)⊗C(I) = C0(R
3 × I) the claim
for C0(R
3) follows by defining a homotopy C0(R
3× I)→ C0(R
3) in terms of the matrix:
t 1 − t 0
0 t 1 − t
1 − t 0 t

These two observations imply that C satisfies the cyclic permutation condition. 
Lemma 4.24: For every cubical C∗-space X there is a stable weak equivalence
Σ∞
C
X // ΩC(Σ
∞
C
X ∧ C) // ΩCR(Σ
∞
C
X∧ C).
Proof. Using Lemma 4.23 this follows as in the proof of [40, Lemma 3.14]. 
Theorem 4.25: For every cubical C∗-spectrum E there is a stable weak equivalence
E // ΩC(E ∧ C) // ΩCR(E ∧ C).
Proof. The idea is to reduce the proof to Lemma 4.24 using the layer filtration. Indeed,
since the shift functor preserves stable weak equivalences, Lemma 4.24 implies there
are stable weak equivalences
Σ∞
C
En[−n] // ΩCR(Σ
∞
C
En[−n] ∧ C).
Clearly the functors − ∧ C and ΩCR(− ∧ C) preserve stable weak equivalences and
there is a stable weak equivalence Σ∞
C
En[−n]→ LnE. To conclude the map in question
is a stable weak equivalence we refer to the next lemma, which follows using the
arguments in [40, Lemma 3.12, pp. 498-499]. 
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TLemma 4.26: If E0 → E1 → · · · is a sequential diagram of cubical C∗-spectra such thatEi → ΩCR(Ei∧C) is a stable weak equivalence, then so is colim Ei → ΩCR((colim Ei)∧C).We include the next results for completeness. The proofs can be patched from thearguments in [40, §3.4].
Corollary 4.27: Let E and F be cubical C∗-spectra.
• If E is level fibrant the evaluation mapΩCE ∧ C→ E is a stable weak equivalence.
• A map E ∧ C→ F is a stable weak equivalence if and only if E → ΩCF → ΩCRF is
a stable weak equivalence.
• A map E → F is a stable weak equivalence if and only if E ∧ C→ F ∧ C is so.
• There are natural stable weak equivalences between ΣCE, E[1] and E ∧ C.
• If E is level fibrant there are natural stable weak equivalences betweenΩℓ
C
E, E[−1] and
ΩCE.
As for the circle C, we may define categories of S1-spectra SptS1 and C0(R)-spectra
SptC0(R) of pointed cubical C
∗-spaces and construct level and stable model structures.
In particular, a map E → F of cubical S1-spectra is a stable weak equivalence if and
only if Θ∞RE → Θ∞RF is a pointwise level weak equivalence, i.e. all the induced
maps πpΘ∞RE(A) → πpΘ∞RF (A) of homotopy groups are isomorphisms. Here Θ∞
is defined as above using Hom(S1,−) and R is a fibrant replacement functor in the
level model structure on SptS1 . The group πpΘ
∞RE(A) is isomorphic to the colimit of
the sequential diagram
· · · // [Sp,En|A] // [Sp+1,En+1|A] // [S
p+2,En+2|A] // · · · (41)
in the homotopy category H(C∗ − Spc0 ↓ A). Define πpE in A-sections to be the
colimit of (41). Thus E → F is a stable weak equivalence if and only if there are
induced isomorphisms πpE = πpF for every integer p. Every level fiber sequence
F → E → E′ can be functorially replaced up to level weak equivalence by a fiber
sequence of level fibrant cubical S1-spectra, so that in A-sections we get a level fiber
sequence RF (A)→ RE(A)→ RE′(A). This implies there is a long exact sequence:
· · · // πp+1E′ // πpF // πpE // πpE′ // · · · (42)
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TApplying the proof of [40, Corollary 3.6] to our setting we get the next result.Lemma4.28: Every cofiber sequenceE → E′ → E′/E induces a natural long exact sequence:· · · // πp+1E′/E // πpE // πpE′ // πpE′/E // · · ·
We end this section with a useful result which reduces questions about SH∗ to
properties of a set of well-behaved compact generators. It is the stable analog of
Theorem 3.97. For completeness we indicate the proof following [35, Section 7.4].
Theorem 4.29: The cofibers of the generating projective cofibrations
Frm
(
A ⊗ (∂n ⊂ n)+
)
form a set of compact generators for the stable homotopy category SH∗.
Proof. By [35, Section 7.3] the cofibers form a set of weak generators. It remains to
show that the cofibrant and finitely presentable cofibers are compact in SH∗.
Suppose E is cofibrant and finitely presentable in SptC. Let λ be an ordinal and
denote by λfin its set of finite subsets. Now for every λ-indexed collection of cubical
C∗-spectra we need to show that the canonical map
colimαfin SH
∗(E,
∐
α∈αfin Fα) // SH
∗(E,
∐
α<λFα) (43)
is an isomorphism. Injectivity of the map (43) holds because the inclusion of every
finite subcoproduct has a retraction. Toprove surjectivityweuse transfinite induction.
The subcategory of finite subsets of λ+ 1 containing λ is final in the category of finite
subsets of λ+1. Thus the successor ordinal case holds andwemay assume λ is a limit
ordinal such that (43) is surjective for every β < λ. Without loss of generality we may
assume Fα is bifibrant and hence that
∐
α<λFα is cofibrant. Since a filtered colimit
of stably fibrant cubical C∗-spectra is stably fibrant applying a fibrant replacement
functor R yields a weak equivalence∐
α<λFα = colimβ<λ
∐
α<βFα // colimβ<λ R
∐
α<βFα.
Thus by finite presentability of E every map to
∐
α<λFα factors through R
∐
α<βFα for
some ordinal β < λ for which surjectivity of (43) holds by the transfinite induction
assumption. 
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TOn account of Corollary 3.82 it follows that the stable model structure on SptC isweakly finitely generated. By applying Lemma 2.17 we deduce the following usefulresult.Lemma 4.30: In the stable model structure on SptC the classes of
• acyclic fibrations
• fibrations with fibrant codomains
• fibrant objects
• stable weak equivalences
are closed under filtered colimits.
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T4.2 BispectraDefinition 4.31: Let m, n ≥ 0 be integers. A cubical C∗-bispectrum E consists ofpointed cubical C∗-spaces Em,n together with structure mapsσh : S1 ⊗ Em,n // Em+1,n
and
σv : C0(R) ⊗ Em,n // Em,n+1.
In addition, the structure maps are required to be compatible in the sense that the
following diagrams commute:
S1 ⊗ C0(R) ⊗ Em,n
τ⊗Em,n
//
S1⊗σv

C0(R) ⊗ S
1 ⊗ Em,n
C0(R)⊗σh

S1 ⊗ Em,n+1
σh // Em+1,n+1 C0(R) ⊗ Em+1,n
σvoo
Here, τ flips the copies of S1 and C0(R). Let SptS1,C0(R) denote the category of cubical
C∗-bispectra.
As we hope to illustrate in this section, the separation of suspension coordinates
underlying the notion of a cubical C∗-bispectrum is a helpful tool.
A cubical C∗-bispectrum can and will be interpreted as a cubical C0(R)-spectrum
object in the category of cubical S1-spectra; that is, as a collection of cubical S1-spectra
En ≡ E∗,n together with maps of cubical S
1-spectra induced by the structure maps
C0(R) ⊗ En → En+1. If X is a pointed cubical C
∗-space, we let Σ∞
S1,C0(R)
X denote the
corresponding suspension cubical C∗-bispectrum.
Proposition 4.32: For X ∈ C∗ −Alg and E ∈ SptS1,C0(R) there is an isomorphism
SH(Σ∞
S1 ,C0(R)
X,E) = colim
n
SH∗S1
(
C0(R
n) ∧ Σ∞
S1
X,En
)
.
Proof. Let En ≡ (E0,n,E1,n, · · · ) by the cubical S1-spectrum corresponding to E. There
exists a fibrant replacement E f of E in SptS1,C0(R) and isomorphisms
SH(Σ∞
S1 ,C0(R)
X,E) = Spts,t(Σ
∞
S1 ,C0(R)
X,E f )/ ≃ = SptS1(Σ
∞
S1
X,E
f
0
)/ ≃ .
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TThe relation ≃ is the homotopy relation on maps. In our setting, homotopies areparametrized by C0(1top). We may choose a fibrant replacement E f so thatE f0 = colimn ((E0) f // ΩC0(R)((E1) f ) // Ω2C0(R)((E2) f ) // · · · ).
Here, (En)
f is a fibrant replacement of En in SptS1 , and ΩC0(R) is the right adjoint
of the functor C0(R) ⊗ − : SptS1 → SptS1 . Since the S
1-suspension spectra Σ∞
S1
X and
Σ∞
S1
X⊗ C0(
1
top) are finitely presentable objects in SptS1 , we get an isomorphism
SptS1(Σ
∞
S1
X,E
f
0
)/ ≃ = colim
n
SptS1
(
Σ∞
S1
X,ΩnC0(R)(En)
f
)
/ ≃ .
The latter combined with the isomorphism
SH∗
S1
(
Σ∞
S1
X,ΩnC0(R)(En)
)
= SH∗
S1
(
C0(R
n) ⊗ Σ∞
S1
X,En
)
,
obtained from the suspension-loop adjunction imply the group isomorphism. 
Using themonoidal product descriptionC = S1⊗C0(R) it follows that every cubical
C∗-spectrum E yields a cubical C∗-bispectrum ES1,C0(R):
...
...
...
C0(R
2) ⊗ E0 C0(R) ⊗ E1 E2 · · ·
C0(R) ⊗ E0 E1 S1 ⊗ E2 · · ·
E0 S1 ⊗ E1 S
2 ⊗ E2 · · ·
The horizontal structure maps σh : S
1 ⊗ Em,n → Em+1,n are defined by the identity
map when m ≥ n, and for m < n by the map obtained from switching monoidal
factors as in the composite
S1 ⊗ C0(R
n) ⊗ Em
τ⊗Em // C0(R
n−1) ⊗ S1 ⊗ C0(R) ⊗ Em
C0(R
n−1)⊗σ
// C0(R
n−1) ⊗ Em+1.
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TThe vertical structure maps σv : C0(R)⊗Em,n → Em,n+1 are defined by the identity mapif m ≤ n, and otherwise byC0(R) ⊗ Sm ⊗ En τ⊗En // Sm−1 ⊗ C0(R) ⊗ S1 ⊗ En Sm−1⊗σ// Sm−1 ⊗ En+1.Associated with a cubical C∗-bispectrum ES1,C0(R) there are presheaves of bigraded
stable homotopygroupsπp,qE. InA-sections, it is defined as the colimit of the diagram:
...
...
[Sp+m ⊗ C0(R
q+n+1),Em,n+1|A]
σ˜h
//
σ˜v
OO
[Sp+m+1 ⊗ C0(R
q+n+1),Em+1,n+1|A] //
σ˜v
OO
· · ·
[Sp+m ⊗ C0(R
q+n),Em,n|A]
σ˜h
//
σ˜v
OO
[Sp+m+1 ⊗ C0(R
q+n),Em+1,n|A] //
σ˜v
OO
· · ·
Herewemay assume Em,n is projective C
∗-fibrant for all integersm, n ∈ Z. A cofinality
argument shows the colimit can be computed by taking the diagonal and using the
transition maps σ˜h and σ˜v in either order. In particular, the degree p and weight q
stable homotopy presheaf of a cubical C∗-spectrum E is isomorphic to the bigraded
presheaf πp,qES1,C0(R) of its associated cubical C
∗-bispectrum. Thus, Lemma 4.21 and
the previous observation show that E → F is a stable equivalence if and only if there
is an induced isomorphism of bigraded presheaves πp,qES1,C0(R) = πp,qFS1 ,C0(R).
A level weak equivalences (respectively level cofibrations and level fibrations) of
cubical C∗-bispectra is map E → F such that Em,n → Fm,n are C
∗-weak equivalences
(respectively projective cofibrations and projective C∗-fibration) for all m and n. We
observe that every level fiber sequence F → E → E′ induces a long exact sequence:
· · · // πp+1,qE′ // πp,qF // πp,qE // πp,qE′ // · · · (44)
In effect, it is harmless to assume thatE′ is level fibrant so thatwe have fiber sequences
of cubical S1-spectra
Ω
q+n
C0(R)
F∗,n // Ω
q+n
C0(R)
E∗,n // Ω
q+n
C0(R)
E′∗,n
for every n, and the corresponding long exact sequences:
· · · // πp+1Ω
q+n
C0(R)
E′∗,n // πpΩ
q+n
C0(R)
F∗,n // πpΩ
q+n
C0(R)
E∗,n // πpΩ
q+n
C0(R)
E′∗,n // · · ·
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TTaking the filtered colimit of these diagrams furnishes the long exact sequence (44).This setup is familiar by now and we are ready to sketch a proof of the next result.Lemma 4.33: Every level cofiber sequence E → E′ → E′/E of cubical C∗-bispectra inducesa natural long exact sequence:
· · · // πp+1,qE′/E // πp,qE // πp,qE′ // πp,qE′/E // · · ·
Proof. There is a commutative diagram
E

// E′

// E′/E
F // F ′
<<yyyyyyyy
where E′ → F ′ → E′/E is the composite of a level acyclic projective cofibration and
a level fibration. Observe that E∗,n → F∗,n are stable weak equivalences of cubical
S1-spectra. Hence there are isomorphisms πp,qE = πp,qF for all p and q. Combining
this with (44) yields the long exact sequence. 
Corollary 4.34: For every cubical C∗-spectrum E there are natural isomorphisms
πp,qE = πp+1,q(E ∧ C)
for all p and q.
One checks easily that the proofs of [40, Lemma 3.9, Corollary 3.10] translate into
the following results.
Corollary 4.35: Suppose F → E → E′ is a level fiber sequence and E → E′ → E′/E a level
cofiber sequence of cubical C∗-spectra.
• There is an induced stable weak equivalence E/F → E′.
• If E′ → F ′ → E′/E is a factoring into a level weak equivalence and a level fibration,
there is an induced stable weak equivalence from E to the fiber of F ′ → E′/E.
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T4.3 Triangulated structureTriangulated categories in the sense of homotopical algebra [35] satisfy the axiomsof a classical triangulated category as in [27]. In what follows, the term triangulatedcategory is used in the sense of the former. We shall explicate a triangulated structure
on SH∗ exploiting its structure as a closed Ho(∆Set∗)-module obtained from [35]. In
particular, it turns out every short exact sequence of C∗-algebras gives rise to long
exact sequences of abelian groups; we include some examples to illustrate the utility
of the triangulated structure.
Now suppose E → F is a projective cofibration between cofibrant objects in SptC.
Its cone is defined by the pushout diagram:
E //

E ∧ ∆1+

F // cone(E → F )
Example 4.36: The cone of the projection E → ∗ is E ∧ S1.
The next result follows by gluing [28, II Lemma 8.8] since cones are examples of
pushouts.
Lemma 4.37: If the vertical maps in the following diagram of horizontal cofibrations between
projective cofibrant objects in SptC
E //

F

E′ // F ′
is a stable weak equivalence, then so is the induced map cone(E → F )→ cone(E′ → F ′).
In the special case when E → E′ is the identity map and F ′ = ∗ in Lemma 4.37, we
get a map cone(E → F )→ cone(E → ∗), and hence a diagram
E // F // cone(E → F ) // E ∧ S1 (45)
natural in E → F , cf. Example 4.3.
Definition 4.38: A cofiber sequence in SH∗ is a diagram E → F → G together with a
coaction of ΣS1E on G that is isomorphic in SH
∗ to a diagram of the form (45).
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TTheorem 4.39: The stable homotopy category SH∗ is a triangulated category.Proof. The homotopy category of every pointed model category is a pre-triangulatedcategory on merit of its (co)fiber sequences [35, §6.5]. Since the shift functor a.k.a. theS1-suspension functor ΣS1 : SH∗ → SH∗ is an equivalence of categories, the assertion
follows. 
Remark 4.40: The sum of two maps f , g : E → F is represented by the composite
E
△ // E × E
f×g
// F × F F ∨ F
≃oo ▽ // F .
Every distinguished triangle E → F → G in SH∗ induces long exact sequences of
abelian groups
· · · // [H ,E[n]] // [H ,F [n]] // [H ,G[n]] // [H ,H [n + 1]] // · · · ,
· · · // [G[n],H ] // [F [n],H ] // [E[n],H ] // [G[n − 1],H ] // · · · .
Here [−,−] denotes maps in SH∗. We proceed with some other facts concerning the
triangulated structure collected from [35, Chapter 7].
Proposition 4.41: The following holds in the triangulated structure on SH∗.
• The class of cofiber sequences is replete, i.e. every diagram isomorphic to a cofiber
sequence is a cofiber sequence.
• For every commutative diagram of cofiber sequences
E //
e

F //

G




E′ // F ′ // G′
there exists a nonunique ΣS1e-equivariant filler G → G
′.
• If in a commutative diagram of cofiber sequences
E //
e

F //
f

G
g

E′ // F ′ // G′
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Tthe maps e and f are isomorphisms and g isΣS1e-equivariant, then g is an isomorphism.• If K is a pointed simplicial set and E → F → G a cofiber sequence, then E ∧ K →F ∧ K → G ∧ K and RHom(K,E) → RHom(K,F ) → RHom(K,G) are cofibersequences.
The next result gives a way of producing distinguished triangles in SH∗.
Lemma 4.42: Every homotopy pushout square of simplicial C∗-spectra
E //

G

F //H
(46)
gives rise to a distinguished triangle
· · · // E // F ⊕ G //H // E[1] // · · · .
Proof. We may assume E → G is a projective cofibration and (46) is a pushout, and it
suffices to show E ∧ S1 and cone(F ⊕ G → H ) are isomorphic in SH∗. Since E ∧ S1
and cone(E → E ∧ 1+) are isomorphic in SH
∗ the assertion follows by noting there is
a naturally induced stable weak equivalence between the lower right corners in the
following pushouts diagrams:
E //

E ∧ ∆1+

E ∧ ∆1+
// cone(E → E ∧ ∆1+)
E //

G ∧ ∆1+

F ∧ ∆1+
// cone(F ⊕ G → H )

Corollary 4.43: Every short exact sequence of C∗-algebras gives rise to a distinguished
triangle in SH∗.
Proof. The suspension functor preserves homotopy pushout squares. 
Next we employ the triangulated structure to compute maps from sequential
colimits into arbitrary objects in SH∗.
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TLemma 4.44: Suppose X : N→ SpcC is a sequential diagram and E a cubical C∗-spectrum.Then there is a short exact sequence0 // lim1N SH∗(S1 ∧ X(n),E) // SH∗(colimN X,E) // limN SH∗(X(n),E) // 0.
Proof. First we observe there is a naturally induced distinguished triangle
∨
N X(n) //
∨
N X(n) // colimN
X //∨
N S
1 ∧ X(n). (47)
To begin with, the two natural maps X(n) →֒ ∆1+ ∧ X(n) induced by 0+ and 1+ induce
the diagram ∨
N X(n)
//
//
∨
N ∆
1
+ ∧ X(n). (48)
The coequalizer of (48) maps by a weak equivalence to the colimit of X. By taking the
difference of the two maps in (48) in the additive structure on SH∗ we deduce that
(47) is a distinguished triangle.
Now applying SH∗(−,E) to (47) yields the long exact sequence
· · · //
∏
N[S
1 ∧ X(n),E] // [colim
N
X,E] //∏
N[X(n),E] // · · · .
By the definition of the lim1-term the long exact sequence breaks up into the claimed
short exact sequences. 
Remark 4.45: In concrete examples it is often of interest to know whether the lim1-
term in Lemma 4.44 vanishes.
By combining the distinguished triangle (47) with the level filtrations of a cubical
C∗-spectrum E we deduce the next result.
Corollary 4.46: For every cubical C∗-spectrum E there is a naturally induced distinguished
triangle ∨
N LnE //
∨
N LnE // E //
∨
N S
1 ∧ LnE.
Corollary 4.47: For cubical C∗-spectra E and F there is a canonical short exact sequence
0 // lim
1
N
Ep+2i−1,q+i(Fi) // Ep,q(F ) // lim
N
Ep+2i,q+i(Fi) // 0.
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TDue to the formal nature of the proofs in this section the results remain valid inthe stable G-equivariant setting.Example 4.48: We include some additional examples to illustrate the applicability ofthe results in this section.
• The suspension extension of a G − C∗-algebra A is
0 // A ⊗ C0(0, 1) // A ⊗ C0(0, 1] // A // 0.
The G − C∗-actions are determined by the pointwise action on A.
• The Toeplitz extension
0 // A ⊗K // A ⊗ T // A ⊗ C(S1) // 0.
In the equivariant setting, the compact operators K and the Toeplitz algebra T
are equipped with the trivial actions.
• If α is an automorphism of a unital C∗-algebra A, for the crossed product A⋊αZ
of A by the action of Z on A given by α there is a short exact sequence of
C∗-algebras, the Pimsner-Voiculescu “Toeplitz extension”
0 // A ⊗K // Tα // A ⋊α Z // 0.
Recall that Tα is the C
∗-subalgebra of (A ⋊αZ)⊗T generated by a⊗ 1 and u⊗ v,
where u is the unitary element such that uau∗ = α(a) for all a ∈ A and v is the
non-unitary isometry generating the ordinary Toeplitz algebra T .
• Let s1, · · · , sn, n ≥ 2, be isometries on a Hilbert spaceH whose range projections
add up to the identity. The Cuntz algebra On is the unique up to isomorphism
simple, purely infinite andunitalC∗-subalgebraofK(H ) generatedby {s1, · · · , sn}
subject to the relations s∗
i
si = I for all 1 ≤ i ≤ n and
∑n
i=1 sis
∗
i
= I. There exists a
short exact sequence
0 //K // En // On // 0.
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T• The C∗-algebra C(S1) acts on the Hilbert space L2(S1) bymultiplication f (g) ≡ f g.For Θ ∈ [0, 1], let AΘ be the noncommutative torus generated by multiplicationoperators and the unitary rotation uΘ by 2πΘ on L2(S1), i.e. uΘ(g)(s) ≡ g(s−2πΘ).Recall thatAΘ is simple whenΘ is irrational. There exists a short exact sequence
0 //K ⊗ C(S1) // TΘ // AΘ // 0.
• LetM be a compact manifold with cotangent sphere bundle T∗M. IfΨ0 denotes
the closure in the operator norm of the algebra of pseudodifferential operators
of negative order, then there exists a short exact sequence
0 //K
(
L2(M)
)
//Ψ0 // C(T
∗M) // 0.
• Let T(A) be the tensor C∗-algebra of A, i.e. the completion of A ⊕ (A ⊗ A) ⊕ · · ·
with respect to the C∗-norm given by the supremum of its C∗-seminorms. In
[16] the Kasparov KK-theory functor KKn(A,−) is defined using the short exact
sequence
0 // J(A) // T(A) // A // 0.
If A is a G − C∗-algebra, then so is T(A). For the important universal extension
property of this short exact sequence we refer to [16].
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T4.4 Brown representabilityIn this section we note a Brown representability theorem in SH∗. A key result dueto Rosicky [71, Proposition 6.10] shows the homotopy category of a combinatorialstable model category is well generated in the sense of Neeman [61, Remark 8.1.7].
The precise definition of “well generated” is not easily stated andwill not be repeated
here since there is no real need for it. By [61, Proposition 8.4.2] the homotopy category
satisfies the Brown representability theorem formulated in [61, Definition 8.4.1].
Combining the general setup with our results for SH∗ we deduce the following
representability result referred to as Brown representability for cohomology:
Theorem 4.49: If F is a contravariant functor from SH∗ to the category of abelian groups
which is homological and sends coproducts to products, there exists an object E of SH∗ and a
natural isomorphism
SH∗(−,E) // F (−).
The functor F is homological if it sends every distinguished triangle in SH∗ to
an exact sequence of abelian groups [61, Definition 1.1.7]. Recall from Corollary 4.43
that every short exact sequence of C∗-algebras gives rise to a distinguished triangle in
SH∗. Note also that F is matrix invariant and homotopy invariant by virtue of being
a (contravariant) functor on the stable C∗-homotopy category.
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T4.5 C∗-symmetric spectraThe existence ofmodel categorieswith strictly associative and commutativemonoidalproducts which model the ordinary stable homotopy category is a relatively recentdiscovery. Symmetric spectra of pointed simplicial sets introduced in [37] furnishes
one suchmodel. In this sectionwework out a theory of symmetric spectra for pointed
cubical C∗-spaces.
Let Σ =
∐
n≥0 Σn be the category with objects n = {1, 2, · · · , n} for n ≥ 0, where
0 = ∅. The maps of Σ from m to n are the bijections, i.e. the empty set when m , n
and the symmetric group Σn when m = n. Note that Σ is a skeleton for the category
of finite sets and isomorphisms.
Definition 4.50: AC∗-cubical symmetric sequence E is a functor from Σ to C∗−Spc0
or equivalently a sequence of pointed cubical C∗-spaces (En)n≥0 where Σn acts on En.
Let C∗ − SpcΣ0 denote the functor category of C
∗-cubical symmetric sequences.
Example 4.51: Every pointed cubical C∗-space X determines a C∗-cubical symmetric
sequence Sym(X) ≡ (X⊗n)n≥0 where Σn acts on the product X
⊗n by permutation.
Example 4.52: For n ≥ 0, the free symmetric sequence Σ[n] ≡ Σ(n,−) gives rise to the
free functor Σ[n]+ ⊗ − : C
∗ − Spc0 → C
∗ − SpcΣ0 .
The monoidal structure on C∗-cubical symmetric sequences
− ⊗Σ − : C∗ − SpcΣ0 × C
∗ − SpcΣ0
//
C∗ − SpcΣ0 (49)
is defined by
(E ⊗Σ F )n =
∐
p+q=n
Σn ×Σp×Σq (Ep ⊗ Fq). (50)
Here, if (Z, z0) is a pointed set with an Σn-action, Σn ×Σp×Σq Z denotes the pointed by
(1, z0) quotient of the coproduct of n! copies ofZ by the equivalence relation generated
by identifying the elements of Σn × {z0} and elements
(
σn(σp, σq), z
)
with
(
σn, (σp, σq)z
)
,
where σi ∈ Σi for i = p, q, n and the group homomorphism Σp ×Σq → Σn is defined by
(σp, σq)(k) ≡
σp(k) if 1 ≤ k ≤ pσq(k − p) + p if p + 1 ≤ k ≤ p + q.
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TTo complete the definition of (50) one extends this construction in the natural way toall pointed cubical C∗-spaces. The monoidal structure is rigged so that (C, 0, 0, · · · ) isthe unit, andSym(X) is freely generated by (0,X, 0, 0, · · · ). Note thatE⊗ΣF representsthe functor which to G associates all Σp × Σq-equivariant maps φp,q : Ep ⊗ Fq → Gp+qin C∗ − Spc0. To show that ⊗Σ is symmetric it suffices, by the Yoneda lemma, to
define natural bijections C∗ − SpcΣ0 (E⊗
Σ F ,G)→ C∗ − SpcΣ0 (F ⊗
Σ E,G). In effect, if
(φp,q) ∈ C
∗−SpcΣ0 (E⊗
ΣF ,G) define (φ′p,q) ∈ C
∗−SpcΣ0 (F ⊗
ΣE,G) by the commutative
diagrams:
Fp ⊗ Eq
φ′p,q
//
τ

Gp+q
Eq ⊗ Fp
φq,p
// Gq+p
cp,q
OO
Here τ is the symmetry isomorphism inC∗−Spc0 and σp,q is the permutation defined
by
σp,q(k) ≡
k + q if 1 ≤ k ≤ pk − p if p + 1 ≤ k ≤ p + q.
Then φ′p,q is Σp×Σq-equivariant, and hence there exists a commutativity isomorphism
σ : E ⊗Σ F → F ⊗Σ E. According to (50) the associativity isomorphism for ⊗Σ follow
using the associativity isomorphism for ⊗ in C∗ − Spc0.
Now if En,Fn ∈ C
∗ − SpcΣn
0
the internal hom HomΣn(En,Fn) exists for formal
reasons as the equalizer of the two maps Hom(En,Fn) → Hom(Σn × En,Fn) induced
by the Σn-actions on En and Fn. Internal hom objects in C
∗ − SpcΣ0 are defined by
HomΣ(E,F )k ≡
∏
n
HomΣn(Xn,Fn+k).
Note that HomΣn(En,Fn+k) is the Σn-invariants of the internal hom Hom(En,Fn+k) in
C∗ − Spc0 for the action given by associating to σn ∈ Σn the map
Hom(En,Fn+k)
Hom(σn,Fn+k)
// Hom(En,Fn+k)
Hom
(
En,φn,k(σn,1)
)
// Hom(En,Fn+k).
With these definitions there are natural bijections
C∗ − SpcΣ0 (E ⊗
Σ F ,G) = C∗ − SpcΣ0
(
E,HomΣ(F ,G)
)
.
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TSmall limits and colimits in the functor category C∗ − SpcΣ0 exist and are formedpointwise. By reference to [17] or by inspection of the above constructions we get thenext result.Lemma 4.53: The triple (C∗ − SpcΣ0 ,⊗Σ,HomΣ) forms a bicomplete and closed symmetric
monoidal category.
Example 4.54: For a pointed cubical C∗-space X the C∗-cubical symmetric sequence
Sym(X) is a commutative monoid in the closed symmetric structure on C∗ − SpcΣ0 .
Recall the monoid structure is induced by the canonical maps
Σp+q ×Σp×Σq (X
⊗p ⊗ X⊗q) // X⊗(p+q).
Lemma 4.53 and Example 4.54 imply the category of modules over Sym(X) in
C∗ − SpcΣ0 is bicomplete and closed symmetric monoidal. The monoidal product
− ⊗Sym(X) − : Sym(X) −Mod × Sym(X) −Mod // Sym(X) −Mod
is defined by coequalizers in C∗ − SpcΣ0 of the form
Sym(X) ⊗Σ F ⊗Σ G
//
// F ⊗Σ G // F ⊗Sym(X) G
induced by Sym(X)⊗ΣF → F andSym(X)⊗ΣF ⊗ΣG → F ⊗ΣSym(X)⊗ΣG → F ⊗ΣG.
Moreover, the internal hom
Hom
Sym(X)
(−,−) : (Sym(X) −Mod)op × Sym(X) −Mod // Sym(X) −Mod
is defined by equalizers in C∗ − SpcΣ0 of the form
Hom
Sym(X)
(F ,G) // HomΣ(F ,G)
//
// HomΣ(Sym(X) ⊗ F ,G) .
The first map in the equalizer is induced by the Sym(X)-action on F and the second
map is the composition of Sym(X)⊗− and the Sym(X)-action onG. Note that Sym(X)
is the unit for the monoidal product.
Next we specialize these constructions to the projective cofibrant pointed cubical
C∗-space C = S1 ⊗ C0(R).
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TDefinition 4.55: The category of C∗-cubical symmetric spectra SptΣC is the category ofmodules inC∗−SpcΣ0 over the commutativemonoidSym(C). In detail, amodule overSym(C) consists of a sequence of pointed cubical C∗-spaces E ≡ (En)n≥0 in C∗ − SpcΣ0togetherwithΣn-equivariant structuremapsσn : C⊗En → En+1 such that the composite
C⊗p ⊗ En // C⊗p−1 ⊗ En+1 // . . . // En+p
isΣn×Σp-equivariant for alln, p ≥ 0. Amapof C
∗-cubical symmetric spectra f : E → F
is a collection ofΣn-equivariantmaps fn : En → Fn compatiblewith the structure maps
of E and F in the sense that there are commutative diagrams:
C ⊗ En
C⊗ fn

σn // En+1
fn+1

C ⊗ Fn
σn
// Fn+1
There is a forgetful functor SptΣC → C
∗ − SpcΣ0 and for all E ∈ C
∗ − SpcΣ0 and
F ∈ SptΣC a natural bijection Spt
Σ
C(E ⊗ C,F )→ C
∗ − SpcΣ0 (E,F ). We denote by ∧ the
monoidal product on SptΣC. Next we give a series of examples.
Example 4.56: IfR : C∗−Spc0 → C
∗−Spc0 is a cubicalC
∗-functor, define the induced
functorR : SptΣC → Spt
Σ
C byR(E)n ≡ R(En). HereΣn acts by applyingR to theΣn-action
on En. The structure maps are given by the compositions C ⊗ R(E)n → R(C ⊗ En) →
R(En+1). For a map E → F between C
∗-cubical symmetric spectra R(E → F ) is the
sequence of maps R(En → Fn) for n ≥ 0. In particular, using the tensor (3) and
cotensor (4) structures on pointed cubical C∗-spaces we obtain an adjoint functor pair:
− ∧ K : SptΣC
//
SptΣC : (−)
K
oo
The C∗-cubical symmetric spectrum EK is defined in level n by homC∗−Spc0(K,En) and
the structure map Cp ⊗homC∗−Spc0(K,En)→ homC∗−Spc0(K,Ep+n) is the unique map of
pointed cubical C∗-spaces making the diagram
Cp ⊗ homC∗−Spc0(K,En) ⊗ K

// homC∗−Spc0(K,Ep+n) ⊗ K

Cp ⊗ En // Ep+n
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Tcommute. This construction is natural in K and E, and for all pointed cubical sets Kand L there is a natural isomorphismEK⊗Set∗L = (EL)K.Example 4.57: The cubical function complex homSptΣC(E,F ) of C∗-cubical symmetric
spectra E and F is defined by
homSptΣC(E,F )n ≡ Spt
Σ
C(E ⊗ 
n
+,F ).
By definition, a 0-cell of homSptΣC(E,F ) is amapE → F . A 1-cell is a cubical homotopy
H : E ⊗ 1+ → F from H ◦ (E ∧ i0) to H ◦ (E ∧ i1) where i0 and i1 are the two inclusions

0 → 1. The 1-cells generate an equivalence relation on SptΣC(E,F ) and the quotient
is π0 homSptΣC(E,F ). Note there is an adjoint functor pair:
E ∧ − : Set∗
// SptΣC : homSptΣC(E,−)oo
Moreover, there exist natural isomorphisms
homSptΣC(E ∧ K,F ) = homSptΣC(E,F
K) = homSptΣC(E,F )
K.
Example 4.58: The internal hom of C∗-cubical symmetric spectra E andF are defined
by Hom
SptΣC
(E,F ) ≡ Hom
Sym(C)
(E,F ). There are natural adjunction isomorphisms
SptΣC(E ∧ F ,G) = Spt
Σ
C
(
E,Hom
SptΣC
(F ,G)
)
.
In addition, there are natural cubical and internal isomorphisms
homSptΣC(E ∧ F ,G) = homSptΣC
(
E,Hom
SptΣC
(F ,G)
)
,
Hom
SptΣC
(E ∧ F ,G) = Hom
SptΣC
(
E,Hom
SptΣC
(F ,G)
)
.
If X is a pointed cubical C∗-space and E is a C∗-cubical symmetric spectrum, denote
by Hom
SptΣC
(X,E) the C∗-cubical symmetric spectrum with nth term the internal hom
Hom(X,En) with Σn-action induced by the action on En. Define the nth structure map
σn : C⊗Hom(X,En)→ Hom(X,En+1) as the adjoint of the composite of the evaluation
C ⊗ Ev: C ⊗Hom(X,En) ⊗ X → C ⊗ En with the structure map C ⊗ En → En+1. With
these definitions it follows that Hom
SptΣC
(X,−) is right adjoint to −∧X as endofunctors
of SptΣC.
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TExample 4.59: The loop C∗-cubical symmetric spectrum of E isΩCE ≡ HomSptΣC(C,E).Note that the functor ΩC is finitely presentable.Example 4.60: Let k > 0. The C∗-cubical symmetric spectrum E[1] has nth term E1+nwith Σn-action given by 1⊕ σn ∈ Σk+n. That is, 1⊕ σn(1) = 1 and 1⊕ σn(i) = 1+ σn(i− 1)
for i > 1. The structure map Cp ⊗ E[1]n → E[1]p+n is defined to be the composite of
Cp ⊗ E1+n → Ep+1+n with σp,1 ⊕ 1, where σp,1 is the cyclic permutation of order p + 1.
Inductively, one defines E[k] ≡ E[k − 1][1].
Definition 4.61: The nth evaluation functor Evn : Spt
Σ
C → C
∗ − Spc0 sends E to En.
Its left adjoint, the shift desuspension functor Frn : C
∗ − Spc0 → Spt
Σ
C is defined by
setting FrnE ≡ F˜rnE ⊗
Σ Sym(K), where F˜rnE ≡ (0, · · · , 0,Σ[n]+ ⊗ E, 0, 0, · · · ).
Example 4.62: For aC∗-cubical symmetric spectrumE, the pointed cubical set ofmaps
homSptΣC(FrnC,E) is naturally Σn-equivariant isomorphic to homC
∗−Spc0
(C,EvnE) = En.
In effect, FrnC is the Sym(C)-module Sym(C)⊗
Σ Σ[n]+ and Sym(C)⊗
Σ Σ[−]+ defines a
functor Σop → SptΣC so that homSptΣC
(
Sym(C) ⊗Σ Σ[−]+,E
)
is the underlying C∗-cubical
symmetric sequence of E. In particular, homSptΣC
(
E ∧ (Sym(C) ⊗Σ Σ[−]+),Y
)
is the
underlying C∗-cubical symmetric sequence of the internal hom Hom
SptΣC
(E,Y).
The point is now to derive an alternate description of the structure maps of E. Let
λ : Fr1C → Fr0C be the adjoint of the identity map C → Ev1Fr0C and consider the
induced map Hom
SptΣC
(λ,E) : Hom
SptΣC
(Fr0C,E)→ HomSptΣC
(Fr1C,E). By evaluating in
level nwe get a map En → Hom
C∗−Spc0
(C,En+1) which is adjoint to the structure map
σn : C ⊗ En → En+1. In particular, HomSptΣC
(FrkC,E) is the k-shift of E; its underlying
symmetric sequence is the sequence of pointed cubical C∗-spaces Ek,E1+k, · · · ,En+k · · ·
with Σn acting on En+k by restricting the action of Σn+k to the copy of Σn that permutes
the first n elements of n + k. The structure maps of the k-shifted spectrum of E are the
structure maps σn+k : C ⊗ En+k → En+k+1.
Example 4.63: The adjoint of the nth structure map σn : C ⊗ En → En+1 of E yields a
map σ˜n : En → ΩCEn+1 = ΩCE[1]n and there is an inducedmapof C
∗-cubical symmetric
spectra E → ΩCE[1].
Denote by (Θ∞)ΣE the colimit of the diagram:
E // ΩCE[1] // Ω
2
C
E[2] // · · ·
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TFor every K in Set∗ there is a canonical map((Θ∞)ΣE) ∧ K // (Θ∞)Σ(K ⊗ E)so that (Θ∞)Σ is a cubical C∗-functor. Hence there are inducedmaps of cubical function
complexes
homSptΣC
(E,F ) // homSptΣC
(
(Θ∞)ΣE, (Θ∞)ΣF
)
.
Remark 4.64: The functor Evn has a right adjoint Rn : C
∗ − Spc0 → Spt
Σ
C. Indeed,
RnE ≡ Hom
Σ(Sym(C), R˜nL), where R˜nL is the C
∗-cubical symmetric sequence whose
nth term is the cofree Σn-object E
Σn and with the terminal object in all other degrees.
We are ready to define the level model structures on SptΣC.
Definition 4.65: A map f : E → F between C∗-cubical symmetric spectra is a level
equivalence if Evn f : En → Fn is a C
∗-weak equivalence in C∗ − Spc0 for every
n ≥ 0. And f is a level fibration (respectively level cofibration, level acyclic fibration,
level acyclic cofibration) if Evn f is a projective C
∗-fibration (respectively projective
cofibration, C∗-acyclic projective fibration, C∗-acyclic projective cofibration) in C∗ −
Spc0 for every n ≥ 0. A map is a projective cofibration if it has the left lifting property
with respect to every level acyclic fibration, and an injective fibration if it has the right
lifting property with respect to every level acyclic cofibration.
Let I and J denote the generating cofibrations and generating acyclic cofibrations
in the homotopy invariant model structure on C∗ − Spc0. Set IC ≡
⋃
n FrnI and
JC ≡
⋃
n FrnJ. We get the next result following the usual script, cf. [36, Theorem 8.2].
Theorem 4.66: The projective cofibrations, the level fibrations and the level equivalences
define a left proper combinatorial model structure on SptΣC. The cofibrations are generated by
IC and the acyclic cofibrations are generated by JC.
Note that Evn takes level (acyclic) fibrations to (acyclic) fibrations, so Evn is a right
Quillen functor and Frn is a left Quillen functor. From [36, Theorem 8.3] we have:
Theorem 4.67: The category SptΣC equipped with its level projective model structure is a
C∗ − Spc0-model category.
With some additional work one arrives at the following model structure.
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TTheorem4.68: The level cofibrations, the injective fibrations and the level equivalences definea left proper combinatorial model structure on SptΣC.The C∗-stable model structures are now only one Bousfield localization away; thenext definition emphasizes the role of ΩC-symmetric spectra as the stably fibrantobjects. We leave the formulation of the injective version to the reader.
Definition 4.69: A level fibrant C∗-cubical symmetric spectrumG is C∗-stably fibrant if
the adjoints Gn → Hom(C,Gn+1) of the structure maps of G are C
∗-weak equivalences.
Amap f : E → F is a C∗-stable weak equivalence if for every C∗-stably fibrantG there
is an induced weak equivalence of pointed cubical sets
homSptΣC(Q f ,G) : homSptΣC(QF ,G)
// homSptΣC(QE,G).
Theorem 4.70: The projective cofibrations and C∗-stable weak equivalences define a left
proper combinatorial monoidal model structure on SptΣC. In this model structure C ∧ − is a
Quillen equivalence.
Proof. The existence of the projective C∗-stable model structure with these properties
follows from Theorem 4.66 and results in [36, §8]. In effect, [36, Theorem 8.8] shows
the C∗-stably fibrant objects a.k.a. ΩC-symmetric spectra coincides with the fibrant
objects in the stable model structure on SptΣC obtained from [36, Theorem 8.10]. The
latter model structure is defined by localizing the projective level model structure at
the adjoints Frn+1(C⊗X)→ Frn+1(X) of the maps C⊗X → Evn+1FrnCwhereX is either
a domain or a codomain of the set of generating projective cofibrations IC∗−Spc0 . 
Remark 4.71: If C′ is a projective cofibrant pointed C∗-space weakly equivalent to C,
then [36, Theorem 9.4] implies there is a Quillen equivalence between the projective
C∗-stable model structures on SptΣC′ and Spt
Σ
C. By replacing pointed cubical C
∗-spaces
with pointed simplicial C∗-spaces, but otherwise forming the same constructions, we
maydefine theQuillen equivalent toSptΣC categoryofC
∗-simplicial symmetric spectra.
Our results for SptΣC, in particular Theorem 4.70, hold verbatim in the simplicial
context. We leave the formulation of Lemma 4.30 for symmetric spectra to the reader.
Relying on [34] we may first refine Theorem 4.70 to categories of modules in SptΣC.
A monoid E has a multiplication E ∧ E → E and a unit map 1 → E from the sphere
C∗-spectrum subject to the usual associativity and unit conditions. It is commutative
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Tif the multiplication map is unchanged when composed with the twist isomorphismof E ∧ E. The category ModE of modules over a commutative monoid E is closedsymmetric with unit E.Theorem 4.72: Suppose E is a cofibrant commutative monoid in SptΣC.
• The categoryModE ofE-modules is a left proper combinatorial (and cellular) symmetric
monoidal model category with the classes of weak equivalences and fibrations defined
on the underlying category of C∗-cubical symmetric spectra (cofibrations defined by the
left lifting property).
• If E → F is a C∗-stable weak equivalence between cofibrant commutative monoid in
SptΣC, then the corresponding induction functor yields a Quillen equivalence between
the module categoriesModE andModF .
• The monoidal Quillen equivalence between C∗-cubical and C∗-simplicial symmetric
spectra yields a Quillen equivalence betweenModE and modules over the image of E in
C∗-simplicial symmetric spectra.
The result for algebras in SptΣC provided by [34] is less streamlined; refining the
following result to the level of model structures is an open problem. An E-algebra is
a monoid inModE.
Theorem 4.73: Suppose E is a cofibrant commutative monoid in SptΣC.
• The category AlgE of E-algebras comprised of monoids in ModE equipped with the
classes of weak equivalences and fibrations defined on the underlying category of C∗-
cubical symmetric spectra (cofibrations defined by the left lifting property) is a semimodel
category in the following sense: (1) CM 1-CM 3 holds, (2) Acyclic cofibrations whose
domain is cofibrant in ModE have the left lifting property with respect to fibrations,
and (3) Every map whose domain is cofibrant in ModE factors functorially into a
cofibration followed by an acyclic fibration and as an acyclic cofibration followed by a
fibration. Moreover, cofibrations whose domain is cofibrant inModE are cofibrations in
ModE, and (acyclic) fibrations are closed under pullback.
• The homotopy category Ho(AlgE) obtained from AlgE by inverting the weak equiva-
lences is equivalent to the full subcategory of cofibrant and fibrant E-algebras modulo
homotopy equivalence.
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T• If E → F is a C∗-stable weak equivalence between cofibrant commutative monoidin SptΣC, then the corresponding induction functor yields an equivalence betweenHo(AlgE) and Ho(AlgF ).• The monoidal Quillen equivalence between C∗-cubical and C∗-simplicial symmetric
spectra yields an equivalence between the homotopy categories of AlgE and of algebras
over the image of E in C∗-simplicial symmetric spectra.
• Ho(AlgE) acquires an action by the homotopy category of simplicial sets.
Remark 4.74: For semimodel structures at large see the work of Spitzweck [76].
It turns out there is a perfectly good homotopical comparison between SptC and
C∗-cubical symmetric spectra. The following result is special to our situation.
Theorem 4.75: The forgetful functor induces a Quillen equivalence between the projective
C∗-stable model structures on SptΣC and SptC.
Proof. By [36, Theorem 10.1] there exists a zig-zag of Quillen equivalences between
SptΣC and SptC since the cyclic permutation condition holds for C by Lemma 4.23.
The improved result stating that the forgetful and symmetrization adjoint functor
pair between SptΣC and SptC defines a Quillen equivalence is rather long and involves
bispectra and layer filtrations. We have established the required ingredients needed
for the arguments in [40, §4.4] to go through in our setting. 
The next result concerning monoidalness of the stable C∗-homotopy category is a
consequence of Theorem 4.75.
Corollary 4.76: The total left derived functor of the smash product ∧ on SptΣC yields a
symmetric monoidal product ∧L on the stable homotopy category SH∗. In addition, the
suspension functor Fr0 induces a symmetric monoidal functor(
H∗,⊗L,C
)
//
(
SH∗,∧L, 1
)
.
With the results for SptΣC in hand we are ready to move deeper into our treatment
of the triangulated structure of SH∗. The notion we are interested in is that of a
closed symmetric monoidal category with a compatible triangulation, as introduced
in [55]. The importance of this notion is evident from the next theorem which is a
consequence of our results for SptΣC and specialization of the main result in [55].
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TTheorem 4.77: The Euler characteristic is additive for distinguished triangles of dualizableobjects in SH∗.Next we define Euler characteristics and discuss the content of Theorem 4.77.The dual of E in SH∗ isDE ≡ SH∗(E, 1) where SH∗(E,F ) is the derived version of
the internal hom of E and F in SptΣC, i.e. take a cofibrant replacement E
c of E a fibrant
replacement F f of F and form Hom
SptΣC
(Ec,F f ). Let ǫE : DE ∧
L E → 1 denote the
evident evaluation map. There is a canonical map
DE∧L E // SH
∗(E,E). (51)
Recall that E is called dualizable if (51) is an isomorphism. For E dualizable there is
a coevaluation map ηE : 1→ E∧LDE. The Euler characteristic χ(E) of E is defined as
the composite map
1
ηE
// E ∧LDE
τ
//DE∧L E
ǫE // 1. (52)
Here, τ denotes the twist map. The categorical definition of Euler characteristics
given above and the generalization reviewed below, putting trace maps in algebra
and topology into a convenient framework, was introduced by Dold and Puppe [20].
Theorem 4.77 states that for every distinguished triangle
E // F // G // ΣS1E
of dualizable objects in SH∗, the formula
χ(F ) = χ(E) + χ(G) (53)
holds for the Euler characteristics (52) in the endomorphism ring of the sphere C∗-
spectrum. Note that if E and F are dualizable, then so is G. As emphasized in [55],
the proof of the additivity theorem for Euler characteristics makes heavily use of
the stable model categorical situation, so that a generalization of the formula (53) to
arbitrary triangulated categories seems a bit unlikely. In order to explain this point
in some details we shall briefly review the important notion of a closed symmetric
monoidal category with a compatible triangulation in the sense specified byMay [55].
Remark 4.78: In our treatment of zeta functions of C∗-algebras in Section 5.6 we shall
make use of Euler characteristics in “rationalized” stable homotopy categories.
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TIf E is dualizable as above and there is a “coaction” map∆E : E → E∧LCE for someobject CE of SH∗, typically arising form a comonoid structure on CE, define the tracetr( f ) of a self map f of E by the diagram:1 ηE //
tr( f )

E ∧LDE
τ
//DE∧L E
D( f )∧L∆E

CE 1 ∧L CE
oo DE∧L E ∧L CE
ǫE∧
Lid
oo
For completeness we include some of the basic properties of trace maps proven in
[55]. Define a map
( f , α) : (E,∆E)→ (F ,∆F )
to consist of a pair of maps f : E → F and α : CE → CF such that the following
diagram commutes:
E
∆E //
f

E ∧L CE
f∧Lα

F
∆F
// F ∧L CF
Lemma 4.79: The trace satisfies the following properties, where E and F are dualizable and
∆E and ∆F are given.
• If f is a self map of the sphere C∗-spectrum, then χ( f ) = f .
• If ( f , α) is a self map of (E,∆E), then α ◦ tr( f ) = tr( f ).
• If E
i
→ F
r
→ E is a retract, f a self map of E, and (i, α) a map (E,∆E)→ (F ,∆F ), then
α ◦ tr( f ) = tr(i ◦ f ◦ r).
• If f and g are self maps of E and F respectively, then tr( f ∧L g) = tr( f ) ∧L tr(g), where
∆E∧LF = (id ∧
L τ ∧L id) ◦ (∆E ∧L ∆F ) with τ the transposition.
• If h : E ∨ F → E ∨ F induces f : E → E and g : F → F by inclusion and retraction,
then tr(h) = tr( f ) + tr(g), where CE = CF = CE∨F and ∆E∨F = ∆E ∨ ∆F .
• For every self map f , tr(ΣS1 f ) = −tr( f ), where ∆ΣS1E = ΣS1∆E.
The following additivity theorem was shown by May in [55, Theorem 1.9].
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TTheorem4.80: LetE andF be dualizable inSH∗,∆E and∆F be given, where C = CE = CF .Let ( f , id) be a map (E,∆E)→ (F ,∆F ) and extend f to a distinguished triangleE f // F g // G h // ΣS1E.
Assume given maps φ and ψ that make the left square commute in the first of the following
two diagrams:
E
f
//
φ

F
g
//
ψ

G
h
//
ω

ΣS1E
Σ
S1
φ

E
f
// F
g
// G
h // ΣS1E
E
f
//
∆E

F
g
//
∆F

G
h //
∆G

ΣS1E
Σ
S1
∆E

E ∧L C
f∧Lid
// F ∧L C
g∧Lid
// G ∧L C
h∧Lid
// ΣS1(E ∧
L C)
Then there are maps ω and ∆G as indicated above rendering the diagrams commutative and
tr(ψ) = tr(φ) + tr(ω).
Additivity of Euler characteristics follows from this theorem by starting out with
the data of a distinguished triangle.
The proof of Theorem 4.80 uses the fact that SH∗ is the homotopy category of a
closed symmetric monoidal stable model structure such that the smash product ∧L is
compatible with the triangulated structure in the sense made precise by the axioms
(TC1)-(TC5) stated in [55, §4].
The axiom (TC1) asserts there exists a natural isomorphism α : E ∧L S1 → ΣS1E
such that the composite map
ΣS1S
1 α
−1
// S1 ∧L S1
τ
// S1 ∧L S1
α
// ΣS1S
1
is multiplication by −1, while (TC2) basically asserts that smashing or taking internal
hom objects with every object of SH∗ preserves distinguished triangles. These axioms
are analogs of the elementary axioms (T1), (T2) for a triangulated category, and are
easily verified.
113
DR
AF
TNext we formulate the braid axiom (TC3): Suppose there exist distinguishedtriangles E f // F g // G h // ΣS1E,and
E′
f ′
// F ′
g′
// G′
h′ // ΣS1E
′.
Then there exist distinguished triangles
F ∧L E′
p1
//H
q1
// E ∧L G′
f∧Lh′
// ΣS1(F ∧
L E′),
Σ−1
S1
(G ∧L G′)
p2
//H
q2
// F ∧L F ′
−g∧Lg′
// G ∧L G′,
E ∧L F ′
p3
//H ′
q3
// G ∧L E′
h∧L f ′
// ΣS1(E ∧
L F ′),
such that the following diagrams commute:
Σ−1
S1
(F ∧L G′)
Σ−1
S1
(id∧Lh′)

Σ−1
S1
(g∧Lid)
((PP
PPP
PPP
PPP
PPP
PPP
PPP
E ∧L E′
f∧Lid
vvnnn
nnn
nnn
nnn
nnn
nnn
nnn
nn id∧L f ′
((PP
PPP
PPP
PPP
PPP
PPP
PPP
PPP
Σ−1
S1
(G ∧L F ′)
Σ−1
S1
(id∧Lg′)
vvnnn
nnn
nnn
nnn
nnn
nnn
nn
Σ−1
S1
(h∧Lid)

F ∧L E′
g∧Lid

id∧L f ′
!!C
CC
CC
CC
CC
CC
CC
CC
CC
CC
CC
CC
CC
CC
CC
CC
C
p1
((QQ
QQQ
QQQ
QQQ
QQQ
QQQ
QQQ
QQQ
Q
Σ−1
S1
(G ∧L G′)
Σ−1
S1
(id∧Lh′)
}}{{
{{
{{
{{
{{
{{
{{
{{
{{
{{
{{
{{
{{
{{
{{
{
p2

Σ−1
S1
(h∧Lid)
!!C
CC
CC
CC
CC
CC
CC
CC
CC
CC
CC
CC
CC
CC
CC
CC
E ∧L F ′
p3
vvmmm
mmm
mmm
mmm
mmm
mmm
mmm
mmm
f∧Lid
}}{{
{{
{{
{{
{{
{{
{{
{{
{{
{{
{{
{{
{{
{{
{{
{{
id∧Lg′



H
q3
vvmmm
mmm
mmm
mmm
mmm
mmm
mmm
mmm
q2

q1
((QQ
QQQ
QQQ
QQQ
QQQ
QQQ
QQQ
QQQ
Q
G ∧L E′
id∧L f ′

h∧Lid
((QQ
QQQ
QQQ
QQQ
QQQ
QQQ
QQQ
Q
F ∧L F ′
g∧Lid
vvmmm
mmm
mmm
mmm
mmm
mmm
mmm
m id∧Lg′
((QQ
QQQ
QQQ
QQQ
QQQ
QQQ
QQQ
QQ
E ∧L G′
−id∧Lh′
vvmmm
mmm
mmm
mmm
mmm
mmm
mmm
f∧Lid

G ∧L F ′ ΣS1(E ∧
L E′) F ∧L G′
(54)
The axiom (TC3) is more complicated than (TC1) and (TC2) in that it involves a
simultaneous use of smash products and internal hom objects, a.k.a. desuspensions.
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TIf E and E′ are subobjects of F and F ′ thenH is typically the pushout of E∧L F ′ andF ∧LE′ along E∧LE′, q2 : H → F ∧LF ′ the evident inclusion, while q1 : H → E∧LG′and q2 : H → G ∧L E′ are obtained by quotienting out by F ∧L E′ and E ∧L F ′respectively. For an interpretation of axiom (TC3) in terms of Verdier’s axiom (T3) fora triangulated category we refer to [55]. There is an equivalent way of formulating
axiom (TC3) which asserts the existence of distinguished triangles
E ∧L G′
r1 //H ′
s1 // G ∧L G′
h∧Lg′
// ΣS1(E ∧
L G′),
G ∧L G′)
r2 //H ′
s2 // ΣS1(E ∧
L E′)
−Σ
S1
( f∧L f ′)
// ΣS1(G ∧
L G′),
G ∧L E′
r3 //H ′
s3 // F ∧L G′
g∧Lh′
// ΣS1(G ∧
L E′),
such that the diagram (54) corresponding to the distinguished triangles (−Σ−1
S1
h, f , g)
and (−Σ−1
S1
h′, f ′, g′) commutes [55, Lemma 4.7]. This axiom is called (TC3’)
The additivity axiom (TC4) concerns compatibility of the maps qi and ri in the
sense that there is a weak pushout and weak pullback diagram:
H
q2
//
(q1,q3)

F ∧L F ′
r2

(E ∧L G′) ∨ (G ∧L E′)
(r1,r3)
//H ′
In particular, r2◦q2 = r1◦q1+r3◦q3. Recall thatweak limits andweak colimits satisfy the
existence but not necessarily the uniqueness part in the defining universal property
of limits and colimits respectively. We refer to [55] for the precise definition of the
subtle braid duality axiom (TC5) involving DE, DF and DG, and the duals of the
diagrams appearing in the axioms (TC3) and (TC3’). Assuming axioms (TC1)-(TC5),
additivity of Euler characteristics is shown in [55, §4].
We shall leave the straightforward formulations of the corresponding base change
and also the equivariant generalizations of the results in this section to the interested
reader, and refer to [49] for further developments on the subject of May’s axioms.
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T4.6 C∗-functorsThe purpose of this section is to construct a convenient andhighly structured enrichedfunctor model for the stable C∗-homotopy category. Although there are several recentworks on this subject, none of the existing setups of enriched functor categories as
models for homotopy types apply directly to the stable C∗-homotopy category. More
precisely, this subject was initiated with [53] and vastly generalized in [22] with the
purpose of including examples arising in algebraic geometry. A further development
of the setup is given in [6] and [7]. Dealing effectively with enriched functors in stable
C∗-homotopy theory in its present state of the art requires some additional input,
which in turn is likely to provide a broader range of applications in homotopy theory
at large. The algebro-geometric example of motivic functors in [23] has been pivotal
in the construction of a homotopy theoretic model for motives [67], [68].
For background in enriched category theory we refer to [50]. We shall be working
with the closed symmetric monoidal category C∗ − Spc of cubical C∗-spaces relative
to some (essentially small) symmetric monoidal C∗ − Spc-subcategory fC∗ − Spc.
Denote by [fC∗ −Spc,C∗ −Spc] the C∗ −Spc-category of C∗ −Spc-functors from
fC∗ − Spc to C∗ − Spc equipped with the projective homotopy invariant model
structure. It acquires the structure of a closed symmetric monoidal category [17].
Every object X of fC∗ − Spc represents a C∗ − Spc-functor which we, by abuse of
notation, denote by C∗ − Spc(X,−).
Theorem 4.81: There exists a pointwise model structure on [fC∗−Spc,C∗−Spc] defined
by declaring S → T is a pointwise fibration or weak equivalence if S(X) → T (X) is so in
C∗−Spc for every memberX of fC∗−Spc. The pointwise model structure is combinatorial
and left proper. The cofibrations are generated by the set consisting of the maps
f ⊗ C∗ − Spc(X,−)
where f runs through the generating cofibrations of C∗ − Spc and X through the objects of
fC∗ − Spc. Likewise, the acyclic cofibrations are generated by the set consisting of maps of
the form
g ⊗ C∗ − Spc(X,−)
where g runs through the generating acyclic cofibrations of C∗ − Spc.
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TProof. Most parts of the proof is a standard application of Kan’s recognition lemma[35, Theorem 2.1.19]. The required smallness assumption in that result holds because[fC∗ − Spc,C∗ − Spc] is locally presentable. It is clear that the pointwise weakequivalences satisfy the two-out-of-three axiomandare closedunder retracts. LetWptdenote the class of pointwise weak equivalences. An evident adjunction argument
shows
{ f ⊗ C∗ − Spc(X,−)} − inj = {g ⊗ C∗ − Spc(X,−)} − inj ∩Wpt.
It remains to show there is an inclusion
{g ⊗ C∗ − Spc(X,−)} − cell ⊆ { f ⊗ C∗ − Spc(X,−)} − cof ∩Wpt.
Wenote that it suffices to showmaps of { f ⊗Hom(X,Y)}-cell are weak equivalences in
C∗−Spc, where f is a generating acyclic cofibration andX,Y are objects of fC∗−Spc:
Using the inclusion {g⊗C∗−Spc(X,−)}−cof ⊆ { f ⊗C∗−Spc(X,−)}−cof it suffices to
show that maps of {g⊗C∗−Spc(X,−)}− cell are pointwise weak equivalences. Since
colimits in [fC∗ − Spc,C∗ − Spc] are formed pointwise this follows immediately
from the statement about maps of { f ⊗Hom(X,Y)}-cell. To prove the remaining claim
we shall employ the injective homotopy invariant model structure. Recall the weak
equivalences in the injective model structure coincides with the weak equivalences
in the projective model structure, but an advantage of the former is that Hom(X,Y)
is cofibrant. Thus every map f ⊗Hom(X,Y) as above is an acyclic cofibration in the
injective homotopy invariant model structure, and hence the same holds on the level
of cells; in particular, these maps are C∗-weak equivalences.
Left properness follows provided cofibrations in [fC∗−Spc,C∗−Spc] are point-
wise cofibrations in the (left proper) injective homotopy invariantmodel structure. To
prove this we note that the generating cofibrations f ⊗ C∗ − Spc(X,−) are pointwise
cofibrations, so that every cofibration is a pointwise cofibration. 
For every object X of fC∗ − Spc the functor − ⊗ C∗ − Spc(X,−) is a left Quillen
functor because evaluating at X clearly preserves fibrations and acyclic fibrations.
There is an evident pairing
C∗ − Spc × [fC∗ − Spc,C∗ − Spc] // [fC∗ − Spc,C∗ − Spc]. (55)
Lemma 4.82: The pairing (55) is a Quillen bifunctor with respect to the pointwise model
structure on [fC∗ −Spc,C∗ −Spc] and the projective homotopy invariant model structure
on C∗ − Spc.
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TProof. For the pushout product of S → T and h ⊗ C∗ − Spc(X,−) there is a naturalisomorphism(S → T )(h ⊗ C∗ − Spc(X,−)) = ((S → T )h) ⊗ C∗ − Spc(X,−).
Since C∗ − Spc is monoidal by Proposition 3.89 it follows that
(
(S → T )h
)
is a
cofibration and an acyclic cofibration if either S → T or h ⊗ C∗ − Spc(X,−), and
hence h, is so. This finishes the proof because − ⊗ C∗ − Spc(X,−) is a left Quillen
functor. 
As we have noted repeatedly the next type of result is imperative for a highly
structured model structure.
Lemma 4.83: The pointwise model structure on [fC∗ − Spc,C∗ − Spc] is monoidal.
Proof. The inclusion of fC∗ − Spc into C∗ − Spc is a C∗ − Spc-functor and the unit
of [fC∗ − Spc,C∗ − Spc]. It is cofibrant because the unit of C∗ − Spc is cofibrant.
The natural isomorphism(
f ⊗ C∗ − Spc(X,−)
)

(
g ⊗ C∗ − Spc(Y,−)
)
= ( fg) ⊗ C∗ − Spc(X⊗Y,−)
combined with the facts that C∗ − Spc is monoidal and − ⊗ C∗ − Spc(X⊗Y,−) is a
left Quillen functor finishes the proof. 
The following model structure on C∗-functors takes into account that fC∗ − Spc
has homotopical content in the form of weak equivalences (as a full subcategory of
C∗ − Spc). A homotopy C∗-functor is an object of [fC∗ − Spc,C∗ − Spc] which
preserves weak equivalences. What we shall do next is localize the pointwise model
structure in such a way that the fibrant objects in the localized model structure are
precisely the pointwise fibrant homotopy C∗-functors. It will be convenient to let
X → X′ denote a generic weak equivalence in fC∗ − Spc.
Theorem4.84: There is a homotopy functor model structure on [fC∗−Spc,C∗−Spc]with
fibrant objects the pointwise fibrant homotopy C∗-functors and cofibrations the cofibrations in
the pointwise model structure. The homotopy functor model structure is combinatorial and
left proper.
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TProof. The existence and the properties of the homotopy functor model structurefollow by observing that a pointwise fibrant C∗-functor S is a homotopy C∗-functor ifand only if the naturally induced map of simplicial setshom[fC∗−Spc,C∗−Spc](Y ⊗ C∗ − Spc(X′,−),S)
// hom[fC∗−Spc,C∗−Spc](Y ⊗ C
∗ − Spc(X,−),S)
is aweak equivalence for everydomain and codomainYof the generating cofibrations
of C∗ − Spc. That is, the homotopy functor model structure is the localization of the
pointwise model structure with respect to the set of map
Y ⊗ C∗ − Spc(X′,−) //Y ⊗ C∗ − Spc(X,−).

Remark 4.85: In the above there is no need to apply a cofibrant replacement functor
Q in the pointwise projective model structure on C∗−Spc toY since all the domains
and codomains of the generating cofibrations of C∗ − Spc are cofibrant according
to Lemma 3.6. However, using the same script for more general model categories
requires taking a cofibrant replacement.
We shall refer to the weak equivalences in the homotopy functor model structure
as homotopy functor weak equivalences.
Corollary 4.86: If Y is projective cofibrant in C∗ − Spc then the naturally induced map
Y ⊗ C∗ − Spc(X′,−) //Y ⊗ C∗ − Spc(X,−)
is a homotopy functor weak equivalence.
Weshall leave implicit the proofs of the following three resultswhich the interested
reader can verify following in outline the proofs of the corresponding results for the
pointwise model structure.
Lemma 4.87: The pairing (55) is a Quillen bifunctor with respect to the homotopy functor
model structure on [fC∗ − Spc,C∗ − Spc] and the projective homotopy invariant model
structure on C∗ − Spc.
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TIn what follows, assume that every object of fC∗ − Spc is cofibrant.Lemma 4.88: The functor − ⊗ C∗ − Spc(X,−) is a left Quillen functor with respect to thehomotopy functor model structure.Proposition 4.89: The homotopy functor model structure is monoidal.
Although the work in [6] which makes a heavy use of [11] and [22] does not apply
directly to our setting, it offers an approach which we believe is worthwhile to pursue
when the model categories in question are not necessarily right proper. We shall give
such a generalization by using as input the recent paper [77].
Stanculescu [77] has shown the following result.
Theorem 4.90: LetM be a combinatorial model category with localization functor γ :M→
Ho(M). Suppose there is an accessible functor F : M → M and a natural transformation
α : id→ F satisfying the following properties:
A 1: The functor F preserves weak equivalences.
A 2: For every X ∈ M, the mapF(αX) is a weak equivalence and γ(αF(X)) is a monomorphism.
ThenM acquires a left Bousfield localization with F-equivalences as weak equivalences.
The assumption that F be an accessible functor allows one to verify the hypothesis
in Smith’s main theorem on combinatorial model categories:
Theorem 4.91: SupposeM is a locally presentable category,W a full accessible subcategory
of the morphism category of M, and I a set of morphisms of M such that the following
conditions hold:
C 1: W has the three-out-of-two property.
C 2: I − inj ⊆W.
C 3: The class I − cof ∩W is closed under transfinite compositions and pushouts.
ThenM acquires a cofibrantly generated model structure with classes of weak equivalences
W, cofibrations I − cof, and fibrations (I − cof ∩W) − inj.
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TRemark 4.92: The “only if” implication follows since every accessible functor satisfiesthe solution-set condition, see [1, Corollary 2.45], and every class ofweak equivalencesin some combinatorial model category is an accessible subcategory of its morphismcategory.In order to prove Theorem 4.90, note that conditions (C1) and (C2) hold, so it
remains to verify (C3). This follows from the characterization of acyclicF-cofibrations
by the left lifting property described in [77, Lemma 2.4].
Suppose (−)pt is an accessible fibrant replacement functor in the pointwise model
structure on C∗-functors. To construct the homotopy functor model structure using
Theorem 4.90, we set
Fht(S) ≡ S ◦ (−)pt.
The verification of the axioms A 1 and A 2 for Fht follows as in [7, Proposition 3.3].
Lemma 4.93: The Fht-model structure coincides with the homotopy functor model structure.
Proof. The model structures have the same cofibrations and fibrant objects. 
By using the same type of localization method we construct next the stable model
structure on [fC∗ − Spc,C∗ − Spc]. We fix an accessible fibrant replacement functor
(−)ht in the homotopy functor model structure. Let C′ denote the right adjoint functor
of − ⊗ C - again denoted by C in what follows - given by cotensoring with C. Note
that C′ commutes with filtered colimits and homotopy colimits because C is small.
Define the endofunctor Fst of [fC∗ − Spc,C∗ − Spc] by setting
Fst(S) ≡ hocolimn
(
C′⊗n ◦ (S)ht ◦ C⊗n
)
.
This is an accessible functor and it satisfies the axiomsA 1 andA 2 by [6, Lemma 8.9].
We are ready to formulate the main result in this section. Most parts of this result
should be clear by now, and more details will appear in a revised version of the
general setup in [6] dodging the right properness assumption.
Theorem 4.94: The following holds for the stable model structure on the enriched category
of C∗-functors
[fC∗ − Spc,C∗ − Spc].
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T• It is a combinatorial and left proper model category.• It is a symmetric monoidal model category.• When fC∗ − Spc is the category of C-spheres then there exists a Quillen equivalencebetween the stable model structures on C∗-functors and on cubical C∗-spectra.
Remark 4.95: Recall that the category ofC-spheres is the full subcategory ofC∗−Spc
comprising objects X for which there exists an acyclic cofibration C⊗n → X in the
projective homotopy invariant model structure on C∗ − Spc. This is the “minimal”
choice of fC∗−Spc. It is not clear whether the full subcategory of finitely presentable
cubical C∗-spaces fpC∗ − Spc gives a Quillen equivalent model structure [22, §7.2].
This point is also emphasized in [6, §10].
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T5 InvariantsIn what follows we employ C∗-homotopy theory to define invariants for C∗-algebras.Section 5.1 introduces briefly bigraded homology and cohomology theories at large.The main examples are certain canonical extensions of KK-theory, see Section 5.2, and
local cyclic homology theory, see Section 5.3, to the framework of pointed simplicial
C∗-spaces. We also observe that there is an enhancedChern-Connes character between
KK-theory and local cyclic theoryon the level of simplicial C∗-spectra. Section 5.5 deals
with a form ofK-theory ofC∗-algebraswhich is constructed using themodel structures
introduced earlier in this paper. This form of K-theory is wildly different from the
traditional 2-periodicK-theory of C∗-algebras [13, II] and relates to topics in geometric
topology. Finally, in the last section we discuss zeta functions of C∗-algebras.
5.1 Cohomology and homology theories
We record the notions of (co)homology and bigraded (co)homology theories.
Definition 5.1: • A homology theory on SH∗ is a homological functor SH∗ → Ab
which preserves sums. Dually, a cohomology theory on SH∗ is a homological
functor SH∗op → Abwhich takes sums to products.
• A bigraded cohomology theory on SH∗ is a homological functor Φ from SH∗op
to Adams graded graded abelian groups which takes sums to products together
with natural isomorphisms
Φ(E)p,q  Φ(ΣS1E)
p+1,q
and
Φ(E)p,q  Φ(ΣC0(R)E)
p,q+1
such that the diagram
Φ(E)p,q //

Φ(ΣS1E)
p+1,q

Φ(ΣC0(R)E)
p,q+1 // Φ(ΣCE)
p+1,q+1
commutes for all integers p, q ∈ Z.
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TBigraded homology theories are defined likewise.The category of graded abelian groups refers to integer-graded objects subject tothe Koszul sign rule a⊗ b = (−1)| a|| b|b⊗ a. In the case of bigraded cohomology theoriesthere is a supplementary graded structure. The category of Adams graded gradedabelian groups refers to integer-graded objects in graded abelian groups, but no sign
rule for the tensor product is introduced as a consequence of the Adams grading. It
is helpful to think of the Adams grading as being even.
As alluded to in the introduction the bigraded cohomology and homology theories
associated with a C∗-spectrum E are defined by the formulas
Ep,q(F ) ≡ SH∗
(
F , Sp−q ⊗ C0(R
q) ⊗ E
)
, (56)
and
Ep,q(F ) ≡ SH
∗
(
Σ∞C S
p−q ⊗ C0(R
q),F ∧L E
)
. (57)
When E is the sphere C∗-spectrum 1 then (56) defines the stable cohomotopy groups
πp,q(F ) ≡ 1p,q(F ) and (57) the stable homotopygroupsπp,q(F ) ≡ 1p,q(F ) ofF . Invoking
the symmetric monoidal product ∧L on SH∗ there is a pairing
πp,q(F ) ⊗ πp′,q′(F ′) // πp+p′ ,q+q′(F ∧L F ′). (58)
More generally, there exists formally defined products
∧ : Ep,q(F ) ⊗ E
′
p′,q′(F
′) // (E ∧L E′)p+p′,q+q′(F ∧
L F ′),
∪ : Ep,q(F ) ⊗ E′p
′,q′(F ′) // (E ∧L E′)p+p
′,q+q′(F ∧L F ′),
/ : Ep,q(F ∧L F ′) ⊗ E′p′,q′(F
′) // (E ∧L E′)p−p′,q−q′(F ),
\ : Ep,q(F ) ⊗ E′p′,q′(F ∧
L F ′) // (E ∧L E′)p′−p,q′−q(F
′).
When E = E′ is a monoid in SH∗ composing the external products with E ∧L E → E
yields internal products. The internalization of the slant product \ is a type of cap
product. We refer the interested reader to [55] and the references therein for more
details concerning the formal deduction of the above products using function spectra
or derived internal homobjects dependingonly on the structure ofSH∗ as a symmetric
monoidal category with a compatible triangulation, and the corresponding constructs
in classical stable homotopy theory.
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T5.2 KK-theory and the Eilenberg-MacLane spectrumThe construction we perform in this section is a special case of “twisting” a classicalspectrum with KK-theory: By combining the integral Eilenberg-MacLane spectrumrepresenting classical singular cohomology andhomologywithKK-theorywededuce
a C∗-symmetric spectrum which is designed to represent K-homology and K-theory
of C∗-algebras. Certain parts involved in this example depend heavily on a theory of
noncommutative motives developed in [62]. Throughout this section we work with
simplicial objects rather than cubical objects, basically because we want to emphasize
the (simplicial) Dold-Kan equivalence.
In the companion paper [62] we construct an adjoint functor pair:
(−)KK : ∆C∗ − Spc0
//
∆C∗ − SpcKK0 : Uoo (59)
Here ∆C∗ − SpcKK0 is the category of pointed simplicial C
∗-spaces with KK-transfers,
i.e. additive functors from Kasparov’s category of KK-correspondences to simplicial
abelian groups. This is a closed symmetric monoidal category enriched in abelian
groups and the symmetric monoidal functor (−)KK is uniquely determined by
(A ⊗ ∆n+)
KK ≡ KK(A,−) ⊗ Z˜[∆n+]. (60)
The right adjoint of the functor adding KK-transfers to pointed simplicial C∗-spaces
is the lax symmetric monoidal forgetful functor U.
With these definitions there are isomorphisms
∆C∗ − SpcKK0
(
(A ⊗ ∆n+)
KK,Y
)
= ∆C∗ − SpcKK0
(
KK(A,−),Hom(Z[∆n+],Y)
)
= ∆C∗ − Spc0
(
A,UHom(Z[∆n+],Y)
)
= ∆C∗ − Spc0
(
A,Hom(∆n+,UY)
)
= ∆C∗ − Spc0(A ⊗ ∆
n
+,UY).
The above definition clearly extends KK-theory to a functor on pointed simplicial
C∗-spaces. Moreover, for pointed simplicial C∗-spacesX andY there exist canonically
induced maps
X⊗YKK // XKK ⊗YKK // (X ⊗Y)KK.
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The above defines the structure maps in the C∗-algebra analog of the stably fibrant
Eilenberg-MacLane spectrum
HZ = {n  // Z˜[Sn]}
studied in stable homotopy theory. This description clarifies the earlier remark about
twisting the integral Eilenberg-MacLane spectrumwithKK-theory. A straightforward
analysis based on Bott periodicity in KK-theory reveals there exist isomorphisms of
simplicial C∗-spaces
(C⊗n)KK =
K0(−) ⊗ Z˜[S
n] n ≥ 0 even
K1(−) ⊗ Z˜[S
n] n ≥ 1 odd.
The main result in this section shows the spectrum we are dealing with is stably
fibrant.
Theorem 5.2: The simplicial C∗-spectrum
KK ≡ {n  // (C⊗n)KK}
is stably fibrant.
Proof. We shall note the constituent spaces (C⊗n)KK of KK are fibrant in the projective
homotopy invariant model structure on ∆C∗ − Spc0. First, EvA(C
⊗n)KK is a simplicial
abelian group and hence fibrant in the model structure on ∆Set∗, so that (C
⊗n)KK is
projective fibrant. For KK-theory of C∗-algebras, homotopy invariance holds trivially,
while matrix invariance and split exactness hold by [32, Propositions 2.11,2.12]. The
same properties hold for the KK-theory of the pointed simplicial C∗-spaces C⊗n using
(60). These observations imply that KK is level fibrant.
It remains to show that for every A ∈ C∗ −Alg andm ≥ 0, there is an isomorphism
H∗
(
A ⊗ Sm, (C⊗n)KK
)
// H∗
(
C ⊗ A ⊗ Sm, (C⊗n+1)KK
)
. (61)
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TThis reduction step follows directly from Theorem 3.97; the latter shows that theset of isomorphism classes of cubical C∗-algebras of the form A ⊗ Sm generates thehomotopy category H∗. In the next step of the proof we shall invoke the category ofnoncommutative motives M(KK) [62]. Its underlying category Ch(KK) consists ofchain complexes of pointed C∗-spaces with KK-transfers. Every C∗-algebra A has a
corresponding motiveM(A) and likewise for C⊗A. The category of motives is in fact
constructed analogously toH∗. Via the adjunction (59), the shift operator [−] on chain
complexes identifies the map (61) with
M(KK)
(
M(A),Z(n)[2n −m]
)
//M(KK)
(
M(C ⊗ A)[−2],Z(n + 1)[2n −m]
)
,
where
Z(1) ≡M
(
C0(R)
)
[−1]
is the so-called C∗-algebraic Bott object [62]. Thus, using the symmetric monoidal
product inCh(KK), themap identifieswith −⊗Z(1) fromM(KK)
(
M(A),Z(n)[2n−m]
)
to M(KK)
(
M(A) ⊗Z(1),Z(n)[2n − m] ⊗Z(1)
)
. With these results in hand, it remains
to note that − ⊗Z(1) is an isomorphism by Bott periodicity. 
Lemma 5.3: There is an isomorphism
KKp,q(A) ≡ SH∗
(
Σ∞CA,KK ⊗ S
p−q ⊗ C0(R
q)
)
=M(KK)
(
M(A),Z(q)[p]
)
.
Proof. Fix some integer m ≥ p − q, q. Then SH∗
(
Σ∞
C
A ⊗ C⊗−m ⊗ Sq−p−m ⊗ C0(R
m−q),KK
)
is isomorphic to H∗
(
A ⊗ Sm+q−p ⊗ C0(R
m−q), (C⊗m)KK
)
and hence, by Theorem 5.2, to
M(KK)
(
M(A) ⊗M
(
C0(R
m−q)
)
[q −m][m − q],Z(m)[p + (m − q)]
)
,
or equivalently
M(KK)
(
M(A) ⊗Z(m − q),Z(m)[p]
)
.
By Bott periodicity, tensoring with Z(m − q) implies the identification. 
The simplicial C∗-spectrumKK is intrinsically a simplicial C∗-symmetric spectrum
via the natural action of the symmetric groups on the tensor products (C⊗n)KK. It is
straightforward to show that KK is a ring spectrum in a highly structured sense.
Lemma 5.4: KK is a commutative monoid in the category of C∗-symmetric spectra.
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TThe construction of motives and KK alluded to above works more generally forG−C∗-algebras. In particular, there exists an equivariantKK-theory (−)KKG for pointedsimplicial G − C∗-spaces. For completeness we state the corresponding equivariantresult:
Theorem 5.5: The simplicialG − C∗-spectrum
KKG ≡ {n
 // (C⊗n)KK
G
}
is stably fibrant and a commutative monoid in the category of G − C∗-symmetric spectra.
Remark 5.6: It is possible to give an explicit model of KK as a C∗-functor.
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T5.3 HL-theory and the Eilenberg-MacLane spectrumFor the background material required in this section and the next we refer to [57],[64] and [80]. In particular, when C∗-algebras are viewed as bornological algebraswe always work with the precompact bornology in order to ensure that local cyclic
homology satisfy split exactness, matrix invariance and homotopy invariance.
Setting
(A ⊗ ∆n+)
HL ≡ HL(A,−) ⊗ Z˜[∆n+] (62)
extends local cyclic homologyHL of C∗-algebras to pointed simplicial C∗-spaces. With
respect to the usual composition product in local cyclic homology, this gives rise to a
symmetric monoidal functor taking values in pointed simplicial C∗-spaces equipped
with HL-transfers, and an adjoint functor pair where U denotes the lax symmetric
monoidal forgetful functor:
(−)HL : ∆C∗ − Spc0
//
∆C∗ − SpcHL0 : Uoo (63)
The existence of (63) is shown using (62) by following the exact same steps as for the
KK-theory adjunction displayed in (59). In analogy with KKwe may now define the
structure maps
C ⊗ (C⊗n)HL // (C⊗n+1)HL
in a simplicial C∗-spectrum we shall denote by HL. Moreover, the natural Σn-action
on (C⊗n)HL equipsHLwith the structure of a commutative monoid in SptΣC.
Using the multiplication by (2πi)−1 Bott periodicity isomorphism in local cyclic
homology and an argument which runs in parallel with the proof of Theorem 5.2, we
deduce that also the local cyclic homology twisted Eilenberg-MacLane spectrum is
stably fibrant:
Theorem 5.7: The simplicial C∗-spectrum
HL ≡ {n  // (C⊗n)HL}
is stably fibrant and a commutative monoid in SptΣC.
We shall leave the formulation of the equivariant version of Theorem 5.7, for G
totally disconnected, to the reader.
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T5.4 The Chern-Connes characterLocal cyclic homology of C∗-algebras defines an exact, matrix invariant andhomotopyinvariant functor into abelian groups. Thus the universal property of KK-theoryimplies that there exists a unique natural transformation between KK-theory and
local cyclic homology. Moreover, it turns out this is a symmetric monoidal natural
transformation. By the definition ofKK-theory and local cyclic homology for pointed
simplicial C∗-spaces in terms of left Kan extensions, if follows that there exists a unique
symmetric monoidal natural transformation
(−)KK // (−)HL.
We have established the existence of the Chern-Connes character.
Theorem 5.8: There exists a ring map of simplicial C∗-symmetric spectra
KK // HL. (64)
Since the local cyclic homology of a C∗-algebra A is a complex vector space, the
Chern-Connes character for A induces a C-linear map
KK∗(C,A) ⊗Z C→ HL∗(C,A). (65)
By naturality there exists an induced map of simplicial C∗-symmetric spectra
KK ⊗Z C // HL. (66)
The constituent spaces in the spectrum on left hand side in (66) are n 7→ (C⊗n)KK ⊗ZC.
Recall that the map (65) is an isomorphism provided A is a member of the so-called
bootstrap category comprising the C∗-algebras with aKK-equivalence to amember of
the smallest class of nuclear C∗-algebras that contains C and is closed under countable
colimits, extensions andKK-equivalences. Equivalently,A is in the bootstrap category
if and only if it is KK-equivalent to a commutative C∗-algebra. This implies (66) is a
pointwise weak equivalence when restricted to the bootstrap category.
For second countable totally disconnected locally compact groups the work of
Voigt [80] allows us to construct as in (64) an equivariant Chern-Connes character.
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T5.5 K-theory of C∗-algebrasThe prerequisite to the K-theory of C∗-algebras proposed here is Waldhausen’s workon K-theory of categories with cofibrations and weak equivalences [81]. In whatfollows we tend to confine the general setup to cofibrantly generated pointed model
categories M in order to streamline our presentation. Throughout we consider the
homotopy invariant projective model structure on C∗ − Spc0 and the stable model
structures on S1-spectra of pointed cubical C∗-algebras.
A Waldhausen subcategory ofM is a full subcategoryN ⊂M of cofibrant objects
including a zero-object ∗ with the property that if X → Y is a map in N and X → Z
is a map inM, then the pushoutY
∐
XW belongs toN . With notions of cofibrations
and weak equivalences induced from the model structure onM it follows that N is
a category with cofibrations and weak equivalences. For those not familiar with the
axioms for cofibrations and weak equivalences in K-theory we state these in detail.
Definition 5.9: A category with cofibrations and weak equivalences consists of a
pointed category C equipped with two subcategories of cofibrations cofC and weak
equivalencesweqC such that the following axioms hold.
Cof 1: Every isomorphism is a cofibration.
Cof 2: Every object is cofibrant. That is, ∗ → X is in cofC for every object X of C.
Cof 3: If X → Y is a cofibration, then the pushout of every diagram of the form
Z X //oo Y
in C exists, and the cobase change mapZ→Z∪X Y is in cofC.
Weq 1: Every isomorphism is a weak equivalence.
Weq 2: The gluing lemma holds. That is, for every commutative diagram
Z

Xoo //

Y

Z′ X′oo //Y′
in C where the vertical maps are weak equivalences and the right hand
horizontal maps are cofibrations,Z∪X Y → Z
′ ∪X′ Y
′ is in weqC.
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TApplying the S•-construction we obtain a simplicial category wS•(N). Taking thenerve produces a simplicial space [n] 7→ NwSn(N), and K(N) is defined by the loopsΩ|NwS•(N) | on the realization of this simplicial space. The algebraic K-groups ofN are defined as Kn(N) ≡ πnK(N). With these definitions one finds that the abeliangroup K0(N) is generated by symbols [X] where X is an object of N , subject to the
relations [X] = [Y] if there is a weak equivalence X → Y and [Z] = [X] + [Y] if there
is a cofibration sequence X → Z→ Y.
The algebraic K-theory spectrum of N is defined by iterating the S•-construction
forming |NwS(n)• (N) | for n ≥ 1. It is not difficult to verify that there is a symmetric
spectrum structure on the K-theory spectrum of N . Since we will not make use of
this important extra structure here we refer the reader to [74] for details.
The identity map on the K-theory of the full subcategory of cofibrant objectsMco f
is null-homotopic by a version of the Eilenberg swindle. For this reason, K-theory
deals with subcategories ofMco f defined by finiteness conditions which are typically
not preserved under infinite coproducts. The cube lemma for cofibrant objects as in
[35, Lemma 5.2.6] implies the full subcategory fpMco f of finitely presentable objects is
also a Waldhausen subcategory ofM. With these choices of subcategories of pointed
model categories we get, by combining [21, Corollary 3.9] and [72, Theorem 3.3], the
next result.
Corollary 5.10: EveryQuillen equivalenceM→N between pointed stable model categories
induces a weak equivalence
K(fpMco f )
∼ // K(fpNco f ).
A functor between categories with cofibrations and weak equivalences is called
exact if it preserves the zero-object, cofibrations, weak equivalences and cobase change
maps along cofibrations. An exact functor F is a K-theory equivalence if the induced
map Ω|NwS•(F) | is a homotopy equivalence. Every left Quillen functor induces an
exact functor between the corresponding full subcategories of finitely presentable and
cofibrant objects.
We give the following widely applicable characterization of cofibrant and finitely
presentable objects in terms of cell complexes.
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TLemma 5.11: Suppose the domains and codomains of the generating cofibrations IM arefinitely presentable. Then an object X ofM is cofibrant and finitely presentable if and only ifit is a retract of a finite IM-cell complexZ of the form∗ = Z0 //Z1 // · · · //Zn = Z,
whereZi →Zi+1 is the pushout of a generating projective cofibration.
Proof. If X is a retract of a finite IM-cell complex, then X is cofibrant and finitely
presentable since a finite colimit of finitely presentable objects is finitely presentable
and a retract of a finitely presentable object is finitely presentable.
Conversely, every cofibrant object X is a retract of the colimit X∞ of an IM-cell
complex
∗ = X0 // X1 // X2 // · · · // Xn // · · ·
for pushout diagrams where the top map is a coproduct of generating cofibrations:∐
λ∈λi
sλ

//
∐
λ∈λi
tλ

Xi // Xi+1
(67)
If λ′
i
⊂ λi defineX(λ′i) ⊂ Xi+1 by taking the pushout along the attaching maps sλ → Xi
for λ ∈ λ′
i
as in (67). Note that, since X is finitely presentable, there exists a factoring
X → X(λ′
i
) → X∞ for λ′i ⊂ λi a finite subset. Likewise, since the coproduct is finitely
presentable,
∐
λ∈λ′
i
sλ → Xi factors through X(λ′′i−1) for some finite subset λ
′′
i−1
of λi−1.
Clearly X(λ′
i
) is the filtered colimit of X(λ′
i−1
)(λ′
i
) for finite λ′
i−1
⊂ λi−1 containing λ′′i−1.
Hence the map X → X(λ′
i
) factors through some X(λ′
i−1
)(λ′
i
).
Iterating this argument we find a factoring of the form
X // X(λ
′
0)(λ
′
1) · · · (λ
′
i−1
)(λ′
i
) // X∞,
as desired. 
Remark 5.12: The last part of the proof does not require that the codomains of IM are
finitely presentable.
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TLemma 5.13: SupposeM is weakly finitely generated and X and Y are finitely presentablecofibrant objects inM. Let idM → R denote the fibrant replacement functor onM obtainedby applying the small object argument to the set J′M. Then for every mapX → RY there existsa finitely presentable and cofibrant objectY′ and a commutative diagramwith horizontal weakequivalences:
X

X

Y // //Y′ // // RY
Proof. Denote by Ri all diagrams of the form
s′λ

//Yi−1

t′λ
// ∗
where s′λ → t
′
λ is a map in J
′
M
. Then RY is the colimit of the diagram
Y = Y0 //
∼ //Y1 //
∼ //Y2 //
∼ // · · · // ∼ //Yn //
∼ // · · ·
for pushout diagrams ∐
s′λ

//
∐
t′λ

Yi−1 //Yi
indexed by the setRi. SinceX is finitely presentable themapX → RY factors through
some Yi. Now the trick is to observe that Yi is a filtered colimit indexed by the finite
subsets of Ri ordered by inclusion. Hence there is a factoring X → Yλi
∼
֌ Yi
∼
֌ RY
for some finite subset λi ⊂ Ri. Iterating this argument we find finite subsets λk ⊂ Rk
for 1 ≤ k ≤ i, and some factoring X → Y′ ≡ Yλ1
∼
֌ · · ·
∼
֌ Yλi
∼
֌ Yi
∼
֌ RY. By
construction, there is an acyclic cofibrationY
∼
֌ Y′ andY′ is both finitely presentable
and cofibrant. 
Next we recall a much weaker homotopical finiteness condition first introduced
in special cases in [81, §2.1]. An object ofM is called homotopy finitely presentable
if it is isomorphic in the homotopy category ofM to a finitely presentable cofibrant
object.
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TLet hfpMco f denote the full subcategory of M of homotopy finitely presentablecofibrant objects. Note that X is homotopy finitely presentable if and only if thereexist finitely presentable cofibrant objects Y and Z where Z is fibrant and weakequivalences X ∼→ Z ∼← Y. Equivalently, there exists a finitely presentable cofibrantobject Y and a weak equivalence from X to a fibrant replacement RY ofY.
With no additional assumptions on the model structure onM one cannot expect
that hfpMco f is a category with cofibrations and weak equivalences in the same
way as fpMco f . The only trouble is that a pushout of homotopy finitely presentable
objects need not be homotopy finitely presentable. However, the next result which is
reminiscent of [72, Proposition 3.2] covers all the cases we shall consider in this paper.
Lemma 5.14: SupposeM is cubical, weakly finitely generated and − ⊗ 1+ preserves finitely
presentable objects. Then hfpMco f is a Waldhausen subcategory ofM.
Proof. Suppose X, Y and Z are homotopy finitely presentable cofibrant objects and
there are mapsZ← X֌ Y. We show the pushout is homotopy finitely presentable
by constructing a commutative diagram with vertical weak equivalences:
Z

Xoo // //

Y

RZ˜ RX
′oo // //W
Z′
OO
X′oo // //
OO
Y′
OO
Applying the gluing lemma for cofibrant objects [28, II Lemma 8.8] or the cube
lemma [35, Lemma 5.2.6] we deduce that the induced map of pushouts Y
∐
XZ →
Y′
∐
X′Z
′ is a weak equivalence. This shows that Y
∐
XZ is homotopy finitely
presentable provided X′, Y′ and Z′ are finitely presentable cofibrant objects. Next,
existence of the middle column in the diagram where X′ is finitely presentable and
cofibrant follows because X is homotopy finitely presentable. For the same reason
there exists a weak equivalenceZ→ RZ˜ for some finitely presentable and cofibrant
object Z˜. Since Xmaps to the fibrant object RZ˜ there exists a map RX′ → RZ˜ by the
lifting axiom inM.
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TNow Lemma 5.13 shows the composite mapX′ // RX′ // RZ˜factors through some finitely presentable and cofibrant object Z′ which maps by anacyclic cofibration to RZ˜. It remains to constructW andY′.
SinceY is homotopyfinitelypresentable there exists afinitelypresentable cofibrant
object Y˜ and a weak equivalence fromY to RY˜. The lifting axiom CM4 inM yields a
map RX′ → RY˜ and by Lemma 5.13 the composite X′ → RX′ → RY˜ factors through
some finitely presentable cofibrant object Y˜′. Using the cubical mapping cylinder
we may factor the latter map as a cofibration X′ ֌ Y′ composed with a cubical
homotopy. Note that Y′ is finitely presentable and cofibrant by the assumption that
− ⊗ 1+ preserves finitely presentable objects. By the factorization axiom CM5 inM
we deduce there is a cofibration RX′ ֌ W, so that W is cofibrant, and an acyclic
fibrationW
∼
։ RY˜.
Finally, the weak equivalences between Y, W and Y′ follow since there exist
liftings in the following diagrams (the lower horizontal maps are weak equivalences
and so are the right vertical fibrations):
∗ // //

W

Y // RY˜
∗ // //

W

Y′ // // RY˜

Note that hfpMco f contains more fibrant objects than fpMco f since non-constant
fibrant objects need not be finitely presentable. The next result follows easily from a
version of Waldhausen’s approximation theorem [72, Theorem 2.8] and Lemma 5.14.
For the convenience of the reader we recall the setup. A category with cofibrations
andweak equivalencesC is equippedwith special objects if there is a full subcategory
C′ ⊆ C and a functor Q : C → C′ together with a natural transformation idC → Q
such that X → QX is a cofibration and a weak equivalence for every object X of C.
Cofibrant replacement functors in model categories furnish the prime examples of
special objects.
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TAxiomsApp1 andApp2 formulated below are used in the original formulation ofthe approximation theorem[81, Theorem1.6.7]. In the recent slightlymodifiedversion[72, Theorem 2.8]whichwe shall refer to as the special approximation theorem, axiomSApp2 replaces App2.
Definition 5.15: Let F : C → D be an exact functor.
App 1: F reflects weak equivalences.
App 2: Every map F(X)→Z inD factors as F(X → Y) for a cofibration X → Y in C
composed with a weak equivalence F(Y)→Z inD.
SApp 2: Suppose C is equipped with special objects. Then App2 holds if Z is a
special object.
Proposition 5.16: Suppose M is cubical, weakly finitely generated and − ⊗ 1+ preserves
finitely presentable objects. Then (fp ⊂ hfp)Mco f induces an equivalence in K-theory.
Next we turn to the examples arising in C∗-homotopy theory. Let (X,C∗−Spc,X)
denote the retract category of a cubical C∗-space X. The homotopy theory of this
category was worked out in Lemma 3.111. We are interested in the K-theory of its full
subcategory of finitely presentable cofibrant objects.
Definition 5.17: The K-theory of a cubical C∗-space X is
K(X) ≡ K
(
fp(X,C∗ − Spcco f ,X)
)
.
Lemma 5.14 implies hfp(C∗ − Spc)co f is a Waldhausen subcategory of C
∗ − Spc.
By applying Proposition 5.16 we get the next result.
Lemma 5.18: The special approximation theorem applies to the inclusion
(fp ⊂ hfp)(X,C∗ − Spcco f ,X).
Thus for every cubical C∗-space X there is an induced equivalence
K(X) // K
(
hfp(X,C∗ − Spcco f ,X)
)
.
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TIn the remaining of this section we consider the K-theory of the trivial C∗-algebra.Adopting the work of Ro¨ndigs [66] to our setting we show a fundamental result:Theorem5.19: Denote by SptS1 the category of S1-spectra of pointed cubicalC∗-spaces. Thenthe K-theory of the trivial C∗-algebra is equivalent to the K-theory of hfp(SptS1)co f .
To begin with, consider a sequential diagram of categories with cofibrations and
weak equivalence
M0 //M1 // · · · //Mn //Mn+1 // · · · . (68)
It is straightforward to check that the colimit M∞ of (68) taken in the category
of small categories is a category with cofibrations and weak equivalences: A map in
M∞ is a cofibration if some representative of it is a cofibration, and likewise for weak
equivalences. Moreover, with this definition the canonical functorMn →M∞ is exact
and there is a naturally induced isomorphism
colimn S•Mn // S•M∞
of simplicial categories with cofibrations and weak equivalences. Now specialize to
the constant sequential diagram with value fp(C∗ − Spc0)co f and transition map the
suspension functor S1 ⊗ −. Let S1fp(C∗ − Spc0)co f denote the corresponding colimit
with cofibrations and weak equivalences as described above.
Lemma 5.20: The canonical functor
fp(C∗ − Spc0)co f // S
1fp(C∗ − Spc0)co f
is a K-theory equivalence.
Proof. Since the category fp(C∗−Spc0)co f has a good cylinder functor, the suspension
functor S1 ⊗ − induces a K-theory equivalence [81, Proposition 1.6.2]. 
Next we relate the target of the K-theory equivalence in Lemma 5.20 to S1-spectra
of pointed cubical C∗-spaces. An object E of SptS1 is called strictly finitely presentable
if En is finitely presentable in C
∗ − Spc0 for every n ≥ 0, and there exists an integer
n(E) such that the structure maps of E are identity maps for n ≥ n(E). Every finitely
presentable S1-spectrum is isomorphic to a strictly finitely presentable one. It implies
that the inclusion functor sfp(SptS1)co f →֒ fp(SptS1)co f is an equivalence of categories,
and therefore:
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Define the functor
Φ : sfp(SptS1)co f // S
1fp(C∗ − Spc0)co f
by sending E to (En, n) and f : E → F to ( fn, n) for n ≥ n(E), n(F ). Note that Φ does
not extend to a functor from fp(SptS1)co f to S
1fp(C∗ − Spc0)co f .
Proposition 5.22: The functor Φ is exact and has the approximation property.
Proof. It is clear that Φ preserves the point and also (projective) cofibrations because
if E → F is a cofibration in SptS1 , then En → Fn is a cofibration of pointed cubical
C∗-spaces for every n ≥ 0. The interesting part of the proof consists of showing that
Φ preserves stable weak equivalences. More precisely, if E → F is a stable weak
equivalence of finitely presentable cofibrant S1-spectra of pointed cubical C∗-spaces,
then En → Fn is a C
∗-weak equivalence for all n >> 0. This uses that the stable model
structure on SptS1 is weakly finitely generated.
Next we show that Φ has the approximation property: It clearly detects weak
equivalences. For a map Φ(E) → (X,m) in S1fp(C∗ − Spc0)co f we may choose a
representative En → Y, and there exists an integer k such that S
k+m ⊗ Y = Sk+n ⊗ X.
The map En → Y factors through cyl(En → Y) for the good cylinder functor on
fp(SptS1)co f . Define the strictly finitely presentable cofibrant S
1-spectrum cyl(E → Y)
of pointed cubical C∗-spaces by
cyl(E → Y)m ≡

Em m < n
cyl(En → Y) m = n
S1 ⊗ cyl(E → Y)m−1 m > n.
The structure maps of cyl(E → Y) are given by the structure maps of E if m < n − 1,
by S1 ⊗ En−1 → En → cyl(En → Y) if m = n − 1, and by the appropriate identity map
if m ≥ n. Clearly, E → cyl(E → Y) is a (projective) cofibration which provides the
required factoring by applying Φ. 
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TIn order to conclude thatΦ is aK-theory equivalence, note that sfp(SptS1)co f inheritsa good cylinder functor from fp(SptS1)co f so that Lemma 5.21 allows us to apply theapproximation theorem.Lemma 5.23: The functor
Φ : sfp(SptS1)co f // S
1fp(C∗ − Spc0)co f
is a K-theory equivalence.
Proposition 5.16 takes care of the remaining K-theory equivalence needed to finish
the proof of Theorem 5.19.
Lemma 5.24: The inclusion functor
fp(SptS1)co f // hfp(SptS1)co f
is a K-theory equivalence.
Localization techniques imply our last result in this section.
Theorem 5.25: The K-theory of fp(Set∗)co f is a retract of the K-theory of fp(C
∗−Spc0)co f
up to homotopy.
Remark 5.26: Theorem 5.25 connects C∗-homotopy theory to geometric topology
since the K-theory of fp(Set)co f is Waldhausen’s A(∗) or the K-theory of the sphere
spectrum [81, §2]. The spectrum A(∗) is of finite type [24] and rationally equivalent to
the algebraic K-theory of the integers. We refer to [70] for a recent survey and further
references. Theorem 5.25 shows the K-theory of the trivial C∗-algebra as defined by
C∗-homotopy theory carries highly nontrivial invariants.
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T5.6 Zeta functionsOur definition of zeta functions of C∗-algebras is deeply rooted in algebraic geometry.IfX is a quasi-projective variety over a finite field Fq then its Hasse-Weil zeta functionis traditionally defined in terms of the number of Fqn-points of X by the formula
ζX(t) ≡ exp
(
Σ∞n=1#X(Fqn)
tn
n
)
.
The symmetric group Σn on n letters acts on the n-fold product X × · · · × X and
the symmetric power Symn(X) of X is a quotient quasi-projective variety over Fq.
For example, the higher dimensional affine spaces An
Fq
= Symn(A1
Fq
) and projective
spaces Pn
Fq
= Symn(P1
Fq
) arise in this way. Using symmetric powers the Hasse-Weil
zeta function can be rewritten as the formal power series
ζX(t) = Σ
∞
n=0#Sym
n(X)(Fq)t
n.
Kapranov [45] has generalized the whole setup by incorporating multiplicative Euler
characteristics with compact support in the definition of zeta functions. That is, if µ
is an invariant of quasi-projective variety over Fq with values in a ring R for which
µ(X) = µ(XrY)+ µ(Y) for every Y ⊂ X closed and µ(X ×Y) = µ(X)µ(Y), then the zeta
function of X with respect to µ is the formal power series
ζX,µ(t) ≡ Σ
∞
n=0µSym
n(X)tn ∈ R[[t]].
A typical choice of the ground ring is Grothendieck’s K0-group of varieties over Fq
with ring structure induced by products of varieties.
In our first setup the ring R will be a K0-group of the thick symmetric monoidal
triangulated subcategory SH∗cQ of compact objects in the rationalized stable homotopy
category of C∗-algebras. The Eilenberg swindle explains why we restrict to compact
objects in SH∗Q: If [E] is a class in K0(SH
∗) and
∐
E an infinite coproduct of copies of
E, the identification E⊕
∐
E =
∐
E implies the class of E is trivial. A crux step toward
the definition of zeta functions of C∗-algebras is to note there exist symmetric powers
of compact objects giving rise to a λ-structure on the ringK0(SH
∗c
Q ) withmultiplication
induced by the monoidal product on SH∗. It is the λ-structure that ultimately allows
us to push through the definition of zeta functions by a formula reminiscent of the
classical one in algebraic geometry.
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TThroughout what follows we shall tactically replace the category SH∗Q with itsidempotent completion, turning it into a pseudoabelian symmetricmonoidalQ-linearcategory. Working with the idempotent completion, so that every projector acquiresan image, allows us to construct symmetric powers and wedge powers by usingYoung’s work on the classical representation theory of symmetric groups dealing
with idempotents and partitions. We review this next, cf. [38] and [82] for details.
Recall the set of irreducible representations of Σn overQ is in bijection with the set
of partitions ν of n. Moreover, there exists a set of orthogonal idempotents eν in the
group ring Q[Σn] called the Young symmetrizer so that Σνeν = 1Q[Σn] and eν induces
the corresponding representation of Σn (up to isomorphism). For every element E of
SH∗Q there is an algebra map from Q[Σn] to the endomorphisms of the n-fold product
E(n) ≡ E∧L · · ·∧LE given by sending σ ∈ Σn to the endomorphism Eσ that permutes the
factors accordingly. That is, writing σ ∈ Σn as a product of elementary transpositions
(i, i + 1) for 1 ≤ i < n and letting the latter act on E(n) by applying the commutativity
constrain between the ith and i + 1st factor yields a well-defined action. The identity
ΣνEeν = idE(n) follows immediately, where Eeν is the endomorphism of E
(n) obtained
from eν. Since e
2
ν = eν and we are dealing with a pseudo-abelian category, the n-fold
product of E splits into a direct sum of the images of the idempotents Eeν in the
endomorphism ring SH∗Q(E
(n),E(n)).
Definition 5.27: The Schur functor Sν of a partition ν of n is the endofunctor of SH
∗
Q
defined by Sν(E) ≡ Eeν(E
(n)). We say that E is Schur finite if there exists an integer n
and a partition ν of n such that Sν(E) = 0.
The notion of Schur finiteness was introduced by Deligne [19]. See [26, A 2.5]
for more background. We thank Mazza for discussions about Schur finiteness in the
algebro-geometric setting of motives [56].
Next we define, corresponding to the partition (n) of n, the nth symmetric power
of E by
Symn(E) ≡ S(n)(E) = Ee(n)(E
(n)) =
1
n!
Σ
σ∈Σn
Eσ(E
(n)).
Similarly, corresponding to the partition (1, . . . , 1) of n, we define the nthwedge power
of E by
Altn(E) ≡ S(1,...,1)(E) = Ee(1,...,1)(E
(n)) =
1
n!
Σ
σ∈Σn
sgn(σ)Eσ(E
(n)).
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TRemark 5.28: The corresponding notions for rationalized Chow groups introducedin [51] is the subject of much current research on motives in algebraic geometry; inparticular, the following notions receive much attention: E is negative or positivefinite dimensional provided Symn(E) = 0 respectively Altn(E) = 0 for some n, andfinite dimensional if there exists a direct sum decomposition E = E+ ⊕ E− where E+
is positive and E− is negative finite dimensional. The monoidal product of two finite
dimensional objects in SHQ is finite dimensional, and the same holds for Schur finite
objects. The main result in [31] shows that negative and positive finite dimensional
objects satisfy the two-out-of-three property for distinguished triangles. A thorough
study of Schur finite andfinite dimensional objects in some rigid setting of C∗-algebras
remains to be conducted.
Recall that the Grothendieck group K0(SH
∗c
Q ) is the quotient of the free abelian
group generated by the isomorphism classes [E] of objects of SH∗cQ by the subgroup
generated by the elements [F ]−[E]−[G] for every distinguished triangleE → F → G.
Due to themonoidal product∧L onSH∗Q there is an inducedmultiplication onK0(SH
∗c
Q )
which turns the latter into a commutative unital ring.
The main result in Guletskiı˘’s paper [30] shows that the wedge and symmetric
power constructions define opposite λ-structures on K0(SH
∗c
Q ). Next we recall these
notions. The interested reader can consult the papers by Atiyah and Tall [4] and by
Grothendieck [29] for further details on this subject (which is important in K-theory).
Let R be a commutative unital ring. Then a λ-ring structure on R consists of maps
λn : R→ R for every integer n ≥ 0 such that the following conditions hold:
• λ0(r) = 1 for all r ∈ R
• λ1 = idR
• λn(r + r′) = Σ
i+ j=n
λi(r)λ j(r′)
A λ-ring structure on R induces a group homomorphism
λt : R // 1 + tR[[t]]; r
 // 1 + Σn≥1λn(r)tn, (69)
from the underlying additive group of R to the multiplicative group of formal power
series in an indeterminate t over Rwith constant term 1, i.e. λt(r + r′) = λt(r)λt(r′).
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TThe ring 1 + tR[[t]] acquires a λ-ring structure when the addition is defined bymultiplication of formal power series, multiplication and λ-operations are given byuniversal polynomials, which in turn are uniquely determined by the identities( k∏
i=1
(1 + ait)
)( l∏
j=1
(1 + b jt)
)
=
k∏
i=1
l∏
j=1
(1 + aib jt)
and
λn
( k∏
i=1
(1 + ait)
)
=
∏
S⊂{1,...,k},#S=n
(
1 + t
∏
j∈S
a j
)
.
Ring homomorphisms between λ-rings commuting with all the λ-operations are
called λ-ring homomorphisms. And a λ-ring R is called special if the map (69) is a
λ-ring homomorphism. In particular, the λ-ring 1+ tR[[t]] is special, as was noted by
Grothendieck [4].
Every ring homomorphismφ : R→ 1+tR[[t]] forwhichφ(r) = 1+rt+higher degree
terms defines aλ-ring structure onR. The opposite λ-ring structure of aλ-ringR is the
λ-ring structure associated with the ring homomorphism φ(r) ≡ λ−t(−r) = λ−t(r)−1.
In the example of K0(SH
∗c
Q ) we set
λn([E]) ≡ [Symn(E)]. (70)
The main result in [30] shows that (70) defines a λ-ring structure on K0(SH
∗c
Q ). Its
opposite λ-structure arises by replacing the class of Symn(E) by the class ofAltn(E) in
the definition (70). The class [Sym0(E)] is the unit in K0(SH
∗c
Q ).
Definition 5.29: Let
K0(SH
∗c
Q ) // 1 + tK0(SH
∗c
Q )[[t]]; [E]
 // 1 + Σn≥1[Sym
n(E)]tn
be the λ-ring homomorphism determined by the λ-ring structure on K0(SH
∗c
Q ) in (70).
The zeta function of E in SH∗cQ is the formal power series
ζE(t) ≡ Σn≥0[Sym
n(E)]tn. (71)
Remark 5.30: We trust the first part of this section makes it plain that our definition
of zeta functions of C∗-algebras is deeply rooted in algebraic geometry.
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Definition 5.32: Apower series f (t) ∈ K0(SH
∗c
Q )[[t]] is (globally) rational if there exists
polynomials g(t), h(t) ∈ K0(SH
∗c
Q )[t] such that f (t) is the unique solution of the equation
g(t)x = h(t).
Corollary 5.33: If E → F → G is a distinguished triangle in SH∗cQ and two of the three zeta
functions ζF, ζE and ζG are rational, then so is the third.
For classes [E] and [F ] in K0(SH
∗c
Q ), if the zeta functions ζ[E], ζ[F ] are rational then
so is ζ[E]⊕[F ]. Moreover, since the λ-structure on K0(SH
∗c
Q ) is special, it follows that
ζ[E∧LF ] = ζE ∗ ζF is also rational, where the product ∗ on the right hand side of the
equation is given by themultiplication in theλ-ring 1+tK0(SH
∗c
Q )[[t]]. Thus rationality
of zeta functions are closed under addition andmultiplication in K0(SH
∗c
Q ). Moreover,
the shift functor in the triangulated structure on SH∗Q preserves rationality. The next
result follows easily from the equality(
Σn≥0[Alt
n(E)](−t)n
)(
Σn≥0[Sym
n(E)]tn
)
= 1
in K0(SH
∗c
Q )[[t]].
Lemma 5.34: • If E− is negative finite dimensional, then ζE−(t) is a polynomial.
• If E+ is positive finite dimensional, then ζE+(t)
−1 is a polynomial.
• If E is finite dimensional, then ζE(t) is rational.
For the purpose of showing a functional equation for zeta functions of C∗-algebras
we shall shift focus to the rationalized categoryM(KK)Q of KK-motives. The latter is
the homotopy category of a stable monoidal model structure on non-connective orZ-
graded chain complexes Ch(KK) of pointed C∗-spaces withKK-transfers constructed
similarly to the homotopy invariant model structure on C∗-spaces. We leave open the
question of comparing zeta functions defined in terms of SH∗cQ andM(KK)
c
Q
, but note
that the properties shown so far in this section hold for K0(M(KK)
c
Q
) and hence ζE(t),
where now E is a compact object inM(KK)Q.
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TNext we outline the construction of the category of KK-motives. More details willappear in [62].There is a category KK of C∗-algebras with maps A→ B the elements of KK(A,B)and composition provided by the intersection product in KK-theory. We note that
KK is symmetric monoidal and enriched in abelian groups, but it is not abelian. Let
Ch(KK) denote the abelian category of additive functors from KK to non-connective
chain complexes Ch of abelian groups equipped with the standard projective model
structure [35, Theorem 2.3.11]. By [22, Theorem 4.4] there exists a pointwise model
structure on Ch(KK). Moreover, the pointwise model structure is stable because the
projective model structure on Ch is stable.
Next we may localize the pointwise model structure in order to construct the
exact, matrix invariant and homotopy invariant symmetric monoidal stable model
structures on Ch(KK). With due diligence these steps can be carried out as for C∗-
spaces. The discussion of Euler characteristics in stable C∗-homotopy theory carries
over to furnish M(KK) with an additive invariant related to triangulated structure.
Moreover, we may replace abelian groups with modules over some commutative
ring with unit. In particular, there is a rationalized category of motives M(KK)Q
corresponding to non-connective chain complexes of rational vector spaces. In this
category we may form symmetric powers Symn(E) and wedge powers Altn(E) for
every object E and n ≥ 0. Finally, we note that the endomorphism ring of the unit
M(KK)Q(1, 1) is a copy of the rational numbers.
Recall that E is negative or positive finite dimensional provided Symn(E) = 0
respectivelyAltn(E) = 0 for some n, and finite dimensional if there exists a direct sum
decomposition E = E+⊕E−where E+ is positive andE− is negative finite dimensional.
We denote byM(KK)fd
Q
the thick subcategory of finite dimensional objects inM(KK)Q.
The following result shows in particular that the Euler characteristics of negative
and positive finite dimensional rational motives are integers.
Proposition 5.35: • If E is finite dimensional, then a direct sum decomposition
E = E+ ⊕ E−
is unique up to isomorphism.
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T• If E is negative finite dimensional, then χ(E) is a nonpositive integer and the smallestn such that Symn(E) = 0 equals 1 − χ(M).• If E is positive finite dimensional, then χ(E) is a nonnegative integer and the smallestn such that Altn(E) = 0 equals 1 + χ(M).
Proof. The first part follows as in the proof of [51, Proposition 6.3], cf. [3, Proposition
9.1.10], and the last part as in [3, Theorems 7.2.4, 9.1.7], cf. [18, §7.2]. 
Definition 5.36: If E is finite dimensional, define
χ+(E) = χ(E+) and χ−(E) = χ(E−).
The first part of the next definition is standard while the second part can be found
in [52, Definition 8.2.4].
Definition 5.37: InM(KK)Q we make the following definitions.
• An object E is invertible if there exists an object F and an isomorphism
E ∧L F = 1.
• An object E is 1-dimensional if it is either (1) negative finite dimensional and
χ(E) = −1, or (2) positive finite dimensional and χ(E) = 1.
Note that if E is invertible, then the dualDE of E is an inverse F which is unique
up to unique isomorphism. The unit object 1 is clearly 1-dimensional; for a proof we
refer to [52, Example 8.2.5]. In fact, Alt2(1) = 0 since the twist map on 1 ∧L 1 is the
identity map.
Lemma 5.38: The following hold inM(KK)Q.
• An object E is invertible if and only if it is 1-dimensional.
• If E is negative finite dimensional, then Sym−χ(E)(E) is invertible.
• If E is positive finite dimensional, then Altχ(E)(E) is invertible.
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TProof. The first part is clear from [52, 8.2.6, 8.2.9]. It remains to show that Sym−χ(E)(E)andAltχ(E)(E) are 1-dimensional objects. This follows from the easily verified formulasχ(Symn(E)) = (χ(E) + n − 1n )
and
χ
(
Altn(E)
)
=
(
χ(E)
n
)
found in [2, §3] and [18, §7.2]. 
Next we define the determinant of a finite dimensional rational motive in analogy
with determinants of algebro-geometric motives appearing in [43, Definition 2] and
[52, Definition 8.4.3].
Definition 5.39: If E is a finite dimensional rational motive, define the determinant
of E by
det(E) ≡ Altχ+(E)(E+) ∧
LDSym−χ−(E)(E−).
The determinant of E is well-defined up to isomorphism.
According to the combinatorics of the Littlewood-Richardson numbers [54, I9] the
following identities hold for the determinant, cf. [2, §3], [18, §1].
Proposition 5.40: Suppose E and F are finite dimensional objects ofM(KK)Q. Then
• det(E ⊕ F ) = det(E)det(F ).
• det(E ∧L F ) = det(E)χ(F ) ∧L det(F )χ(E).
• det(DE) = Ddet(E).
• det
(
Altn(E)
)
= det(E)r, where r = n
(χ(E)
n
)
/χ(E).
• det
(
Symn(E)
)
= det(E)s, where s = n
(χ(E)+n−1
n
)
/χ(E).
Lemma 5.41: • If E is negative finite dimensional, there is an isomorphism
Symn(DE) ≃ Sym−χ(E)−n(E) ∧LDdet(E)
for all n ∈ [0,−χ(E)].
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Proof. Note that Altn(DE) is isomorphic toDAltn(E). Using the evident map
Altn(E) ∧L Altχ(E)−n(E) // det(E) (72)
we get
Altn(E) ∧L
(
Altχ(E)−n(E) ∧LDdet(E)
)
// 1. (73)
Likewise, replacing E by its dual in (72) yields
1 //
(
Altχ(E)−n(E) ∧LDdet(E)
)
∧L Altn(E). (74)
The maps in (73) and (74) satisfy the Dold-Puppe duality axioms in [20], cf. [43]. The
proof for the symmetric powers is entirely similar. 
We are ready to formulate and prove a functional equation for zeta functions of
finite dimensional rational motives. The result follows using the same steps as in the
proof of the main result in [43].
Theorem 5.42: Suppose E is finite dimensional. Then the zeta functions of E and its dual
are related by the functional equation
ζDE(t
−1) = (−1)χ+(E)det(E)tχ(E)ζE(t).
Proof. We may assume E is negative or positive finite dimensional since the zeta
function is an additive invariant of the triangulated structure on M(KK)Q. In what
follows we use that symmetric powers and wedge powers define opposite special
λ-structures on K0(M(KK)cQ).
• If E is negative finite dimensional, then
ζDE(t
−1) =
−χ(E)∑
n=0
Symn(DE)t−n.
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TBy Lemma 5.41, the sum equals[Ddet(E)] −χ(E)∑n=0 [Sym−χ(E)−n(E)]t−n = [Ddet(E)] −χ(E)∑n=0 [Symn(E)]tn+χ(E)
= [Ddet(E)]tχ(E)
∑
n≥0
[Symn(E)]tn
= [Ddet(E)]tχ(E)ζE(t).
• If E is positive finite dimensional, then
ζDE(t
−1)−1 =
χ(E)∑
n=0
[Altn(DE)](−t)−n.
By Lemma 5.41, the sum equals
[Ddet(E)]
χ(E)∑
n=0
[Altχ(E)−n(E)](−t)−n = [Ddet(E)]
χ(E)∑
n=0
[Altn(E)](−t)n−χ(E)
= [Ddet(E)](−t)−χ(E)
χ(E)∑
n=0
[Altn(E)](−t)n
= [Ddet(E)](−t)−χ(E)ζE(t)
−1.
It remains to note that E and its dualDE have the same sign. 
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T6 The slice filtrationIn this section we construct a sequence of full triangulated subcategories· · · ⊆ Σ1CSH∗,eff ⊆ SH∗,eff ⊆ Σ−1C SH∗,eff ⊆ · · · (75)
of the stable C∗-homotopy category SH∗. Here, placed in degree zero is the smallest
triangulated subcategory SH∗,eff of SH∗ that is closed under direct sums and contains
every suspension spectrumΣ∞
C
X, but none of the corresponding desuspension spectra
Σ−n
C
Σ∞
C
X for any n ≥ 1. We shall refer to SH∗,eff as the effective stable C∗-homotopy
category. If q is an integer, we define the categoryΣ
q
C
SH∗,eff as the smallest triangulated
full subcategory of that is closed under direct sums and contains for all t −m ≥ q the
C∗-spectra of the form
Frm
(
Ss ⊗ C0(R
t) ⊗ X
)
. (76)
With these definitions we deduce the slice filtration (75) which can be viewed as a
Postnikov tower. The analogous construction in motivic homotopy theory is due to
Voevodsky [79]. Much of the current research in the motivic theory evolves around
his tantalizing set of conjectures concerning the slice filtration.
In order to make precise the meaning of “filtration” in the above we note that the
smallest triangulated subcategory of SH∗ that contains Σ
q
C
SH∗,eff for every integer q
coincides with SH∗ since the latter is a compactly generated triangulated category.
Likewise, at each level of the slice filtration we have the following result.
Lemma 6.1: The category Σ
q
C
SH∗,eff is a compactly generated triangulated category with
the set of compact generators given by (76). Thus a map f : E → F in Σ
q
C
SH∗,eff is an
isomorphism if and only if there is a naturally induced isomorphism
Σ
q
C
SH∗,eff
(
Frm
(
Ss ⊗ C0(R
t) ⊗ X
)
,E
)
// Σ
q
C
SH∗,eff
(
Frm
(
Ss ⊗ C0(R
t) ⊗X
)
,F
)
for every compact generator Frm
(
Ss ⊗ C0(R
t) ⊗ X
)
.
The “effective” s-stable C∗-homotopy category SH∗,effs is defined similarly to SH
∗,eff
by replacing C-suspension spectra with S1-suspension spectra.
We are ready to discuss certain functors relating Σ
q
C
SH∗,eff and SH∗.
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TProposition 6.2: For every integer q the full inclusion functoriq : ΣqCSH∗,eff // SH∗acquires an exact right adjoint
rq : SH
∗ // Σ
q
C
SH∗,eff
such that the following hold:
• The unit of the adjunction id→ rq ◦ iq is an isomorphism.
• By defining fq ≡ iq ◦ rq there exists a natural transformation fq+1 → fq and fq+1 =
fq+1 ◦ fq.
Proof. Existence of the right adjoint rq follows by combining Lemma 6.1with a general
result due to Neeman [60, Theorem 4.1] since the inclusion functor iq is clearly exact
and preserves coproducts. The unit of the adjunction is an isomorphism because iq is
a full embedding, while the last claim follows by contemplating the diagram:
SH∗
rq+1
// Σ
q+1
C
SH∗,eff //
iq+1
//


SH∗
SH∗
rq
// Σ
q
C
SH∗,eff //
iq
// SH∗

Next we discuss some properties of fq and the counit of the adjunction.
Lemma 6.3: For every integer q and map f : E → F in SH∗ the induced map fq : fqE → fqF
is an isomorphism in SH∗ if and only if there is a naturally induced isomorphism
Σ
q
C
SH∗,eff
(
Frm
(
Ss ⊗ C0(R
t) ⊗ X
)
,E
)
// Σ
q
C
SH∗,eff
(
Frm
(
Ss ⊗ C0(R
t) ⊗X
)
,F
)
for every compact generator Frm
(
Ss ⊗ C0(R
t) ⊗ X
)
.
Proof. This follows from Lemma 6.1. 
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TLemma 6.4: For every integer q the counit of the adjunction fq → id evaluated at E yieldsan isomorphismSH∗(Frm(Ss ⊗ C0(Rt) ⊗ X), fqE) // SH∗(Frm(Ss ⊗ C0(Rt) ⊗ X),E)
for every compact generator Frm
(
Ss ⊗ C0(R
t) ⊗ X
)
of Σ
q
C
SH∗,eff.
Proof. This follows by using the canonical isomorphism
SH∗
(
Frm
(
Ss ⊗ C0(R
t) ⊗X
)
,F
)
= SH∗
(
iqFrm
(
Ss ⊗ C0(R
t) ⊗ X
)
,F
)
and the adjunction between iq and rq. 
Theorem 6.5: For every integer q there exists an exact functor
sn : SH
∗ // SH∗.
There exist natural transformations fq → sq and sq → ΣS1 fq+1 such that the following hold:
• For every E there exists a distinguished triangle in SH∗
fq+1E // fqE // sqE // ΣS1 fq+1E.
• The functor sq takes values in the full subcategory Σ
q
C
SH∗,eff of SH∗.
• Every map in SH∗ from an object of Σ
q+1
C
SH∗,eff to sqE is trivial.
• The above properties characterizes the exact functor sq up to canonical isomorphism.
Proof. Compact generatedness of the triangulated categories Σ
q+1
C
SH∗,eff and Σ
q
C
SH∗,eff
imply the above according to [61, Propositions 9.1.8, 9.1.19] and standard arguments.

Definition 6.6: The nth slice of E is snE.
Remark 6.7: We note that snE is unique up to unique isomorphism. If E ∈ Σ
n
C
SH∗,eff
and q ≤ n, then fqE = E and the qth slice sqE of E is trivial for all q < n.
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TThe functor sq is compatible with the smash product in the sense that for E and Fthere is a natural map sq(E) ∧L sq′(F ) // sq+q′(E ∧L F ).
In particular, there is a map
s0(1) ∧L sq(E) // sq(E).
This shows the zero-slice of the sphere spectrum has an important property in this
setup.
Lemma 6.8: For every integer q and map f : E → F in SH∗ the induced map sq : sqE → sqF
is an isomorphism in SH∗ if and only if there is a naturally induced isomorphism
SH∗
(
Frm
(
Ss ⊗ C0(R
t) ⊗ X
)
,E
)
// SH∗
(
Frm
(
Ss ⊗ C0(R
t) ⊗X
)
,F
)
for every compact generator Frt−q
(
Ss ⊗ C0(R
t) ⊗ X
)
.
The distinguished triangles in SH∗
fq+1E // fqE // sqE // ΣS1 fq+1E
induce in a standard way an exact couple and a spectral sequence with input the
groups πp,n(sqE) where the rth differential go from tridegree (p, n, q) to (p − 1, n, q + r).
It would be interesting to work out concrete examples of such spectral sequences.
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