Symplectic Quantum Mechanics by LaChapelle, J.
ar
X
iv
:1
50
6.
02
98
5v
3 
 [m
ath
-p
h]
  1
8 F
eb
 20
19
Symplectic Quantum Mechanics
J. LaChapelle
February 19, 2019
Abstract
We propose Sp (8,R) and SO(9,R) as dynamical groups for closed quantum
systems. Restricting here to the the non-compact group Sp (8,R), the quantum
theory is constructed and investigated. The functional Mellin transform plays a
prominent role in defining the quantum theory as it provides a bridge between
the quantum algebra of observables and the algebra of operators on Hilbert
spaces furnishing unitary representations that are induced from a distinguished
parabolic subgroup of Sp (8,R). As well, the parabolic subgroup renders a fiber
bundle construction that models what can be described as a matrix quantum
gauge theory. The formulation is strictly quantum mechanics: no a priori
space-time is assumed and the only geometrical input comes indirectly from the
group manifold. But what appears on the surface to be a fairly simple-minded
model turns out to have a capacious structure suggesting some compelling
physical interpretations regarding space-time and fundamental interactions.
1 Introduction
1.1 Motivation
The program of quantization in quantum mechanics (QM) is most often approached
from the bottom up. That is, physical considerations identify a classical phase space
— whose points represent classical states — and suitable functions on that phase
space. Then one attempts to promote: (i) the classical phase space to a suitable
Hilbert space, and (ii) the phase-space functions to suitable operators on that Hilbert
space.
The obvious alternative is a top-down approach. Here the goal is to somehow
construct, without appealing to a classical system, a C∗-algebra and an associated
Hilbert space. Of course, the key is to find the correct formulation ‘up stairs’, since
generally it doesn’t correspond one-to-one with the ‘down stairs’ classical theory.
Our tack in this paper is a top-down approach that mingles both functional inte-
gral and algebraic elements. The idea is to model the C∗-algebra A characterizing a
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quantum system by a C∗-algebra of integrable functionals1 F(GC) ∋ F : GC → LB(H)
where GC is the complexification of a topological group isomorphic to the group of
units of A, the Hilbert space H furnishes a direct sum of all relevant unitary rep-
resentations of GC, and LB(H) is the C∗-algebra of linear bounded operators on H.
Importantly, the two C∗-algebras F(GC) and LB(H) are dual to each other via the
functional Mellin transform (to be explained later).
This approach, which is very close to quantization via crossed products, allows
to view the main task of quantization as a choice of some topological group G. The
topological group simultaneously generates: (i) the Hilbert space of states, (ii) the
C∗-algebra of integrable functionals, and (iii) the evolution dynamics.[1]
It is important to emphasize that G is generically not measurable. Insofar as
a quantum system must be quantified through observation/measurement, G must
therefore be inferred from locally compact topological groups homomorphic to G.
The idea is that observation/measurement of a quantum system corresponds to a
homomorphism λ : G → Gλ with Gλ a locally compact topological group. In con-
sequence, G is indirectly identified with an entire family GΛ := {Gλ , λ ∈ Λ} where
the set Λ characterizes all possible ‘localizations’ λ : G → Gλ of a given system.2
These ‘localizations’ embody the Born rule by reducing pertinent functional integrals
to bona fide Haar integrals.
Given its significant responsibility, one would expect a judicious choice of GΛ
would lead to interesting and relevant physics if the functional approach is indeed
valid. So the obvious next step in the program is to determine or otherwise guess GΛ
and then study the resulting QM.
We first give a brief motivation regarding our guess for GΛ. Begin with the sim-
ple idea that dynamical interactions can be modeled by correlations among a set
of ‘constituents’.3 Consider a physical quantum system composed of N such con-
stituents. At a purely formal level, the correlations representing interactions among
N constituents leads to the identification of U(N) as a maximal organizing group.
Under various dynamical circumstances, certain correlations will dominate others,
and this will induce sub-organizations in U(N) referred to as subduction. Evidently
this subduction will continue to be driven by dynamics until some (quasi)equilibrium
organizing group, which we will call the dynamical group, is achieved that describes
the system correlations. A few moments reflection on the subduction of U(N) into its
relevant subgroup chains that incorporate observed spin properties of space-time sys-
tems (along with some liberal hand-waving) leads to just two parent groups that seem
1The functional F ∈ F(GC) is said to be integrable if the associated functional integral is well-
defined (to be explained later). We use the term “functional” to refer to an operator-valued function
on some topological space. Strictly, functional refers to a scalar-valued function on some vector
space. However, in the context where Banach-valued functions on topological spaces are integrands
of functional integrals, we will continue to use the term imprecisely.
2We are skipping a good deal of detail and explanation here that can be found in [1] and [2].
3By ‘constituents’ we mean excitations of a quantum system that are (quasi)stationary in time
during an evolution.
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to be viable candidates for a quantum dynamical group — Sp (8,R) and SO(9,R) —
depending on odd or even permutation symmetry.
Although it is likely that SO(2n+1,R) and Sp (2n,R) are viable dynamical groups
as well for some interesting physical systems (especially for n < 4), it is our contention
that Sp (8,R) and SO(9,R) are the most relevant for the majority of physical ob-
servation at typical terrestrial energy densities. Our hand-waving motivation aside,
we therefore postulate that Sp (8,R) and SO(9,R) are dynamical groups that govern
(some interesting) quantum systems.4
To keep the exposition manageable, we will restrict attention to Sp (8,R) in this
paper and investigate only symplectic quantum mechanics (SQM). Whether or not
Sp (8,R) describes realistic quantum systems and reduces to realistic classical systems
is of course paramount. We will present evidence and suggest that it does, but
obviously the issue cannot be settled in a single paper.
1.2 The symplectic case
Symplectic symmetry is no stranger to classical mechanics, and the suspicion that
symplectic groups have importance as dynamical groups for quantum mechanics5 has
been around for a long time — for obvious reasons based on the correspondence
principle and the close relationship between the symplectic and Heisenberg groups
(see e.g. [3]). Many works rely on a discrete-series representation of Sp(2n,R). This
has advantages and disadvantages: On one hand, it allows one to use familiar methods
involving raising and lowering operators on discrete number-type states. On the other
hand, in some applications the physical interpretation of the discrete states is not
always manifest. In particular, it is not clear how to interpret the quantum numbers
of the discrete states for Sp(8,R). Nevertheless, the idea of symplectic dynamical
groups continues to attract attention and produce reasonable successes; most notably
perhaps in nuclear physics (see [4] and the references therein).6
Having settled on Sp(8,R) as a dynamical group, the first task is to define the
quantum theory. For this we utilize and assume familiarity with [1]. Applying the
quantization scheme proposed in [1] invokes three key notions: (i) Sp(8,R) contains a
distinguished parabolic subgroup that determines relevant induced unitary represen-
tations which are then used to construct the quantum Hilbert space. (ii) A C∗-algebra
containing quantum observables is constructed via functional Mellin transforms. To-
gether with the Hilbert space, this provides the kinematic backdrop of the quantum
4Because of the close connection between Sp (8,R) and SO(9,R), it is tempting to bring them
together under OSp (9, 8) to incorporate supersymmetry. However, our hunch is that OSp (9, 8)
is rather like an unstable point in a hypothetical space of dynamical groups, and that observable
systems only pass throughOSp (9, 8) under certain evolutions that change the orthogonal/symplectic
probabilistic character of the system correlations.
5The compact form of the symplectic group shows up in string theory too, but we are restricting
attention to dynamical groups in the context of simple QM here.
6Sp(2n,R) has been investigated in the context of quantum optics [5], [6]; but as a symmetry of
canonical commutation relations not as a dynamical group.
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theory, and it allows concrete functional integral realizations of interesting quantum
operators. (iii) Inner automorphisms of the symplectic group induce inner automor-
phisms of the C∗-algebra that yield system dynamics.
Granted the quantum theory is well-defined by this construction, we move on to
interpret and explore some physical implications.
An important attribute of Sp (8,R) is it possesses a parabolic subgroup P with
dimR(P ) = 26 that contains the maximally compact subgroup U(4) ⊂ P . Since
Sp (8,R) is supposed to be dynamical and the group elements that are not contained
in P mutually commute, we propose that P can be interpreted as a gauge group
responsible for internal forces associated with U(4) and external forces associated with
P/U(4). (The terms ‘internal’ and ‘external’ are being used here in the conventional
sense: There is strictly no internal/external dichotomy in SQM. But the two terms
gain meaning within SQM pending an eventual space-time interpretation of certain
expectation values.)
At the Lie algebra level, Sp(8) comprises 36 generators; ten of which mutually
commute. Of the remaining 26 that generate the parabolic subgroup P , sixteen span
the algebra U(4).7 The remaining ten generators of P , in combination with the only
two involutive inner automorphisms of the algebra, ultimately give rise to ‘appar-
ent geometry’. More precisely, certain ground-state expectation values of pertinent
operators characterize the geometry of a ten-dimensional manifold parametrized by
the spectrum of the commuting generators associated with the homogenous space
X = Sp (8,R)/P (under suitable conditions).
According to the manifold structure of Sp (8,R), there are five local domains where
the maximal torus has metric signatures (0, 4), (1, 3), (2, 2), (3, 1) and (4, 0).[7] The
odd signatures give rise to what may be interpreted as 10-d ‘apparent space-time’
for the configuration space of a certain sub-cotangent bundle (to be explained later).
Since the generators associated with X and P carry U(4) charge and are dynamical,
the cotangent bundle is likewise. Consequently, ‘apparent space-time’ is dynamical.8
This notion of apparent geometry is not unique to the symplectic group: a similar
statement can be made regarding the Heisenberg group in standard non-relativistic
quantum mechanics. That is, VEVs of suitable combinations of operators can be
interpreted as an ‘apparent cotangent bundle’ with a suitable choice of representation.
The difference is that the apparent geometry of Sp(8,R) leads to a 10-d configuration
space with a U(4) internal symmetry. The ten dimensions aside, this difference is
significant because it mixes the configuration parameters and U(4) charges9. We
will see later that this means the associated (possibly) time-dependent operators
7The standard notation for these Lie algebras would be sp(8) and u(8). We choose to maintain
the capitalization of the associated Lie group to more clearly differentiate between the algebra and
its elements for generic groups. For example, for a group we write g ∈ G and for its algebra g ∈ G.
8 The physical relevance of the even signatures is unclear, but we might guess they describe
configurations associated with massless(massive) integer-spin particles for the split(Euclidean) sig-
nature.
9We will consistently use the term ‘charge’ to mean the eigenvalue of a charge operator.
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create/annihilate U(4) charges at different points in X precisely because of the non-
abelian nature of U(4). This can be interpreted as particle transmutation which of
course does not happen in standard non-relativistic QM. It also means that matter
(understood as the presence of U(4) charge) and geometry are inseparable in SQM
at the quantum algebra level.
The parabolic subgroup plays a second important role: it is the basis of induced
representations which find a natural description in a fiber bundle framework. The
induced representations ultimately form the quantum Hilbert space of states and the
associated fiber bundle geometry gives a coherent state10 (CS) model of state vectors
and operators. It is in the CS formulation where the physical interpretation of the
theory begins to emerge: one can interpret/identify ground states, matter and gauge
particles, and their associated fields; as well as exhibit explicit realizations of relevant
operators.11 With these objects, meaningful transition amplitudes can be constructed
and interpreted.
Here again, the idea to use inducing representations is not unique to the sym-
plectic group: the same approach is used for the non-compact Poincare´ group. In
the case of Poincare´, the little group and the mutually commuting momentum gen-
erators yield spin/helicity and momenta labels for state vectors along with a parti-
cle creation/annihilation interpretation; and they induce an ‘apparent fiber bundle’
structure with a momentum base space and Lorentz structure group.12 The crucial
difference brought by Sp(8,R) — beyond the ten dimensions — is the mingling of
‘internal’ and ‘external’ symmetries resulting in a dynamical bundle structure.
Besides providing physical interpretation via a distinguished parabolic structure,
the symplectic group is supposed to govern system dynamics through inner automor-
phisms of its induced C∗-algebra. It turns out that the CS model of such dynamics
in the Heisenberg picture is matrix quantum mechanics — which is known to have
a deceptively intricate structure. For example, it is known that in the adjoint repre-
sentation the dynamics of the ten commuting operators of the Lie algebra approach
a membrane theory for large systems. The remaining operators, which generate the
parabolic subgroup, represent gauge degrees of freedom, and the adjoint representa-
tion provides a matrix gauge theory interpretation.
Because the dynamics is governed by inner automorphisms, evolution transforms
the parabolic subgroup P according to the adjoint action. In consequence, for non-
10The term coherent state is a bit imprecise, but we will conform to standard usage. Strictly, for
us a coherent state is a model of a Hilbert state vector (as opposed to a projective-Hilbert state) on
a (sub)manifold of some Lie group.
11Although indirectly related, the coherent state model of fields and operators are not the same
fields and operators of a QFT.
12For Poincare´, one can then construct an ‘apparent phase space’ by attaching a static space-
time manifold to the momentum base space of the ‘apparent fiber bundle’. Recall that the boost
generators contain all the dynamics induced by the energy operator: the 4-momentum and angular-
momentum generators are inert. Accordingly, the ‘apparent phase space’ is static (assuming the free
Hamiltonian is derived from the momentum operators), and it would seem the dynamics associated
with boost can be naturally interpreted as inertia.
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trivial dynamics determined by some time-dependent h(t) ∈ Sp(8,R), a new more
relevant parabolic subgroup P˜ = Ad(h(t0))P can emerge at some time t0 in the evo-
lution epoch. Hence, a new non-trivial ground state may be associated with the final
state of an evolution process by a suitable choice of representation.13 The catch is that
one must somehow relate the original ground state representation to the non-trivial
ground state representation in order to relate and interpret the physical properties of
the corresponding coherent states. Nevertheless, the underlying framework is a quan-
tum theory, it has an adjustable ground state, and it applies equally to all resolution
scales; micro-, meso-, and macroscopic systems — assuming one is clever enough to
identify the pertinent ground state.
Having proposed interpretations of various objects in the quantum theory, one
would like to compare with corresponding classical objects. The associated classical
dynamics is defined via the correspondence principle, and the classical Poisson bracket
turns out to be the large-system (i.e. many-particle) limit of the Lie algebra-induced
bracket on the C∗-algebra. The end result is classical Hamiltonian mechanics on a
cotangent bundle with a 10-d configuration space. Six of the dimensions are inter-
preted as directed-area degrees of freedom, and there is no incentive to compactify
them. Indeed, they appear to have important physical significance: they naturally14
define a volume in a 4-d space, and they may represent vortex-like degrees of freedom.
One final point; Sp(8,R) has creation/annihilation representations; the infinite-
dimensional, irreducible discrete-series representations that foster a fluctuation-type
picture. So at the end of the day, one can throw out all the physical motivation and
interpretation supplied by the parabolic decomposition and its concomitant coherent
state model and simply refer everything to the discrete-series representation(s). Pre-
sumably, this would constitute a rigorous, geometry-free mathematical formulation
of SQM — physical interpretation notwithstanding.
13The notion of a CS model with a non-trivial ground state is similar in spirit to an effective
theory of quasi-particles. However there is an important difference: all ground states (along with
their associated CS) are related via evolution through Sp (8,R).
14Natural in the sense that the volume derives from a wedge product between expectations of
two commuting generators of the algebra associated with directed area; thus requiring just a two-
component interaction. In fact the elementary geometric objects in 4-d, i.e. n-cubes and their n-faces
for n ≤ 4, can all be derived from products between expectations of just two suitable commuting
generators of the group algebra. In other words, a formal wedge-product interaction between two
quantum excitations associated with the commuting generators is enough to construct 4-d geometric
objects.
This is not the case if such objects are constructed from linear dimensions alone. In particular,
constructing a volume element from commuting generators associated with only linear dimensions
requires either four iterated wedge products or a formal wedge product between a generator (asso-
ciated with a linear dimension) and an object (associated with the volume boundary) that does not
belong to the group algebra.
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2 Quantization
2.1 Representations
It is appropriate to begin with a review of the structure of the symplectic algebra
pointing out some of its implications and then to construct unitary representations
(URs) that are particularly amenable to physical interpretation.
2.1.1 Symplectic Lie algebra
Sp (8,R) is a rank-4 reductive Lie group of dimR(Sp (8,R)) = 36. The first order of
business is to examine the structure of the adjoint representation to learn what type
of dynamics it encodes.
Consider the triangular decomposition of its Lie algebra;
Sp(8) =: G = G− ⊕G0 ⊕G+ (2.1)
where
[G0,G0] = 0
[G+,G−] ⊆ G0
[G±,G0 ⊕G±] ⊆ G± . (2.2)
This decomposition is physically relevant, because in the adjoint representation it
defines charges (quantum numbers) associated with the symmetry that can be used
to characterize states if the associated quantum system respects the symmetry. The
subalgebra G0 contains neutral states and G± contains charged states associated with
‘particles’ and ‘anti-particles’. In our case, there are four neutral states and 32 charged
states characterized by various combinations of four types of charge.
To render these brackets more explicit, let SF denote a Fock space of bosonic
excitations above some vacuum. Define creation and annihilation operators acting on
this space by
cαc
†
β − c†βcα = δαβ ; c†αc†β − c†βc†α = 0 ; cαcβ − cβcα = 0 (2.3)
where α, β ∈ {±1, . . . ,±4} and † indicates the conjugate operator. With these oper-
ators, a basis of Sp(8) can be realized as[10]
cα,β :=
1√
1 + δα,−β
(
c†αcβ + (−1)α−βc†−βc−α
)
(2.4)
and rearranged as
ha := ca,a = na − n−a
ea := ca,−a =
√
2c†ac−a
e−a := c−a,a = e
†
a
ea,b := ca,(a−b)
e†b, a = ea,b = (−1)a+bc(b−a),−a (2.5)
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where na := c
†
aca and the indices a, b ∈ {1, · · · , 4} with a 6= b. This arrangement char-
acterizes the Borel subgroup and its induced coset space with associated subalgebras
G0 ∼= spanR{ha}, G+ ∼= spanR{ea, ea,b}, and G− ∼= G†+.
The Borel decomposition can be used to build up an associated Fock space of
states giving rise to infinite-dimensional, irreducible discrete-series representations of
Sp(8,R). The states clearly represent excitations due to the action of Sp(8), but the
physical interpretation of the excitations and their associated charges is unclear.
Instead, we will choose a parabolic decomposition motivated by the fact that U(4)
is the maximal compact subgroup and the observation that there are ten mutually
commuting generators contained in G− ⊕G+.
Consider
{uab} := {ha, ea,−b, e†a,−b}, 1 ≤ a < b ≤ 4
{eab, e†ab} :=
{
(ea, ea,+b), (e
†
a, e
†
a,+b)
}
, 1 ≤ a < b ≤ 4 . (2.6)
The first set generates U(4), and the set of generators {eab} (resp.{e†ab}) mutually
commute. They satisfy the commutation relations
[eab , e
†
cd] = δacudb + δaducb + δbcuda + δbduca
[uab , ucd] = δbcuad − δaducb
[uab , ecd] = δbcead + δbdeac
[uab , e
†
cd] = −δace†bd − δade†bc
[eab , ecd] = [e
†
ab , e
†
cd] = 0 . (2.7)
Let ̺′ : Sp(8) → L(V) be a representation with V a G-module. The physically
relevant triangular decomposition of the algebra induces a decomposition of V by
V =
⊕
w
V(w) , V(w) := {v ∈ V : ̺′(ha)v = wav} , a ∈ {1, . . . , 4} (2.8)
where ha ∈ G0 and w = {w1, . . . , w4} is a weight in the basis of fundamental weights
composed of complex eigenvalues wa ∈ C. It is well-known that a particular V can be
generated by acting with raising operators g+ ∈ G+ on a dominant-integral lowest-
weight vector vw−. Call this vector space Vw−.
Now, there is a distinguished subalgebra of G; its maximal compact subalge-
bra U(4). Let V(µ) ⊂ Vw− denote the submodule generated by U(4) acting on the
dominant-integral lowest-weight vector vw−. The submodule V(µ) then furnishes an
irreducible representation (IR) of U(4) where µ = [µ1, . . . , µ4] is a partition based on
w− that labels the representation. Since w− is a lowest weight, V(µ) is an invariant
sub-space with respect to the subalgebra P := G−∪U(4), i.e. ¯̺′(P)V(µ) ⊆ V(µ) where
¯̺′ is a restricted representation of ̺′. From this, one constructs representations of P
based on lowest-weight IRs of U(4) and labeled by partitions [µ1, . . . , µ4].
15
15Remind that U(4) has both boson and fermion representations.[29, pg. 500]
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Explicitly, the parabolic decomposition is described by
Sp(8) = Z− ⊕ U(4)⊕ Z+ (2.9)
where Z+ = span{eab}, Z− = span{e†ab} and U(4) = span{uab}. Choosing the lowest
weight as opposed to the highest weight vector to generate V(µ) seems arbitrary from a
physical standpoint. Therefore, at least in this paper, we will assume that the system
enjoys the symmetry Z+ ⇄ Z−.
Our goal is quantization and, following the program proposed in [1], quantum
kinematics is governed by the complexified group — Sp(8,C) in this case. So com-
plexify the algebra while maintaining the parabolic decomposition and consider the
quotient algebra
Z+ :=
Sp(8)
P
:=
Sp(8)
Z− ⊕ U(4) (2.10)
and its associated complex coset space Z := Sp (8,C)/PC with dimC(Z) = 10.
Since the elements of Z+ mutually commute, we will eventually interpret Z as the
system configuration space and the elements of P as the generators of ‘external’
and ‘internal’ dynamics. Accordingly, we propose to associate dynamical variables
parametrizing ‘external’ interactions with the coset space Sp (8,R)/U(4). This is a
dimR(Sp (8,R)/U(4)) = 20 manifold that, pending quantization, generates a non-
commutative phase space.
The complex coset space Z furnishes both a convenient physical interpretation
and the means to construct induced URs.
2.1.2 Induced URs
So far we have only considered the algebra Sp(8). But what we need to find is
unitary representations (URs) of the (simply connected) group Sp(8,C). This is a
non-compact group, and we can’t simply exponentiate a representation of its algebra
because relevant representations are generally infinite-dimensional in this case. The
method we will use to construct URs relies on Mackey’s theory of induced represen-
tations which has been thoroughly developed [17]–[25]. We give only an outline of
the steps for a quantum system invariant under the involution Z− ⇄ Z+:
step 1: Find the basic dominant-integral lowest-weight modules of Sp(8). There are
four: {V(0)1 ,V(1)8 ,V(2)27 ,V(3)48 ,V(4)42 } where the subscript denotes the dimension of
the module and the superscript labels the representation. The trivial represen-
tation V(0)1 has been included in this list, because it will represent the quantum
vacuum. The defining module is V(1)8 , and the adjoint module is V(0)1 ⊕V(1)8 ⊕V(2)27 .
Whether there are other relevant representations based on V(3)48 and V(4)42 is un-
clear, but there is no reason not to expect them.
step 2: For each relevant representation, identify the dominant-integral lowest-weight
vector and generate the P invariant sub-space V(µ) ⊂ Vw− for all relevant uni-
tary IRs of U(4) by acting on the dominant-integral lowest-weight vector vw−.
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U(4) being compact, its unitary IRs have finite dimension, and, since they are
dominant-integral, the various V(µ) posses a positive definite Hermitian inner
product.
step 3: Recall that the action of P leaves V(µ) invariant. So maximum efficiency
(associated with the impending induced representation) obtains through the
factorization Sp (8,C)/PC which utilizes the finite-dimensional V(µ). Accord-
ingly, extend16 the relevant UIRs of U(4) to PC. Since the ten elements in the
factor algebra Z+ mutually commute, we can anticipate that they yield a basis
for compatible quantum observables.
step 4: Construct the principal coset bundle (P, Z∂, p˘r, PC) and its associated vector
bundle (V, Z∂, pr,V(µ), PC) where the base space may be a submanifold of the
homogeneous coset space Z∂ →֒ Z := Sp (8,C)/PC. Recall that a point g ∈
P ≡ Sp (8,C) is an admissible map g : V(µ) → V. Since we are stipulating
unitary IRs of U(4), there is a unique (up to a scalar multiple) lowest weight
vw− ∈ V(µ) invariant under the right action of P so that g(vw−) can be identified
with the zero-section in V. It is important that the elements of Z+ mutually
commute since then exp{z+}(V(µ)) induces a foliation of V compatible with the
fiber structure, i.e. leaves are homeomorphic to Z.
step 5: For each relevant V(r)(µ) (that is, V(µ) labeled by the representation r which
is determined by U(4) quantum numbers and the right action of Z− on Z),
consider the equivariant, continuous, compactly-supported vector-valued maps
ψ˘ ∈ CC(P,V(r)(µ)) with finite norm
‖ψ˘‖L2 =
(
tr
∫
Sp (8,C)
|ψ˘(g)|2 dµ
)1/2
(2.11)
where dµ is a left Haar measure and the trace is with respect to the scalar
product on V(r)(µ). The induced unitary representations are then defined by
UInd
Sp (8,C)(r)
PC
= {ψ˘ ∈ L2(P,V(r)(µ)) | ψ˘(g p) = N(p)¯̺(p−1)ψ˘(g)} (2.12)
where p ∈ PC, the normalization N2(p) := △P (p)/△Sp (8,C)(p) with modular
function △G(g) = |detAdG(g)|, and the continuous map ¯̺ : PC → LB(V(r)(µ)) is
a unitary lowest-weight IR.
step 6: Construct the Whitney sum bundle
WV := (
⊕
r
V(r), Z∂, pr,
⊕
r
V(r)(µ), PC)
=:
(W, Z∂, pr,W(µ), PC) (2.13)
16The extension from U(4) to P is trivial because, as follows from the commutation relations, Z−
annihilates the lowest weight element in V(µ). Then the representation on P can always be extended
to PC.
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using all relevant unitary IR modules V(r)(µ). The typical fiber W(µ) is Hilbert.
The induced UR module is
UInd
Sp (8,C)
PC
=
⊕
r
UInd
Sp (8,C)(r)
PC
. (2.14)
The induced UR ρ : Sp (8,C)→ LB(UIndSp (8,C)PC ), which will not be irreducible
in general, can be expressed as
(ρ(g)ψ˘)(go) = ψ˘(g
−1go) =: ψ˘g(go) (2.15)
where go, g ∈ Sp (8,C).
2.1.3 Hilbert space
From the induced UR module UInd
Sp (8,C)
PC
, we want to construct the kinematic quan-
tum Hilbert space of state vectors H.
Since generators associated with the homogenous space Z mutually commute,
they can be simultaneously diagonalized — meaning state vectors of the quantum
system can be parametrized by the smooth manifold Z. Also, we can transfer the
furnishing spaces of induced representations since ψ˘ and ψ ∈ Γ(Z,W) are related by
ψ˘(g) = g−1 ◦ ψ(z) with p˘r(g) = z = gz0 where z0 is a choice of origin in Z. Choose
a canonical local section σi on the principal bundle relative to a local trivialization
{Ui, ϕi}, then ψ˘ and ψ are canonically related, and we can identify ψ ≡ σ∗i ψ˘.[1]
Since p˘r(gσi(z)) = gp˘r(σi(z)) = gz, then gσi(z) must be a point in the fiber
over gz, i.e. gσi(z) = σi(gz)p for some p ∈ PC. Hence, using canonical local sections
relative to a given trivialization yields a canonical induced representation on Γ(Z,W);
(ρ(g)ψ)(z) = (ρ(g)ψ˘)(σi(z))
= ψ˘(g−1σi(z))
= N(p)¯̺(p−1)σ∗i ψ˘(g
−1z) = N(p)¯̺(p−1)ψ(g−1z)
=: N(p)¯̺(p−1)ψg(z) . (2.16)
Keep in mind that here p depends on both g and z.
The induced UR ρ defines a ∗-homomorphism πz : ρ(G) ⊂ LB(H)→ LB(Wz) by
(πz(ρ(g))) vwg := (ρ(g)ψ)(z) ∀g ∈ G (2.17)
which extends by the functional calculus (for suitable functions t)
(πz(t(ρ(g)))vwg =: (πz(T(g))) vwg := (T(g)ψ)(z) ∀g ∈ G . (2.18)
where (z, vwgo ) is the representative of ψ(z) in a local trivialization.
There is ambiguity in this group action associated with ¯̺(p): It can be interpreted
either as an arbitrary choice of local section σi or an arbitrary choice of basis on each
11
fiber Wz. Since a particular choice of either is not physically relevant, physical states
should not depend on the choice. This implies that, if we want ψ to represent a
physical state, it should be equivariant under the (fiber-wise) right action of PC. But
this is just the fiber bundle statement of gauge invariance. Conclude that a physical
state is represented by an equivalence class [ψ] with equivalence relation ψ(z) ∼ ψ(zp)
for all p ∈ PC and z ∈ Ui.17
The condition that an entire equivalence class [ψ] ∈ H represents a physical state
vector is readily handled in the bundle framework: just insist that the (equivariant)
maps used to define the induced representation are horizontal with respect to some
chosen connection on P. In effect this simply means that the kinematics obeyed by
physical state vectors are defined in terms of an exterior covariant derivative D on V
associated with the choice of connection.
Evidently, the module H = L2(Z,W) ⊂ Γ(Z,W) furnishes a UR of Sp (8,C) with
sub-space Hhor ⊆ H spanned by [ψ] ≡ ψhor. Use the quasi-invariant measure µPC
on Z and the Hermitian inner product on W(µ) to construct a bundle metric on W.
Equip H with the Hermitian inner product induced from Wz (equivalently from the
Haar measure on P)
〈ψ1|ψ2〉H :=
∫
Z∂
(ψ1(z)|ψ2(z))Wz dµPC(z) . (2.19)
Complete H with respect to the associated norm. Then H can be identified with the
kinematic quantum Hilbert space. It should be kept in mind that this induced UR
is not irreducible in general, and the expectation 〈·|·〉H implicitly depends on Z∂ and
boundary conditions on ψ so it can be as global or as local one desires.
Remark 2.1 Alternatively, the induction game can be played on the intermediate
vector bundle (I, Sp (8,C)/U(4,C), pr,W(µ) , U(4,C)) where Sp (8,C)/U(4,C) can be
interpreted as a complex phase space. Non-trivial cross sections exist for vanishing
Euler class, and a 2-form on the space of sections can be defined in the usual way in
terms of the non-degenerate 2-form on the base space. However, since the elements of
Z := Z+⊕Z− do not all commute, exp{z}(W(µ)) does not yield a compatible foliation
of I. Consequently, the relationship between ψ˘ and ψ that allowed identification of
the Hilbert space with the space of smooth cross sections no longer makes physical
sense, i.e. generically more than one cross section is associated with an orbit of
exp{z}. To remedy the situation, it is enough to pick any ten commuting elements in
Z; thus defining a “polarization” on the phase space which in turn induces a compatible
foliation.
17It is important to keep in mind that the equivalence relation is strictly imposed only in a local
trivialization {Ui, ϕi} since it springs from ambiguity of the choice of local section — it is not meant
to be a global statement.
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2.1.4 Coherent states
The structure of the coset space Z := Sp (8,C)/PC immediately suggests defining
Perelomov-type CS. Many useful details regarding these and other types of CS can
be found in [12] and [13].18 Recall that g ∈ GC can be viewed as an admissible map
g : W(µ) → W. Given an open region Ui ∈ Z∂, a local trivialization {Ui, ϕi} of the
Whitney sum bundle, and a local chart φ : Ui → C10; a point w ∈ π−1(Ui) ⊂ W can
be represented on C10 ×W(µ) as
|φ(z);µ) :=
(
exp
{
1
2
∑
a,b
z∗ab eab
})
|µ) (2.20)
where the point z ∈ Ui has coordinates φ(z) = z∗ab ∈ C10 with a, b ∈ {1, . . . , 4}
such that a 6= b, the vector |µ) ∈ W(µ), and we used the coset decomposition to
parametrize g = exp{1
2
∑
a,b z
∗
ab eab} exp{pC}.
To simplify notation a bit choose normal coordinates and write |φ(z);µ)→ |z∗;µ).
Then a physical state vector [ψ] ∈ HD can be modeled locally on Ui×W(µ). Explicitly,
Definition 2.1 Given a local trivialization of the bundle WM, the CS model of a
state vector [ψ] ∈ HD is defined by19
(z;µ|ψ〉 =: ψµ(z) ≡ σ∗i ψ˘(z) (2.21)
where σi is the canonical local section and z ∈ Z∂ ⊆ Z. The space Z∂ is determined
by boundary conditions on ψµ(z).
Similarly, the ∗-homomorphism defined in (2.18) has a CS realization:
Definition 2.2 The CS model of an operator O ∈ LB(H) is defined by
(z;µ|Oψ〉 =: Ôψµ(z) . (2.22)
We call ψµ(z) a coherent state wave function or coherent state for short. It is a
column vector according to the relevant unitary IRs of U(4) collectively labeled by
µ = (µ(r1), . . . , µ(rn)). Since V(r)w− are unitary IRs, ψµ(z) is comprised of components
ψµ(z) = (ψ
r1
µ (z), . . . ,ψ
rn
µ (z)) that do not mix — a kind-of super selection. Because
we have assumed Z− ⇄ Z+ symmetry, ψµ(z) must be holomorphic. We will often
restrict to a specific component and write ψµ(z) = (z;µ|ψ〉 ∈ V(r)(µ) without indicating
the representation r for notational and conceptual simplicity.
18Another important and useful type of CS is the Barut/Girardello-type. They are analogs of
momentum eigenstates of Poincare´.
19This mixed bracket notation is a bit strange: On one hand it should not be confused with the
Hilbert space inner product 〈· |· 〉H or the inner product (· |· )W(µ) . On the other hand, it emphasizes
that the object it defines is a CS model of a state vector. It must be kept in mind that the notation
(· |· 〉 implicitly assumes a local trivialization, and can be interpreted as the expression of a state
vector in the “z ⊗ µ representation”.
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2.1.5 Matrix CS
The isomorphism between the space of zab parameters and the vector space of complex
symmetric 4× 4 matrices allows to write the coherent state basis as
|z∗;µ) = |Z ∗;µ) :=
(
exp
{
1
2
tr(Z ∗E+)
})
|µ) (2.23)
where Z ∗ ∈ Msym4 (C) is comprised of the coordinates zab and it is understood that
Ui is modeled on M
sym
4 (C) — the space of symmetric 4 × 4 matrices with complex
components.
To implement this, define the symmetric matrices E+ and E− with components
{eab} and {e†ab} respectively, and EU comprised of {uab}. Form the vector space
Msym4 (C)⊗W(µ), and model Z on Msym4 (C). Given a chart on Z and a local trivial-
ization on W, a point is represented by
ϕi(w) = |Z ∗;µ) =
(
exp
{
1
2
tr(Z ∗E+)
})
|µ) . (2.24)
Now define;
Definition 2.3 A CS model of a state vector in the matrix picture is defined by
(Z ;µ|ψ〉 = (µ|
(
e
1
2
tr (ZE−)
)
ψ〉 =: ψµ(Z ) , (2.25)
and the model of an operator (not necessarily bounded) is
(Z ;µ|Oψ〉 =: Ôψµ(Z ) . (2.26)
Referring to [12],20 an explicit CS realization of the Lie algebra generators for
0-forms in a local trivialization Ui ×W(µ) in the matrix picture is given by
Ê− =

2 ∂
∂z1
∂
∂z12
∂
∂z13
∂
∂z14
∂
∂z12
2 ∂
∂z2
∂
∂z23
∂
∂z24
∂
∂z13
∂
∂z23
2 ∂
∂z3
∂
∂z34
∂
∂z14
∂
∂z24
∂
∂z34
2 ∂
∂z4

⊗ I =: ∂Z ⊗ I , (2.27)
Ê+ = [Z∂Z − (d+ 1)]Z ⊗ I + Z ⊗U + (ZT ⊗U )T
= [Z∂Z − (d+ 1)]Z ⊗ I + Z ⊗U + (Z ⊗U )T
=: [Z∂Z − (d+ 1)]Z ⊗ I + Sym(Z ⊗U ) , (2.28)
20Note that our notation differs a bit from [12]: we put µ := λ+n/2 where λ is the lowest weight
characterizing the U(4) unitary IR and n ≥ 2d = 8.
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and
ÊU = Z∂Z ⊗ I + I ⊗U (2.29)
where
(U )µ′ µ := (µ
′|̺′(EU)|µ)W(µ) (2.30)
with EU the generators of U(4). These Lie algebra generators do not belong to LB(H)
but (restricted to a suitable domain) their unitary exponentials do.
In words, the set of matrix-valued operators {Ê+, Ê−, ÊU} is a Perelomov-type CS
model of {eab, e†ab, uab} in the matrix picture, and unitary exponentiation realizes an
induced UR of Sp (8,C).
Remark 2.2 Defining CS directly in terms of the map exp : Sp(8) → Sp(8,R) is
problematic because, although it makes sense in a local neighborhood of the identity
element e ∈ Sp(8,R), it is not one-to-one or onto. A more sound approach is to define
Cayley CS by |Z ∗;µ) := C(Z ∗E+) |µ) and conjugate CS by |Z ;µ) := C†(ZE−) |µ)
where C denotes the Cayley transform
C(Z ∗E+) = (Id+ Z ∗E+)(Id− Z ∗E+)−1 (2.31)
with ZZ ∗ 6= I . Then |Z ∗;µ)⊕|Z ;µ) along with the anti-involution J is a symplectic
vector space, and g ∈ Sp(8,R) is represented by exp{±g} on each component sub-
space(see for example [27, pg. 18]). So the original CS model remains intact, but
there are two copies — a conjugate pair. This is just a generalization of the Bargmann
representation in elementary QM.
The non-trivial reproducing kernel for (z′, z) ∈ Ui has been calculated explicitly[12];
(Z ′;µ′|Z ∗;µ) = (µ′|ρ (etrBEU ) |µ)W(µ) =: (K (Z ′,Z ∗))µ′ µ (2.32)
where e−B = (I − Z ′Z ∗). The associated resolution of the identity is
Id =
∫
Ui
|Z ∗;µ) dσ(z) (Z ;µ| (2.33)
where
dσ(z) := N K
−1(Z ,Z ∗)
det(I − ZZ ∗)(4+1) dµPC(z) =: P(Z ) dµPC(z) . (2.34)
N is a normalization constant and Îdψµ(Z ) = (Idψ)(Z ) with Id the identity oper-
ator on H.
From these, one obtains the local CS superposition on W;
|ψ〉i =
∫
Ui
|Z ∗;µ) dσ(z) (Z ;µ|ψ〉 (2.35)
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which must then be extended globally to Z∂\Sn with Sn the unit sphere in Z and
Dirichlet/Neumann boundary conditions on the sphere (Z ;µ|ψ〉|Sn = Ψµ. Similarly,
assuming Ψµ = 0 for simplicity,
〈ψ|Oψ〉H =
∫
Z∂\Sn
ψ
†
µ′(Z
′)P(Z ′) Ôψµ′(Z
′) dµPC(z
′)
=
∫
Z∂\Sn
∫
Z∂\Sn
ψ
†
µ′(Z
′)P(Z ′) (Z ′;µ′|O|Z ∗;µ)P(Z )ψµ(Z ) dµPC(z, z′)
=:
∫
Z∂\Sn
∫
Z∂\Sn
ψ
†
µ′(Z
′)KO(Z
′,Z ∗)ψµ(Z ) dµPC(z, z
′) . (2.36)
With suitable restrictions, Ôψµ′(Z
′) = (Z ′;µ|Oψ〉 can be rendered a distribution,
and KO(Z
′,Z ∗) (which clearly has a functional integral representation) can be in-
terpreted as the matrix CS model of the propagator associated with operator O−1.
2.1.6 CS vacuum
Let w− := (w
(r1)
− , . . . , w
(rn)
− ) denote the collection of dominant-integral lowest weights.
We define the ground state by ψ˘0(g) := vw− ∈ W(µ) ∀g ∈ Sp(8,C). And we define
a vacuum-state to be the ground state of a unitary IR ρ induced from the trivial
partition µ = [µ, µ, µ, µ]. In this case, W(µ) ⊃ V(0)1 is irreducible and one-dimensional
such that (ρ(g˜)ψ˘0)(g) ∝ vµ for all g˜ ∈ Sp(8,C).
According to the definition, the CS model of the algebra generators acting on a
ground state ψ0 give Ê−ψ0 = 0, Ê+ψ0 = Z⊗(I+Sym(U ))ψ0, and ÊUψ0 = I⊗Uψ0.
Obviously the vacuum-state is invariant under Ê− and ÊU ; as are U(4) invariant
ground states if they exist.
It is appropriate to call PC a gauge group and vµ a gauge-invariant vacuum. This
suggests a natural definition of the CS model of a vacuum state vector;
Definition 2.4 The CS model of a vacuum-state vector ϕ0 ∈ H is defined by
(z;µ|ϕ0〉 =: vµ(z) ≡ vµ ∀z ∈ Z (2.37)
such that 〈ϕ0|ϕ0〉H = |vµ|.
Proposition 2.1 The VEV w.r.t. vµ of any observable O is gauge invariant. Con-
versely, gauge-invariant observables induce degenerate ground states that span W(µ).
Proof : By definition, the vacuum furnishes the trivial one-dimensional representation
of the parabolic subgroup PC so ϕ˘0(gp
−1) = N(p)¯̺(p)ϕ˘0(g) = N(p)vµ ∀g ∈ Sp(8,C)
and p ∈ PC. Hence, the VEV with respect to vµ of any observable O ∈ A is
automatically gauge invariant;
〈ϕ0|Oϕ0〉H = 〈ρ(p)ϕ0|O ρ(p)ϕ0〉H = 〈ϕ0|ρ(p)∗Oρ(p)ϕ0〉H (2.38)
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where O ∈ L(H) is the (not necessarily bounded) linear operator representing the
observable O ∈ A. Equivalently, if the trace exists,
trKO(Z
′,Z ∗) = tr ρ−1(p)KO(Z
′,Z ∗)ρ(p) = trAd(p)KO(Z
′,Z ∗) . (2.39)
Similarly, if an observable is gauge invariant, then 〈ψgp|Oψgp〉H = 〈ψg|Oψg〉H.
In particular, 〈ψp|Oψp〉H = 〈ψ0|Oψ0〉H. Roughly speaking, the entire module W(µ)
is spanned by gauge-degenerate ground states — relative to gauge-invariant observ-
ables. That is, gauge-invariant observables cannot distinguish elements ofW(µ). 
Remark 2.3 Let’s take stock of what we have so far. We start with a parabolic
decomposition of the dynamical group Sp(8,R) and use this decomposition to con-
struct induced representations of Sp(8,C). From the induced representations, the
Hilbert space of state vectors L2(Z,W) or L2(P,W(µ)) is constructed. A complex
coset space Z admits construction of matrix CS, allowing to model ψ by the ‘wave
function’ ψµ(Z ).
21 The wave function model yields explicit realizations of operators
in a manner familiar from elementary QM: In particular we indicated expressions for
the operators associated with the generators of Sp(8,C) obtained by [12]. Just like
elementary QM, the wave function ψµ(Z ) can be interpreted as the state vector ψ in
the ‘CS representation’ |Z ∗;µ).
What remains is to construct a model of the algebra A and represent the dy-
namics. As discussed previously, both of these spring from the assumed dynamical
group Sp(8,R). So eventually, we will have to restrict to a real sub-representation of
Sp(8,C).
2.2 The C∗ algebra
The material in this section is a quick summary of [1] and [15]. Consult the references
for notation and more detail.
Since Sp(8,R) is supposed to be the ‘shadow’ of the topological group G of units
of the quantum algebra A, it is reasonable to assume that (at least part of) A can
be modeled by functionals F : GC → LB(H). After all, we expect the (assumed)
bracket structure of A to be carried by Gλ. Therefore, the space of Mellin-integrable
functionals comprised of F : GC → LB(H), which is a C∗-algebra when properly
defined, should be a good model of A — in the sense that it contains any observable
that one could hope to measure.
We use functional Mellin transforms to construct the C∗-algebra. Functional
Mellin transforms are a particular type of functional integral defined in [30]. Roughly,
a functional integral is defined by a family of integral operators intΛ : F(GΛ) → B
whereB is a Banach algebra and F(GΛ) := F(G)|GΛ is a family of spaces of integrable
21This of course is a very loose term since ψ
µ
(Z ) is generally an element of W(µ).
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functions f ∈ L1(Gλ,B) for all λ ∈ Λ.22 For the purposes of this paper, Gλ = Sp(8,R)
and B ≡ LB(H), but functional Mellin requires complexified GC.
So, to define functional Mellin transforms in the context of SQM, we start with
the data (GC, LB(H), GCΛ) where GCλ = Sp(8,C) and H is a UR module.
Definition 2.5 ([15]) Let the map ρ : GCλ → LB(H) be a continuous, injective ho-
momorphism and πz : LB(H) → LB(Wz) be the non-degenerate ∗-homomorphism
defined in (2.18). Define continuous functionals F(GC) ∋ F : GC → LB(H) equiv-
ariant under right-translations23 according to F(gh) = F(g)ρ(h). Then the functional
Mellin transform Mλ : F(GC)→ LB(H) is defined by
Mλ [F;α] :=
∫
GC
F(ggα) Dλg =
∫
GC
F(g)ρ(gα) Dλg (2.40)
where α ∈ S ⊂ C, gα := expG(α logG g) and πz(F(g)ρ(gα)) ∈ LB(Wz) where the space
of bounded linear operators LB(Wz) is given the strong topology. Denote the space of
Mellin integrable functionals by FS(G
C).
Define a norm on FS(G
C) by ‖F‖ := supα‖F‖α where
‖F‖α := supλ‖Mλ [F;α] ‖ <∞ , α ∈ S . (2.41)
Assume that FS(G
C) can be completed with respect to ‖F‖ or some other suitably
defined norm. Then
Proposition 2.2 ([15] prop. 4.2) FS(G
C) is a C∗-algebra such that ‖F∗‖α = ‖F‖α
when endowed with an involution F∗(g1+α) := F(g−1−α)∗∆(g−1) and equipped with a
suitable topology.
Our postulate is that the space of Mellin integrable functionals FS(G
C) models
the C∗-algebra A that characterizes the physical properties of a quantum system.
Since LB(H) is non-commutative and Sp(8,C) is non-abelian, it follows from [15,
Prop. 4.6] that only α = 1 furnishes a ∗-representation of general observables, i.e.
only Mλ[ · ; 1] =: R(1)λ : FS(GC) → LB(H) is a ∗-representation. However, it is still
useful to maintain the general Mellin transform setup because Mλ[ · ;α] will be a
∗-representation for all α ∈ S when one wants to calculate functional traces and
functional determinants.
An important property of FS(G
C) necessary for the consistency of SQM is that it
contains a copy of Sp(8,R);
22Besides specifying a locally compact topological group, individual λ refer to specifications such
as initial conditions, boundary conditions, constraints, etc. that characterize the quantum system
under consideration.
23This prescription is for left-invariant Haar measures. For right-invariant Haar measures impose
equivariance under left-translations.
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Proposition 2.3 ([14, prop. 2.34]) Let UM(FS(G
C))) denote the unitaries of the
multiplier algebra of FS(G
C). Now define the map iGC : G
C → UM(FS(GC)) by
(iGC(h)F)(g) := Ad(h)F(gh) with h, g ∈ GC. Then iGC is an injective, strictly contin-
uous, unitary-valued homomorphism.
Proof : The proof is left to the reference since R(1)λ (F) =Mλ[F; 1] is the integrated
form of a crossed product. But note that ρ is unitary and α = 1 so
R(1)λ (iGC(h)F) =
∫
GC
ρ(h)F(ggαh)ρ(h−1) Dλg
∣∣∣∣
α=1
=
∫
GC
ρ(h)F(ggα)ρ(h)ρ(h−1) Dλg
∣∣∣∣
α=1
= R(1)λ (ρ(h)F) = ρ(h)R(1)λ (F) . (2.42)
In particular, R(1)λ (iGC(h)(Id)) = ρ(h)R(1)λ (Id) = ρ(h). So despite appearances, our
map iGC(h) coincides with iG(h) of [14]. They are defined slightly differently because
we use equivariant functions F. 
We already knew ρ(GC) ⊂ LB(H), but now we also haveGC contained in UM(FS(GC))
since ρ is unitary. This means that group elements are indeed observables as required,
and R(1)λ (FS(GC)) contains its associated operators.
The matrix CS model of R(1)λ (F) is (Z ;µ|R(1)λ (F)ψ〉 = ̂R(1)λ (F)ψµ(Z ). In partic-
ular, for F of the form F = E−iH(t) with self-adjoint H(t), this becomes
(Z ;µ|R(1)λ (F)ψ〉 = e−f(Ĝ
C
λ
)ψµ(Z ) (2.43)
where f(ĜCλ) =
̂R(1)λ (Log F∗) = ̂R(1)λ (iH(t)) =: iHλ(t).([1, sec. 3]) The associated CS
realization of the expectation is
〈ψ|R(1)λ (F)ψ〉λ =
∫
Z∂\Sn
ψ
†
µ′(Z
′)P(Z ′)
̂R(1)λ (F)ψµ′(Z ′) dµPC(z′)
=:
∫
Z∂\Sn
∫
Z∂\Sn
ψ
†
µ′(Z
′)KF (Z
′,Z ∗)ψµ(Z ) dµPC(z, z
′) .
(2.44)
Gauge-invariant observables are characterized by O = Ad(p)O for all p ∈ P . The
adjoint action on FS(G
C) gets represented as an adjoint action Ad(p) onR(1)λ (FS(GC))
so that gauge-invariant operators obey O−αλ = Ad(p)O
−α
λ = R(1)λ (p)O−αλ R(1)λ (p−1). As
an example of a gauge-invariant operator, suppose an observable FP is left-equivariant
(in addition to being right-equivariant) and a central function with respect to P , i.e.
FP (p gp
−1) = FP (g) for all p ∈ P . It follows from the definition of functional Mellin
that (FP )
−α
λ = R(1)λ (p) (FP )−αλ R(1)λ (p−1) . At least one class of this type is not too
hard to construct: let FP (g) = E
−γigiU with γi ∈ C and giU ∈ U(GC) where U(GC)
is the universal enveloping algebra. Then FP (g) is clearly left- and right-equivariant,
and it will be a central function if [γig
i
U, p] = 0 for all p ∈ P.
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2.3 Automorphisms
2.3.1 Complex structures
Sp(8,R) contains an inner automorphism j that is anti-involutive j2 = −e (with
e the identity in Sp(8,R)) and satisfies g†jg = j for all g ∈ Sp(8,R). At the Lie
algebra level this relation becomes g†j = −j g. Evidently, j induces an adjoint action
Ad(j) : Sp(8)± → Sp(8)∓ by g± 7→ j g±j = g†± = g∓.
Having eigenvalues ±i, the ‘complex structure’ j allows Sp(8,R) to be given
the structure of the complex algebra Sp(8,C). This complex structure obviously
extends to V(µ) via ̺′ if it is not already complex. Consequently, for any complexified
VC(µ), there exists a basis that diagonalizes J := ρ(j) and induces the decomposition
VC(µ) = V+(µ) ⊕ V−(µ) where
V±(µ) :=
{
v ∈ VC(µ) | Jv = ±iv
}
, ∀v ∈ VC(µ) . (2.45)
Hence, J provides a means to transfer objects formulated in the context of Sp(8,C)
into objects relevant to Sp(8,R) and vice versa.
The automorphism j serves another important purpose. Recall that Sp(8,R) is
endowed with a non-degenerate, bi-linear, symmetric form B — the Cartan-Killing
metric. Together with j, this defines a symplectic form by Ω(·, ·) := B(·, Ad(j)·). So
Sp(8,R) has the structure of a symplectic vector space. Moreover, the metric and
symplectic structures on Sp(8,R) can be combined to construct a complex-valued
bilinear form h : Sp(8,R)×Sp(8,R)→ C by
h(g1, g2) = B(g1, g2)− iΩ(g1, g2) , ∀g1, g2 ∈ Sp(8,R). (2.46)
It is evident that h is a sesquilinear form on Sp(8,C) restricted to a real sub-space
R ⊂ Sp(8,C) defined by R ∩ jR = {0}.
In addition to the inner complex structure j, there are two outer anti-involutions k
and l that satisfy g k = k g and g l = l g for all g ∈ Sp(8,C) with k2 = −e and l2 = −e.
The four maps e, k, j, l exhaust all (anti)involutive automorphisms of Sp(8,C). They
are very special automorphisms because they endow Sp(8,C) with three independent
complex structures. Moreover, j k = −kj, j l = −lj, k l = −l k, and jkl = −e. So
the linear maps {Ad(e), Ad(j), Ad(k), Ad(l)} generate a quaternion algebra that acts
on Sp(8,C). However, none of them generates evolution: e trivially commutes with
everything, j is not self-adjoint, and k, l are outer automorphisms.
Nevertheless, we can interpret their actions on V(r)(µ) and hence H. We have already
seen that j exchanges g± ⇄ g∓. Since we identify ± with charges in the adjoint
representation, Ad(j) is interpreted as ‘particle⇄anti-particle’24. To interpret k and
l, construct an explicit representation; for example the defining representation. Then
24The term ‘particle’ is being used loosely here. It refers to the excitation in the Fock space SF
associated with the creation/annihilation operators realizing Sp(8).
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j, k, l can be represented by
J := ρ(j) =
(
0 I 4×4
−I 4×4 0
)
, (2.47)
K := ρ(k) = i
(
0 I 4×4
I 4×4 0
)
, (2.48)
and
L := ρ(l) = i
(
I 4×4 0
0 −I 4×4
)
. (2.49)
Evidently Ad(k) can be interpreted as ‘particle⇄anti-particle’ without charge ex-
change. Finally, ρ(l) affects the sign of the eigenvalues of stationary states. This
suggests we interpret Ad(l) as charge exchange with respect to evolution reversal.
Finally, We have already insisted that H is invariant under ρ(j) because the highest
and lowest weights were identified, but there is no reason to impose invariance under
ρ(k) and/or ρ(l). On the other hand, invariance under ρ(jkl) = −Id is assured and
obviously resembles CPT-type symmetry.
2.3.2 Evolution
According to [1], quantum dynamics is generated by a continuous, unitary inner
automorphism F 7→ Ad(h(t))F where h(R) ⊂ UM(FS(GC)) is a unitary subgroup.
Here we suppose that h(t) is determined by
dh(t)
dt
:= −ihU(h(t)) = −ihU(t)h(t) , h(ta) = e , t ∈ [ta, tb] ⊆ R (2.50)
where hU(t) ∈ U(GC) is self-adjoint, U(GC) is the universal enveloping Lie algebra,
and e is the identity group element.
Suppose that
hU(t) =
∑
i
αi(t) g
i
U (2.51)
where αi(t) are real analytic functions and g
i
U ∈ U(GC) are self-adjoint. Then ac-
cording to Magnus’ theorem, h(t) can be written (for suitable t)
h(t) = e−ih˜(t) := e−i
∑
i βi(t) g
i
U (2.52)
where h˜(t) is determined by
dh˜U(t)
dt
=
∞∑
n=0
Bn
n!
adn (hU(t)) h˜U(t) (2.53)
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where Bn are Bernoulli numbers and the map ad
n (hU(t)) is defined recursively by
ad0 (hU(t)) h˜U(t) := h˜U(t) and ad
n (hU(t)) h˜U(t) := ad
1 (hU(t)) ad
n−1 (hU(t)) h˜U(t). Al-
ternatively, following Wei-Norman[28],
h(t) =
∏
i
e−iγi(t) g
i
U (2.54)
where the γi(t) are related to αi(t) through a system of nonlinear differential equa-
tions. This form of h(t) is particularly well-suited for parabolic decomposition and
CS realizations.
The adjoint action on FS(G
C) induces a continuous, time-dependent unitary inner
automorphism on LB(H) through the ∗-representation
R(1)λ (F) 7→ R(1)λ (F(t)) := R(1)λ (Ad(h(t)) F) = R(1)λ (h(t)−1)
[
R(1)λ (F)
]
R(1)λ (h(t))
= Ad(h(t))R(1)λ (F) (2.55)
where ρ(h(t)) = e−iρ
′(h˜(t)) =
∏
i e
−iγi(t) ρ′(gi).
The evolution operator is defined by U(t) := R(1)λ (h(t)) which suggests to define a
Schro¨dinger state vector ψ(t) := U(t)ψ. Then transition amplitudes have Heisenberg
and Schro¨dinger representations as usual
〈φ|R(1)λ (F(t))ψ〉 = 〈φ|U(t)−1R(1)λ (F)U(t)|ψ〉 = 〈φ(t)|R(1)λ (F)|ψ(t)〉 . (2.56)
Moreover the dynamics can be expressed in the CS model of a Schro¨dinger state
vector as expected
dψµ(t; z)
dt
= −iĤ(t)ψµ(t; z) ∀ t ∈ [ta, tb] and z ∈ Z∂ (2.57)
where H(t) = ρ′(h˜(t)) ∈ L(H). The CS model of H is a vector field on the group jet
bundle restricted to Z∂.
The supposition that dynamics is governed by inner automorphisms has important
consequences: Along with generating the dynamics of observables, h(t) also induces
an adjoint action on ρ(GC). The action represents evolution in U(GCλ) because
dρ′(gU(t))
dt
= i
[
H˜(t), ρ′(gU(t))
]
. (2.58)
So in particular, h(t) effects a change p 7→ Ad(h(t))p =: p(t) for all p ∈ PC.
Recall ψ(z) ∼ ψ(zp) ∈ Wz for all p ∈ PC. But after evolution, ψ(zp(t)) is no longer
necessarily an element ofWz: Using (2.54) it is easy to see that there exist some h(t)
such that p(t) /∈ PC. If it happens that ψ(zp(t)) /∈ Wz, then it makes sense to define
a new parabolic subgroup P˜C = Ad(h(t))PC (along with its associated ground states)
if it is stable during an evolution epoch with t ∈ [ta′ , tb′ ]. Consequently, ground
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states depend on the evolution history of a closed system. Moreover, P˜C induces a
new coset space Z˜ with its associated CS model. In this sense Z evolves, and the
physical interpretation of CS is time-dependent. In other words, the kinematics is
time-dependent in general.
But what about the vacuum? By definition, the vacuum furnishes the trivial
representation of Sp(8,C) with 〈ϕ0|ϕ0〉H = |wµ|. So, for the expectation of a unitary
evolution (which is precipitated by an observation/measurement that induces the
homomorphism GC → GCλ), the vacuum doesn’t change.
However, we do not a priori exclude the possibility of non-unitary evolution of a
closed quantum system that has been perturbed by an external agent. That is, we
can contemplate SQM of an open quantum system. The perturbation is still dictated
by some subgroup of units in FS(G
C), but they need not be unitary. This may lead
to a new vacuum v µ˜ induced from a new degenerate partition µ˜ = [µ˜, µ˜, µ˜, µ˜]. The
vacuum module W(µ˜) remains one-dimensional, but now 〈ϕ˜0|ϕ˜0〉H = |w˜ µ˜| 6= |wµ|.
Remark 2.4 This section was meant to outline the quantization of Sp(8,R), but
much of the construction was actually built using Sp(8,C). This should not pose a
problem as long as we are careful to restrict to real objects, subrepresentations, and/or
subspaces at the appropriate times making use of the complex structure J . Of course
there is a lot of work associated with these restrictions that we have skipped.
By assumption, Sp(8,R) is the dynamical group. But, being multiply connected, it
cannot be modeled by ordinary representations on H. For that we would need its dou-
ble cover S˜p(8,R) = Mp(8,R). Then, extracting the relevant Mp(8,R) observables
and subrepresentations from FS(Sp(8,C)) would lead to Mp(8,R) invariant transition
elements. There are likely interesting consequences hiding in these details.
3 Some physical interpretations
Although there are still many aspects of the quantization that merit further investi-
gation, we will move on to some physical interpretation of SQM.
3.1 ‘Apparent geometry’
Once quantized, points in the coset space Z correspond to observables OZ ∈ FS(GC).
By now it is clear that the spectra of these observables Z := σ(OZ) can be thought of
as a configuration space characterizing the CS parameter space. Likewise, the spectra
σ(OZ)× σ(OPC/U(4)) can be viewed as an associated complex cotangent bundle T ∗Z
with dimC(Z) = 10 (assuming the spectra form a topological space).
However, we have assumed the quantum system dynamics is generated not by
Sp(8,C) but by Sp(8,R). So the relevant CS for dynamical systems must be a sub-
representation parametrized by a sub-space X ⊂ Z with dimR(X) = 10. This leads
to an associated cotangent bundle T ∗X . We want to explore the geometry of this
bundle. But first some motivation:
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The geometry of Sp(8,R) clearly transfers to T ∗X — but in a guise that depends
on the nature of the CS Hilbert space. So we can expect to find symmetric and anti-
symmetric forms associated with metric and symplectic forms on Sp(8) and complex
structures associated with the automorphisms i, j, k (discussed in § 2.3.1) that depend
on the particular system under consideration. The ultimate task is to interpret and
understand this geometric space in terms of 4-dimensional space-time.
Consider the combination [ea, e
†
b]. Using (2.5) and the commutation relations, it
is straightforward to show that [ea, e
†
b] = 4δabha. Now, for the real symplectic group,
eigenvalues of ha coming from the secular equation are purely real or purely imaginary.
Accordingly, the topology of the maximal abelian subgroup embedded in the group
manifold M[Sp(8,R)] is locally Tk × Rk′ where k + k′ = 4.25
Again, from (2.5) and the commutation relations it follows that {ea, e†a} ∝ h2a.
From the construction of V(r)(µ) we know that ̺′(e†a)vw− = 0, and from (2.8) follows
̺′ (h2a) v = w
2
av where wa ∈ C and v ∈ V(r)(µ). In particular, restricting to a real
sub-representation ̺′R, we have
̺′R({ea, e†b})v = diag(w21, . . . , w2k︸ ︷︷ ︸
k
,−|w21|, . . . ,−|w2k′︸ ︷︷ ︸
k′
|)v (3.1)
where the eigenvalues wk (wk′) are real (respectively imaginary).
Referring to (2.19), it is evident that ground-state inner products in Wz (zGIPs)
of composite operators that generate the maximal abelian subgroup of Sp(8,R) will
be parametrized by T (Tk × Rk′) ≃ Rk,k′. So if we use a ground state to construct a
non-degenerate symmetric quadratic form using the commutator subalgebra [ea, e−a],
we will have a model of a metric with signature (k, k′). Similar reasoning applied
to [Ad(j)ea, Ad(j)e
†
b] and [ea,b, e
†
c,d] implies we can construct a model of an almost
complex structure and pre-symplectic form to go along with the metric.
These properties, together with the observation that e and j are the only two
inner involutive automorphisms, motivate the definition of pre-geometry.
Definition 3.1 Let Rk with k ∈ {0, . . . , 4} represent a region in Sp (8,R) covered
by a single coordinate chart, and choose an open region Ui ⊆ Rk. The pre-geometry
G(k, k′) ⊂ L(H) is generated by the image under ρ′R of e†ab (identified with the as-
sociated ten left-invariant vector fields on Ui) together with their inner involutive
automorphisms, i.e.
G(k, k′) := spanR {E,Ea, Ea,b, E−a, J} , k + k′ = 4 (3.2)
where a 6= b ∈ {1, 2, 3, 4}, E := ρR(e) = Id, Ea := ρ′R(e†a), Ea,b := ρ′R(e†a,b), and
J := ρR(j).
25Unless there is some reason to exclude certain real/imaginary eigenvalue combinations, the group
manifold of Sp (8,R) comprises five domains locally characterized by the five different topologies of
the abelian subgroup manifold. A thorough discussion of this and other aspects of evolution on
non-compact group manifolds can be found in [7].
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Define Πa := ρ
′
R(e
†
a − ea) and Πa,b := ρ′R(e†a,b − ea,b), and denote the collection by
Πi ≡ Πa,Πb,c with i ∈ {1, . . . , 10}. Then the zGIP
(ψ0|π′z{Πi,Π †j }|ψ0)Wz
(ψ0|ψ0)Wz
=: (gij)z (3.3)
defines a symmetric form on T ∗Z where ψ0 is a ground state and {·, ·} represents the
Jordan product on L(H). The definition is valid for ground states in each V(r)(µ), and
sinceW(µ) is a direct sum of V(r)(µ) the definitions hold for the ground state vw− ∈ W(µ)
as well. In particular, if the ground state happens to be the vacuum ϕ0, then (gij)z
is gauge invariant. Also, G(k, k′) when restricted to a zVIP is an algebra because ϕ0
is a U(4) singlet.26 But, contrary to the vacuum case, G(k, k′) is no longer an algebra
with respect to the full ground state sub-space.
Generically, for a non-trivial evolution of the ground state,
(g
U(t)
ij )z :=
(ψ0|U−1(t)π′z{Πi,Π †j }U(t)|ψ0)Wz
(ψ0|ψ0)Wz
=
(ψU(t)|π′z{Πi,Π †j }|ψU(t))Wz
(ψ0|ψ0)Wz
(3.4)
and so this form is dynamical unless the ground state coincides with the vacuum.
Similarly, non-trivial dynamics induces an anti-symmetric form
(Ω
U(t)
ij )z :=
(ψU(t)|π′z[Πi,j,Π †i,j ]|ψU(t))Wz
(ψ0|ψ0)Wz
(3.5)
and an almost complex structure
(JU(t))z :=
(ψU(t)|πz(J)|ψU(t))Wz
(ψ0|ψ0)Wz
. (3.6)
Notice that both linear forms are quartic in the creation/annihilation operators com-
ing from the bosonic Fock space realization of Sp(8).
Consider the principal bundle (σ(P),Z, p˘r, PC) and its associated bundle where
σ(P) denotes the spectrum (with respect to a CS ground state) of the set of ob-
servables associated with points in Sp(8,C). Being associated with pre-geometry by
definition, the zGIPs of Πa and Πa,b are vector fields on Z. Hence, the symmetric
form corresponds to an evolution-dependent metric gU(t)(v,w) := vi(g
U(t)
ij )w
j on TZ
(assuming it is non-degenerate). Likewise, a non-degenerate (Ω
U(t)
ij ) corresponds to
a symplectic form. Together these define a Hermitian inner product (h
U(t)
ij ) on TZ,
and the almost complex structure allows identification of real sub-spaces. As posited,
the relevant representation for dynamics is a real CS sub-representation so we expect
T ∗X ⊂ T ∗Z with dimR(X ) = 10 where (JU(t)) provides the means to relate the two.
26In this case, the algebra is closely related but strictly different from what is called geometric
algebra in the literature. Specifically, Ea,b is not the antisymmetric product of the Ea.
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Evidently, for dynamical Sp(8,R), the zGIPs of pre-geometry characterize the
geometry of an evolution-dependent cotangent bundle T ∗X U(t) := ρ(Ad(U(t))T ∗X
(assuming it remains a topological space under evolution), that can be interpreted as
a phase-space state in the sense of the GNS construction. For want of a better name,
we will call it the ‘apparent phase space’.27 To see this, note that these expectations,
which encode the geometry, can only depend parametrically on the spectra Z because
ρ′(p)ψ0 only transforms the |µ) component of ψ0(z). Indeed, ρ′(e†a,b) annihilates the
ground state, ρ′({uab}) is unitary, and ρ′([ea, e†b]) is normal. Hence, Ad(p)ρ′([ea, e†b])
can be diagonalized by a unitary similarity transformation on W(µ), which implies
that a gauge transformation just corresponds to a change of coordinate basis inW(µ).
Accordingly, apparent phase space has dimR(T
∗X U(t)) = 20 and the associated
CS model of the operators OZU(t) := ρ(Ad(U(t))OZ encode the time-dependence of
the geometry through their CS ground-state spectra. Moreover, since ψgp ∼ ψg for
all p ∈ PC, the geometry is clearly gauge invariant for zVIPs.
Now, for dynamical systems that stay near the ground state, one might expect the
influence of ea,b on the phase-space geometry to be small if sizable zGIPs of Ea,b require
large quantum numbers or, perhaps, large dim(W(µ)) coming from tensor products
of representations. In this case, dynamics presumably would generate states with
non-trivial support only on the diagonal of Z , and it would make sense to integrate
the pre-geometric structures over off-diagonal variables or simply restrict to diagonal
variables to obtain an effective description. Recall {ea, e†a} ∝ h2, so we can anticipate
such dynamics to render real diagonal sub-spaces of Z with metric signatures (k, k′).
To make this explicit, assume Z = σ(OZ ) is a topological space and let MC ⊂ Z
denote the dimC(M
C) = 4 sub-space associated with the diagonal elements in Z .
Choose a pre-geometry G(k, k′), and let hab(m) := (hU(t)ij )|TMC denote the associated
z-dependent Hermitian inner product on TZ restricted to TMC. The restricted al-
most complex structure J(m) := (JU(t))|TMC determines a real sub-space M ⊂ MC.
Evidently, M and gab(m) := ℜ[(hU(t)ij )|TM] model a real manifold equipped with a
metric28 of signature (k, k′) coming from the pre-geometry.29
In this effective description, (ϕ∼0|π′z{Πa,Π †b }|ϕ∼0)diag along with pre-geometry
G(1, 3) (or G(3, 1)) could be used for a model of an ‘emergent 4-d space-time’ with
approximate Poincare´ symmetry if the ground state remains very “near” the vac-
uum. (By “near” we mean the evolving ground state remains approximately a U(4)
singlet annihilated by Ê−.) Granted this perspective, Minkowski space-time and its
concomitant irreducible representations owe their existence to dynamically-induced
approximate zVIPs and so, in this sense, are emergent phenomena.
27In the limit of large systems such that N = dimC(W(µ))→∞, ‘apparent phase space’ is posited
to become classical, but a phase-space state would certainly not look classical for all systems. Note
that g and Ω are not related through J so the apparent geometry is not Ka¨hler in general.
28Recall that Z as a complex coset space possesses real subspaces with indefinite metric.
29Alternatively, use (Ω
U(t)
ij )|TMC and J(m) to define a real lagrangian subspace L ⊂ MC and
construct a metric g˜ab(l) := (J
U(t)Ω
U(t)
ij )|TL.
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On the other hand, expectations of the Ea,b can be interpreted as directed-area
elements according to the structure of the pre-geometry: So it may be that physics
based on 4-d space-time is actually a truncation of a more accurate 10-d model — one
in which both (g
U(t)
ij ) and (Ω
U(t)
ij ) participate independently. For meso/macroscopic
systems, it is not hard to imagine that Ea,b operators can have significant expectation,
and one can see the seeds of vortex-type dynamics that are algebraically independent
from linear-type dynamics in general.
3.2 Particles and fields
The fact that PC generates V(r)(µ) and the requirement that physical states are covariant
under right-translation by PC motivate the interpretation of ‘particles’ and ‘fields’:
Definition 3.2 An elementary/quasi particle is defined to be an eigenvector vp ∈
V(r)(µ) of ρ′(ha) with eigenvalue λa for each a ∈ {1, 2, 3, 4}. In the CS model, an
elementary field at a point z ∈ Z∂ is defined by
ψvp (z) := (z; vp |ψ〉 =
∫
Z∂\Sn
(z; v p |z′∗;µ)dσ(z′)ψµ(z′) (3.7)
and satisfies ρ̂′(ha)ψvp (z) = λaψvp (z). We call λa (suitably normalized) U(4) charges.
Assuming suitable conditions, this can be inverted
ψµ(z) =
∫
Z∂\Sn
(z;µ|z′∗; vp)dσ(z′)ψvp (z′) (3.8)
and the wave function ψµ(z) interpreted as a superposition of elementary fields.
Thus the CS model of a state vector is a field by definition; albeit not necessarily
elementary.30
This is an obvious definition based on (2.8). That is, elementary particles span the
full module V of relevant representations as required. But — contrary to the weight
decomposition of V which leads to the (infinite-dimensional) irreducible discrete-series
representations and, hence, particles characterized solely by their U(4) partition —
the dominant-integral lowest-weight parabolic decomposition characterizes particles
by their U(4) charges and their PC-induced representation. And, according to remark
2.2, the conjugate CS model represents anti-particles.
Notice the definition holds for all relevant representations labeled by r. Since
ρ′(h2a) can be interpreted as a number operator, multi-particle states are accounted
30We should emphasize this definition of field — even at the operator level — does not coincide
with the notion of field in QFT. In QFT, a field is a superposition of creation and/or annihilation
operators cα, c
†
α, but in SQM there is no object to directly compare since everything is constructed
from creation/annihilation products contained in cα,β. To compare indirectly, the commutator of
QFT fields roughly corresponds to the CS model of the corresponding SQM operator.
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for by appropriate V(r)(µ) associated with tensor products and direct sums. For example,
by definition the vacuum is an elementary particle that happens to be the degenerate
U(4) representation labeled by some partition µ = [µ, µ, µ, µ]. Since there is no a
priori reason to settle on a special value for µ, it is not hard to imagine that different
closed dynamical systems could have different vacua. After the vacuum, the next
simplest IR is the defining representation of U(4). It is standard to identify IR with
matter particles/fields. Moving on to the adjoint representation, the CS model of
state vectors in the adjoint representation can be interpreted as gauge fields. Gauge
bosons31 are then naturally identified with eigenvectors p ∈ P of ha in the adjoint
representation. As the rank of Sp (8,R) is four, there are 26 elementary gauge bosons
that are characterized by four types of charge. Consequently, according to (2.18), in
the adjoint representation {π′z(ρ′(P))} are gauge potentials on Z.32 It is remarkable
that these gauge potentials posses both external and internal structure, and in a CS
realization each component is a matrix-valued differential operator whose dimension
is dictated by the W(µ). Finally, the last two basic representations V(3)48 and V(4)42 are
suspected to be relevant, but their physical meaning as ‘elementary’ is unclear.
3.3 CS phase space
The definition of field was given in terms of CS parametrized by 10 complex coor-
dinates. We want to now express them in terms of 20 real parameters. For this
purpose, use a matrix phase space CS model. This effectively separates the ‘internal’
gauge freedom from the ‘external’ gauge freedom and more closely corresponds to
observed fields in terrestrial particle physics. Since we want a position/momentum
interpretation, consider the coset space Q× Π := Sp(8,R)/U(4).
To construct the model, return to the complex setup and make use of remark 2.1
to construct a phase space vector bundle I and its associated CS model by inducing
a representation from U(4). Define the operators Qab := ρ
′(eab + e
†
ab)/2 to go along
with Πab = ρ
′(eab − e†ab)/2. Then a phase space CS can be defined by
|q, π ; µ˜) :=
(
exp
{
1
4
∑
a,b
(zabeab + z
∗
abe
†
ab)
})
|µ˜)
=
(
exp
{
1
2
∑
a,b
qab(eab + e
†
ab) + iπab(eab − e†ab)
})
|µ˜) (3.9)
with zab = qab+iπab. CS realizations of other phase space objects can be defined along
the same lines as before. However, cross-sections of I cannot be directly identified
31Note that, by our definition, gauge bosons are not elementary: they ‘live’ in a tensor sum module
V(0)1 ⊕V(1)8 ⊕V(2)27 , and there is no reason (at this point at least) to expect that the elementary particles
remain in proper relation to constitute gauge boson fields at all z ∈ Z.
32These are the closest analog to fields in QFT. Presumably, one could use these operators along
with {pi′z(ρ′(Z+))} to make contact with gauge field theory.
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with state vectors. For that we need to single out a distinguished polarization on
Sp(8,C)/U(4,C) that allows determination of a Lagrangian sub-space.33 Then the
coordinates on the sub-space can be consistently identified with the spectrum of
ten mutually-commuting operators in Z. Consequently, given a polarization, the CS
matrix picture of a state vector is ψµ˜(Q ,Π ), and the notion of elementary particles
and fields applies also here.
As discussed previously, we want to associate generators of ‘external’ dynamics
with
Q +Π :=

Q1 Q12 Q13 Q14
Q12 Q2 Q23 Q24
Q13 Q23 Q3 Q34
Q14 Q24 Q34 Q4
+

Π1 Π12 Π13 Π14
Π21 Π2 Π23 Π24
Π31 Π32 Π3 Π34
Π41 Π42 Π43 Π4
 , (3.10)
and generators of ‘internal’ dynamics with
M +A :=

M1 M12 M13 M14
M12 M2 M23 M24
M13 M23 M3 M34
M14 M24 M34 M4
+

A1 A12 A13 A14
A21 A2 A23 A24
A31 A32 A3 A34
A41 A42 A43 A4
 (3.11)
where
Qa = ρ
′(ea + e
†
a)/2 Πa = ρ
′(ea − e†a)/2
Qa,b = ρ
′(ea,b + e
†
a,b)/2 Πa,b = ρ
′(ea,b − e†a,b)/2 (3.12)
while the operators representing U(4) are
Ma = ρ
′(ha + h
†
a)/2 Aa = ρ
′(ha − h†a)/2 = 0
Ma,b = ρ
′(ea,−b + e
†
a,−b)/2 Aa,b = ρ
′(ea,−b − e†a,−b)/2 . (3.13)
Note that
Q † = Q Π † = −Π
M † = M A† = −A . (3.14)
As expected, a gauge picture emerges with a choice of Lagrangian sub-space on the
base manifold (Q ,Π ). With the canonical choice, the CS models of {Πab,Mab, Aab}
become gauge potentials while the Qab parametrize the configuration space. Interpret
Πab := Πab + Aab as ‘interaction momentum’ and Qab := Qab +Mab as ‘interaction
configuration’ operators. This motivates the definition
33Explicitly, choose a connection on Sp(8,R). Use it to construct a completely integrable horizontal
distribution H ⊂ T (Sp(8,R)). Identify the horizontal sub-space with a suitable linear combination
of ten mutually commuting generators in Z+ ⊕ Z−. Conclude that a connection is required to fix a
polarization.
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Definition 3.3 The interaction stress-energy operator T ∈ L(H) is defined by
T :=
1
2
({
Π ,Π †
}
+
{
Q ,Q†
})
. (3.15)
In the CS matrix picture, T̂ is a 4N × 4N second-order partial differential operator
where N := dimC(W(µ˜)). For stress-energy CS eigenfunctions ψ(κ)µ˜ (q, π), this gives
an interpretation of energy;
tr
(
T̂
)
ψ
(κ)
µ˜
(q, π) =: Eκψ
(κ)
µ˜
(q, π) . (3.16)
In particular, the vacuum energy is, by definition,
tr(T̂ )ϕ0 = |wµ|2ϕ0 =: E0 ϕ0 . (3.17)
Recall the components (wa)− of w− are positive integers so E0 ∈ Z ∩ R+ is a lower
bound.
A more informative object is the CS eigenfunction in the matrix picture ψ
(κ)
µ˜ (Q ,Π )
defined by
T̂ψ
(κ)
µ˜ (Q ,Π ) = κψ
(κ)
µ˜ (Q ,Π ) (3.18)
where κ is a 4× 4 matrix with real entries and Eκ = tr(κ). Of course, evolution will
generally alter the form of T̂ rendering ψ
(κ)
µ˜ (Q ,Π ) no longer stationary. But then
one can define a new parabolic decomposition and retrace the quantization procedure
to arrive at a new description of a quadratic Hamiltonian operator and its CS model
of eigenstates. Needless to say, physical interpretation relative to the new parabolic
decomposition may be highly nontrivial.
Like the symmetric, symplectic , and complex forms constructed from zGIPs of
pre-geometry; the zGIP of stress-energy is actually a function of just q due to gauge
covariance of the ground state. The form of Z+ leads naturally to the interpretation
that T , referred to a CS on the cotangent bundle diagonal near the ground state, cor-
responds to a dynamically-induced, emergent stress-energy space-time tensor Tab(m)
when k ∈ {1, 3}. This is closely related to the symmetric, symplectic, and almost
complex structures defined on MC in subsection 3.1, and it immediately suggests T
as a potential evolution operator.
Remark 3.1 Although this subsection dealt with phase space associated with real po-
larizations, similar considerations could be applied to holomorphic polarizations. Pre-
sumably, this would lead to a Segal-Bargmann holomorphic phase space construction.
Of course these are only two of many possible choices of polarizations that may or
may not be useful.
30
3.4 Matrix quantum mechanics
Conspicuously absent from the elementary particle tally are the generators of Z+. This
of course is due to the fact that their role is to parametrize CS via Z . Nevertheless,
for time-independent H˜ , (2.58) implies the Z+ generators evolve according to the
second-order operator equation
d2Eab(t)
dt2
+ ad 2(H˜)Eab(t) = 0 (3.19)
where Eab := ρ
′(eab) ∈ L(H) are a set of ten commuting operators.
Since Eab(t) mutually commute, consider the eigenstates Eab(t)Ψ
(λ) = λab(t)Ψ
(λ).
In the CS model, this becomes
Êab(t)Ψ
(λ)
µ (z) = λab(t)Ψ
(λ)
µ (z) (3.20)
where the CS models of the operators are now N×N matrices with N = dimC(W(µ)).
So, (3.19) and its first-order equivalent contained in (2.58) — referred to an eigenstate
basis in H— looks like a (time-dependent) simple matrix model. This type of matrix
equation is notoriously difficult to handle and yet simple enough that general quali-
tative information can be gleaned by inspection. Clearly N can grow very large for
multi-particle states, and for macro systems taking N →∞ is a reasonable approxi-
mation. So off hand, it appears that the Z+ sector of SQM will look like a quantum
membrane theory in 10-d for multi-particle systems. Moreover, the zVIPs of the uni-
tary algebra elements e−ieab generate a subspace of the smooth manifold Z — so we
know the starting point for the geometry of X ⊂ σ(OZ) if we know (ϕ0|πz(J)|ϕ0).
For first-order h˜ =
∑
c,d βcd g
cd with h˜† = h˜ and suitable boundary conditions,
(3.19) can be written as a variation principle of the Lagrangian density (assuming
time-independent h˜)
Le(t) = 1
2
Tr
{(
e˙ab(t), e˙
†
cd(t)
)
+
(
ad(ih˜)eab(t), ad(ih˜)
†e†cd(t)
)}
=:
1
2
Tr
{(
Dteab(t) , D
†
te
†
cd(t)
)}
(3.21)
where Tr(·, ·) is a sesquilinear form on the Lie algebra, Dt := d/dt + ad(ih˜), and
h˜† = h˜ was used in the second line. In particular, suppose h˜ ∈ P is pure ‘internal’
gauge, i.e. h˜ ∈ U(4). Then h˜ ∼∑a,b u˜ab with h˜† = h˜ as required, and it follows from
[uab, ecd] ∈ Z+ that [deab/dt, eab] = 0. At the other extreme, if the Hamiltonian is
‘external’ in the sense that h˜ ∼∑a,b(˜e†ab ± e˜ab), then [[deab/dt, eab], eab] = 0.
The Lagrangian density yields the evolution equation for e†ab as well. Obviously,
the CS model of the evolution equation of E−a−b referred to the eigenfunctions Ψ
(λ) is
more complicated than simple matrix quantum mechanics. However, being mutually
commuting, E−a−b possess a different eigenbasis where their evolution is governed by
simple matrix quantum mechanics — modulo gauge symmetry considerations. The
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physical interpretation of such eigenstates is not clear: nevertheless, they may provide
a possibly interesting dual picture.
The same Lagrangian density can be used for the entire Lie algebra:
Proposition 3.1 Let gab ∈ Sp(8) and suppose h˜ is a time-independent, first-order
evolution generator. The Lagrangian density that generates evolution in Sp(8) in-
duced by h˜ is given by
Lg(t) = 1
2
Tr
{(
Dtgab(t) , D
†
tg
†
cd(t)
)}
(3.22)
where Tr(·, ·) is a sesquilinear form on Sp(8) and Dt := d/dt+ ad(ih˜).
From here one can use the functional Mellin transform to realize, for example, the
partition function associated with T .
Alternatively, the Lagrangian density can be promoted to the Hilbert space and
expressed in terms of operators Gab := ρ
′(gab) ∈ L(H) as
LG(t) = 1
2
〈ψ0| |DtGab(t)|2 ψ0〉 . (3.23)
This suggests an analogous Lagrangian density formulation for the Heisenberg equa-
tion for bounded operators O−1λ = R−1λ (O) associated with observables O ∈ FS(GC).
LO−1
λ
(t) =
1
2
〈ψ0|
∣∣DtO−1λ (t)∣∣2 ψ0〉 . (3.24)
Given that Sp(8,C)/U(4,C) can be identified with the cotangent bundle T ∗Q for
suitable Q ⊂ Sp(8,C) and the fact that GC ⊂ UM(FS(GC)) coming from prop. 2.3,
the form of these Lagrangians begs to formulate the dynamics of SQM as Hamiltonian
mechanics of a U˜(4) gauge theory on a non-commutative phase space T ∗ρ(Q). A
proper treatment of this notion lies outside our present scope, but one wonders if
such a formulation might have a brane-y representation in the limit N →∞.
3.5 Classical SQM
Consider a closed quantum system in the CS phase space model with stress-energy
Ad(g)T =: T g =: T + V g. Assume CS eigenfunctions T̂ ψ
(κ)
µ˜
(q, π) = κψ
(κ)
µ˜
(q, π)
that realize an over-complete set of eigenstates in H with a discrete spectrum (since
the system is bounded). Because tr(T ) ∼ |ρ′(ha)|2, these eigenfunctions are associ-
ated with elementary particles according to the definition.34 Then, for a Schro¨dinger
CS sate-vector, we have
ψµ˜(t; q, π) :=
∑
κ
cκ(t)ψ
(κ)
µ˜ (q, π) := (q, π; µ˜|
∑
κ
cκ(t)ψ
(κ)
µ˜ 〉 . (3.25)
34In fact, in hind sight it might be better to use this as the definition of elementary particles.
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Use the CS resolution of the identity to write
cκ(t) = 〈ψ(κ)µ˜ |ψ(t)〉 =
∫
Ui
ψ
(κ)
µ˜
†
(q, π)dσ(q, π)ψµ˜(t; q, π) . (3.26)
In particular,
Nκ,κ = Nκ,κ′ δ(κ,κ
′) :=
∫
Ui
ψ
(κ)
µ˜
†
(q, π)dσ(q, π)ψ
(κ′)
µ˜
(q, π) δ(κ,κ′)
=
∫
Ui
ψ
(κ)
µ˜
†
(q, π)P(q, π)ψ
(κ′)
µ˜
(q, π) δ(κ,κ′) d(q, π)
(3.27)
can be interpreted as the number density function in the spectrum space of T . Con-
sequently, under suitable conditions ψ
(κ)
µ˜ (q, π) can be interpreted as a CS distribution
with an associated probability measure µ(q, π) := ψ
(κ)
µ˜
†
(q, π)σ(q, π)ψ
(κ)
µ˜ (q, π)/Nκ,κ;
which means that tr(ψ
(κ)
µ˜
†
(q, π)P(q, π)ψ
(κ)
µ˜
(q, π)) is the number density of particle-
type κ on phase space (Q ,Π ).
Evidently ψµ˜(t; q, π) is a time-dependent superposition of elementary particle
state vectors so it permits the notion of particle creation and annihilation. To see
this in more detail, it is convenient to go to the interaction picture defined by
Ψ µ˜(t; q, π) := e
−i t T̂ ψµ˜(t; q, π) (3.28)
and
V
g
I(t) := e
−i tT V g e i tT . (3.29)
Then
∂t cκ(t) =
∑
κ′
(V gI(t))κ,κ′ cκ′(t) (3.30)
and
dOI(t)
dt
= i[T ,OI(t)] (3.31)
with (V gI(t))κ,κ′ := 〈ψ(κ)µ˜ |V gI(t)|ψ(κ
′)
µ˜
〉 together describe the dynamics.
There are two observations to make. First, recall the definition of P(q, π): It is
related to the CS reproducing kernel so it will be time-dependent in general. This
follows because the same adjoint group action that induces dynamics will potentially
induce a change in the reproducing kernel. Consequently, the particle content of
ψµ˜(t; q, π) changes not only because the coefficients cκ(t) are time-dependent but also
the number density tr(ψ
(κ)
µ˜
†
(q, π)P(q, π)ψ
(κ)
µ˜
(q, π)) can change. A time-dependent
number density on phase space is in stark contrast to elementary quantum mechanics,
and it owes its existence to the non-abelian U(4) subgroup of dynamical Sp(8,R) —
indeed, any CS eigenfunctions T̂ ψ
(κ)
µ˜
(q, π) = κψ
(κ)
µ˜
(q, π) that happen to be U(4)
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singlet states have constant number density since the reproducing kernel is trivial in
this case.
The second observation concerns the CS model of the interaction Heisenberg equa-
tion. In the eigenfunction basis, the operator is realized as a matrix that will become
very large for macroscopic systems. It is known that the commutator approaches
the Poisson bracket in the limit as N = dimC(W(µ)) → ∞. This brings us to the
correspondence principle and classical mechanics (CM).
Assume the correspondence principle in the form [·, ·]→ {·, ·}P.B asN →∞. Rein-
stating Plank’s constant this can be more meaningfully formulated as ~/tr(Nκ,κ)→ 0.
Then, passage from the quantum to a classical phase space description via the corre-
spondence principle is standard, but it yields a non-standard result in this context.
To simplify notation slightly, restrict to the case of U(4) singlets;
Proposition 3.2 Suppose the dynamics of a closed and bounded system is determined
by T g = H(Q ,Π ); a self-adjoint operator that is bounded from below. The semi-
classical dynamics relative to a CS of particle-type κ is expressed by matrix equations
dpi(κ)(t)
dt
= {pi(t), H(q(t),pi(t))}(κ)
dq (κ)(t)
dt
= {q(t), H(q(t),pi(t))}(κ) (3.32)
with pi(κ)(t) :=
〈
ψ
(κ)
µ˜ |Π (t)ψ(κ)µ˜
〉
/Nκ,κ and q
(κ)(t) :=
〈
ψ
(κ)
µ˜ |Q(t)ψ(κ)µ˜
〉
/Nκ,κ, and
the semi-classical bracket relative to the κ-type CS is defined by
{a , b}(κ) :=
〈
ψ
(κ)
µ˜ |[A, iB ] ψ(κ)µ˜
〉
/Nκ,κ
=
1
Nκ,κ
∫
Z∂
ψ
(κ)
µ˜
†
(q, π)P(q, π)
[
Â, îB
]
ψ
(κ)
µ˜
(q, π) d(q, π) .
(3.33)
As N →∞ these reduce to classical dynamics and Poisson bracket {·, ·}P.B.
Proof : This is just Ehrenfest’s theorem:
dpi(κ)
dt
:=
〈
ψ
(κ)
µ˜
∣∣∣∣dΠdt ψ(κ)µ˜
〉
/Nκ,κ
=
〈
ψ
(κ)
µ˜ |[Π , iH(Q,Π )] ψ(κ)µ˜
〉
/Nκ,κ
=
1
Nκ,κ
∫
Z∂
ψ
(κ)
µ˜
†
(q, π)P(q, π)
[
Π̂ , ̂iH(Q ,Π )
]
ψ
(κ)
µ˜
(q, π) d(q, π)
=: {pi, H(q ,pi)}(κ) (3.34)
and we interpret H(q ,pi) as the classical (matrix) Hamiltonian for large Nκ,κ.
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Recall that the induced representation was built from L2(Z,W) equivariant maps
so the CS are properly normalized and the integral well defined (assuming the eigen-
functions ψ
(κ)
µ˜
are indeed a complete set). 
Evidently the classical object pi(κ)(t) is a symmetric 4 × 4 matrix of momenta,
and the classical equations reduce to Hamilton’s equations under special conditions.
For example, consider a macroscopic system with ground state ψ0 and suppose pre-
geometry with k ∈ {1, 3}. Assume the evolution is ‘mild’ in the sense that the
system’s wave function ψ
(κ)
µ˜ (q, π) is annihilated by the off-diagonal components of Q
and Π . Then (3.34) reduces to
dp
(κ)
a (t)
dt
= {pa(t), Ha(q ,pi)}(κ) =: F (κ)a (qa, pa; t) , a ∈ {1, 2, 3, 4}
dq
(κ)
a (t)
dt
= {qa(t), Ha(q ,pi)}(κ) . (3.35)
Define the system configuration space Q to be the diagonal spectrum Q := σ(Qa).
Let P denote the diagonal spectrum σ(Πa) and construct the associated emergent
phase space35 Q × P. A trivial remark to stress is that a generic emergent phase
space will not be a smooth manifold. If it is smooth, equip Q with the metric (gab)q
now with Minkowski signature, and identify evolution-time with proper time. Then
(3.35) can be interpreted as Hamilton’s equations (relative to the bracket {·, ·}(κ)) on
the emergent 4-d space-time cotangent bundle T ∗Q := Q× P.36
With these notions of momentum and force defined on T ∗Q, the Boltzmann equa-
tion for a CS probability distribution obtains as the classical reduction of the Heisen-
berg equation for the density operator ρ. Explicitly,
df (κ)(q ,pi; t)
dt
:= tr
dρ(κ)(t)
dt
= tr
{
ρ, H(q ,pi)
}(κ)
(3.36)
where now H = H(q ,pi) is a function of the ‘interaction position’ and ‘interaction
momentum’ which includes the U(4) contribution to T and presumably encodes the
classical body forces. However, more interesting than this scalar function equation is
the 4× 4 matrix Boltzmann equation
dρ(κ)(t)
dt
=
{
ρ, H(q ,pi)
}(κ)
. (3.37)
We do not pursue it here, but off-hand it appears to include independent linear
and rotational classical degrees of freedom. In particular, for quasi particles of a
35Note that the phase space will not be a cotangent bundle in general.
36Remark that the semi-classical bracket is not necessarily the Poisson bracket — although it
shares identical algebraic properties and so must be proportional to it on T ∗Q := Q × P . Also,
recall that [qa, pb] = δabha so {qa, pb}(κ) = δab‖ha‖(κ). This justifies calling T ∗Q the classical phase
space according to the correspondence principle.
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meso/macroscopic systems, perhaps the matrix Boltzmann equation provides a handle
on vortex dynamics.
4 Conclusion
There are three main pillars supporting SQM; dynamical Sp (8,R) to model quantum
kinematics and govern evolution, a coherent state arena for observation and interpre-
tation, and a ground state with memory that records external interactions. Remind
that we also expect SO(9,R) to describe some physical systems, but the implications
were not pursued here.37 We also suspect Sp (2n,R) and SO(2n + 1,R) for n < 4
may be relevant symmetries for some ordered meso/macroscopic systems (ponder-
able media). There is obviously plenty of motivation to also consider OSp(9, 8), and
one can see some remarkable similarities (or perhaps just coincidences) with certain
conjectured M-theory constructs[33] in this case.
Defining the symplectic quantum theory more or less follows standard quantum
mechanics except that the group determines both observables associated with inter-
nal degrees of freedom and the kinematic observables usually associated with phase
space — and the commutation relations among them. The theory is quantized by
constructing the Hilbert space from induced representations and using the functional
Mellin transform to transfer the algebra of observables to the operator algebra on
the Hilbert space. In essence, the approach is quite similar (if not equivalent) to
quantization based on crossed products.
A rather obvious decomposition of Sp(8,R) = Z+ ⊕P hints at the possibility of
a nontrivial internal /external symmetry unification. According to our interpretation
of the algebra decomposition, space-time intervals are ground-state expectation val-
ues of quantum observables and Poincare´ is a limiting symmetry. In consequence,
meshing Poincare´ with gauge quantum mechanics is not an issue, and the no-go the-
orems regarding mixing internel/Lorentz symmetries do not apply. In a nutshell,
our proposal is to replace relativistic quantum mechanics with symplectic quantum
mechanics; eventually including SO(9,R) and perhaps OSp(9, 8) as a portal between
the two.
It is significant that the dynamics of Z+ ⊕P is governed by the same group they
help generate. In fact, for any dynamical evolution of a system, P will in general
change according to the adjoint group action. From this perspective, it is natural
to guess that the ten generators contained in Z− have something to do with inertia.
Similarly, the ten generators comprising Z+ generate a 10-d configuration space that
we interpret as four linear dimensions and six directed-area ‘dimensions’.38 These
37It is satisfying that Sp (8,C) and SO(9,C) are Langlands duals, so one might hope that SO (9,C)
describes strongly coupled SQM and vice versa.
38There are clearly implications regarding entropy content and transfer if a volume element in a
4-d space can be characterized by the six directed-area ‘dimensions’ — especially if their associated
observables encode vortex-like dynamics.
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momentum-type and position-type operators will not remain static in general. It is
tempting to interpret this as quantum gravity — at least as a toy model. (Appendix
A sketches an argument that the semi-classical limit contains the seeds of Einstein-
Yang-Mills theory.)
Recall the adjoint representation of the U(4) subalgebra contains 16 gauge bosons.
Again, it is tempting to compare the 9 + 1 bosons coming from U(3)× U(1) ⊂ U(4)
with the SU(3)×U(1) gauge bosons of the Standard model. (There is, of course, an
excess of one gauge boson in the strong sector.) Further, if the symmetry is broken by
a two step process via U(4,C)→ U(3)×U(2)→ U(3)×U(1), then the six remaining
bosons comprise the massive W± and Z0 coming from broken SU(2), and the matrix
CS representation suggests the final three are their heavier cousins. Comparison to
the Standard Model is warranted: The U(4,C) → U(3) × U(2) → U(3) × U(1)
model motivates some unorthodox particle physics, and it contains some encouraging
phenomenology that will be presented in a separate paper.
The coherent states facilitate physical interpretation, so it might be enlightening
to develop the matrix CS model of the dynamics by quantizing a PC gauge theory on
the non-commutative base space Z to see if it matches SQM. A functional integral
approach seems to be indicated: but it properly deserves a detailed study and so
was not included in this paper.39 Of course such a bottom-up approach might not
agree with the original quantum theory. If it did agree, it would likely improve phys-
ical understanding. Presumably, the construction would look similar to a QFT-like
gauge theory on Z but with important differences; the most obvious being non-local
observables, no a priori Poincare´ symmetry, and an adjustable, evolution-dependent
vacuum.
There is a growing consensus in recent years that space-time and gravity are
emergent in some sense and matrix models are perhaps more fundamental than Yang-
Mills QFT (for a review see [34]). It is remarkable that the fairly simple-minded
symplectic quantum mechanics leads naturally and unambiguously (modulo the initial
choice of dynamical group) to similar notions. It is likely that quantum mechanics
based on the sister group SO(9,R) and parent group OSp(9, 8) have more surprises
in store.
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A Emergent Einstein-Yang-Mills
We have seen that the semi-classical limit of SQM leads to a dynamical configuration
space-time (under suitable conditions). But this doesn’t necessarily mean the dynam-
ics is governed by general relativity. This appendix aims to sketch a proof (with some
observations and remarks along the way) that SQM contains the Einstein-Yang-Mills
action. It turns out that suitable zGIPS of the generators of Sp(8,R) contain the
necessary ingredients, and constructing the relevant action is almost trivial. The in-
terpretation is that Einstein-Yang-Mills ‘emerges’ from the dynamics of a particular
Hamiltonian operator with respect to a certain class of coherent states. The choice
of Hamiltonian and coherent states is not dictated by SQM but we will see that they
are natural in a sense (from a semi-classical viewpoint).
The bulk of a complete proof lies in showing our quantization procedure[1] is well
defined. Since our approach differs from generally accepted quantization methods,
this step is not trivial. The main hurdle is justifying the functional Mellin transform
and this is presented already in [15]. It turns out that since the C∗-algebra is non-
commutative and the underlying group is non-abelian, functional Mellin provides a
representation precisely when α = 1. We will show that, when α = 1, functional
Mellin is essentially a crossed product. Crossed products are rigorously established
so functional Mellin is on solid ground for α = 1. Hence, in place of functional Mellin,
the quantum theory can be just as well formulated in the crossed product formalism
— which is certainly well defined.
But let’s first get to Einstein-Yang-Mills. To begin, note the potential energy
term in the matrix quantum mechanics encoded in (3.23) is minimized for the case
of diagonal evolution operators acting on diagonal Gab. It is natural then to restrict
attention to states ψdiag represented by CS with supp(ψµ(Z )) ⊆ σ(Qa) andMa eigen-
values associated with G(1, 3) which, assuming sufficient topological and smoothness
conditions, allows to interpret σ(Qa) as coordinates on a complex space-time manifold
MC. Construct the principal bundle (σ(P), σ(Qa), p˘r, PC) where σ(P) is the spectra
of ρ(GC) (also assumed to be a sufficiently smooth topological space).
We have seen that J(m) and hab(m) allow to construct (for suitable σ(Qa))
a real 4-d manifold M with metric gab(m). Since gab(m) ∼ 〈{Πa,Π †b }〉diag where
〈 · 〉diag is short-hand for a zGIP with ground states supported on the diagonal of
Z , one can interpret the set of ea := 〈Πa〉diag ∈ T ∗σ(P) as a tetrad which induces
a linear connection ∇ with connection coefficients γ that allow to identify TmM
with spanR{e†a − ea}. Choosing, then, the compatibility condition ∇e˜a = 0 (where
e˜a := σ∗i e
a is the pullback of ea to M by a local section σ∗i ) partially fixes the gauge
leaving six momentum-type gauge symmetries. Since the commutator represents a
derivation on the Lie algebra and the expectations 〈Πa,b〉diag ∈ T ∗σ(P) pull back to
1-forms on M, the obvious candidate for a spin connection is ωab := 〈Πa,b〉diag with
Rab(ω) = d〈Πa,b〉diag + 〈[Πa,b,Π †a,b]〉diag. There remain two momentum-type zGIPs to
characterize; 〈[Πa,Π †b ]〉diag and 〈{Πa,b,Π †a,b}〉diag. The first defines the antisymmetric
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product of 1-forms ea ⊼ eb := 〈[Πa,Π †b ]〉diag. The second vanishes on the class of
diagonally-supported CS currently under consideration but contributes to the metric
for generic CS supported on the entire spectrum σ(Q).
The remaining non-momentum-type zGIPs uab := 〈Mab+Aab〉diag =: 〈Uab〉diag can
be interpreted as U(4) gauge connections whose field strength F ab(u) is associated
with ‘internal’ degrees of freedom. The anti-symmetric form 〈[Uab, U †ab]〉diag together
with the exterior derivative of u determine F ab(u) while the symmetric combination
〈{Uab, U †ab}〉diag contributes to the stress-energy. The term ‘internal’ is justified by
the fact that the connection and the complex structure 〈J〉diag afford an orthogonal
decomposition of the real subalgebra ℜ(PC) = TmM⊕spanR{e†a,b−ea,b}⊕spanR{uab}.
Accordingly, for CS supported only on the diagonal of Msym4 (C), expectations of
ρ′(P) induce geometric objects on σ(Qa) associated with dynamical curvature and
internal symmetry, and these are generated by a mixture of Πa,b and Uab. Using
these ingredients, the action functional that yields gravity and Yang-Mills dynamics
is already well-known;
S(e ,ω,u) =
∫
σ(Qa)
(e ⊼ e) ∧R(ω) + Λ((e ⊼ e) ∧ (e ⊼ e)) + F (u) ∧ ∗F (u) (A.1)
where gab(m) is used to define the wedge product ∧ and Hodge star ∗.
Recall the variation of S(e,ω,u) implies vanishing torsion which in turn restricts
ω to be the Levi-Civita connection. So, although the internal quantum symmetry is a
mixture of Πa,b and Uab, the semi-classical symmetry settles on so(3, 1) plus whatever
the Yang-Mills e.o.m. implies. In this regard, an equally valid40 starting point is
to partially fix the gauge by choosing 〈Πa,b〉diag to generate internal(local) Lorentz
symmetry. Then the remaining momentum-type degrees of freedom 〈Πa〉diag (which
in the CS picture are responsible for translation onM) will lead to teleparallel gravity
where the role of curvature and torsion are reversed.
We have not yet derived the notion of mass from SQM, but insofar as this notion
characterizes the interaction of matter with all ten 〈Πab〉diag, these constructions reveal
that the equivalence principle is a semi-classical manifestation of the gauge symmetry
generated by Πab. In other words, SQM implies the equivalence principle — assuming
the notion of mass can be extracted. (This hints maybe mass is a semi-classical notion
and the distinction of inertial and gravitational mass is an artifact of gauge choice.)
The standard arguments that lead to this (more or less canonical) action func-
tional are just as valid here, and in this sense Einstein-Yang-Mills emerges natu-
rally from SQM.41 But just to be thorough, one should imbed σ(Qa) →֒ Z and
then work backwards using (2.36) to construct the operator H(Πab,Mab, Aab) such
that 〈H(Πab,Mab, Aab)〉diag = S(e,ω,u). Then gauge invariance at the quantum
level requires 〈δH(Πab,Mab, Aab)〉diag = 0 which yields the appropriate classical field
40There are certainly other consistent gauge choices beyond the two presented here.
41One hopes that, under closer inspection, the quantum dynamics inevitably lead to this action
functional augmented with a stress-energy term when N →∞.
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equations for R(ω) and F (u). But remind that this holds only for the class of
diagonally-supported ground states ψdiag for which σ(Qa) has the manifold structure
of space-time.
Repeating this exercise for general states; under suitable conditions we arrive at
a real 10-d manifold σ(Q) →֒ Msym4 (C) with metric hab,cd(Z ) := 〈{Πab,Π †cd}〉 on
TMsym4 (C). Use the metric to endow σ(Q) with the Riemannian connection and
scalar curvature R. There is a decad of 1-forms eab := 〈Πab〉; but instead42 of using
it to solder TZσ(Q) to a subspace of P
C, we consider it a gauge connection with field
strength Pab(e) = d〈Πab〉 + 〈[Πab,Π †ab]〉. For the internal U(4) symmetry we still
have uab = 〈Uab〉 gauge connections with field strength F ab(u). Note the internal
symmetry spanR{e†a,b − ea,b} of the 4-d case gets augmented to spanR{e†ab − eab} in
10-d. Schematically, the action functional of interest is
S(g , e,u) =
∫
σ(Q)
(
R +P2(e) + F 2(u) +T
)
dτ (A.2)
where T comes from the contribution of Q to stress-energy and dτ is the invari-
ant measure induced by hab,cd. This action functional deserves a separate detailed
investigation.
Turn now to the proposed method of quantization. Remind that the rationale for
breaking with convention is to construct a quantum theory without first assuming a
classical configuration/phase space. The conviction that functional integrals (which
experience has shown capture quantum physics) should be formulated on topological
groups along with the prominence of symmetry in QM lead naturally to the functional
Mellin quantization scheme introduced in [1].
But there is another C∗-algebra approach based on crossed products which is on
sound mathematical footing. The ingredients necessary to define crossed products[14]
are: i) a “dynamical system” (A,G, ε) where A is a C∗-algebra, G is a locally compact
group, and ε : G→ Aut(A) is a continuous homomorphism; ii) some Hilbert space H;
iii) an algebra representation ̟ : A→ LB(H); and iv) a unitary, group representation
U : G → U(H). The two representations are required to satisfy the ‘covariance
condition’
̟(εg(a)) = Ug̟(a)U
∗
g , g ∈ G , a ∈ A . (A.3)
With these objects, a ∗-representation on H of Cc(G,A) (continuous compact mor-
phisms f : G→ A) is supplied by the integral
̟ ⋊ U(f) :=
∫
G
̟(f(g))Ug dµ(g) (A.4)
where f ∈ Cc(G,A) and µ is a Haar measure on G.
42One could consider using eab as vielbein like in the 4-d case. The compatibility condition
∇eab = 0 would completely fix the gauge leaving no remaining ‘internal’ momentum-type gauge
symmetries. Of course both approaches are valid, but each leads to a different description of “reality”
at the semi-classical level.
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A product and involution are introduced on Cc(G,A) according to
(f1 ∗ f2)(g) :=
∫
G
f1(g˜)εg˜(f2(g˜
−1g)) dµ(g˜) (A.5)
and
f∗(g) := ∆(g−1)εg(f(g
−1)∗) (A.6)
where ∆ is the modular function on G. Completion of Cc(G,A) with respect to the
norm defined by
‖f‖ := sup‖̟ ⋊ U(f)‖ (A.7)
is a C∗-algebra called the crossed product denoted by A⋊ε G.
The crucial property of this construction is a one-to-one correspondence between
non-degenerate covariant representations associated with (̟,U) and non-degenerate
representations of A⋊εG which preserve direct sums, irreducibility, and equivalence.
So the C∗-algebra A⋊εG can be used to model the C∗-algebra encoded in the dynam-
ical system (A,G, ε) endowed with a covariant representation (̟,U). We recognize
the covariant condition as an algebra automorphism by a group element; which, in
particular, for the evolution operator in quantum mechanics becomes the integrated
Heisenberg equation.
In practice, crossed products are (always as far as we have seen) applied to a
classical dynamical system (C0(X), G, ε) where C0(X) is the commutative algebra
of complex valued continuous functions vanishing at infinity and X is some Haus-
dorff topological space with a G-action encoded in ε. But the construction of crossed
products allows other possibilities. Suppose A is non-commutative and G is a locally
compact (sub)group of units. Then G acts on A by inner automorphisms which means
the covariance condition is automatic and ε is unneeded. Setting ε ≡ Id brings the
involution and product of crossed products into agreement with functional Mellin.
Then insisting that f be equivariant saves the C∗-algebra structure of A ⋊Id G. In
this situation then FS(G
C
λ)
∼= A⋊Id G and representations furnished by π (Mλ[F, 1])
are in one-to-one relation to A⋊IdG and therefore in one-to-one relation to the (non-
classical) dynamical system (A,G, Id). Accordingly therefore, the quantum kinemat-
ics and dynamics of functional Mellin and crossed products are equivalent in this
case.
This indicates functional Mellin can be made mathematically rigorous. To render
the construction complete, however, requires one more step; the idea(assumption)
that observables coming from FS(G
C
λ)
∼= A⋊IdG are actually “projections” of elements
in FS(G
C). That is, the quantum system is encoded in FS(G
C) and the Born rule is
a natural consequence of the existence of epimorphisms from GC to locally compact
GCλ .
43 Granted this assumption, we have a legitimate quantum theory (see [1] for
details).
43If one restricts to unitary representations, a probability interpretation can then be attached to
the measures associated with GCλ.
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B Some blatant speculation
We can’t resist making a few highly speculative comments: Superficially at least,
the symmetry breaking scenario U(4,C) → U(3) × U(2) → U(3) × U(1) seems to
contain the requisite Sakharov conditions for baryogenesis. If baryogenesis is indeed
supported, it shouldn’t favor one particular embedding of U(3) →֒ U(4,C) in the
defining representation — of which there are three. Moreover, if the ‘internal’ sym-
metry U(4,C) is dynamically broken, then CP3 ∼= U(4)/(U(3)× U(1)) would appear
to parametrize matter field internal degrees of freedom modulo gauge freedom and
charge conjugation. If it happens that constants of the dynamics (i.e. ‘particles’ with
persistent charge attributes) are partially characterized by algebraic varieties associ-
ated with these internal degrees of freedom; then, given a choice of local section σi of
the apparant trivial bundle P ×Q, the interpretation of wave functions σ∗i ([ψ˘µ])(q)
would be p-branes with 0 ≤ p ≤ 2 distinguished by momentum-type parameters and
embedded in a 10-d configuration space. Further, if the ideas regarding SO(9,R) as a
sister theory are correct, the supersymmetric parent theory based on OSp(9, 8) would
appear to require 11-d configuration space to support such branes. Emphasize that
the embedding picture is not fundamental but apparent, and supersymmetry in the
Sp(8,R) and SO(9,R) sectors is not a prerequisite for consistency.
Actually, if the idea that Sp(8,R) and SO(9,R) are dual via a running coupling
parameter is correct, the matrix gauge QM that includes them both could be de-
scribed by a Lagrangian density that (at least superficially) looks very much like a
supersymmetric matrix model. However, the hypothesized underlying group would
be Sp(8,R)×SO(9,R) so, although there would be some kind of matching conditions
for either description at some fixed value of the coupling parameter, there would be
no need to introduce superpartners. Nevertheless, the Lagrangian would appear to
posses a BRST-like symmetry. Our hunch is this symmetry and the physical mean-
ing of the conjectured duality can be (partially) understood at the semi-classical
level with the help of skew-Gaussian and Liouville functional integrals.([2, sect. 4,5])
The semi-classical implication is: Weakly coupled Sp(8,R) describes dynamics while
weakly coupled SO(9) describes correlations. They are two sides of the same coin,
so to speak. From the Sp(8,R) side, weakly coupled systems can be viewed as dy-
namical systems evolving over time while strongly coupled systems only manifest
time-dependent correlations among constituents — there is no sense of time-evolution
relative to some configuration/phase space.44 Of course, the opposite holds for the
SO(9) side. The BRST-like symmetry enjoyed by the Lagrangian formulation exposes
the (hypothesized) syplectic/orthogonal nature of quantum systems and justifies the
dual description.45
44At the quantum level, there is always time-evolution of operators, but it is not always manifested
as CS dynamics at the semi-classical level. This highlights an observational disconnect between
evolution time at the quantum level and evolution time at the semi-classical level. Perhaps there is
something to learn about reversible/irreversible ‘time’ from this.
45One wonders if this might be the essence of particle/wave duality.
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