Risk assessment and uncertainty analysis in groundwater modelling by Baalousha, Husam Musa
RISK ASSESSMENT AND UNCERTAINTY
ANALYSIS IN GROUNDWATER MODELLING
Von der Fakultät für Bauingenieurwesen der Rheinisch-
Westfälischen Technischen Hochschule Aachen
zur Erlangung des akademischen Grades eines Doktors
der Ingenieurwissenschaften genehmigte Dissertation
vorgelegt von
Husam Musa Baalousha, MSc. Eng.
aus Gaza (Palästina)
Berichter: Universitätsprofessor Dr. Ing. Jürgen Köngeter
Universitätsprofessor Dr. rer. nat. Stefan Peiffer
Professor Dr. Mohammad Alagha
Tag der mündlichen Prüfung: 17.09.2003
Diese Dissertation ist auf den Internetseiten der Hochschulbibliothek online verfügbar
ZUSAMENFASSUNG i
Zusammenfassung
Aufgrund von Zufallsprozessen in natürlichen geologischen und hydraulischen Syste-
men weisen Eigenschaften von Aquiferen Unsicherheiten auf. Hieraus folgende un-
scharfe Eingangsparameter für Grundwassermodelle resultieren in starken Zweifeln an
der Genauigkeit und Aussagefähigkeit von Modellergebnissen. Die auftretenden Fehler
können (bei zu Grunde liegenden Unsicherheiten der Modellparameter) zu einer erhe-
blichen Minderung der Erfolgsaussichten jeglicher Bewirtschaftungs- und Sanierungs-
maßnahmen führen.
Stochastische Ansätze finden in der Grundwassermodellierung üblicherweise bei der
Quantifizierung von Unsicherheiten der Modelleingangsparameter Anwendung. Die First
Order Reliability Method (FORM) wurde in der Vergangenheit in der statischen Zuver-
lässigkeitstheorie zur probabilistischen Modellierung von Ereignissen mit kleinen Ein-
trittswahrscheinlichkeiten eingesetzt. Dieser Ansatz ist erweitert und zur Risikobetrach-
tung und Unschärfebetrachtung in der Grundwasserströmungs- und Stofftransportmod-
ellierung verwendet worden. Der Vorteil dieser Methode liegt, im Vergleich zu anderen
Verfahren (beispielsweise Monte Carlo-Methode), in der geringeren Zahl notwendiger
Berechnungsläufe bei der Anwendung auf einfache Problemstellungen. Gleichzeitig
liefert sie hinreichend genaue Ergebnisse.
Bei Vorliegen einer großen Zahl an Modelleingangsparametern kann die Anwendung
der (FORM) allerdings zu einem gegenüber der Monte Carlo-Methode höheren Berech-
nungsaufwand führen. Die Hauptschwierigkeit bei Einsatz der (FORM) liegt dabei in
der Lösung des Optimierungsproblems bei der Bestimmung des Versagenszustandes.
Diese Optimierung erfordert die Berechnung der Ableitung erster Ordnung der Grenzzus-
tandsgleichung in jedem Iterationsschritt für die betrachtete Problemstellung. Die zweite
Schwierigkeit liegt in der großen Zahl von Variablen bei der Lösung von Stofftransport-
problemen.
Zur Eliminierung der durch die Anwendung der (FORM) bedingten Einschränkungen
wird ein neuer Ansatz vorgeschlagen, durch welchen ein geringerer Berechnungsaufwand
realisiert werden kann. Das Problem der Optimierung wird durch den Einsatz der Meth-
ode der Automatischen Differenzierung bei der Bestimmung der Jakobimatrix der Grenz-
zustandsgleichung gelöst. Zu diesem Zweck wird der abgeleitete Code zur Bestimmung
der Grenzzustandfunktion mit dem Code zur Ermittlung der Zuverlässigkeit (FORM)
gekoppelt. Die Ableitungen erster Ordnung können hierdurch mit einer sehr groöen
Genauigkeit bestimmt werden. Durch einen Zonierungsansatz ist es möglich, die Zahl
der Eingangsvariablen zu begrenzen. Hierbei werden räumlichen Variablen Teilflächen
zugewiesen, die auf Grundlage der Verteilung der hydrogeologischen Eigenschaften un-
tersuchter Aquifere gebildet werden.
Da die stochastische Modellierung die bestmögliche Absch?tzung der Eingangsparam-
eter und deren statistischer Deskriptoren voraussetzt, liegt die Herausforderung der Im-
plementierung eines probabilistischen Modells in der Bestimmung der Modelleingangs-
größen und deren Unsicherheiten. Die Eingangsparameter und deren statistische Größen
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ergeben sich aus Messdaten (beispielsweise aus Pumpversuchen) und historischen Daten.
Dabei stellt sich die Grundwasserneubildungsrate als die am schwierigsten zu bestim-
mende Größe heraus. Dieser Parameter wird unter Verwendung zweier unterschiedlicher
Grundwassermodelle und nachfolgendem Abgleich mit Literaturwerten bestimmt. Durch
eine abschließende statistische Analyse werden Mittelwert und Standardabweichung für
jede Variable erhalten.
In der vorliegenden Forschungsarbeit findet das entwickelte probabilistische Modell im
Rahmen zweier Anwendungsbeispiele Einsatz. Im ersten wird das (FORM) Modell mit
einem dreidimensionalen, Finite Differenzen Grundwasserströmungsmodell verknüpft.
Der abgeleitete Code resultiert aus dem Einsatz des Verfahrens der Automatischen Dif-
ferenzierung von FORTRAN-Codes (ADIFOR - Automatic DIfferentiation of FOR-
tran Codes). Die Ergebnisse des probabilistischen Grundwasserströmungsmodells wer-
den mit denen aus Anwendung der Monte Carlo-Methode verglichen. Zuzüglich der
Versagenswahrscheinlichkeit resultieren Sensitivitäten als Ergebnis des Vorgehens. Im
zweiten Anwendungsbeispiel wird das (FORM) Modell mit einem zweidimension-
alen Finite Elemente Grundwasserströmungs und stofftransportmodell verknüpft. Das
(FORM) Stofftransportmodell wird, entsprechend dem Vorgehen beim Grundwasserströ-
mungsmodell, mit dem abgeleiteten Code verknüpft. In beiden Fällen werden dabei
sowohl die Hydraulische Durchlä ssigkeit als auch die Grundwasserneubildung als Zu-
fallsvariablen betrachtet. Die Ergebnisse des entwickelten probabilistischen Verfahrens
werden mit den Ergebnissen der Monte Carlo-Simulationen und denen anderer Methoden
verglichen.
Resultierend aus den erzielten Ergebnissen wird festgehalten, dass (FORM) eine sehr
gute Methode zur Durchführung einer Risikobetrachtung auf probabilistischer Basis im
Bereich der Grundwasserströmungs- und stofftransportmodellierung darstellt. Es wird
gezeigt, dass der entwickelte (FORM) Ansatz Ergebnisse liefert, die mit denen aus An-
wendung anderer Methoden vergleichbar sind. Dabei zeigen sich allerdings ein gerin-
gerer Berechnungsaufwand und genauere Ergebnisse. Weiterhin ergeben sich mit dem
Verfahren automatisch Sensitivitäten als Ergebnis des Berechnungsprozesses.
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ABSTRACT
Aquifer properties are subject to uncertainty due to randomness nature of geologic and
hydraulic environmental systems. Therefore, parameter uncertainty in groundwater mod-
els casts big doubts in the accuracy of the model output. The failure in determination and
taken into consideration the affect of uncertainty in model parameters could considerably
reduce the possibility of success of any management or remediation scheme.
Stochastic approaches in groundwater modelling are usually used to quantify the uncer-
tainty in model parameters. The first order reliability method (FORM) has been recently
used in probabilistic modelling of structural reliability applications to estimate the occur-
rence of low probability events. Recently, this approach was extended and used in risk and
uncertainty analysis in groundwater and contaminant transport modelling. The advantage
of this approach that it does not require a large number of computations in compare with
other methods (e.g. Monte Carlo simulation) when applied to simple problems and it
produces reasonable accurate results.
However, it has been found that the computations of (FORM) can equal or exceed that of
Monte Carlo in case of large number of variables. The primary difficulty in (FORM) that
it requires solving of optimisation problem to locate the failure point. This optimisation
procedure requires solving for the first order derivative of the limit state function at each
iteration in the problem of concern. The second difficulty is the large number of variables
when solving contaminant transport problems.
To eliminate the limitations of (FORM), a new approach was proposed with less com-
putation effort. The problem of optimisation approach was solved by using of automatic
differentiation to obtain the Jacobian matrix of the limit state function. Therefore, the
derivative code of the limit state function was coupled with reliability code and the first
order derivative was obtained with a very good accuracy. The problem of large number
of variables was solved by introducing a zonation approach. In this approach, the spa-
tial variables of aquifer parameters were zoned into sub-areas based on hydrogeological
properties of the aquifer and thus, the number of variables was reduced.
Since the probabilistic modelling requires the best estimate of parameters and their sta-
tistical descriptors, the first challenge in implementation of probabilistic model is the
determination of input data estimates and their uncertainty. The input parameters and
their statistical descriptors were estimated based on the measured data in the field (i.e.
pumping test results) and the historical data. However, the most difficult parameter to es-
timate was the groundwater recharge. This parameter was estimated using two different
models for groundwater recharge estimation and the results were compared with results
in literature. Statistical analysis were done finally and the mean and standard deviation of
each variable were obtained besides the probability distribution.
In this research, the developed probabilistic model was applied on two case studies. In
the first case, (FORM) model was coupled with a three dimensional finite difference
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groundwater flow model. The derivative code was obtained using automatic differenti-
ation of Fortran (ADIFOR). The results of probabilistic groundwater flow model were
compared with Monte Carlo. Besides the probability of failure, sensitivity results were
obtained for the given limit state function. In the second case study, FORM was cou-
pled with a two-dimensional finite element groundwater flow and contaminant transport
model. FORM-Contaminant transport model was coupled with the derivative code as in
the case of groundwater flow model. In both cases, hydraulic conductivity and groundwa-
ter recharge were treated as random variables. The results of the proposed probabilistic
method were compared with Monte Carlo simulation and other methods.
Based on the obtained results, it is found that the use of FORM is a very good tool for
probabilistic risk assessment in groundwater and contaminant transport modelling. The
developed FORM approach is shown to produce results that are comparable with those
obtained by other methods but with less computational effort and more accurate results.
Moreover, reliability approach produces sensitivity results without any further computa-
tions.
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Notation
ADIFOR : Automatic DIfferentiation of FORtran
COV (x) : Coefficient of variation of x
CRD : Cumulative rainfall departure
D : The diagonal matrix of standard deviation of the variables
E [x] : Expected value of x
FORM : First Order Reliability Method
FOSM : First Order Second Moment
fx(x) : Probability density function of x
G(X) : Limit state function
K : Hydraulic conductivity
MCS : Monte Carlo Simulation
MFOSM : Mean value first order-second moment
MPP : Most probable point
PDF : Probability density function
Pf : Probability of failure
R : Random variable describing the strength of the system
RMSE : Root mean square error
S : Random variable describing the failure of the system
s : first order derivative
Ss : The specific storage of the porous material
V [x] : Variance of x
W : The volumetric flux per unit volume
α : The rate of change in the reliability index in a standard normal space
β : Reliability index
∆(x) : Increment of x
 : Tolerance value
Φ(x) : The standard normal cumulative distribution function of variable x
φ : The standard normal probability density function
µ : Mean value
ρij :Correlation coeffiecient of random variables xi and xj in the original space
ρ∗ij :Correlation coeffiecient of random variables xi and xj in the normal trans-
formed space
σ : Standard Deviation
∇(G) : Gradient of function G
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Chapter 1
Introduction
1.1 Uncertainty in Groundwater Modelling
Contaminant transport simulation is an important tool for the management and remedia-
tion of groundwater resources. The growing concerns of the groundwater contamination
problems as a result of groundwater-exploitation and agricultural activities have created
more concern regarding groundwater modelling. Modelling of groundwater contamina-
tion is not an easy task. In order to build a predictive model of groundwater contami-
nation, input data should be accurate and more representative of the real situation in the
field. However, due to the inherent heterogeneity of aquifers and the uncertainties in the
model parameters such as chemical, physical and hydrogeological parameters, modelling
process turns into a complicated task. Therefore, the obtained model output does not
necessarily reflect the actual behavior of the problem of concern.
There are several sources of uncertainty in any groundwater model. These sources of
uncertainties include natural uncertainties, model uncertainties, parameter uncertainties,
data uncertainties, and operational uncertainties (CHENG & MELCHING., 1986).
The most common way to describe uncertainty in hydrogeological parameters is the prob-
ability density function (PDF). The formulation of this function depends on the statistical
descriptors of the parameter of concern (i.e. mean and standard deviation) and on the
type of distribution of the variable. However, this function is subjected to uncertainty due
to lack of information to formulate such a function. Another way to express the uncer-
tainty is the confidence interval or statistical moment. These statistical moments are the
first moment (i.e. mean value) and, the second order moment, which is the measure of
dispersion of a random variable around the mean.
The existence of the previous described uncertainties including the inherent randomness
of the natural process and random variables is the main contributor to the failure of any
system. So it is so important to have more knowledge about uncertainty features of any
hydrological system in order to assess their reliability.
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In groundwater contaminant transport modelling, the output of the model is a function
of several system parameters not all of which can be quantified with absolute certainty.
The goal of the uncertainty analysis process is to determine the uncertainty nature of the
system output as a function of the uncertainties of the model stochastic input parameter.
Thus, a framework to quantify the uncertainty associated with the model output can be
obtained as a result of uncertainty analysis. Moreover, the uncertainty analysis provides
efficient insight to the contribution of each stochastic parameter to overall uncertainty of
the model output. This is so important to assess the data in term of the importance of each
stochastic input parameter. In other words, this process will guide to which parameters
more attention should be made.
1.2 Philosophy of Probabilistic Analysis
In contrast with analytical and classical numerical groundwater modelling, probabilistic
modelling deals with uncertain input parameters as random variables. The intended goal
of probabilistic modelling is to find out the probability of failure or risk. The effect of
variability in the input parameters on the output of the model can be obtained as a result of
probabilistic modelling. Accordingly, the result of probabilistic modelling can be listed
as follows:
• Safety quantification (probability of failure at a given maximum permissible value).
• Uncertainty analysis.
• Input variables sensitivity analysis.
• Population of model output (probability density function).
It is clear that the statistical descriptors of the model variable should be identified carefully
since any small change in the statistical descriptors leads to a big change in the output.
1.3 Motivation
In groundwater modelling, traditional deterministic models have been used for manage-
ment and remediation purposes. However, the existence of uncertainty, such as data and
model uncertainty, has made the use of probabilistic modelling more reliable and effi-
cient. The uncertainty in groundwater modelling affects greatly the predictive ability of
groundwater flow and contaminant transport models. Error in accommodation of phys-
ical parameter uncertainty in groundwater models casts serious doubts on the ability to
accurately delineate the contamination at a given site. Moreover, it could also consider-
ably reduce the possibility of success of the remediation scheme intended to lean up a
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plume within the specified time, simply because of the uncertainty related to the plume
delineation. Although many efforts has been done to overcome the uncertainty problem
in groundwater modelling, many of the proposed methods are either of low applicability
to actual field conditions, or computationally very intensive. The most common method
to handle uncertainty problem is the classic Monte Carlo simulation method (MCS). It
is obvious that the accuracy of MCS increases as the number of run increases and the
result converges to the exact one. However, if the probability of failure is small or the
number of random variables is large, MCS becomes time consuming and computation-
ally expensive. As an example, to get a coefficient of variation of the estimate of 0.10,
the number of samples required to estimate an event probability p is in the order of 100/p
(HAMED et al., 1996). This means that in order to have a good estimate of a probability
of 0.01 using MCS, roughly 10000 Monte Carlo simulations are needed. On the other
hand, other methods such as perturbation and spectral methods usually involve making
restrictive assumptions about the problem domain that may not be applicable when the
random variables have large variances; which is usually the case in aquifer parameters
(e.g., hydraulic conductivity). Methods of probabilistic modelling will be discussed in
details in chapter 2. Although many groundwater models have been built and developed
for management purposes for the area of study in this research, however, none of these
models has taken into account the uncertainty in model parameters or risk assessment.
Therefore, it is obvious that there is a big need to carry out probabilistic modelling taking
into account the uncertainty of model parameter and to carry out sensitivity analysis.
1.4 Research Objectives
The objectives of this research can be summarised as follows:
• Development of a reliability-based groundwater and contaminant transport model,
which takes into consideration the uncertainty in the groundwater parameters. This
includes building a groundwater model with a reliability based risk analysis.
• Analysis of the impact of uncertainties in the input parameters on the modelling
output.
• Identification of parameters that have the great effect on the probabilistic model
output. Thus a sensitivity measure can be obtained along with the probabilistic
model.
• Assessment of the groundwater contamination risk taking into account the spatial
variability, aquifer heterogeneity and, stresses on the aquifer.
• Analysis of the probability of exceeding a pre-determined concentration level of a
certain pollutant at different locations in the aquifer. Thus, for a certain source of
pollution, the probability of exceeding a certain allowable value at the area around
can be analysed.
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1.5 Methodology
The methodology of this research depends on introducing of the reliability and probabilis-
tic analysis in groundwater modelling. It is not easy to discuss the methodology without
introducing the theory behind the reliability analysis. In this section, the main framework
of the research methodology is presented. Nevertheless, the theory of reliability analysis
and the proposed methodology will be presented and discussed in more details in the next
chapter .
The stepwise methodology of probabilistic groundwater flow and contaminant transport
modelling is shown in figure 1.1. The first step in this methodology is identification and
analysis of model parameters. There are two types of parameters: deterministic param-
eters (i.e. aquifer stresses) and random variables (i.e. hydrogeological properties...etc).
After the analysis of the input parameters for groundwater model, the statistical descrip-
tors (mean, standard deviation, and probability distribution) will be obtained as a result.
The next step is coupling of the groundwater model (first flow model and then contami-
nant transport model) with the reliability analysis model. The limit state function will be
formulated based on the maximum permissible value of solute concentration in ground-
water. At the end, the reliability index will be obtained along with the sensitivity analysis.
The results could be used to calculate the probability of exceedence of a certain pollutants
at any location in the model domain.
1.6 Research Outline
This research is composed of eight chapters including this one. As stated earlier, this
chapter is an introduction. It introduces the idea behind this research, the objectives and,
the methodology of the research.
Chapter two discusses the different types of uncertainties and how to handle them in
groundwater problems. Using of reliability method in groundwater modelling along with
other methods such as Monte Carlo simulation and Response Surface method were dis-
cussed in this chapter. Comparison between different types of stochastic modelling are
presented with advantages and disadvantages of each method.
In chapter three, the proposed methodology of groundwater risk assessment and reliability
modelling is presented and discussed. The new approach , which based on Hasefor-Lind
and Rackwitz-Fiessler (HASOFER & LIND (1974), and RACKWITZ & FIESSLER (1978)),
couples FORM with automatic differentiation (ADIFOR) and using zonation approach
is presented in chapter three. The zonation approach was used to reduce the number
of random variables whereas automatic differentiation was used to obtain the Jacobian
matrix which is needed for FORM optimisation approach.
Chapter four presents a statistical study and analysis of input parameters for probabilistic
modelling. Hence, it presents the analysis of the different input random variables and their
Chapter 1. Introduction 5
Developed First Order
Reliability Model
Limit State Function
Input Parameters of
Groundwater Model
Deterministic
Parameters
Uncertain Parameters
(Random variables)
Groundwater flow
Model or Contaminant
Transport Model
Statistical Analysis:
1-(mean and standard deviation)
2-Probability density function
Sensitivity AnalysisProbability of
Failure
Design Point of
Parameters
Figure 1.1: Schematisation chart of research methodology
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stochastic descriptors (i.e. mean, standard deviation, and type of distribution). Informa-
tion about aquifer parameters were obtained from field measurements and groundwater
net recharge was modelled using two different methods: Cumulative rainfall departure
(CRD) and EARTH model. The two models are presented in chapter four.
The groundwater flow model is presented in chapter five. Hence a three dimensional
groundwater flow model was built using a finite difference model (MODFLOW). The
simulation of the steady and unsteady state is presented in this chapter. The results of
flow model are the groundwater head at the end of simulation periods.
Results and analysis of FORM-MODFLOW is presented in chapter six. In this chapter,
the probabilistic groundwater flow model was carried out and the results are obtained
and compared with Monte Carlo simulation. Moreover, sensitivity analysis in the case of
groundwater flow model is presented in this chapter.
Chapter seven presented the using of reliability method in contaminant transport model,
and discussion of the reliability based-contaminant transport model. A two dimensional
finite element contaminant transport model was formulated. This model couples ground-
water flow and contaminant transport model together with FORM-ADIFOR model. The
limit state function was formulated and the sensitivity of contaminant concentration with
respect to different input random variables were analysed. The probabilistic results ob-
tained by the proposed method were compared with results of Monte Carlo simulations
and First Order Second Moment method.
Chapter eight summarises the results obtained and draws conclusions.
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Chapter 2
Theory and Approach of Reliability
Analysis
2.1 Introduction
In engineering systems, uncertainty arises in different fields such as hydraulic, environ-
mental and, hydrological aspects. In order to take the uncertainty into consideration in
hydraulic engineering, probabilistic design models are adopted instead of deterministic
models. However, probabilistic models require orders of magnitude increase in the anal-
ysis in comparison to deterministic models . The analysis becomes more complicated
when the design model involves complex computations, such as calculations of contami-
nant transport and groundwater flow through numerical algorithms or simulation. One of
the challenges to use probabilistic design models is to capture the effect of uncertainty on
the system output in an efficient manner. The problem can be stated as: given the proba-
bility distributions of the random variables in a system (e.g. those of the design variables
and parameters), what should be the probability distributions of the system output? This
process is often referred to as uncertainty propagation or uncertainty analysis.
Therefore, the behavior or the output of the groundwater model should be described in
a probabilistic mean. The traditional way of dealing with uncertainties is to use safety
factors, which set conservative limit for the design values of factors such as stress that are
derived from uncertain design parameters. The methods that have been widely used in un-
certainty analysis are the probabilistic and Monte Carlo method. Monte Carlo simulation
requires many iteration to obtain the desired accuracy in comparable with the reliability
techniques.
The probabilistic methods were used first in the structural engineering then they were used
in hydraulic engineering. The aim of these methods is to describe the uncertainty of a sys-
tem response based on the uncertainty of the system parameters. Therefore, the intended
output of the reliability methods is the description of the probability density function of
the system output at a certain level. Accordingly, if the system has an n random variables,
the vector of parameters of that system is X=(x1, x2, . . . , xn), and the respond of the sys-
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tem output G(X) depending on the variation of this vector. This function G(X) is the
response of the system to a certain realisation of that vector. The probability of failure is
the probability that the limits state function or the system response exceeds a certain value.
2.2 Types of Uncertainty
Uncertainty of a certain parameter reflects the incomplete knowledge of the nature of
that parameter. The uncertainty is the incompleteness in knowledge (either in informa-
tion or context), that causes model-based predictions to differ from reality in a manner
described by some distribution function (DELAURENTIS & MAVRIS, 2000). Due to the
inherent randomness nature of hydrological parameter in space and time, they have some
uncertainties. On the other hand, modelling of hydrological system requires estimations
and assumptions and as a result, leads to further uncertainty. Uncertainty in hydraulic
engineering can be classified into four categories: hydrologic, hydraulic, structural and,
economic (MAYS & TUNG, 1992). Hydrological uncertainty can be further classified into
three main categories:
1. Natural uncertainty
2. Parameter uncertainty
3. Model uncertainty
2.2.1 Natural Uncertainty
Due to randomness nature of hydrological and environmental systems, they are inherently
stochastic. This randomness can be exist in time or in space. As an example of stochas-
tic change over time, the groundwater level time series. Even if there are long records
over time of groundwater fluctuations, the inherent uncertainty in time will not be elim-
inated. In this case, an accurate time series of groundwater level could not be obtained.
On the other hand, uncertainty in hydrological parameters such as hydraulic conductivity
is a good example of natural uncertainty in space. In this regard, there is indeed a prob-
lem of shortage of measurements. It is too difficult (if not impossible) to measure the
hydraulic or hydrogeological parameters at every point in the model domain. Moreover,
the assumptions which are usually made in groundwater modelling such as aquifer ho-
mogeneity are not precise. Also the assumptions of mathematical autocorrelation are not
well known. All these factors increase the natural uncertainty in modelling.
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2.2.2 Parameter Uncertainty
This type of uncertainty is associated with input data, which is used in any engineering
modelling system. Although some input parameters can be measured in the field with
some accuracy, the real value of those parameters can not be represented at some points.
Moreover, errors in measurements can be found as a result of systematic errors in the
measuring device. As more data obtained, the parameter uncertainty can be reduced.
Parameter uncertainty can be described with a probability distribution function. Also
the estimation which made to describe the data (i.e. type of distribution, statistical esti-
mation,. . . ,etc) increases the uncertainty. In contrast with natural uncertainly, parameter
uncertainty can be reduced by increasing measurements and amount of data.
2.2.3 Model Uncertainty
By definition, the model is a simplified representation of the real world. The type of
model used for this representation, and the different assumptions used to carry out such
a model might lead to some error in the estimated output of the system. Besides the dif-
ferent assumptions and approximations, which might be used in every model, the model
grid resolution leads to cumulative error in computations. In this regard, three types of
model uncertainties can be defined: conceptual model uncertainty, mathematical model
uncertainty, and computer code uncertainty (ZIO & APOSTOLAKIS, 1996). In general,
the sources of model uncertainty can be further classified as follows:
2.2.3.1 Model Structure
The uncertainty in model structure and mathematical equation is referred to as conceptual
error (HUA LEI & SCHILLING, 1996). This type of uncertainty arises from the simplifi-
cation made in the mathematical computation in the model structure. Model structure is
the reason of different solution and output between one model and another.
2.2.3.2 Model Concept
The different assumptions ,which might be done in the conceptual model, result in another
type of uncertainty. As an example of such simplification in modelling is to assume that
the aquifer is homogenous and isotropic, which is imperfect assumption and does not exist
in the reality. Boundary and initial conditions playing an important role in the modelling
process and can affect the model output very much.
2.2.3.3 Model Resolution
In terms of accuracy, the more fine element in the model domain, the more accurate
solution. On the other hand, as the number of elements increases, the computation time
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increases as well. For this reason, the selection of mesh size is important in terms of
accuracy and can result in uncertainty if the mesh is coarse.
2.3 Basics Concepts
Before going into details of probabilistic and reliability modelling, there are some statis-
tical terms, which should be identified as explained in the following sections.
2.3.1 Random Variables
The meaning of "random variable" is that it can not be known what value a variable will
assume. However, the value that the random variable can assume and the probabilities
of these values are known (LONG & NARCISO, 1999). The output of a single trial of a
certain random variable can not be precisely predicted, but the result of a great number of
trials can be reliably predicted.
2.3.2 Reliability of Engineering System
Any hydrologic or hydraulic system is subjected to different loads or stresses. The resis-
tance (or the strength) of any hydraulic or hydrogeological system depends on the ability
of the system to resist the stresses without failure. The failure occurs when the stresses
(or the loads) on the system exceed the resistance of that system. The strength of the hy-
draulic system and the imposed stresses or loads on that system are very often uncertain.
Hence, the design and the analysis of any hydraulic or hydrogeological system subjected
always to uncertainty.
The reliability Ps of the system is defined as the probability of non-failure in which the
resistance R of the system exceeds the load L; that is:
Ps = P (L ≤ R) (2.1)
On the other hand, the probability of failure Pf is the compliment of the reliability, which
can be expressed as:
Pf = P (L ≥ R) = 1− Ps (2.2)
In the design of hydraulic engineering systems, the loads arise usually from the natural
events such as movement of groundwater or contamination of groundwater. These events
occure randomly in time and space.
As stated above, the random variables for any system can be presented in the form of
the random vector X = (x1, x2, . . . , xn). The Limit State Function (sometimes called
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performance function) is a scalar function of the input variables and it defines the failure
domain; that is G(X) : IRn → IR. The limit state function formulated such that {x :
G(x) = 0}, represents the limit state surface. Hence, the safe (S) and failure (F ) domain
can be represented respectively as follows:
S = {x : G(x) > 0}
F = {x : G(x) ≤ 0}
The probability of failure is given by:
Pf = P [G(X) ≤ 0] =
∫
G(x)≤0
fX(X)dx (2.3)
where fx(X) is the joint probability density function of the random variables X . The
problem now is the evaluation of the integral in equation 2.3. This integral is very difficult
to evaluate using classical analytical methods. Many other methods were used to evaluate
this integral such as reliability method and Monte Carlo method.
In general, methods of uncertainty analysis can be classified into two main groups: deter-
ministic (or analytical) methods, and probabilistic methods.
2.3.3 Reliability Index
The reliability index β describes the confidence of success in units of standard deviation
instead of percent confidence that becomes confusing at high confidence levels. There-
fore, probability of failure can be calculated based on the reliability index. In groundwater
engineering, a better understanding and assessment of the risk of groundwater pollution
or drawdown can be achieved when the probability of failure falls below a sociologically
acceptable limit. The reliability index β can be calculated as follows:
β =
(
µG
σG
)
(2.4)
where:
µG: the mean of the limit state function
σG: the standard deviation of the limit state function
The probability of failure Pf equals Φ(−β) where Φ(.) is the standard cumulative proba-
bility function.
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2.4 Analytical Methods of Reliability Analysis
The first simple direct analytical method for reliability and sensitivity calculation is the
direct integration method. This method depends on estimation of joint probability func-
tion and evaluation of integral of it. Another very famous method is the Mean Value First
order Method. The analytical methods of uncertainty analysis are described briefly in the
following sections.
2.4.1 Mean Value Method
The Mean Value method is referred to as the mean value first order-second moment
MFOSM. This method has been used to assess the risk of groundwater pollution us-
ing a one dimensional groundwater transport model (LIOUA & DER YEHA, 1997). Also
this method was used in probability and uncertainty analysis in a geotechnical problem
(GRAETTINGER et al., 2002). The method of MFOSM depends on Taylor series expan-
sion of the limit state function around the mean to estimate the first and second moments.
The second and higher order terms of the series are truncated. Hence, the results are the
estimation of the first two statistical moments: the mean and the standard deviation. This
is a very simple way of reliability techniques since it is so difficult to evaluate the inte-
gral of the Probability Density Function (PDF) of the input variables (see equation 2.3)
using classical integration. The Taylor series expansion of the limit state function can be
expressed as follows:
G(X) = G(x1, x2, . . . , xn)
G(X) ≈ G(X)∣∣
x=µ¯
+
m∑
i=1
∂G(x)
∂xi
∣∣∣
x=µ¯
(xi − µi) +
1
2!
m∑
j=1
m∑
i=1
∂2G(x)
∂xi∂xj
∣∣∣
X=µ¯
(xi − µi)(xj − µj) +H.O.T. (2.5)
where:
µ¯ is the mean of the means of n number of random variables; that is, µ¯={µ1,µ2,. . . ,µn},
and H.O.T are the higher order terms. By taking the expectation value of the variables in
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equation 2.5 and neglecting the higher order terms, the result is:
E [G(X)] ≈ G(X)∣∣
X=µ¯
+
m∑
i=1
∂G(x)
∂xi
∣∣∣
X=µ¯
E [(xi − µi)] +
1
2!
m∑
j=1
m∑
i=1
∂2G(x)
∂xi∂xj
∣∣∣
X=µ¯
E [(xi − µi)(xj − µj)]
= G(X)|X=µ¯ + 1
2!
m∑
j=1
m∑
i=1
∂2G(x)
∂xi∂xj
∣∣∣
X=µ¯
E [(xi − µi)(xj − µj)] (2.6)
Similarly, the variance can be derived as follows:
V [G(X)] = σ2g = E
[
(G(X)− E [G(X)])2]
≈
m∑
j=1
m∑
i=1
Cov [xi, xj]
(
∂G(X)
∂xi
∣∣∣
X=µ¯
)(
∂G(X)
∂xj
∣∣∣
X=µ¯
)
(2.7)
If the random variables are independent, then:
E [G(X)] ≈ G(X)|X=µ¯ (2.8)
V [G(X)] = σ2g ≈
n∑
i=1
V [xi]
(
∂G(X)
∂xi
∣∣∣
X=µ¯
)2
(2.9)
The reliability index equals the expectation value obtained by 2.6 divided by the stan-
dard deviation, which is the square root of the variance obtained by 2.7. Therefore, the
reliability index can be calculated based on equation 2.4
Assuming that the system response, G(X) is normally distributed, and given the expec-
tation value and variance as shown before, the probability of failure can be expressed as
follows:
Pf = Pr{G(X) < 0} = Pr
{
G(X)− µG
σG
<
0− µG
σG
}
= Φ
(−µG
σG
)
= Φ(−β) (2.10)
The main advantage of the mean value first order method is that it is easy to implement.
However, FOSM method suffers from different limitations which can be sammarised as
follows:
• This method expands the Taylor series around the mean value and not the most
probable point. This is the main disadvantage of the FOSM method (BAECHER
(2001b), MAYS (1999)).
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• When applying FOSM in groundwater modelling, the size of the covariance ma-
trices becomes large. Therefore, the uncertainty in parameters must be moderate
(KUNSTMANN et al., 2002).
• Moreover, this method has been shown to be potentially inaccurate for high reli-
ability calculations as well as for highly non-linear performance functions (SAE,
1997).
• FOSM method assumes assumptions that are not acceptable such as the form of
distribution of load and resistance and linear extrapolation (BAECHER, 2001a).
• If the calculated probability of failure using FOSM in the extreme tail of a distribu-
tion, the calculated probability is inaccurate.
2.4.2 Point Estimate Method
The point estimate method was proposed to relate the moments of inputs to the moments
of output. This method starts from the low-order moments of the independent variable x,
and provides approximations for low-order moments for a dependent variable y. The pro-
cedure, called by Rosenblueth (BAECHER, 2001a) the point-estimate method, has become
a staple of risk analysis. The method is easy to use and requires little knowledge of proba-
bility theory. The algorithms of point estimate method (PEM) depends on eigen transfor-
mation of the correlation matrix for the uncertain variables and find out their eigenvalues.
In the new standardized space, the mean values of the parameters are locate at the origin
and the distance from the origin measured by standard deviations. This method suffers
also from the same limitations of FOSM method. For more details about this method,
refer to (HARR, 1989).
2.4.3 Direct Integration Method
In direct integration method, the probability of failure obtained by direct evaluation of the
probability density function of load and resistance. Hence, the probability of failure can
be expressed as follows:
Pf =
∫ ∞
0
∫ L
0
fR,L(R,L)dLdR (2.11)
where:
fR,L(R,L) is the joint probability density function of load (L) and Resistance (R). This
probability function should be defined and analysed. The above equation can be written
in a simplified form as follows:
Pf =
∫ ∞
0
∫ L
0
fL(L)fR(R)dLdR (2.12)
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The main disadvantage of this method is the difficulty of evaluating the above integral of
the probability density function (YEN, 1987). Moreover, obtaining the probability density
function of load and resistance in not an easy task. As a conclusion, this method can be
applied only for simple systems in which the above integral is simple to be evaluated.
2.5 Sampling Based Methods
Sampling based methods are depending on running the model at a set of sampling points
and do not require any access to model equations. The most widely used sampling meth-
ods are: Monte Carlo, reliability-based method, and Response Surface method.
2.5.1 Monte Carlo Simulation
Monte Carlo (MC) method is the most widely used mean for uncertainty analysis, with a
variety range of applications in different fields. Bekesi (BEKESI & MCCONCHIE, 1999)
has used Monte Carlo to estimate the groundwater recharge in New Zealand . Moreover,
this method was used in assessment of uncertainty in modelling (KUCZERA & PRENT,
1998), and sensitivity analysis as well (PET-ARMACOST et al., 1999). The general idea
of this method is to solve mathematical problems by the simulation of random variables.
Many problems such as optimisation and simulation of fluid movement and sensitivity
analysis are often solved through Monte Carlo simulation (SOBOL, 1994).
When using Monte Carlo method, the problem output should be influenced by random
variables. Accordingly, this method is a widely used technique for probabilistic analysis
serving two main purposes: validating analytical methods, and solving large, complex
systems when analytical approximations are not feasible.
That is, Monte Carlo simulation can provide input to perform multiple analysis of the
system and then calculate the number of times failure and success are predicted. To
evaluate the probability of failure corresponding to a known performance function G(x),
the Monte Carlo simulation method can be carried out. There are two types of Monte
Carlo simulation:(1) Direct Monte Carlo method, and (2) Importance sampling. These
two methods are described briefly in the following sub-sections.
2.5.1.1 Direct Monte Carlo Simulation Method
In this method, the input variables are generated randomly from the basic non-correlated
variables according to their corresponding probabilistic properties (PRESS et al., 1992)
and then substituted in equation 2.3. The general procedure for direct Monte Carlo simu-
lation can be illustrated as follows:
1. Generation of a single value for each random variable based on the (PDF) of each
one.
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2. Assessment of the performance function if G(x) < 0⇒ system failure. Hence, the
following function can be identified:
I(x) =
{ 1 if G(x) ≤ 0;
0 if G(x) > 0. (2.13)
3. Repeat steps 1 and 2 n times.
4. Estimate the probability of failure as follows:
Pf =
∫
G(x)≤0
fx(x)dx
=
∫
x⊂R
I(x)fx(x)dx
= E [I(x)] (2.14)
based on equation 2.14, the probability of failure is:
E [Pf ] =
1
n
n∑
i=1
pi
Pf =
nf
n
(2.15)
where nf is the number of failures and n is the total number of simulation.
The variance of the estimated probability of failure can be expressed as:
V (Pf ) =
(1− Pf )
n
(2.16)
and the coefficient of variation of the probability of failure is:
COV (Pf ) =
1
Pf
√
(1− Pf )Pf
n
(2.17)
From the above, it is clear that the direct Monte Carlo method is time consuming for a
certain required accuracy.
2.5.1.2 Importance Sampling
It is clear that the efficiency of the Monte Carlo result of integral in equation 2.3 depends
on the magnitude of the probability; that is, if the probability is small, the required number
of Monte Carlo simulation is large. The using of importance sampling overcome this
problem. In this method, the input random variables are generated according to selected
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probability distributions with mean values closer to the design point than their original
distribution. The probability of failure in this case is:
Pf =
1
n
∑ fx(x1i, x2i, . . . , xmi)
hx(x1i, x2i, . . . , xmi)
(2.18)
where n is the number of runs, fx(x1i, x2i, . . . , xmi) is the original joint density function of
the basic random variables, and hx(x1i, x2i, . . . , xmi) is the selected joint probability den-
sity function. More details about this method can be found in the literature ((SCHUELLER
& STIX, 1987) and (LASSILA & VIRTAMO, 1998)).
The result of Monte Carlo simulation is accurate if a sufficient number of simulation was
done. Moreover, the result does not depend on the dimension of the random variables.
However, Monte Carlo method in general is time consuming to obtain an accurate result
(NIEDERREITER, 1992). So, it will be used in this research for a validation purpose only.
2.5.2 Method of Reliability Analysis
The aim of the probabilistic modelling using reliability methods is to obtain the proba-
bility of failure based on equation 2.3. This is not an easy task to get a solution of that
equation for the following reasons:
• In order to get the probability of failure for a given problem by means of equation
2.3, the joint density function fX(X) must be constructed but this is often very
difficult in practice because of the lack of statistical data.
• It is impossible to solve the multi-dimensional integration in the previously men-
tioned equation, which depends on the number of random variables.
• The limit state function G(X) becomes unknown in explicit form and rather com-
plicated.
Because of the difficulties involved in solving of the probability function, many methods
were developed to solve this problem. Almost all methods of reliability analysis have
been derived from that method which is called First Order-Second Moment(FOSM). The
later method depends on the expansion of Taylor series to approximate the limit state
function using the second moment statistics (mean and standard deviation). In all relia-
bility methods, the intended result is the reliability index that can be obtained based on
equation 2.4:
In the following sections, different approaches of optimisation of the first order reliability
method are presented.
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2.5.2.1 Hasofer-Lind Approach
The methods of FOSM (such as the mean value method) depend on the approximation
using Taylor series. This method has a big problem ; which is, the lack of the invariance
of the solution relative to the problem formulation. To overcome this problem, Hasofer
and Lind (HASOFER & LIND, 1974) proposed another approach which depends on the
expansion about a unique point in the standard space. This method depends on the lin-
ear approximation of the performance function at a point on the limit state which called
design point or the most probable point MPP . Hasofer-Lind approach assumes the ex-
istence of the critical level of the system performance, which divides the system domain
into two parts: the acceptable or safe domain and the unacceptable or failure domain as
shown in figure 2.1. The probability of system failure can be expressed as:
Pf =
∫ ∫
. . .
∫
Γ
fx(X)dx (2.19)
where Γ is the system failure domain. The approach can be illustrated simply assuming
a case of two independent random variables R and S. Let R represent a random variable
describing the strength of the system and S represent a random variable describing the
failure of the system as illustrated in figure 2.1. The probability of failure is the probability
that R is less than S, and the limit state function is G(R,S) : R − S = 0. Hasofer and
Figure 2.1: A simple Limit State Function in a physical form
Lind suggested that the system variables should be transformed to overcome the problem
of invariance. As a result of transformation, a new set of independent random variables
can be obtained. After transformation, the variables should be normalised into a set of
reduced variables through the following transformation:
ui =
xi − µi
σi
(2.20)
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where ui is the transformed variable, µi is the mean, and σi is the standard deviation of the
random variable i. The limit state function, which was described before, can be expressed
in term of the new independent standardised form (based on equation 2.20) as follows:
G(µR + urσR, µS + usσS) = g(r, s)
= (µR − urσR)− (µS − usσS)
= 0 (2.21)
The new limit state function in the standard from is represented graphically in figure
2.2. As it is shown in the figure, the minimum distance from the origin to the limit state
function is referred to as β.
ur
us
Limit State Function
Acceptable Region
Unacceptable Region
µR-µS
σS
−(µR-µS)
σR
σR2+σS2
µR-µSβ=
σR2+σS2
σS(µR-µS)
σR2+σS2
− σR(µR-µS)
MPP
Figure 2.2: Limit State Function in a standard form
The point at the limit state function which is the closest to the origin is called the most
probable point and referred to as MPP. There is a relation between the probability of
failure and the safety index as shown in figure 2.3. If β increases, the limit state function
moves a way from the origin and the probability of failure decreases and vice versa.
From figure 2.2, it is clear that the minimum distance d from the origin to the limit state
function can be calculated as follows:
d =
µR − µS√
σ2R + σ
2
S
=
µG
σG
= β (2.22)
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u
1
u
2
f (u)u
β g(x)=Z(X)-Z0
Most Probable 
Point (MPP)
Figure 2.3: Safety index and design point (most probable point)
Figure 2.2 illustrates the limit state function, safety index and MPP in three dimensional
view. as shown in figure 2.2 and figure 2.3, the limit state function is independent nor-
mally distributed function. Consequently, the probability of failure equals Pf = Φ(−β).
The difficulty in determination of the design point (or the most probable point) is the
determination of the minimum distance from the origin point u∗ to the limit state function.
The general expression of the minimum distance is given by (SHINOZUKA, 1983):
β =
−∇∗Tu∗
(∇∗T∇)1/2 =
−∑ni=1 u∗i ( ∂G∂ui) ∣∣∣u=u∗√∑n
i=1
(
∂G
∂ui
)2 ∣∣∣
u=u∗
(2.23)
where:
∇∗T =
(
∂G
∂u1
,
∂G
∂u2
, . . . ,
∂G
∂un
) ∣∣∣
u=u∗
ANG & TANG (1984) represent a methodology for determination of the design point
based on Hasofer-Lind approach and Taylor series expansion around the design point.
This methodology can be outlined as follows:
The first step is the selection of the start point (usually the mean value) and evaluation of
the Taylor series at that point:
G(X) = G(x1, x2, . . . , xn)
≈ G(X)|x=x∗ +
n∑
i=1
∂G(X)
∂xi
∣∣∣
x=x∗
(xi − x∗i ) +H.O.T. (2.24)
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Since x∗ is located on the failure surface G(X)|x=x∗ = 0, and neglecting the high order
term, the result is:
xi − x∗i = (σiui − µi)− (σiu∗i − µi) = σi(ui − u∗i ) (2.25)
and the gradient of the limit state function in the standardised form can be expressed using
chain rules as follows:
∂G(X)
∂xi
=
∂G(u)
∂ui
(
∂ui
∂xi
)
=
1
σi
(
∂G(u)
∂ui
)
(2.26)
The mean value at the design point (MPP) is:
µG ≈ −
n∑
i=1
u∗i
(
∂G(u)
∂ui
) ∣∣∣
u=u∗
(2.27)
and the variance equals:
σ2G ≈ −
n∑
i=1
(
∂G(u)
∂ui
)2 ∣∣∣
u=u∗
(2.28)
Finally, the reliability index equals:
β =
µG
σG
(2.29)
where µG and σG are the mean and the standard deviation at the design point respectively.
The probability of failure is:
Pf = Φ
(−µG
σG
)
(2.30)
where Φ is the cumulative density function.
The optimisation algorithm for determination of the design point based on Hasofer-Lind
approach can be listed as follows (FIESSLER et al., 1976):
1. Formulation of the limit state function in the standard form.
2. Begin with a start point for this solution, which is typically the mean value vector.
3. Evaluation of the derivative of the performance function at the design point.
4. Evaluation of Gamma vector based on the following equation:
γi =
(
∂G(u)
∂ui
) ∣∣∣
u=u∗√∑n
i=1
(
∂G(u)
∂ui
)2 ∣∣∣
u=u∗
(2.31)
5. Formulation of the reduced variable in terms of the safety index: ui∗ = −γiβ
6. Solving for β given that G(γβ) = 0
7. Updating of the result in the last step.
8. Repeating of the solution from 2 to 7 till the convergence reached.
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2.5.2.2 Rackwitz-Fiessler Approach
The Hasofer-Lind approach does not take into account the availability of detailed prob-
ability density function information. Therefore, it is necessary to consider a complete
probabilistic analysis is the incorporation of as much statistical information as possible.
Rackwitz and Fiessler (RACKWITZ & FIESSLER, 1978) suggested one approach improv-
ing the accuracy of the reliability index based on the distribution of the variables. The
Hasofer-Lind approach assumed that the system response can be accurately represented
by a linear combination of Gaussian distributed random variables. However, if the distri-
bution of the random variables is not Gaussian, the approximation can have a significant
error. As shown in figure 2.4, the tail region has a very poor accuracy, eventhough the
approximation is not certainly guaranteed in the central area. Accordingly, the Rackwitz-
Fiessler method takes into account the distribution of the input random variables. The
Rackwitz-Fiessler technique forces the two density function to have similar statistical
properties in the area of interest in the probabilistic analysis.
Figure 2.4: Rackwitz-Fiessler approximation
Given a cumulative density function F (x) and the associated density function f(x), it is
desired to find the mean µ′ and standard deviation σ′ of an equivalent Gaussian density
function such that the cumulative density function and the probability density function at
the MPP are both equivalent (FIESSLER et al., 1976). The transformation equations are:
F (x∗) = Φ
(
x ∗ −µ′
σ′
)
(2.32)
f(x∗) = 1
σ′
φ
(
x ∗ −µ′
σ′
)
(2.33)
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where:
Φ(.): the standard normal cumulative distribution function
φ(.): the standard normal the probability density function
x*: the design point
Solving equation 2.32 and 2.33 for the new equivalent mean and standard deviation the
result is:
µ′ = x ∗ −σ′Φ−1 [F (x∗)] (2.34)
σ′ =
φ(Φ−1 [F (x∗)])
f(x∗) (2.35)
The above two equations (2.34 and 2.35) are used to compute the equivalent moments
and then substituted into the moments used in Hasofer-Lind approach. Then the iterative
procedure is used to obtain the design point.
FORM Algorithm The First Order Reliability Method can be outlined in a series of
operation as illustrated below. As for any FORM optimisation algorithm, the starting
point should be first specified.
1. Conversion of all the input variables X = (x1, x2, . . . , xn) to standard normal vari-
ables U = (u1, u2, . . . , un) based on equations 2.34, and 2.35.
2. Evaluation of the partial derivative at the current design point x*; that is:(
∂G(u)
∂ui
) ∣∣∣
u=u∗
3. Evaluation of the performance function and the associated gradient at the current
design point.
4. Moving to the new design point according to the following equation:
u∗i+1 =
1
(∇∗)T∇∗
[
(∇∗)Tu∗ − g(u∗)]∇∗ (2.36)
where ∇ is the gradient vector of variables evaluated at the design point, and T
means the transposed matrix.
5. The solution should be revised based on the new value of u
6. If the new value of u is far from the old one, steps from 1 to 3 should be repeated
till the convergence achieved.
7. Calculation of the safety index β can be done as follows:
β =
[−∇∗
|∇∗|
]
u∗ (2.37)
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2.5.2.3 Sensitivity Analysis
The advantage of the First Order Reliability Method is that it provides not only the prob-
ability of failure but also the sensitivity of this probability with respect to each random
variable. The simplest measure of the sensitivity is the partial derivative of the reliability
index β with respect to the coordination of the design point in the standard space. This
value is called α and given by:
α = − ∇u∗G(u∗)|∇u∗G(u∗)| (2.38)
Based on equation 2.38, the vector α gives the rate of change in the reliability index in a
standard normal space. There is another expression of alpha sensitivity which is the same
expression as in equation 2.38, but in a scaled form (DER KIUREGHIAN & KE, 1988).
This expression of sensitivity vector is called gamma and can be expressed as follows:
γ =
(∇x∗β)D
|(∇x∗β)D|
=
−α√
D
(2.39)
where D is the diagonal matrix of standard deviation of the variables. The equation above
provides the relative importance of the equally likely changes of the random variables on
the reliability estimate. As a computation check for the above equation, it is noted that:
n∑
i=1
γ2 = 1, and− 1 ≤ γi ≥ 1 (2.40)
The sensitivity of the probability of failure with respect to each random variable can be
computed as (MADSEN et al., 1986):
∂Pf
∂xi
= −αi∗φ(β) (2.41)
and in the standard form:
∂Pf
∂xi
=
−αi∗φ(β)
σi
(2.42)
where φ(.) is the standard normal probability density function, and Pf is the probability
of failure. These sensitivity coefficients reveal the relative importance of each random
variable on probability of failure.
2.5.2.4 Uncertainty Importance Factor
In addition to the sensitivity vectors described previously, the uncertainty importance
factor can be obtain in reliability analysis as well. This factor gives a measure of the
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relative importance of modelling the uncertainty of a random variable with respect to the
probability of failure. The importance factor is given by (MADSEN, 1988):
Importance Factor =
1√
1− α2 (2.43)
where α is the sensitivity vector which was described before.
2.5.3 Response Surface Approximation
The response surface method is similar to the mean value method and can be considered as
a subset of it. For complex problems, the performance function, which described above,
can be evaluated only at the end of the analysis procedure. The idea of the response
surface method is to find a predictive equation relating a response of the performance
function to a number of input variables. Once this equation formulated, it can be used to
determine the response instead of running the complex model repeatedly. The difference
between the Mean Value method and the response surface method is that the first one
dealing with the performance function whereas the response surface method approximates
the original function into a simpler one. This approximation is done by a linear regression
equation relating the design variable to the input variables x1, . . . , xn, and it takes the form
of first or second order polynomial as follows (BOX et al., 1987):
G(x) ≈ a0 +
n∑
i=1
aixi +
n∑
i=1
aiix
2
i +
n∑
ii<j
aijxij (2.44)
Determination of the constants (a0, ai, . . . , aij) in equation 2.44 can be done through
regression analysis. Given this new equation, all the uncertainty and sensitivity methods
can be applied on this fitted model.
The general methodology to use the RSM can be described as follows:
• Performing the deterministic analysis (i.e. groundwater model) at predetermined
values of random variables.
• Using regression techniques and the result obtained in the first step, construction of
an approximate expression for the response surface can be carried out.
• After formulation of the response surface, other methods of sensitivity and uncer-
tainty analysis (i.e. Monte Carlo) can be done.
The characteristics of Response Surface method are:
1. Probability distribution for the input variables should be identified accurately.
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2. Regression equation must fit the results of analysis very well. This method should
be used only when there are no abrupt changes in the response for moderate changes
of input variables since the response equation only quadratic in nature.
3. This method as the Mean Value method suffers from sensitivity to the expansion
point. Moreover, if the input variables are dependent, the analysis becomes more
complicated.
2.6 Discussion
The first type of reliability methods is the Mean Value method or the First Order Second
Moment method FOSM. The advantage of this method is that it is very easy to implement.
However, it has been shown to be potentially inaccurate for high reliability (low proba-
bility of failure) calculations (LONG & NARCISO, 1999). One of the main disadvantages
of FOSM method is that it expands the solution around the mean value. However, it is
not the case that the point of mean value located at the surface of failure. Moreover if the
performance function G(X) is non-linear, the result will be inaccurate (KAYMAZ et al.,
1998).
Monte Carlo Simulation MCS has a major advantage over other methods because it does
not restrict the structure of the analysis, so it used as a base to compare with other meth-
ods. As the number of iteration in Monte Carlo grows, the result converges to one value.
However, Monte Carlo Simulation MCS method needs a large sample size especially
when the probability of failure is small. Therefore MCS is not efficient in terms of num-
ber of iteration which is required to obtain the solution and as a result it is computationaly
inefficient (TU & CHOI, 1997).
The using of First Order Reliability Method FORM is well accepted in the reliability
analysis (DER KIUREGHIAN & KE (1988), MADSEN et al. (1986) ,TVEDT (1988)). This
method has been applied in different environmental problems and shows good results.
The advantage of FORM method is that it does not requires any pre-conditions to be used,
and it can handle both numerical and analytical applications. Moreover, FORM is more
computationally efficient than Monte Carlo Simulation in terms of number of iterations.
Besides the reliability analysis, FORM method can produce the sensitivity analysis for
the result and the importance of the random variables without any extra computations.
The method of Response Surface depends on replacing the actual limit state function,
which maybe very complicated and it is time consuming to be evaluated, with an equiva-
lent function. This new function is usually quadratic and not higher.
RSM method suffers from different limitations such as the gradient vector of the new
function (which might be needed later on in FORM analysis). This gradient vector is not
as accurate as the actual one (RAJASHEKHAR & ELLINGWOOD, 1993) . Moreover, the
limit state function may be in higher order, thus the quadratic polynomial is incomplete.
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2.7 Conclusion
Since the first order reliability method (FORM) provides a good approximation at much
less computational effort compared with the other methods, it will be used in this study.
In FORM method, the most difficult part and computationally time consuming is search-
ing for the design point. Several algorithms (which were described earlier in this chapter)
has been developed to find out the Most Probable Point (MPP). In search algorithms, the
first order derivative of the performance function is required. If the model in optimisa-
tion procedure is complicated and contains many variables, computing of the first order
derivative is very time consuming.
The idea behind the first order reliability method is to search for the tangent point of the
hypersphere and the limit state surface in the standard space. The algorithm of the first
order reliability method (refer to section 2.5.2) requires the computation of the first order
derivative of the model output with respect to each random variable. That means if the
problem of concern contains n number of variables, the gradient vector of the limit state
function contains n elements.
In groundwater numerical problems, the method of central finite difference have been
used to compute the partial derivative of the function with respect to random variables.
Thus, for a given limit state function G(x), the partial derivative of G(x) with respect to
a variable x can be expressed as follows:
∂G
∂x1
=
f(G(x1 +∆x1))− f(G(x1 −∆x1))
2∆x1
(2.45)
where:
∆x is the increment of x.
This method has been used in numerical groundwater models (HAMED et al., 1996) and
analytical models as well. However, the using of finite difference approximation to esti-
mate the gradient vector used in FORM is not efficient for the following reasons:
1. The accuracy of the finite difference method for computation of partial derivative is
very poor due to truncation and cancellation error . This leads to more uncertainty in
the search approach for the design point and the results in turns will be inaccurate.
2. Besides its poor accuracy in complicated models, the method of finite central dif-
ference is quite time consuming. For example, if there is a n number of random
variables, the model should be run twice for each variable: one for backward and,
one for forward. Hence, the number of model runs will be 2 ∗ n at each iteration
besides one more iteration to obtain the value of the function.
3. The choice of increment ∆x in equation 2.45 affects the result very much. Conse-
quently, the obtained partial derivative from the finite difference approximation is
very dependent on the increment value.
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There is another problem associated with the reliability method, which appears clearly in
groundwater numerical modelling. Assuming a groundwater problem with m number of
nodes (either finite element or finite difference) and n number of random variables, the
total number of runs will be repeated (m ∗ 3 ∗ n) for each iteration. Therefore, FORM
method is not efficient in this case, and requires a lot of computations especially in het-
erogeneous porus formations(SKAGGS & BARRY, 1997).
As a conclusion, FORM method is good and more efficient in probabilistic modelling
with compare to other methods but for small problems with few variables. So it needs
some modifications and a new implementation to be applied in real groundwater mod-
els. Therefore, in the proposed methodology, the limitations of the reliability methods
,which were described above, will be eliminated. The proposed methodology of the new
implementation of FORM is described in details in the next chapter.
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Chapter 3
Development of Reliability Analysis in
Groundwater Modelling
3.1 General Framework
The general approach of the proposed methodology of the reliability-groundwater mod-
elling is shown in figure 3.1. As shown in this figure, the modified optimisation approach
is composed of different steps. The search optimisation method is based on Hasfor-Lind
and Rackwitz-Fiessler approach, which was described earlier in the previous chapter.
The detailed methodology will be explained step by step in the proceeding sections. How-
ever, the general framework can be summarised as follows:
1. The area of study was divided into different sub-zones. This division was based on
the hydrological properties of the study area in which each sub-zone has the same
value of hydraulic properties.
2. The statistical descriptors of random variables (i.e. mean and standard deviation)
were obtained using statistical analysis of the collected data at different sampling
points.
3. Converting of all random variables population to standard normal (Gaussian) dis-
tribution (if they are not normal).
4. Using Automatic DIfferentiation of FORtran (ADIFOR) to obtain the derivative
code of the groundwater model, which is required by first order reliability method.
5. Input of the mean values of random variables (i.e. using the mean values vector
as a starting point: Xn = (µ1, µ2, . . . , etc) into the groundwater model with the
derived code from ADIFOR and getting the output. The output of the model and
the derivative code is the value of the groundwater head or solute concentration
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Figure 3.1: Flowchart for the new proposed methodology of FORM
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and the partial derivative of each random variable with respect to the groundwater
model output.
6. Running of the First Order Reliability Model (FORM)using the results obtained
from the previous step. The output of FORM model is a new vector of random
variables Xn+1.
7. Check the required accuracy as follows:
||Xn+1 −Xn|| <  (3.1)
where:
: the tolerance value (maximum permissible error).
Xn : the vector of random variables at iteration n.
Xn+1 : the vector of random variables at iteration n+ 1
If the condition in equation 3.1 satisfied, proceed to the next step, otherwise re-
peat steps from 2 to 6.
8. Computing of the reliability index, probability of failure and, carrying out sensitiv-
ity analysis.
9. Validation and check of the results obtained from reliability model by carrying out
Monte Carlo simulation at different points in the model domain.
3.2 Automatic Differentiation
For most groundwater problems, the solution of the model (i.e. implicit limit state func-
tion G) is usually related to large scale finite element or finite difference method. There-
fore, solving for the partial derivative of the groundwater model output with respect to
each input random variable at each model cell is the most difficult and time consuming
issue in the reliability analysis.
If the groundwater model is analytical, the partial derivative of the input variables can be
found by analytical solution. However, in most cases the solution of the groundwater flow
and contaminant transport problems is so complex to be solved analytically. Therefore,
the numerical solution is used in these cases. The traditional way for solving the gradient
vector in groundwater modelling is the use of finite difference estimation. Consequently,
given a model with n number of discritisation points, a single calculation of partial deriva-
tive at each point requires n + 1 runs of the simulation model. Since the model domain
contains hundreds or thousands of discritisation points, it is clear that the number of simu-
lation for all the variables is so large and it is very time consuming to be done. To illustrate
this fact, FORM method was used in two dimensional contaminant transport model and it
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was found that for large number of variables, FORM is as computationally expensive as
Monte Carlo Simulation (JANG et al., 1994).
Therefore, a new implementation of FORM method was proposed with less computa-
tional effort than the traditional method, which is not efficient in the real problems of
groundwater flow or contaminant transport modelling.
In the proposed methodology, the gradient vector of the random variables is computed us-
ing Automatic Differentiation of FORtran (ADIFOR, BISCHOF et al. (1996)). ADIFOR
is a FORTRAN pre-processor to generate a code that computes the partial derivatives of
all of the dependent variables with respect to all independent variables. Moreover, the
original function of the code is given in the new code. The idea of automatic differentia-
tion is based on the fact that each mathematical computer program executes a sequence of
elementary arithmetic operations. The automatic differentiation technique makes benefit
of this fact by applying the chain rule of derivative calculus repeatedly to these opera-
tions. Thus, derivatives of arbitrary order can be computed automatically and accurate to
working precision. There are two approaches for automatic differentiation: forward and
reverse mode. The difference between the two approaches is the way of implementation
of chain rule to obtain the required derivative.
The using of ADIFOR requires preparation of two files: a composition and script file.
The first one lists the driver program and the name of the output directory, where the
second one contains the names of dependent and independent variables, and the name of
subroutine or subroutines to be differentiated.
In many cases, the dependent and independent variables are linked by a series of variables.
As far as these variables are all sequentially linked, ADIFOR automatically detects their
linkage, differentiates them and combines them by the chain rule. More details about
ADIFOR and its implementation can be found in BISCHOF et al. (1996).
As a result of using ADIFOR, the problem of finding the derivative vector in FORM op-
timisation procedure has been solved. The next problem associated with using of FORM
method in groundwater modelling is the large number of random variables. This problem
can be eliminated using zonation approach as illustrated in the next section.
3.3 Zonation Approach
In groundwater problems, large number of variables arise from discritisation of the aquifer
properties based on the numerical scheme. That is, in finite element or finite difference
method of groundwater flow or contaminant transport models, the aquifer domain consists
of elements or nodes at which the values of input parameters should be given.
In the groundwater modelling problem, all the input variables are discretised in the entire
domain of the model. Therefore, for a given input parameter P , the vector of that pa-
rameter can be expressed as :P = [P1, P2, ...Pn] where n is the number of nodes in the
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groundwater model. As an example, given a groundwater model with 50*50 finite differ-
ence mesh, the total number of points for only one parameter is 2500 discritisation point.
Therefore, if the model contains 2 random variables for instance, the total number of ran-
dom variables will be 5000. It is a huge number of parameters indeed to be dealt with
and it will be so expensive to do so even using FORM method. This is the case only for a
simple example, but in the real modelling problems, the situation is further complicated.
To overcome this problem, a zonation approach was introduced in this study to reduce
the number of input variables. This approach of zonation depends on the division of
the aquifer into sub-zones at which each zone is dealt with as a one variable with the
same statistical descriptors. In other words, for a given parameter let us say hydraulic
conductivity, the aquifer area is divided into zones which have almost the same mean
value of hydraulic conductivity. As a result, instead of dealing with huge number of
variables, the total number will be reduced to the number of zones. That is, if the number
of zones is N , then the number of variables in the entire model area is equal to the number
of sub-zones. Accordingly, given a problem with two variables and N zones, the total
number of variables in the entire model area is 2 ∗N .
3.4 Transformation of Variables
The first step in the new FORM approach is to transform all the random variables from
the physical space X to standard normal independent space U as illustrated in figure 3.2.
There are many advantages of the standard normal distribution space. For this reason,
in the reliability analysis all the non-normal correlated variables should be transformed
to standard non-correlated normally distributed. The advantages of the standard normal
variable are:
1. The normal probability density function is symmetric and decays exponentially
with the square distance from the origin.
2. On the surface of the Limit State function (i.e. G(U) = 0), the probability density
function is maximum at the origin-projection point, and it decays exponentially
from that point.
3. The probability content of the half-space (at G(U) = 0) is:
Pf = Φ(−β)
where Φ is the standard normal cumulative probability function.
There are many methods for transformation of the non-normal random variables to stan-
dard normal random variables. However, the most accepted method and widely used is
Nataf Transformation (DER KIUREGHIAN & LIU, 1985). This transformation approach
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Figure 3.2: Transformation of non-normal variables to standard normal random distribution
was developed by Liu and Der Kiureghian (LIU & DER KIUREGHIAN, 1986). Based
on that approach, the non-normal correlated random variables can be transformed to the
corresponding normal standard variable as follows:
Zi = Φ
−1 [F iX(Xi)] for i = 1, 2, . . . , n (3.2)
where:
Zi : the equivalent standard normal random variable.
F iX(Xi) : the Cumulative Distribution Function (CDF) of the random variable xi.
Φ−1(.):the inverse of the standard normal distribution function.
Based on Rackwitz (RACKWITZ & FIESSLER, 1978), the normal transform at the design
point x, satisfies the following condition:
Fi(xi∗) = Φ
(
xi ∗ −µi∗N
σi∗N
)
(3.3)
where:
µi∗N is the equivalent mean value in the normal space at iteration i.
σi∗N is the equivalent standard deviation in the normal space at iteration i.
Based on equations 3.2 and 3.3, the following equation can be derived:
µi∗N = xi∗ − zi∗σi∗N (3.4)
where:
xi∗ is the random variable at iteration i
Chapter 3. Development of Reliability Analysis in Groundwater Modelling 35
z is the standard normal quantile.
The equivalent standard deviation in the normal space can be obtained by the differentia-
tion of both sides of equation 3.3, the resulted equation is:
σi∗N =
Φ(zi)
fi(xi∗)
(3.5)
It is clear that the equivalent values of the mean and standard deviation of any variable de-
pend on the expansion point x at that iteration. Table 3.1 lists the most familiar probability
density functions and their equivalent standard normal distributions.
For correlated non-normal random variables, Nataf’s bivariate distribution model is:
ρij =
∫ x
−x
∫ x
−x
(
xi − µi
σi
)(
xj − µj
σj
)
Φij(zi, zj|ρ∗ij)dzidzj (3.6)
where:
ρij: The correlation coefficient of random variables xi and xj in the original space
ρ∗ij: The correlation coefficient of random variables xi and xj in the normal transformed
space
Φij : The standard cumulative density function.
The only unknown in the above equation is ρ∗ij . Der Kiureghian and Liu (DER KI-
UREGHIAN & LIU, 1985) developed a set of empirical formulas to solve the above equa-
tion. This formula relates the correlation coefficient in the standard space to that one in
the physical space as follows:
ρ∗ij = Tij ∗ ρij (3.7)
where T is a transformation factor depends on the marginal distribution and correlation
of the two random variables under consideration ( see Appendix A).
As a result, a total of 54 formulas for 10 different distributions were developed and divided
into 5 categories. More details about these formulas can be found in (TUNG, 1999).
3.5 Optimisation Approach
The optimisation approach, which was used to find out the most probable point (MPP), is
based on Hasfor-Lind and Rackwitz-Fiessler (refer to chapter 2). As in all optimisation
approaches, the design point is that point at which two conditions should be satisfied:
1. The limit state function in the standard space should equal zero as shown in figure
3.2. That means mathematically:
g(U) = 0
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2. The distance from the origin of the standard space to that point is minimum; that is:
|β| = (U∗U∗t)1/2 (3.8)
where:
β : The reliability index, which is equal to the distance from the origin of the stan-
dard space to the design point.
U∗ : The vector of the U variables at the design point.
U∗t : The transpose of U∗.
The general algorithm for searching for the design point can be divided into two categories
based on the nature of the random variables. Therefore, there are two approaches for
correlated and non-correlated random variables as explained in the proceeding sections.
3.5.1 Non-Correlated Non-Normal Variables
In this case, the input variables are independent. FORM approach can be described as
follows:
• All the random variables in all sub-zones should be transformed to non-correlated
standard normal variables based on equations 3.2 and 3.7. This transformations
should be done at each iteration till the design point achieved.
• A start point for optimisation should be chosen (usually the vector of the mean
values).
• At each iteration, FORM model calls the groundwater model to get the value of the
limit state function G(X) and the partial derivative vector∇(G) for input variables.
In this study, the vector of partial derivative will be obtained using the derivative
code obtained by ADIFOR.
• The new vector of random variables can be obtained based on the following equa-
tion (TUNG, 1999) for correlated non-normal distributed variables:
Xn+1 = µ
N
n + σ(x)
N
n∇ [G(X)]n
[
Xn − µNn
]t ∗ ∇ [G(X)]n −G(X)n
∇ [G(X)]tn ∗ σ(X)Nn ∗ ∇ [G(X)]n
(3.9)
where:
Xn+1: The vector of the random variables at iteration n+ 1.
µNn : The vector of mean values of the random variables in the transformed normal
space at iteration n.
∇ [G(X)]n: The gradient vector of the limit state function at iteration n.
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C(X)Nn : The correlation matrix of the random variables in the standard normal
space (obtained from equation 3.7).
σ(X)Nn : The standard deviation in the normal space at iteration n.
∇ [G(X)]tn: Transpose of ∇ [G(X)]n.
Keeping in mind that all the above values are in matrix form.
According to the optimisation approach described above, and using zonation ap-
proach, the main code of FORM model was developed. The algorithm of this code
is shown in section A.1 in Appendix A.
3.5.2 Correlated Non-Normal Variables
In the case of dependent non-normal variables, the procedure is the same as for the
previous case except that the equation 3.9 is replaced by the following equation:
Xn+1 = µ
N
n +C(X)
N
n∇ [G(X)]n
[
Xn − µNn
]t ∗ ∇ [G(X)]n −G(X)n
∇ [G(X)]tn ∗C(X)Nn ∗ ∇ [G(X)]n
(3.10)
where:
C(X): Correlation matrix of random variables in normal space, and the other pa-
rameters are the same as in the case of non correlated variables.
• After optimisation, the next step is computation of sensitivity vectors with respect
to input random variables. The sensitivity analysis can be obtained during FORM
calculations and without any extra computations based on equations 2.38 and 2.39.
• Monte Carlo simulation will be carried out to check and compare the result of
FORM. Moreover, FOSM and FORM with finite difference method will be used
for comparison purposes.
3.6 Coupling FORM with 3D Groundwater Model
FORM model will be used in two cases: groundwater flow model and contaminant trans-
port model. In the first case, the FORM model will be coupled with 3D groundwater
model (MODFLOW) through a subroutine, which calls the groundwater flow model at
each run. FORM model gets the new values of the random variable (X) and input them
into the 3D groundwater model and the derivative code obtained by ADIFOR. The result
which FORM obtains from the groundwater model and the derivative code is the output
value of the limit state function G(X) and the derivative matrix of the limit state function
with respect to each random variable. Then the iteration process continues till the error
become smaller than the tolerance value.
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For the case study in this research, two variables were considered to be random: The
hydraulic conductivity (K) and the groundwater recharge (R). The connection process
between FORM and the 3D-groundwater flow model is shown in figure 3.3. This connec-
tion was done through a separate subroutine as illustrated in Appendix A.
Groundwater Model
(MODFLOW)
with the derivative code
obtained by ADIFOR
First Order
Reliability Model
FORM
Connection subroutine
between MODFLOW and
FORM
New  values of Random
variables
(recharge and hydraulic
conductivity)
A  new value of the
limit state function
and Jacobian
The starting Point:
vector of mean
values of random
variables
Recharge file
(rch.dat)
get the new values of
recharge and re-write
the rch file with the
new values
Block centered file
(BCF.dat)
get the new values of
hydraulic
conductivity, and
re-write the BCF file
with the new values
From FORM MODEL
From MODFLOW
Figure 3.3: Coupling the groundwater ow model (Modow) with FORM model
The starting point in FORM model is the mean value of the random variables (X(n) =
µn = (µ1, µ2, . . . , µn)). Then, at the end of the first iteration FORM model gets the
new values of the vector of random variables X(n + 1) and input them to the connec-
tion subroutine, which consequently, re-write the input files of MODFLOW and run the
groundwater model with the new values. The iteration process continues till the required
accuracy achieved.
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As shown in figure 3.3, the two input files in MODFLOW which contain the hydraulic
conductivity and recharge are the Block Centered File (BCF) and Recharge File (Rc) re-
spectively. The first one contains information about the top and the bottom of each aquifer
layer in the model and the hydraulic property of that layer. The second file contains in-
formation about the recharge to the model at each time step. Therefore, the connection
subroutine between MODFLOW and FORM gets the new values of these parameters from
FORM and input them into the BCF and Rc files in the proper format.
3.7 Check and Validation of FORM
It is too important to check the efficiency and the accuracy of the first order reliability
method. Therefore, the good method to compare with is Monte Carlo simulation, which
will be used as a reference to check the accuracy of FORM model. Accordingly, a random
number generator will be used to draw the input parameters randomly and run the model.
As the number of simulation grows, the accuracy increases.
The procedure of Monte Carlo is so simple and direct to apply. The idea is to draw a ran-
dom number for each random variable using random number generator (there are different
methods for generation of random variables such as midsquare and pseudo methods). The
generated random number is between 0 and 1 and it is uniform distributed as illustrated in
figure 3.4. The value should be transformed to equivalent value of random variable using
inverse cumulative distribution function. As shown in figure 3.4, the generated random
number (ui) should be converted to the equivalent value (xi) as follows:
Fx(x) = ui (3.11)
Equation 3.11 can be solved as follows:
xi = F
−1
x (ui) (3.12)
Where:
F−1x is the inverse cumulative distribution function and x is the random variable.
So in the case of log-normal random variable, the cumulative distribution function is:
φ(x) = φ
(
ln(xi)− µx
σx
)
(3.13)
The above equation is equivalent to φ−1(u); Consequently,
ln(xi) = µln(x) + σln(x) ∗ φ−1(ui) (3.14)
Thus
xi = e
[µlnx+σlnx∗φ−1(u)] (3.15)
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Figure 3.4: Conversion of generated random number to equivalent variable
Since it is a very time consuming process, Monte Carlo simulation will be applied at
different selected points in the model domain and the results were compared with the
results FORM method.
The effect of statistical descriptors (i.e. mean, standard deviations) on the reliability cal-
culations will be investigated by running FORM at different values of coefficient of varia-
tions (COV). Therefore, the coefficient of variation of uncertain variables in the input file
will be changed and FORM model will be run for different values of COV. The results
will be plotted and compared to see the affect of model input uncertainties.
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Chapter 4
Analysis of Model Variables
4.1 Introduction
The first step in the probabilistic modelling is the identification of the model input pa-
rameters. Then, the statistical analysis of these parameters can be done based on the fact
that they are random variables. The information needed for probabilistic modelling is
the statistical descriptors for each random variable (mean, standard deviation, and type
of distribution). The input parameters can be classified into two categories: deterministic
parameters, and random variables. In this chapter, the analysis of the random variables
for the study area is presented and analysed.
4.2 Hydraulic Properties
Determination of aquifer properties is usually the most difficult issue for any hydroge-
ological model. The familiar way to obtain the aquifer parameters is the pumping test.
However, the pumping tests are not always representing the real situations. That is simply
because of the heterogeneous nature of the groundwater system in the reality besides the
error associated with the test implementation itself. For example, in the area of study
(Gaza Strip area) the pumping tests were carried out by the Ministry of Agriculture and
the Palestinian Water Authority. However, the output of these results are not accurate for
the following reasons:
• Most of the tests were carried out in municipal wells and no enough information
about the aquifer layers were obtained. In other words, the clay layers speculating
the sub-aquifers were not taken into account.
• Almost in all cases, the pumping test duration was very short. Therefore, no steady
state situation was reached and that in turn, affected the test results.
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• The density of wells in the Gaza Strip area is very high (i.e. more than 2000 le-
gal wells and some 1000 illegal ones) knowing that the total area of Gaza Strip is
365 km2. In this situation, it is too difficult to have a static groundwater head. Tak-
ing this fact into account, no static conditions were maintained during the test. As
a result, the measured groundwater table is the dynamic one.
• The pumps, which are usually used during the test to discharge the aquifer, are very
old and not suitable to carry out such a test. In these circumstances, it is not possible
to maintain a constant rate of pumping during the test.
As a conclusion, it is obvious that the obtained results from these tests have a high mag-
nitude of uncertainty besides other sources of uncertainties which were discussed before.
Table 4.1 summarises the results of the pumping tests which were carried out in the area
of study. Although the lithological descriptions of the tested wells are available, however,
there is no enough information about the duration of test and the screen length. Most
of data in the table were obtained from the Palestinian Water Authority. The table also
includes some results of pumping tests obtained from Israeli’s resources.
4.2.1 Hydraulic Conductivity
The first uncertain variable in this study is the hydraulic conductivity. The values of hy-
draulic conductivity of the bearing layers (calcareous sandstone and sand) were obtained
based on the results of pumping tests.
The aquifer media in the area of study composed mainly from calcareous sandstone and
sand. Based on the results in table 4.1, the transmissivity value for the water bearing layer
ranges from 700 to 4600 m2/day, and the corresponding value of hydraulic conductivity
varies from 20 to 80 m/day (METCAF AND EDDY, 2000).
The histogram and the normal probability plots of the hydraulic conductivity are shown in
figures 4.1 and 4.2 respectively. Figure 4.3 and 4.4 show the histogram of the log-values
of the hydraulic conductivity and the log-normal distribution respectively. The analysis
of the statistical parameters of the hydraulic conductivity are discussed in the following
section.
4.2.1.1 Statistical Analysis of Hydraulic Conductivity
From figures 4.1 to 4.4, it is found that the hydraulic conductivity follows the log-normal
probability distribution. Comparing figures 4.1 and 4.3, it is clear that the log-normal
histogram is more close to the shape of normal distribution rather than the normal dis-
tribution. That means, this variable follows the log-normal distribution (ISAAKS & SRI-
VASTAVA, 1989). Moreover, from the descriptive statistics which are shown in table 4.2,
it is obvious that the skewness factor in the case of log-normal probability is low (-0.38)
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Table 4.1: Results of pumping tests**
Well X Y Lithology T+ K*
L/159A 82678 85082 Calc. Sandstone and sand 2640-3290 30-70
P/124 77598 79414 Calc. Sandstone and sand 845-1330 15
C/128 106477 104891 Calc. Sandstone and sand 868-2000 27
A/180 102459 107032 Sand dunes 3460-7960 140
R/162L 98442 104037 Coarse sand and gravel 3300-4600 70
A/188 104500 108400 Calc. Sandstone 1460 38
C/79 105350 105200 Calc. Sandstone and sand 1739-4172 18-42
D/73 101700 107130 Calc. Sandstone and sand 960 18-23
E/1 103290 104970 Calc. Sandstone and sand 527-1756 22-73
R/162E 98300 104370 Calc. Sandstone and sand 1066-2074 40-77
R/272B 98944 98747 Calc. Sandstone and sand 2260 75
R/272C 99045 99024 Calc. Sandstone and sand 2870 72
F/191 95100 98800 Calc. Sandstone and sand 2650 83
G/50 93150 98200 Sandstone, gravel and sand 1790 27
G/49 91500 96500 Sandstone, gravel and sand 410-1100 21-55
S/71 92350 91200 Calc. Sand 474-1185 32-79
L/181 81400 82400 Clay, gravel and sandstone 1220-1372 41-46
L/182 81700 82850 Clay and gravel 951-1631 30-52
P/145 79400 80250 Calc. Sandstone and clay 1600 50
P/147 80100 80250 Sandstone, gravel and sand 505-1125 21-51
Israeli well**
- - Kurkar 2900-9000 29-90
Calc.Sandstone - 5-75
Kurkar 10-100
Clay - 0.001-0.05
sand - 10-150
+T=transmissivity (m2/day)
*K=Hydraulic conductivity (m/day)
**Sources: (FINK, 1970),(MELLOUL & BACHMAT, 1975) and (YAKIREVICH et al., 1998)
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Figure 4.1: Histogram of hydraulic conductivity
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Figure 4.2: Normal probability plot of hydraulic conductivity
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Figure 4.3: Histogram of log-hydraulic conductivity
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Figure 4.4: Probability plot of log-normal distribution
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Table 4.2: Descriptive statistics
Permeability LN-Permeability
Number Statistic 16 16
Minimum Statistic 15 2.71
Maximum Statistic 83 4.42
Mean Statistic 40.7188 3.6265Std. Error 4.1723 0.1059
Std. Deviation Statistic 16.6893 0.4235
Variance Statistic 278.532 0.179
Skewness Statistic 0.89 -0.379Std. Error 0.564 0.564
Kurtosis Statistic 1.494 0.455Std. Error 1.091 1.091
compared with the case of normal distribution (skewnes=0.89). Consequently, the hy-
draulic conductivity follows the log-normal distribution. Since the hydraulic conductivity
values (in general all the hydrogeological parameters) are positive, the log normal distri-
bution is consistent with this fact because the log-normal distribution contains no negative
values. On the other hand, the Kolmogorov-Smirnov test was carried out, and used to de-
cide if a sample of data follows a specific probability distribution (KNUTH, 1998). The
Kolmogorov-Smirnov parameter (Z) is computed from the largest difference (in absolute
value) between the observed and theoretical cumulative distribution functions. It was
found from the result of the Kolmogorov-Smirnov test, which is shown in table 4.3, that
the Z parameter in the case of log-normal distribution is less than that in the case of nor-
mal distribution. This is also another evidence that the hydraulic conductivity is more
likely to follow the log-normal distribution rather than the normal distribution.
Table 4.3: One-sample Kolmogorov-Smirnov test for hydraulic conductivity
K LN-K
Number 26 26
Parameters Mean 41.5769 3.6055
Std. Deviation 16.69 0.5091
Most Extreme Differences Absolute .139 0.091
Positive 0.139 0.091
Negative -0.106 -0.089
Kolmogorov-Smirnov Z 0.708 0.466
Asymp. Sig. (2-tailed) 0.698 0.982
As a conclusion, and based on the previous calculations, it is obvious that the hydraulic
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conductivity mean value of the aquifer media (Calcareous sandstone and sand ) equals
41.5 m/day with a standard deviation of 16.69 m/day and follows the log-normal proba-
bility distribution.
4.2.2 Rainfall
Gaza Strip located in a semi-arid area at which the main source of water supply is the
groundwater. Since there is no surface water in the area (very negligible amount), the
main source of groundwater recharge is the rainfall. Therefore, the aquifer recharge from
rainfall is an important component in groundwater modelling. The analysis of rainfall is
presented in this section, and the estimation of groundwater recharge from rainfall is pre-
sented in the proceeding section. Since rainfall time series contain random components
(XU & VAN. TONDER, 2001), so it can be analysed as a random variable.
There are 9 meteorological stations in the area at which the rainfall amount recorded on
daily basis. As shown in figure 4.5, the average annual rainfall varies between 433 mm/a
in the north and 236 mm/a in the south. The statistical analysis of rainfall is based on
20 years average (from 1980 to 1999) of the measured rainfall at these meteorological
stations. After the analysis of rainfall, estimation of the net recharge from rainfall was
done.
As shown in figure 4.6, the average annual rainfall is about 321 mm/a. Knowing that the
entire area of Gaza Strip amounts to 365 km2, the total amount of the annual rainfall is
about 117 million m3. Only part of this amount percolates into the aquifer and the rest is
evapotranspiration.
4.2.2.1 Statistical Analysis of Rainfall
From the statistical analysis of rainfall, it is found that the average annual rainfall amounts
321 mm. Figure 4.7 shows the histogram of the average rainfall measurements and the
normal probability plot of the average rainfall is shown in figure 4.8. The histogram and
probability plot of the log-normal values of rainfall measurements are shown in figures
4.9 and 4.10 respectively.
The statistical parameters of rainfall analysis are shown in table 4.4 for both normal and
log-normal distribution. Comparing the histogram plots of normal and log-normal val-
ues, it is obvious that the log-normal histogram is more close to Gaussian distribution.
That means, the rainfall population follows the log-normal distribution. Moreover, the
Kolmogorov-Smirov test was carried out to check the normality of the rainfall. The re-
sult of that test is shown in table 4.4, and it is clear that the Z value in the case of log-
normal distribution is less than the case of normal distribution. Therefore, the result of
Kolmogorov-Smirov test is consistent with the results of the histograms and the probabil-
ity plots which promotes the assumption that the rainfall distribution is log-normal. As a
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Figure 4.5: Meteorological stations and annual average rainfall in Gaza Strip
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Figure 4.6: Average annual rainfall in Gaza Strip
conclusion, the rainfall in the area follows the log-normal distribution with a mean equals
321 mm/y, and standard deviation equals 140.67 mm/year.
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Figure 4.7: Histogram of average rainfall measurements in Gaza Strip
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Figure 4.8: Normal probability plot of average rainfall
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Figure 4.9: Histogram of the log-values of rainfall measurements
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Figure 4.10: Log-normal probability plot of average rainfall
Table 4.4: One-sample Kolmogorov-Smirnov test for rainfall
log-rainfall rainfall
Number 19 19
Parameters Mean 5.7632 321
Std. Deviation 0.4365 140.6679
Most Extreme Differences Absolute 0.129 0.157
Positive 0.129 0.157
Negative -0.098 -0.108
Kolmogorov-Smirnov Z 0.560 0.683
Asymp. Sig. (2-tailed) 0.912 0.738
4.2.3 Groundwater Recharge
Calculation of the net groundwater recharge is one of the most difficult and uncertain
issue in groundwater modelling. There is no one specific method which can be used for
the calculation of groundwater recharge. Therefore, all the methods which were used in
this regard are just an estimation of the actual value. Since the main source of recharge
in the area of study is the rainfall, analysis of groundwater recharge was based on the
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analysis of rainfall.
The amount of rainfall, which percolates into the aquifer, is based on different random
variables (i.e. soil properties, topography, depth to water table,. . . etc). Consequently, the
groundwater recharge has a random nature. In the following section, the methodology of
recharge estimation from rainfall is presented. More details about the methodology and
the results are presented in Appendix B.
4.2.3.1 Methodology of Recharge Estimation
There is no exact method in the literature regarding calculation of groundwater recharge
from rainfall. However, some figures in the literature regarding the amount of groundwa-
ter recharge as a percentage of rainfall can be found. Almost all the methods, which were
used to quantify the amount of groundwater recharge, are based on estimation or guesses
based on the properties of soil, rainfall, topography,. . . etc.
IWACO and WRAP (IWACO & WRAP, 1995) have used the chloride mass balance to
quantify the groundwater recharge from rainfall in the study area. The results obtained
by this method shows that the groundwater recharge in the area equals 46 million m3 per
year. Another estimation of recharge in the area of study was done by Melloul (MELLOUL
& BACHMAT, 1975) was based on the soil properties, and the total recharge based on this
method equals 41 million m3 per year.
In this research, the recharge amount was calculated based on two different methods:
1. Cumulative Rainfall Departure (CRD).
2. Extended model for Aquifer Recharge and soil moisture Transport through the un-
saturated Hardrock (EARTH).
The advantages of the above-mentioned methods are that they reflect the realistic behavior
of the aquifer and require minimum data. These methods are based on the rainfall amount
and aquifer groundwater head. Therefore, there are less sources of uncertainty compared
with other methods (i.e. coefficient method). The obtained results were compared with
the previous studies’ results.
After computing of groundwater recharge amount based on the two previously mentioned
methods, the average of both methods was obtained and the results were compared with
all other results in the literature.
First, the area was divided into different zones according to the location of the meteo-
rological stations (attributes zones) as shown in figure 4.5. For each zone, the monthly
rainfall where input into recharge model along with the groundwater level. According to
equations 4.1 and 4.2, the best fit between the calculated and the measured groundwater
level was obtained. (The fitting diagrams between the calculated and the measured head
values are shown in appendix B).
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4.2.3.2 Cumulative Rainfall Departure (CRD)
The general equation, which used in this method is (BREDENKAMP et al., 1995):
hi = hi−1 + F
(Pi − C)
S
+
(Ii −Oi)
(S ∗ A) −
Qi
(S ∗ A) (4.1)
Where:
F (Pi − C)=effective recharge (m/month)=Ri;
I = Inflow into aquifer (m3/month);
O = Outflow from aquifer (m3/month);
Q = withdrawal from aquifer (m3/month);
S = specific yield;
A = area (m2);
C= cut-off monthly rainfall (m) below which no recharge occurred;
Pi = precipitation in month i (m);
F=fraction;
hi= head (m) in month i;
hi−1 = head previous month
Data requirements:
• Monthly abstraction from aquifer.
• inflow and outflow rate.
• monthly water levels and precipitation.
In this method, the monthly measured groundwater level plotted versus the computed
head. The latter term, as it appears in equation 4.1, was computed as a summation of
the groundwater recharge, pumping, and the groundwater lateral inflow and outflow. If
the specific yield is known, the fitting between the computed and observed head with
appropriate lag time can be figured. The best estimate of recharge could be obtained
when the best fitting between the computed and measured groundwater head achieved.
The best fitting can be obtained by minimisation of the root mean square error (RMSE)
between the two curves.
Like all other methods, the accuracy of the calculation is based on the accuracy of the
parameters mentioned in equation 4.1 above.
4.2.3.3 EARTH-model
The general equation of the Extended model for Aquifer Recharge and soil moisture
Transport through the unsaturated Hardrock (EARTH) is given by (VAN DER LEE &
GEHRELS, 1997):
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hi = hi−1 − ∆t ∗ hi
DR
+∆t ∗ Ri
S
(4.2)
Where:
hi = head in month i (m);
hi−1 = head previous month (m)
t = time step (=1 month in this program)
S= specific yield
DR= drainage resistance (this factor depends on the topographical conditions)
Ri= recharge
S= specific yield
In this method, as in the CRD method, the relation between the input and the output
of the aquifer was investigated. The aquifer groundwater level at each time step, in this
case (one month) equals to the head at the previous time step plus the change in the aquifer
storage. In the EARTH model, the change in the aquifer storage depends on the ground-
water recharge which is the only unknown in equation 4.2
Data Requirements
• Monthly water levels and precipitation.
As in the previous method, the accuracy of this method depends on the accuracy of input
parameters. The main sources of uncertainty are the uncertainties in the specific yield.
4.2.3.4 Results of Recharge Estimation
Table 4.5 summarises the results of the CRD and EARTH models. Figures B.1 to B.8 in
Appendix B show the fitting of the observed and modelled groundwater level based on
recharge EARTH and CRD models.
These results show that the average groundwater recharge as a percentage of rainfall in
the entire area of Gaza Strip is 36.95%. Since the average annual rainfall is 321 mm/a,
and the area of Gaza Strip equals 365km2, the recharge value from rainfall amounts to
43.29 million m3 per year. Comparing these results with the results in the literature as
illustrated in table 4.6, it is clear that the results obtained using CRD and EARTH models
are reasonable and comparable with the results from the literature.
4.2.3.5 Statistical Analysis of Groundwater Recharge
The results of recharge estimation show that the percentage of groundwater recharge from
rainfall varies from 31.5% to 40.35%. So far, the recharge amount was estimated as a
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Table 4.5: Results of recharge modelling
Zone CRD RMSE* EARTH model RMSE* Average
Bait Hanon 38.1% 0.0291 32.2% 0.036131 35.15
Bait Lahia 37.7% 0.0291 41.3% 0.036131 39.5
Jabalia 36.3% 0.0406 44.3% 0.057314 40.3
Gaza 34.8% 0.0374 39.3% 0.037465 37.05
Nussierat 31.64% 0.0266 31.5% 0.022842 31.57
Dier Balah 35.3% 0.1559 40.2% 0.087915 37.75
Khan Yonis 33.6% 0.0177 34.2% 0.024904 33.9
Rafah 41.1% 0.0601 39.6% 0.047739 40.35
Average 36.74 0.05045 37.82 0.043805 36.95
RMSE=root mean square error
Table 4.6: Groundwater recharge from rainfall (million m3 per year)
Source Method Recharge
(FINK, 1970) Discharge to the sea 33-53
(FINK, 1970) Hydro-meteorological balance 38-46
(MELLOUL & BACHMAT, 1975) Recharge Coefficients 41
(IWACO & WRAP, 1995) Chloride mass balance 46
This method CRD& Earth models 36.95
percentage of rainfall, and the rainfall was statistically analysed. Referring to §4.2.2.1,
the mean value of the average annual rainfall equals 321 mm/y. Table 4.7 shows the
descriptive statistics of groundwater recharge based on the results of EARTH model, CRD
model, and the data in the literature. The recharge values were analysed in the same way
as what has been done for hydraulic conductivity and rainfall.
The recharge amount can be calculated as follows:
Net Recharge = (% of recharge) ∗ rainfall (4.3)
Assuming that the estimated percentage of groundwater recharge and the rainfall amount
Table 4.7: Descriptive statistics of groundwater recharge
Number Minimum Maximum Mean St. Deviation
Recharge 22 31.5 53 38.55 5.43
LN-recharge 22 3.45 3.97 3.64 0.136
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are statistically independent ,and based on equation 2.8 in chapter 2, the expected value
of groundwater recharge can be computed as follows:
E [Net Recharge] = µ(% of recharge) ∗ µ(rainfall)
= 38.55% ∗ 321mm = 123.74mm/year (4.4)
Similarly, the variance of the groundwater recharge can be calculated based on equation
2.9 in chapter 2; that is:
V [Net Recharge] = σ2net recharge
= σ2% of recharge (expected value of rain)
2 +
σ2rainfall (% of recharge)
2
= (5.43%)2(321)2 + (140.67)2(38.55%)2
V ariancerecharge amount = 3244.52
σrecharge amount =
√
3244.52 = 56.96mm/y. (4.5)
After the analysis of groundwater recharge data, it is found that it follows the Gaus-
sian distribution. Based on the results obtained from equation 4.4 and equation 4.5, the
groundwater recharge has a mean equals 38.55% and a standard deviation equals 5.43%.
The results of the statistical analysis of the model variables are summarised in table 4.8
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Table 4.8: Summary of statistical results of model variables
Statistics Variable*Hydraulic conductivity Rainfall Recharge (%)
Normal
Number 26 19 22
Range 68.00 476.43 21.5
Minimum 15.00 114.57 31.50
Maximum 83.00 591.00 53.00
Mean 41.58 321 38.55
Standard D. 16.69 140.67 5.43
Variance 433.13 19787.45 29.53
Skewness 0.675 .381 0.87
Kurtosis -0.67 -.838 0.85
Log-Normal
Number 26 19 22
Range 1.71 1.64 0.52
Minimum 2.71 4.74 3.45
Maximum 4.42 6.38 3.97
Mean 3.60 5.76 3.64
Standard D. 0.51 0.44 0.14
Variance 0.26 0.19 0.02
Skewness 0.01 -0.45 0.53
Kurtosis -1.09 -0.01 0.02
*Hydraulic conductivity in m/day
*Rainfall in mm/a
*Recharge as a percentage of rainfall
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Chapter 5
Groundwater Flow Modelling
5.1 Introduction
The intended goal of any groundwater model is the prediction of aquifer behavior under
the given stresses on that aquifer. The aquifer behavior depends on the spatial and tem-
poral variation of the aquifer properties, boundary conditions and stresses on the aquifer.
The variability in aquifer parameter can be described in terms of deterministic distribution
field of that parameter. Therefore, the efficiency of the model depends on the accuracy
of the input parameters. Since the input regarding the aquifer parameters are estimated
from the field observation of some points, the question is how far is that estimation from
the true value ? Certainly it is so difficult to answer this question since the information
describing the field parameters are very often incomplete. The presence of this lack of in-
formation and the variability of the field parameters lead to the description of the aquifer
behavior in probabilistic mean. As a result, the probabilistic modelling is the solution to
overcome the problem of uncertainty of data. In this chapter, building of the groundwater
flow model was done and prepared to be used later on in probabilistic modelling.
5.2 The Study Area
The Gaza Strip area is part of the Palestinian authorised State, located between longitudes
31- 25o east, and latitudes 34- 20o north (ARIJ, 1994). It is a coastal area located along
the eastern Mediterranean Sea (see figure 5.1), about 40 km long and has a width varies
between 6 to 12 km. Hence, the total area of the Gaza Strip is about 365 km2. Because
of its geographical location, the Gaza Strip forms a transitional zone between the semi-
humid coastal zone in the north and the semi-arid loess plains in the east, and the arid Sinai
desert in Egypt. The area consists of a littoral zone, a strip of younger dunes situated on
top of a system of older Pleistocene beach ridge, and more to the east, gently sloping
alluvial and loessial plains.
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The area is densely populated since about 1,087,067 inhabitants (PALESTINIAN CEN-
TRAL BUREAU OF STATISTICS (PCBS), 2000), including some 750,000 refugees, live
in this small area . Therefore, the population density in the area is the highest in the world
spatially in the eight refugee camps, which cover not more than 5 km2 in total. The
population density in the area varies between 29000 to 100000 persons per km2. Sixteen
Jewish settlements with an estimated population of 6500 settlers (ARIJ, 1994), and some
large roads between them (e.g. the Gush Katif area) occupying some 80 km2 are not
freely accessible to Palestinians.
5.3 Geology of the Area
The geology of the Gaza Strip consists of a series of geological formation sloping grad-
ually westwards. These formations are mainly from the Tertiary and Quaternary eras.
Figure (5.2) summarises the geological history of the area, which was obtained from oil
exploitation logs up to 2000 m in depth (ARIJ, 1994). As shown in the figure below, the
water-bearing layer of the aquifer system composed mainly from calcareous sandstone
(Kurkar group), reddish silty sandstone, sand, and conglomerate.
The Kurkar group is underlain by a thick layer of Pliocene age Saqayia group. The thick-
ness of this layer varies from 400 to 1000 meter. It is composed mainly from marine
shale, marl, and clay.
The geological formations of the area can be classified as follows:
5.3.1 Tertiary Formation
This formation composed mainly from Saqiya formation deposits from the Pliocene and
Miocene ages, This formation consists of marine clay, shale and marl. The depth of this
formation varies between 400 to 1000 meter.
5.3.2 Quaternary Formation
This formation is about 160 meter thick and covers the previously described Pliocene
Saqyia group. This formation can be classified into the following formations.
5.3.2.1 Marine Kurkar Formation
Kurkar formation composed of shell fragments and sand with calcareous materials and
sandstone. The thickness of this type varies between 10 to 100 meter.
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Figure 5.1: Location map of Gaza Strip
Chapter 5. Groundwater Flow Modelling 62
6\
VWH
P
6HULHV 8QLW*URXS 'HVFULSWLRQ
4X
DWH
UQD
U\
+RORFHQH
3OHLVWRFHQH .X
UND
U
7H
UWLD
U\
4D
4G
4N
&RPSRVHGRIVRLOVDQGJUDYHOVDQGVWRQH
DQGFRQJORPRUDWH&RPSULVHSURILOLFDTXLIHU
LQ&RDVWDO3ODLQ%DVLQ
3OLRFHQH
0LRFHQH
2OLJRFHQH
(RFHQH
3DOHRFHQH
6D
TL\
D
4O
4V
7S
7V
,QWKH&RDVWDO3ODLQ%DVLQFRQVLVWVPDLO\
RIFOD\DQGPDUOWKDWSUHYHQWVJURXQGZDWHU
IORZ
0DUOOLPHVWRQHVDQGVWRQHFRQJORPHUDWH
*HQHUDOO\DQDTXLWDUGOLPHVWRQHDQG
VDQGVWRQHOD\HUVDUHZDWHUEHDULQJ
&U
HWD
FH
RX
V 8SSHU
/RZHU
7D
.V
&KDONOLPHVWRQHFKHUWPDUOJHQHUDOO\DTXLWDUG
OLPHVWRQHOD\HUVDUHZDWHUEHDULQJ
.N
.X
UQX
E
.F
.M
$G
YD
W
0R
XQ
W6
FR
SX
V &KDONFKHUWOLPHVWRQHPDUO/LPHVWRQHDQG
FKHUWOD\HUVDUHSURILOLFDTXLIHUV
/LPHVWRQHGRORPLWHPDUOVKDOH/LPHVWRQH
DQGGRORPLWHOD\HUVDUHSURILOLFDTXLIHUVLQ
(DVWHUQDQGZHVWHUQPRXQWDLQDTXLIHUV
6DQGVWRQHGRORPLWHPDUOVDQGVKDOHFOD\DQG
VDQG\OLPHVWRQH
Figure 5.2: General geological units history in the area of study (U.S. GEOLOGICAL SURVEY,
1998)
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5.3.2.2 Continental Kurkar Formation
This formation is composed of calcareous sandstone with alternating red loamy sand beds.
The thickness of this formation is about 100 m at the most. The origin of this formation
is the marine sediments, which formed parallel to beach ridges.
5.3.3 Quaternary Deposits
These deposits are found at the top of the Pleistocene formation with a thickness up to
25m. This formation can be divided into four different types as explained below.
5.3.3.1 Sand Dunes
These dunes extend along the shoreline, and they were originated partly from Nile River
sediments. The thickness of these dunes is about 15 m, and their width is small in the
south, increasing northward up to 3 km.
5.3.3.2 Sand Loess and Gravel Beds
This formation is the small in thickness (about 10m) and it is the main formation of Wadi
Gaza area.
5.3.3.3 Alluvial Deposits
These deposits are spread in the area around Wadi Gaza and have a thickness of about
25m.
5.3.3.4 Beach Formation
This formation composed of relatively thin layer of sand with shell fragments. It is mainly
unconsolidated, however; in some places it is cemented due to deposition of calcium
carbonate.
5.4 Aquifer System
Aquifer system in the area of study is part of the coastal plain, which extends from Haifa
city in the north to Sinai desert in the south and covers an area of about 2000 km2. The
coastal plain is characterised by flat relief, and is bounded to the east by the foothills of
the mountain belt. This plain is narrow in the north and gets wider in the south. The
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average width of the coastal plain is about 13 km. The aquifer system is subdivided
near the coast into 4 separate sub-aquifers as shown in figure 5.3. Marine clay layers
separate these 4 sub-aquifers with variable thickness. These clay layers have a thickness
of about 20 meters at the shoreline and pinch out in the east to consolidate as a one aquifer.
The first sub-aquifer (which called sub-aquifer A) is unconfined, whereas the other sub-
aquifers (referred to as B1, B2, and C sub-aquifers) are confined at the sea till about 4
km eastward. The aquifer bed is the thick clay layer of Saqyia group, which is largely
impermeable. Generally, the main characteristics of the aquifer system can be listed as
follows:
Figure 5.3: Typical cross section in the coastal aquifer of Gaza. (MELLOUL & YESRAELI, 1991)
• It is composed of recent sandy dunes and calcareous sandstone
• At the shoreline, there are some clay layers, which subdivide the aquifer and fan
out inland
• There is a thin clay layer at the extreme east (at the border of Gaza Strip), which
covers the aquifer and has a thickness of some 20 m.
• Deeper sub-aquifers are below the shale strata and are saline.
• The thickness of the aquifer is about 200 m at the shoreline and decreases to few
meters in the east.
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5.5 Objective of Modelling
The main aim of the groundwater modelling is to carry out the reliability based uncer-
tainty analysis coupled with the groundwater model. Therefore, the intended goals of
groundwater flow model can be formulated as follows:
• Coupling the groundwater flow model with the first order reliability model.
• Analysis of impact of uncertainty in the input of the groundwater flow model on the
model output.
• Carrying out sensitivity analysis in groundwater modelling .
• Preparing for the contaminant transport model, which will be coupled with the re-
liability analysis model.
5.6 The Conceptual Model
To meet the intended aims of the probabilistic modelling, modelling approach was carried
out first as a three-dimensional groundwater flow model. After that, the flow model was
coupled with the reliability analysis program.
A three dimensional finite difference model is used to carry out this task. The model
domain and the aquifer geometry are shown in figure 5.4. The partial-differential equation
of ground-water flow used in MODFLOW is (MCDONALD & HARBAUGH, 1988):
∂
∂x
(
kxx
∂h
∂x
)
+
∂
∂y
(
kyy
∂h
∂y
)
+
∂
∂z
(
kzz
∂h
∂z
)
+W = SS
∂h
∂t
(5.1)
Where:
Kxx , Kyy and Kzz are the hydraulic conductivity along the x, y and z directions, which
are assumed to be parallel to the major axis of hydraulic conductivity [L/T ];.
h : is the piezometric head [L];
W : is a volumetric flux per unit volume representing sources and/or sinks of water, with
W < 0.0: for flow out of the groundwater system, and W > 0.0 for flow in [T−1];
SS : is the specific storage of the porous material [L−1]; and
t : is time [T ].
Equation 5.1 above, when combined with boundary and initial conditions, describes tran-
sient three dimensional groundwater flow in a heterogeneous and anisotropic medium,
provided that the principal axes of hydraulic conductivity are aligned with the co-ordinate
directions.
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Figure 5.4: Model geometry and 3D mesh (elevation in meters above M.S.L.)
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As shown in figure 5.4, the model consists of three sub-aquifers and three clay layers. It
covers the entire area of Gaza Strip. Based on the above mentioned aquifer hydrogeo-
logical setting, the area was modelled as a three-dimensional confined-unconfined model
with 7 layers. The first layer is the upper aquifer, which is unconfined. The rest 6 layers
are three sub-aquifers separated partially by three clay layers. The three main clay layers
are considered as aquiclude. The thick clay (Saqyia formation) beneath the sandstone was
considered as the aquifer bed and it is impermeable.
5.6.1 Boundary Conditions
The boundary conditions of both flow and contaminant transport models were set based
on the hydrogeological conditions.
A constant head boundary was assigned at the western boundary of the aquifer at the
shoreline. This head was given a value of zero. The flow model takes into consideration
the variation in the density of the groundwater. The density of the seawater was assigned
to 1025 kg/ m3 and the rest of the aquifer was assigned a density of 1000 kg/ m3. From
the historical records of groundwater level in the area, it is found that the groundwater
flow pattern is from east to west; that is, the flow lines are almost parallel to the sea as
shown in figure 5.5. Some local depressions in groundwater level can be noticed due
to extensive groundwater discharge. The model lower boundary, which is the top of the
Saqyia formation, was considered as a no-flow boundary.
5.6.2 Aquifer Hydraulic Parameters
Aquifer hydraulic parameters were assigned to the grid elements at each layer. The hy-
draulic properties include the hydraulic conductivity, the specific yield and the time steps.
5.6.2.1 Hydraulic Conductivity
The hydraulic conductivity was considered as a random variable. Based on the prob-
abilistic analysis of the pumping test data, the mean and the standard deviation of the
aquifer parameters were obtained. The values of hydraulic conductivity were assigned
to the model based on the statistical study (refer to chapter 4). That is; a mean value of
41.58 m/day was assigned to the model.
5.6.2.2 Specic Yield
The value of the specific yield was input in the model based on the pumping tests data
and based on the published data in this regard (GELHAR et al., 1992). Therefore, a value
of 0.25 was assigned for the specific yield.
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Figure 5.5: Groundwater level contour map in 1995 (interpolated from eld measurements)
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5.7 Inow Components to the Aquifer
The main source of recharge in the Gaza Strip area is the precipitation. However, there
are some other sources, which contributes to groundwater recharge. These sources are
the recharge of the leached wastewater from wastewater treatment plants in the north and
south of Gaza Strip. Another sources are the leakage from the water supply network
system and the leakage from sewer system. Moreover, there are some areas at which
there is no sewer system (i.e. Khan Yunis area). In these areas, leaching of wastewater
takes place from septic tanks.
The following sections explain the main components of aquifer recharge
5.7.1 Recharge From Rainfall
The recharge from rainfall was calculated based on EARTH model and CRD model. The
results were compared to the previous studies and the average value was used.
The result of recharge estimation from rainfall, which was analysed in chapter 4, indicated
that the net recharge amounts 43.29 million m3 per year. This value varies from north to
south because of the variation in rainfall amount.
5.7.2 Water Leakage from the Water System Network
The current unaccounted for water varies from 30 % to 45% with overall average of
37% (PWA, 1999). The municipal water network in the Gaza Strip covers about 98%
of the area, and the estimated amount of the leakage from the water system is about
14 million m3 per year. This amount is about 30% of the pumped water for municipal
demand. (The current municipal abstraction is about 50 million m3 per year).
5.7.3 Leakage from Wastewater
The amount of leakage from wastewater in the Gaza Strip is significant. According to the
study done by Lyonnaise des Eaux-Khatib and Alami (LYONNAISE DES EAUX-KHATIB
AND ALAMI (LEKA), 2000), the estimated amount of wastewater return flow in 1998 is
12 million m3. Based on the recent data, the components of water in the networks and
leakage can be listed as follows (LYONNAISE DES EAUX-KHATIB AND ALAMI (LEKA),
2000):
• Total municipal water consumption is 38 million m3 per year
• Total wastewater in sewer system is 15.9 million m3 per year
• Total wastewater in septic tank is 14.9 million m3 per year
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• Leakage from sewer system network is 1.6 million m3 per year
• Leakage from septic tanks is 8.9 million m3 per year
• Infiltration in Wadi Gaza area is 1.5 million m3 per year
• Total wastewater return flow is 12.1 million m3 per year
5.7.4 Irrigation Return Flow
According to the Ministry of Agricultural, the amount of irrigation return flow was esti-
mated to 15-30% of the total consumption. On the other hand, the estimated amount of
irrigation return flow based on Melloul and Collin is 20% of the total pumping (MELLOUL
& COLLIN, 1994). Knowing that the agricultural groundwater consumption amounts to
80 million m3, the return flow is about 20 million m3 per year.
5.7.5 Lateral Inow to the Aquifer
The groundwater flow pattern in the Gaza Strip area is generally from east to west. How-
ever, the flow pattern was recently interrupted at some location at which there is extensive
pumping rate. Large depression took place at some areas like Gaza City and Khan-Yunis
area. At the eastern boundary; however, the contour lines remain parallel to the sea. The
amount of lateral groundwater inflow to the aquifer varies from year to year. This amount
was estimated based on the calculation of the difference in the head between two succes-
sive contour lines at the eastern border of the area. Therefore, it was found that the lateral
inflow in the year 1990 equal 26 million m3.
Table 5.1 lists the different components of the recent inflow to the aquifer
Table 5.1: Inow components to the aquifer
Component Mean Value
Recharge from Rainfall 43.29
Leakage from water system 14
Wastewater return flow 12.1
Irrigation return flow 20
Lateral inflow to the aquifer 26
all values in million m3 per year
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5.8 Aquifer Stresses
The main stress on the aquifer is the groundwater abstraction which is so extensive. There
are two types of wells in the area: agricultural and municipal wells. The estimated number
of the existing wells in the area is about 3000 wells (PWA, 2001). Most of these wells
are used privately for agricultural purposes. Some 85 wells out of these 3000 are owned
and operated by different municipalities in the Gaza Strip for domestic water supply.
Most of the wells extract water from the upper unconfined sub-aquifer (A). According to
the PWA records, the depth of these wells varies between 5 to 20 meters below the water
table. However, municipal wells have a more depth and they penetrate the clay layers
down to sub-aquifers (B1) and, (B2)(see figure 5.3).
5.8.1 Agricultural Abstraction
As discussed in the previous section, the number of wells operating in Gaza Strip nowa-
days is around 3000 wells. The abstraction of the agricultural wells has not been measured
since 1994. However, records of the abstraction before 1994 is available at the Ministry
of Agricultural on monthly basis. The total cultivated land in the Gaza Strip area is about
17200 hectares. About 60% of the agricultural area is irrigated and the rest is rainfed
agriculture. Therefore, the current estimated value of the agricultural abstraction is about
80 million m3 (PWA, 2001). It is believed that the agricultural abstraction will decrease
in the future as a result of urbanisation in the recent years.
5.8.2 Municipal Abstraction
There are currently some 85 municipal wells in the area of study. According to the PWA
records, the current municipal abstraction is about 50 million m3 per year. About 50% of
the abstraction takes place in the northern area of the Gaza Strip. Based on the historical
records, the municipal abstraction has increased from 35 million m3 per year in 1990 to
50 million m3 per year in 2000.
5.8.3 Settlements Abstraction
There are about 6500 Israeli settlers in the Gaza Strip, who occupy some 80 km2 (about
22% of the total Gaza Strip area). The water consumption in these settlements is not only
for municipal purposes, but also for agricultural activities. There are no specific infor-
mations regarding the abstraction from Israeli’s settlements in the Gaza Strip since the
Palestinian Water Authority has no access to the wells there. However, some informa-
tion regarding the abstraction where obtained from Israeli resources (data obtained by the
Palestinian Water Authority from Joint Water Committee). These information indicated
that the recent abstraction in the Israeli settlements is estimated to 5 million m3 per year.
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5.9 Model Results
The model was run based on the mean values of the input variables obtained by the sta-
tistical analysis which was done in chapter 4. The steady state was implemented first at
the year of 1990. The resulting groundwater head from the steady state simulation was
input into the transient state as initial head. The transient state period lasted from 1990
till 2001 and subdivided into 11 time steps.
Since the objective of the groundwater model is to couple it with the reliability model, the
mean values of the input parameters were used without any calibration of the model itself
since the calibration process is not needed in this stage.
5.9.1 Result of Steady State
The result of the steady state simulation is shown in figure 5.6. The steady state condition
was assumed at the year of 1990. After carrying out budget analysis for the steady state
simulation, the following results was obtained:
• The groundwater lateral inflow to the aquifer amounts to about to 36 million m3 per
year.
• The total amount of discharge (Agricultural and Municipal wells) from the aquifer
is about 80 million m3 per year.
• The amount of recharge from rainfall and leakage from sewer system is about 44
million m3 per year.
• Drawdown of the aquifer as a result of change in storage is 1.3 million m3 per year.
• It is clear from the groundwater level contour map that the areas of high population
has a big depressions more than the agricultural areas.
5.9.2 Result of Transient Simulation
The resulted groundwater head contour map at the end of the transient period is shown in
figure 5.7. From the contour map of groundwater level at the end of simulation time, it
is clear that the depression in the groundwater level took place at the heavily populated
area.
In Gaza City for example, the groundwater level is about -3 at the end of simulation
period instead of zero at the steady state. As a result of the groundwater overexploitation,
seawater intrusion took place in some places at the shore line. The result of water balance
in the transient period can be summarised as follows:
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Figure 5.6: Steady state simulated groundwater head
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Figure 5.7: Groundwater head at the end of transient simulation
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• The groundwater lateral inflow to the aquifer has been reduced to about 26 mil-
lion m3 per year. One possible reason for that reduction in the lateral groundwater
inflow is the drilling of many wells by Israeli’s which discharge the groundwater
beyond the border of Gaza Strip. Moreover, Israelis have built small dams on Wadi
Gaza behind the border of Gaza Strip. Consequently, the portion of the Wadi in
Gaza Strip has become dry.
• The total groundwater discharge (municipal and agricultural use) is about 120 mil-
lion m3 per year. Moreover, there are some 10 million m3 per year discharged by
Israeli’s settlements in Gaza Strip.
• The groundwater net recharge from rainfall is almost the same through the simula-
tion time and it amounts to 44 million m3 per year.
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Chapter 6
Probabilistic Groundwater Flow
Modelling
6.1 Introduction
Since the geological and hydrological parameters are uncertain in their nature, these pa-
rameters should be dealt with as random variables. Therefore, carrying out groundwater
modelling without taking into account the randomness nature of the input variables re-
sults in poor output. First Order Reliability Method (FORM) was developed and used
at the beginning in structural engineering to compute the probability of failure of struc-
tural components and systems (DITLEVSEN & MADSEN, 1996). Recently, this method
has been used in hydrogeological engineering (SKAGGS, 1996). This method is very ef-
ficient in the case of lack of information about model input data. In contrary to other
reliability methods, any correlation structure between the model input can be taken into
consideration in FORM. In groundwater problems, the reliability method incorporates the
inherent uncertainty of the problem domain and evaluate the sensitivity of each uncertain
model input to the flow of groundwater. Coupling reliability method with groundwa-
ter modelling has been used in several sub-surface flow and solute transport modelling
(SITAR et al., 1987), (CAWLFIELD & WU, 1993) and, (HAMED et al., 1995). How-
ever, in most of reliability-based modelling studies, FORM approach was coupled with
analytical groundwater model and applied to some simple or theoretical examples with
few number of nodes and the results were comparable to Monte Carlo simulation (i.e.
(BOATENG, 2001), (HAMED et al., 1996), and (PIGGOTT & CAWLFIELD, 1996) ). In this
study, the probabilistic groundwater flow model will be formulated based on FORM-three
dimensional groundwater model, and automatic differentiation will be manipulated and
used to obtain the derivative code.
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6.2 Model Description and Problem Formulation
In this research, the developed FORM approach will be used in a real case study for
groundwater flow problem and later on for contaminant transport modelling. Therefore,
different computer models were manipulated and used to carry out the reliability analysis
as follows:
• The first one is a three dimensional groundwater finite difference model (MOD-
FLOW) to solve the flow equation described earlier (refer to equation 5.1) and it is
written in FORTRAN (MCDONALD & HARBAUGH, 1988). The conceptual model
was formulated for the study area, as illustrated in chapter 5. The input parameters
for the model were based on statistical analysis of model parameters.
• The second model is the first order reliability model. This model was built to take
into account the randomness nature of problem input parameters. The proposed
optimisation procedure, which was explained in chapter 3, was used to obtain the
point of failure. The model algorithm was written in FORTRAN and illustrated in
Appendix A.
• The third program is the derivative code. This code was generated using automatic
differentiation software (ADIFOR). This program computes the Jacobian matrix of
all input random variables at each iteration of FORM model.
• All the above described programs were linked together through a subroutine. The
FORM model starts at the beginning using the mean values of input parameters as
a starting point. Then, the linking subroutine gets the Jacobian matrix from the
derivative code evaluated at that iteration point, the value of the function from the
groundwater model, and input them in the FORM model. Then the FORM model
makes the first iteration and outputs the new values of the input variables FORM
and so on.
In this case study, the failure mode was considered when the groundwater head sink below
or equal zero. That is, the Limit State function was formulated as follows:
Pf : G(X) ≤ 0.0 (6.1)
Therefore, the probability of failure is that the probability of groundwater level being less
than or equal 0.0 at the end of transient state simulation period.
6.3 Results of FORM-MODFLOW Simulation
The two parameters, which were considered as random variables, are: the groundwater
recharge and the hydraulic conductivity. Figure 6.1 shows the result of the reliability
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groundwater flow model. It shows the probability of the groundwater level being less
than or equal zero.
As shown in the reliability map in figure 6.1, the areas with low reliability (high probabil-
ity of failure) are in the northern and the southern parts of the study area. From the map
of the probability of failure, the following remarks could be made:
• The convergence of FORM model was very fast (about 5 to 10 iterations) to get the
point of failure with the required accuracy (in this case  ≤ 0.0001).
• FORM method provide the sensitivity measures of the model input parameters
along with probability of failure without extra computations.
• The areas of depression in the groundwater level contour map have the maximum
probability of failure. This is obvious since these areas have intensive pumping
rates.
• There are some areas (in the south-eastern parts of the study areas) at which the
probability of failure equals zero. In these areas, the aquifer bottom elevation is
more than zero and the limit state function was formulated based on zero ground-
water level. That is why the probability of failure equals zero at these locations.
6.3.1 Effect of Uncertainty of Random Variables
In order to investigate the effect of uncertainty of input parameters on the result of re-
liability model, the MODFLOW-FORM model was run with different values of COV.
Coefficient of variation is a measure of uncertainty of each random variable and it can be
defined as:
COV =
σ
µ
(6.2)
where:
σ: the standard deviation of random variable, and
µ: the mean value of random variable.
The reliability model was carried out at different values of coefficient of variation at
different locations in the entire model area. The values of coefficient of variation used
in this case vary between 0.25 and 1.0. Table 6.1 shows the values of the probability of
failure (i.e. groundwater head ≤ 0.0) and the sensitivity measures at different coefficient
of variation values.
The relation between probability of failure and (COV) is shown in figure 6.2. It can be no-
ticed from the figure that when the uncertainty of the hydraulic conductivity and ground-
water recharge increases (i.e. when coefficient of variation increases), the probability of
failure decreases slightly. On the other hand, it seems that the probabilistic outcome is
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Table 6.1: The effect of coefcient of variation on the reliability analysis
Well COV * ∂β
∂k
**
∂β
∂r
Pf
A-185 0.25 0.88973 0.45648 1.0
0.50 0.89076 0.45446 0.99892
0.75 0.89138 0.45326 0.840791
1.0 0.89172 0.45259 0.387427
C-127 0.25 0.99712 0.06883 1.0
0.50 0.99712 0.07580 0.99892
0.75 0.99644 0.08426 0.840791
1.0 0.99559 0.09275 0.387427
E-4 0.25 0.90652 0.42216 1.0
0.50 0.90760 0.41984 0.99892
0.75 0.90817 0.4186 0.840791
1.0 0.90830 0.41831 0.387427
R162-L 0.25 0.76323 0.64612 1.0
0.50 0.76323 0.64612 0.99892
0.75 0.76323 0.64612 0.840791
1.0 0.76323 0.64612 0.387427
L-87 0.25 0.95232 0.30509 1.0
0.50 0.94878 0.31594 0.99892
0.75 0.94601 0.32414 0.840791
1.0 0.94393 0.33015 0.387427
P-15 0.25 0.91162 0.41103 1.0
0.50 0.90844 0.41802 0.99892
0.75 0.90618 0.42289 0.840791
1.0 0.90456 0.42634 0.387427
*
∂β
∂k is the sensitivity of reliability index with respect to hydraulic conductivity.
**
∂β
∂r is the sensitivity of reliability index with respect to groundwater recharge.
more sensitive to likely changes in hydraulic conductivity than to likely changes in the
groundwater recharge. Hence, the reliability index (β) is sensitive to the hydraulic con-
ductivity more than to groundwater recharge at all values of COV. The relation between
the sensitivity of reliability index (β) and coefficient of variation (COV) is shown in figure
6.3.
From the analysis of effect of coefficient of variation on the results of reliability analysis,
it is found that:
• Both hydraulic conductivity and groundwater recharge are directly proportional to
the model output. (i.e. Any increase in one of these parameters results in increase
in model output and vice versa.)
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• Giving a constant coefficient of variation, hydraulic conductivity is more important
to model output rather than the groundwater recharge. This result is valid at all
locations in the model domain.
• Even for high value of uncertainty (i.e. high COV), the hydraulic conductivity is
always more important to the model output. With low (COV) values, the hydraulic
conductivity is also more important.
6.3.2 Sensitivity Analysis
The advantage of FORM method is that the sensitivity analysis can be carried out along
with reliability analysis without any extra computations. There are different types of
sensitivity analysis , which could be evaluated along during FORM computations.
6.3.2.1 Unit Sensitivity
The first measure of sensitivity in FORM is the unit vector α. This vector is normal to
the limit state surface at the design point (point of failure). It describes the sensitivity of
the reliability index β with respect to each random variable in the real space. Hence, the
sensitivity vector can be described as follows:
∇∗xβ = ∇∗x|x∗|
= − D
1/2∇∗xG(x∗)
|D1/2∇∗xG(x∗)|
(6.3)
where ∇∗x is the gradient of G(x) evaluated at the design point and D is the diagonal ma-
trix of variance (i.e. D1/2 is the matrix of standard deviation). The sensitivity computed
in equation 6.3 is called also gamma sensitivity. There is another measure of sensitivity,
which is the sensitivity of the probability of failure with respect to each input random
variable. This sensitivity can be computed as:(
∂Pf
∂xi
)
x∗
= α∗iφ(β) (6.4)
where:
αi =
D1/2∇xi∗G(x∗)
|D1/2∇xi∗G(x∗)|
φ(β) is the standard probability density function of the reliability index β.
x∗ is the design point.
Sensitivity map of groundwater flow model with respect to hydraulic conductivity and
groundwater recharge based on equation 6.3 is shown in figure 6.4. As illustrated in this
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figure, the groundwater head is more sensitive to hydraulic conductivity rather than to
groundwater recharge.
Table 6.2 shows the different types of the above described uncertainty evaluated at dif-
ferent locations in the model domain. It should be noticed that these different types of
uncertainties were obtained within FORM calculations and without any extra computa-
tions. The sensitivity analysis was done at different values of limit state function. In
this table, the values ∂β/∂k, and ∂β/∂r represent the sensitivity of the reliability in-
dex β for a one standard deviation change in hydraulic conductivity and groundwater
recharge respectively. On the other hand, ∂Pf/∂k and ∂Pf/∂r represent the sensitivity of
the probability of failure to the hydraulic conductivity and groundwater recharge respec-
tively. These values of sensitivity were computed based on equation 6.4. From the results
of sensitivity analysis, the following conclusion can be made:
• The value of the sensitivity of reliability index with respect to hydraulic conduc-
tivity is almost always larger than that with groundwater recharge. Therefore, it is
obvious that the reliability index is more sensitive to the hydraulic conductivity (k)
rather than to groundwater recharge (r).
• In general, the increase in the values of hydraulic conductivity and groundwater
recharge result in increase in the reliability index and decrease of probability of
failure. This indication can be physically explained as follows: as the groundwater
recharge and the hydraulic conductivity increase, the groundwater level increase.
Therefor, the probability of groundwater level being less than the predefined value
will decrease.
• Since β is a unit vector, the following equation is always valid:√(
∂β
∂k
)2
+
(
∂β
∂r
)2
= 1.0
The above equation can be used also to check the accuracy of computations.
• Probability of failure is inversely proportional to the hydraulic conductivity and
groundwater recharge as well. This is plausible since any increase in the ground-
water recharge or hydraulic conductivity leads to increase in groundwater level and
decrease in the probability of failure. It is remarkable also that for the given limit
state function, the probability of failure is more sensitive to the hydraulic conduc-
tivity than to groundwater recharge in most cases.
6.3.2.2 Relative Sensitivity
Relative sensitivity is the ratio of change of one variable with respect to change in the
other. Given a dependent variable y and independent variable x, the relative sensitivity
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Table 6.2: Sensitivity analysis for hydraulic conductivity (k) and groundwater recharge (r)
Well head ∂β
∂k
∂β
∂r
Pf
∂Pf
∂k
∂Pf
∂r
A-185 0.0 0.99603 0.08899 1.0 -9.82772E-08 -8.78055E-09
-1.0 0.99616 0.08753 0.99892 -0.003598701 -0.000316209
-2.0 0.99572 0.09243 0.840791 -0.241406931 -0.022409154
-3.0 0.99597 0.08969 0.387427 -0.381313615 -0.034338402
-4.0 0.9966 0.08242 0.120147 -0.199464703 -0.016495967
C-127 0.0 0.98427 0.17666 1.0 -1.36474E-08 -2.44948E-09
-1.0 0.98613 0.16597 0.994506 -0.015500038 -0.002608724
-2.0 0.97499 0.22227 0.495545 -0.388861431 -0.08864935
-3.0 0.97993 0.19933 0.054059 -0.107492622 -0.021865342
-4.0 0.98382 0.17917 0.003329 -0.009879785 -0.001799273
E-4 0.0 0.99562 0.09354 1.0 -6.28275E-08 -5.90274E-09
-1.0 0.99575 0.09209 0.999753 -0.000917634 -8.48656E-05
-2.0 0.99534 0.09643 0.936336 -0.124137693 -0.012026642
-3.0 0.9951 0.09887 0.579078 -0.389070846 -0.038656853
-4.0 0.99565 0.09318 0.231816 -0.303565344 -0.028409801
R162-L 0.0 0.99792 0.06451 1.0 -7.98183E-08 -5.15981E-09
-1.0 0.9979 0.06476 0.975644 -0.057038035 -0.003701556
-2.0 0.99784 0.06566 0.418055 -0.389560983 -0.025633943
-3.0 0.99821 0.05984 0.074078 -0.13992487 -0.008388119
-4.0 0.99848 0.05516 0.010523 -0.027811854 -0.001536437
G-16 0.0 -0.45921 0.88833 0.00002 4.02766E-05 -7.79141E-05
-1.0 0.96678 0.25563 0.0 -1.41854E-25 -3.75082E-26
J-32 0.0 0.47817 0.87827 0.162282 -0.117386017 -0.215606619
-1.0 0.92059 0.39054 0.0 -5.77188E-12 -2.44859E-12
L-87 0.0 0.90979 0.41507 0.999995 -2.08617E-05 -9.51767E-06
-1.0 0.9893 0.14592 0.604766 -0.38089146 -0.056180817
-2.0 0.99412 0.1083 0.165337 -0.247020279 -0.02691053
-3.0 0.9954 0.0958 0.035547 -0.077870452 -0.007494464
-4.0 0.99578 0.09182 0.006139 -0.017271419 -0.001592582
P-15 0.0 0.92736 0.37417 0.965859 -0.070182574 -0.028317173
-1.0 0.98715 0.15979 0.547853 -0.390892653 -0.063273805
-2.0 0.9919 0.12699 0.22215 -0.295243724 -0.037799174
-3.0 0.99351 0.11377 0.075027 -0.140626948 -0.016103641
-4.0 0.99425 0.10704 0.022178 -0.05251982 -0.005654233
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can be defined as:
Sx% =
(
∂y/y
∂x/x
)(
x
y
)
(6.5)
where:
Sx% is a dimensionless quantity measuring the percentage of change in the dependent
variable y due to one percentage change in a dependent variable x. Table 6.3 shows
the relative sensitivity of reliability index (β) with respect to hydraulic conductivity and
groundwater recharge at different limit state functions. It is remarkable from the table
that the reliability index (β) is more sensitive to likely changes in hydraulic conductivity
than groundwater recharge.
6.4 FORM and Monte Carlo Simulation
The comparison between FORM method and Monte Carlo simulation was implemented to
illustrate the difference between the two methods in terms of convergence and accuracy.
In Monte Carlo simulation, random number generator was used to generate a random
value for each input variable taking into consideration the type of probability distribution.
Figure 6.5 illustrates the advantages of FORM approach over Monte Carlo simulation.
Both FORM and Monte Carlo were applied at the same location in the model domain
using the limit state function described above. It is found that FORM model required
less than 10 runs to converges to the solution given the required accuracy, whereas Monte
Carlo required more than 1000 runs to approach the same accuracy as shown in figure 6.5.
Therefore, FORM is much better and faster than Monte Carlo in terms of convergence.
For comparison purpose between FORM and Monte Carlo in terms of accuracy, both
FORM and Monte Carlo methods were employed for the calculation of probability of
failure at different locations in the model domain. The locations which were selected
are distributed from north to south and at different locations in the entire area of study.
At each run in Monte Carlo simulation, model parameters were input into the three di-
mensional groundwater flow model described earlier. The values of the input variables
were obtained by random number generator based on the statistical descriptors of each
variable. The number of simulations of Monte Carlo was 1000 runs for each limit state
function, whereas the results of FORM method were achieved after 5 to 10 runs only for
the pre-defined tolerance value.
Table 6.4 shows the results obtained by Monte Carlo simulation and FORM method for
different limit state functions (different values of head). The cumulative density function
obtained by FORM and MCS are shown in figure 6.6.
It is obvious from table 6.4 and from figure 6.6 that the results obtained from FORM are
more accurate (up to 6 decimals) than Monte Carlo simulation. Even for small probability
of failure, FORM is more accurate than MCS. To obtain the same accuracy of FORM, it
was found that more than 10000 runs are needed.
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Table 6.3: Relative sensitivity for different values of limit state function
Well head β Sk Sr
A-185 0.0 -5.51586 -14.98777888 -5.46925E-06
-1.0 -3.06731 -26.95563213 -9.5597E-06
-2.0 -0.99784 -49.7645826 -3.08458E-05
-3.0 0.2862 107.8214085 0.000103416
-4.0 1.17437 18.91082975 2.31602E-05
C-127 0.0 -5.86084 -13.93902751 -1.02183E-05
-1.0 -2.54315 -32.18401982 -2.20584E-05
-2.0 0.01135 2947.31574 0.006482059
-3.0 1.60681 11.69173443 4.04414E-05
-4.0 2.7136 5.43827388 2.13926E-05
E-4 0.0 -5.59631 -14.76624061 -5.66624E-06
-1.0 -3.48434 -23.71962839 -8.88037E-06
-2.0 -1.52483 -39.56722164 -2.11221E-05
-3.0 -0.19971 -184.844865 -0.000164363
-4.0 0.73302 35.66234062 4.19489E-05
R162-L 0.0 -5.55379 -14.91366436 -3.91442E-06
-1.0 -1.97119 -36.27338429 -1.09401E-05
-2.0 0.20704 153.7509648 0.000104972
-3.0 1.44618 13.89385692 1.36547E-05
-4.0 2.30722 6.491448583 7.86559E-06
L-87 0.0 -4.41903 -17.08804195 -3.3814E-05
-1.0 -0.26587 -141.3818986 -0.000181117
-2.0 0.97288 24.56001417 3.67353E-05
-3.0 1.80497 9.733478562 1.74619E-05
-4.0 2.50413 5.964826107 1.20269E-05
P-15 0.0 -1.82324 -32.88295298 -7.01861E-05
-1.0 -0.12041 -295.2227637 -0.00044058
-2.0 0.76509 33.67247757 5.47736E-05
-3.0 1.43944 13.96314102 2.60034E-05
-4.0 2.0108 8.093119348 1.74603E-05
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Figure 6.5: Convergence of FORM and Monte Carlo
It is clear from the results the advantages of FORM in terms of accuracy, computational
time, and computer storage when compared with Monte Carlo simulation.
6.5 Probability Density Function of Model Output
Since the probability distribution of the reliability index is normal, that makes it simple
to derive the probability density function curves (PDF). The probability density func-
tion (φ(β)) can be obtained from the cumulative distribution function Φ(β), which was
obtained by FORM analysis, as follows:
φ(β) =
1√
2pi
e
−β2
2 (6.6)
By evaluation of equation 6.6 at different values of reliability index β, PDF can be drawn
as shown in figure 6.6 The probability density function of the model output is very im-
portant and gives information about the probability of failure at different values of limit
state function. Moreover, the cumulative density function (CDF) can be derived from the
summation of the probability density function curve.
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Figure 6.6: Comparison between FORM and Monte Carlo simulation at different points
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Table 6.4: Comparison between FORM and Monte Carlo
well.Id Probability
Phead ≤ h
Limit state function (h)
0.0 -1.0 -2.0 -3.0 -4.0
A-185 FORM 1.00 0.998 0.840791 0.387427 0.120147
MCS 1.00 1.00 0.85 0.37 0.15
C-127 FORM 1.00 0.994506 0.495545 0.054059 0.003329
MCS 1.00 1.00 0.41 0.02 0.00
E-4 FORM 1.00 0.999753 0.936336 0.579078 0.231816
MCS 1.00 1.00 0.97 0.44 0.20
R162-L FORM 1.0 0.975644 0.418055 0.074078 0.010523
MCS 1.00 0.97 0.43 0.06 0.01
G-16 FORM 0.00002 0.00 0.00 0.00 0.00
MCS 0.00 0.00 0.00 0.00 0.00
J-32 FORM 0.16 0.00 0.00 0.00 0.00
MCS 0.14 0.00 0.00 0.00 0.00
L-87 FORM 0.999995 0.604766 0.165337 0.035547 0.006139
MCS 1.00 0.53 0.18 0.00 0.00
P-15 FORM 0.965859 0.547853 0.22215 0.075027 0.022178
MCS 1.00 0.60 0.30 0.09 0.03
6.6 Conclusion
The main objective of reliability modelling is to evaluate FORM method as a technique for
evaluation of risk in groundwater problems and uncertainty analysis. From the analysis
of groundwater flow-reliability modelling, the following conclusion can be drawn:
• The developed FORM method is much computationally efficient than Monte Carlo
simulation, even for low probability of failure. Moreover, sensitivity analysis can
be obtained along with the reliability analysis without any extra computation.
• The use of zonation approach in FORM method made it much efficient, and less
computational effort was needed. Therefore, FORM can be used with larger number
of random variables and with more complicated models.
• Using of automatic differentiation to obtain the Jacobian matrix, which is needed
for FORM computations, gives more accurate results than classical finite difference
method.
• The probability of failure (in this case study groundwater head ≤ 0.0) is in general
sensitive to likely changes in the hydraulic conductivity rather than the groundwater
recharge.
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• The results of FORM were compared with the results of 1000 Monte Carlo simula-
tions. The results of FORM show a good agreement with Monte Carlo simulation
even at low probabilities, knowing that FORM results obtained after 7 to 10 itera-
tions only.
• The increase of the coefficient of variation of the input parameters results in slightly
decrease of the probability of failure.
• Probability of failure contour map of the groundwater system is identical with the
result of the groundwater modelling. That is, the high probability of failure takes
place at the groundwater head and vice versa.
• From sensitivity analysis, the importance of each random variable with respect to
model output can be obtained. Therefore, more attention can be paid to the more
important parameters in the process of model calibration.
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Chapter 7
Probabilistic Contaminant Transport
Modelling
7.1 The Study Area
Figure 7.1 shows the area of study with the land use and sources of pollution. The area
is located in Bait Lahia which is in the northern part of the Gaza Strip at which there is
a wastewater treatment plant and heavy agricultural activities. The study area is about 23
km2 and the water-bearing layer composed of gravel and sandstone covered with sand
dunes from the Quaternary era (refer to geology of the area in chapter 5). Hence the area
is highly vulnerable to groundwater pollution.
Bait Lahia treatment plant has been in operation since 1973, and it is one of the plants
which have been inherited from the Israeli government to the Palestinian Authority af-
ter the Oslo agreement. As a result of increasing population and increasing inflow, the
sewage influent has been constantly overflowing the designed capacity. The amount of
sewage influent is approximately 8,000-10,000 m3/day, and less than 30% of the influent
is currently being treated. Since the area is well recharged from rainfall and the infil-
tration rate is high due to the existence of sandy dunes, the Beit Lahia treatment plant
is located near one of the best ground water quality in Gaza Strip. High level of nitrate
has recently been detected from the aquifer nearby, and it is most likely that the excess
influent is responsible for the deterioration of the water quality of the aquifer.
7.2 Impact of Groundwater Pollution
Groundwater pollution is very harmful to human being and live stock as well. Among
all water pollutants, the most remarkable parameters in the study area are chloride Cl−
and nitrate NO−3 . Nitrate pollution is more dangerous than any other pollutants such as
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Figure 7.1: The study area and model boundary
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chloride. High nitrate concentrations in groundwater can cause what is called "‘methe-
moglobinemia"’ or blue-baby syndrome in infants under six months of age. Human babies
are extremely susceptible to acute nitrate poisoning because of certain bacteria that may
live in their digestive system during the first few months of life. These bacteria change
nitrate into toxic nitrite NO−2 . The nitrite reacts with hemoglobin (which carries oxy-
gen to all parts of the body) to form methemoglobin, which does not carry oxygen. The
level of oxygen being carried throughout the body decreases in proportion to the amount
of hemoglobin converted to methemoglobin. As the oxygen level decreases, the baby
is suffocated. This condition is called methemoglobinemia. The most obvious symp-
tom of nitrate poisoning is a bluish colour of the skin, particularly around the eyes and
mouth. Moreover, the increase of nitrate level in drinking water may adversely affect
the central nervous system (WISCONSIN GROUNDWATER COORDINATING COUNCIL,
1999). The World Health Organisation (WHO) has recommended the 10 mg/L standard
as the maximum contamination level (MCL) for nitrate-nitrogen NO3 − N in drinking
water. This value is equivalent to about 45mg/l of nitrate NO−3 (EPA, {UNITED STATES
ENVIRONMENTAL PROTECTION AGENCY}, 1996).
7.3 Groundwater Pollution Sources
The groundwater quality in the Gaza Strip has been deteriorated due to extensive agri-
cultural activities and groundwater overexploitation. As a result of heavy groundwater
pumping, upconing and sea water intrusion took place and led to high concentration of
chloride. On the other hand, discharge of wastewater from septic tanks overloaded treat-
ment plants, and the heavy use of fertilisers in the agricultural areas resulted in high nitrate
concentration in the area up to more than 200 mg/l in the year 2001 (see figure 7.2). Based
on the analysis of nitrate NO−3 concentration data in the area, sources of nitrate pollution
can be identified as follows:
• Infiltration of domestic wastewater; and
• Irrigation return flow.
As shown in figure 7.2, the high nitrate concentration exists beneath the highly populated
areas and heavy agricultural activities areas. Early indications of the relation between high
nitrate concentration and irrigation return flow has been detected in the coastal aquifer to
the north of Gaza Strip. The high nitrate concentration was detected in the agricultural ar-
eas at which fertilisers and sewage effluent was used in irrigation (RONEN & MAGARITZ,
1985). In the Gaza Strip, there are some areas at which there is no proper sewer system
(i.e.Khan Yunis area) and the usage of septic tanks is the only mean for wastewater dis-
charge. Therefore, leaching of wastewater to the shallow phreatic aquifer takes place and
consequently, results in high nitrate concentration in groundwater. Figure 7.2 also shows
that the nitrate concentrations in groundwater in agricultural areas are still substantially
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lower than the urban areas. However, given the current high nitrogen loads from agricul-
ture, this may be only a matter of time (MINISTRY OF PLANNING AND INTERNATIONAL
CO-OPERATION, 1996).
Figure 7.2: Nitrate concentration in groundwater in 2001 (interpolated from eld measurements
obtained from PWA)
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7.4 Model Description
A two dimensional finite element model was used to simulate the contaminant transport
in the area. The groundwater flow model was built at the beginning assuming a steady
state conditions. Later on, the results from steady state simulations was used as initial
conditions for the transient state. The governing equation for groundwater flow in hetero-
geneous saturated porous medium in two dimension is:
Ss
∂h
∂t
=
∂
∂x
(
Kx
∂h
∂x
)
+
∂h
∂y
(
Ky
∂h
∂y
)
+W (7.1)
where:
Kx: is the permeability in x direction [L/T ].
Ky: is the permeability in y direction [L/T ].
h : is the groundwater head [L].
W : is sink/source term [T−1].
Ss: is the specific storage [L−1].
The solution of equation 7.1 gives the velocity vector. This velocity vector obtained
by flow model used later on in the contaminant transport model. The model couples
the groundwater flow with contaminant transport using a Multiple Cell Balance Method
(SUN, 1996). This model couples the flow and contaminant transport together in one
subroutine and uses two dimensional advection dispersion equation as follows:
∂C
∂t
+ Vx
∂C
∂x
+ Vy
∂C
∂y
=
∂
∂x
(
Dxx
∂C
∂x
+Dyy
∂C
∂y
)
+
∂
∂y
(
Dyx
∂C
∂x
+Dyy
∂C
∂y
)
+W (7.2)
where C is the concentration of solute, Vx and, Vy are the flow velocity in x and y direc-
tions respectively. Dispersion coefficients described in equation 7.2 are given by:
Dxx = αL
v2x
|v| + αT
v2y
|v| +D∗ (7.3)
Dyy = αL
v2y
|v| + αT
v2x
|v| +D∗ (7.4)
Dxy = Dyx = (αL − αT )vx ∗ vx|v| (7.5)
where:
DL:Longitudinal hydrodynamic dispersion coefficient [L]
DT :Transverse hydrodynamic dispersion coefficient [L]
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D∗: Dispersion coefficient
v: Average linear velocity [L/T]
The average linear flow velocity |v| is obtained based on Darcy’s law as follows:
|v| = −KK
n
∇h (7.6)
where n is the porosity and ∇h is the head gradient.
7.4.1 Conceptual Model
In this case study, the model consists of 532 nodes and 977 elements as shown in figure
7.3. Distribution of elements was intensified at the location of pollution sources (i.e.
wastewater treatment plant). The transient state conditions were assumed in the period
from 1995 till 2002, hence the total simulation period is 7 years.
Aquifer system in the area is phreatic with groundwater depth varies between 20 and 35
meters. The aquifer media composed mainly from calcareous sandstone and gravel with
high hydraulic conductivity (refer to section 5.3 in chapter 5). The aquifer parameters
were input into the model based on the statistical analysis of these parameters.
7.4.1.1 Initial and Boundary Conditions
As the case of groundwater flow model, which was done in the previous chapter, the
groundwater flow regime is transient. Therefore, the groundwater level in 1995 was ob-
tained from the results of steady state simulation and considered as initial head. The
measured nitrate concentration in groundwater in 1995, which is shown in figure 7.4
were imposed on model elements as initial concentration. Since the western boundary
of the model is the sea, the model boundary at this side was assumed as a constant head
boundary with a value equals zero. The flow direction was considered from east to west
based on groundwater monitoring (i.e. the contour lines are almost parallel to the sea).
The sources of pollution (i.e. wastewater treatment plant and agricultural activity) were
considered as a continuous sources. A Neumann-type of no flux boundary was assigned
to the bottom of the aquifer, and the left side of the model (the sea), since the aim of
the model is to simulate the contamination movement and not sea water intrusion. A
Dirichlet-type of boundary condition was assigned to the right side of the aquifer.
7.4.1.2 Aquifer Properties
The hydraulic conductivity was given based on the analysis done before. (i.e. mean value
of 41 m/day). Groundwater recharge was set based on the analysis of recharge which was
done in chapter 4 (see Appendix B). Dispersivity value was input to the model based
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Figure 7.3: Finite element mesh and model geometry
on the previous studies (METCAF AND EDDY, 2000) and the hydro-geological properties
(GELHAR et al., 1992). Table 7.1 shows the values of the model properties which assigned
to the contaminant transport model.
Table 7.1: Aquifer properties
Parameter Mean St. Dev.
Hydraulic conductivity 41.6 m/day 16.7
Specific yield 0.25 2
Groundwater Recharge 0.000339 mm/day .0000156
Longitudinal Dispersivity* 25 10
Transverse Dispersivity* 0.5 0.25
*These values based on (GELHAR et al., 1992) and (YAKIREVICH et al., 1998)
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Figure 7.4: Nitrate concentration in groundwater in 1995 (interpolated from eld measurements
carried out by Ministry of Health)
7.5 FORM-Contaminant Transport Model
As in the case of groundwater flow model, FORM was coupled with the contaminant
transport model using an interface subroutine (see Appendix A for more details). Auto-
matic differentiation was used to obtain the derivative code from the original contami-
nant transport code (for more details about using ADIFOR with transport model, refer to
((WHIFFEN et al., 1994) and, (BISCHOF et al., 1992)). The zonation approach was em-
ployed in this model as introduced in chapter 3. The procedure of FORM-Contaminant
Transport Model can be summarised as follows:
• FORM model was developed based on modifications of RF-HL approach (refer to
chapter 2).
• The model composed of three components: Contaminant transport model which
was described above, First Order Reliability Model, and the connection subroutine
which connects both models.
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• Derivative code of contaminant transport model was obtained by ADIFOR and used
to obtain the gradient vector needed for FORM model.
• The model couples contaminant transport, groundwater flow, and the gradient code
in one subroutine.
• Random variables are input to the model as shown in table 7.1.
7.6 Limit State Function
In groundwater contamination, the problem of interest is to find out the probability of
exceedence. In other words, how much is the probability of contaminant concentration at
a certain location to exceed a pre-defined value (i.e. maximum permissible value). The
wastewater treatment plant (refer to figure 7.1) was considered as a continuous source
of pollution with a value equals C0. The formulation of the limit state function was
done based on Cawlfield approach (CAWLFIELD & SITAR, 1988). In this approach, the
value of pollutant concentration at a receptor well (Cx) was normalised by the source
concentration (C0). That is, the limit state function can be written as follows:
g(x) =
(
C
C0
)
target
− Cx
C0
(7.7)
where:
C : a predefined value of a contaminant concentration at a target location.
C0: the concentration at the source of pollution.
Cx: the value of concentration obtained from the model.
The failure in this case occurs when the concentration at the target value is more than
or equals to the maximum permissible value. In other words, that means the limit state
function is less than or equal zero.
7.7 Result of Reliability Analysis
As stated before, two input parameters (groundwater recharge and hydraulic conductiv-
ity) were considered as random variables. The limit state function was formulated as
described above and the transient state simulation was carried out. Nitrate NO−3 is the
simulated pollutant in this case and the maximum permissible value (Cx/C0) equals 50%.
The map of probability of failure (concentration is less than or equal 50% of the source)
is shown in figure 7.5. The areas with high probability of failure exist around the sources
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Figure 7.5: Probability of exceedence in the case of C/Co=50%
of pollution (wastewater treatment plant and agricultural areas). On the other hand, the
eastern and western areas have less probability of failure.
The uncertainty of contaminant concentration at the given limit state function is shown in
figure 7.6. The uncertainty was computed based on the following equation:
σ =
n∑
i=1
αi ∗ si ∗ σi (7.8)
where si is the first order derivative of variable i, and σi is the standard deviation of
variable i. The parameter α can be computed as follows:
αi =
si ∗ σi√∑n
i=1 s
2
i ∗ σ2i
(7.9)
Besides the probability of failure contour map and uncertainty analysis, reliability analy-
sis includes the values of each input random variable and sensitivity at the design point.
The values of the random variables at the design point give an understanding of the condi-
tions leads to satisfaction of a particular limit state formulation. The contours of hydraulic
conductivity and groundwater recharge at the design point (i.e. values give probability
of failure) are shown in figure 7.7. Values of hydaulic conductivity at the design point
are generally higher than the mean value (mean value of hydraulic conductivity is 41.58
Chapter 7. Probabilistic Contaminant Transport Modelling 102
      







Figure 7.6: The uncertainty of contaminant concentration obtained by FORM
m/day). This value increases gradually from the source of contamination to the maxi-
mum value (from 40 m/day at source of pollution to 85 m/day away from it). The higher
values of hydraulic conductivity result in high flow velocity, and thus increase the con-
tamination level. The contour map of groundwater recharge at the design point shows
also increase of these values along the movement pathes of contamination. Similar to that
of hydraulic conductivity, the values of groundwater recharge are generally greater than
the mean value as shown in the figure. So, it is clear that both hydraulic conductivity and
groundwater recharge are directly proportional to probability of failure.
7.8 Uncertainty Analysis
Uncertainty analysis of model input was carried out to investigate the effect of uncertainty
in model parameters on the model output. The uncertainty measure is the coefficient
of variation for each random variable. Therefore, different formulations of coefficient
of variation (COV) for each input parameter were set up and the probabilistic model
output was obtained at each formulation. Probabilistic model for the above described
limit state function was carried out at different values of coefficient of variation. COV of
hydraulic conductivity was given 4 different values: 0.25, 0.50, 0.75, and 1.00 and the
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Figure 7.7: Contour map of hydraulic conductivity (top) and groundwater recharge (bottom) at the
design point.
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model was run keeping the other parameters without change. The same procedure was
followed for groundwater recharge. Finally, both hydraulic conductivity and groundwater
recharge were given different values of COV simultaneously and the results of probability
of failure were obtained for each case. Figure 7.8 shows probability of failure at different
values of COV and different formulations of the limit state function. The first diagram
(above) in figure 7.8 shows the hydraulic conductivity, the second one (middle) shows
the groundwater recharge and the last one (bottom) is for both groundwater recharge and
hydraulic conductivity. For all cases, it was found that the probability of failure increases
as the uncertainty of parameter decreases and vise versa.
Based on the analysis of results for different COV values and as shown in figure 7.8, it is
found that the probability of failure increases as the uncertainty of parameters decreases
for all cases. Also for the same value of COV, the probability of failure increases in the
case of uncertainty of both hydraulic conductivity and groundwater recharge. Comparing
the first tow diagrams in figure 7.8, it is found that the probability of failure in the case
of groundwater recharge is higher than that of hydraulic conductivity for the same COV.
That means the uncertainty of groundwater recharge affects the probability of failure more
than uncertainty of hydraulic conductivity .
7.9 Sensitivity Analysis
In addition to the probability of failure at the design point, the sensitivity of probability
of failure with respect to each random variable has been obtained.
Sensitivity analysis is too important to allocate and design of sampling site. Since the
sampling points should be located at points of high sensitivity, this analysis is very helpful
in designing site investigation wells. Thus, the uncertainty of probability of exceedence
can be reduced a lot.
Figure 7.9 and figure 7.10 show the sensitivity of probability of failure with respect to
hydraulic conductivity and groundwater recharge respectively.
From sensitivity figures, the following conclusion can be drawn:
• In general, the probability of failure is more sensitive to changes in hydraulic con-
ductivity rather than changes in groundwater recharge.
• It is also clear that the sensitivity of hydraulic conductivity is high at the sources of
pollution and in the contamination path.
• The negative values of sensitivity indicate that a decrease in the value of parameter
leads to higher probability of exceedence.
• The sensitivity of groundwater recharge is small in general with compare to sensi-
tivity of hydraulic conductivity.
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Figure 7.8: Effect of uncertainty of model input on model output
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Figure 7.10: Sensitivity of contaminant transport model with respect to groundwater recharge
7.10 FORM-ADIFOR and Other Probabilistic Methods
The results obtained by the developed FORM model in this research were compared with
Monte Carlo simulation to check the accuracy and efficiency of the proposed method. The
gradient vector required for FORM simulation was obtained using automatic differentia-
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tion. Therefore, this new implementation of FORM-ADIFOR model was compared with
FORM model using finite difference method. The comparison was applied at different
locations distributed in the model domain. Figure 7.11 shows the probability of failure
using the following methods:
• FORM-using automatic differentiation (ADIFOR) to obtain the derivative of the
limit state function.
• Monte Carlo simulation.
• First Order Second Moment method (FOSM).
• First Order reliability method using finite difference method to obtain the derivative
of the limit state function.
Regarding FORM-ADIFOR model, it converges to the solution after 5 to 10 runs only
with a very good accuracy as shown in figure 7.11. The reference of accuracy of FORM
is the Monte Carlo results.
The results of Monte Carlo simulation shown in the figure are based on 1000 model runs.
The procedure of Monte Carlo simulation can be described as the following: The input
value of the hydraulic conductivity and groundwater recharge (random variables) were
randomly sampled using random number generator. With this realization, the transport
model was run and the output was obtained. Then, another random sampling is performed,
the transport model was run again ,and another set of results is obtained. If the resulted
concentration value is less than the pre-defined value, then a hit value equal 0, else, the
hit value equal 1. At the end, the probability of failure can be calculated by dividing
the number of hits by the total number of runs. The results of Monte Carlo simulations
were used as a reference to check the accuracy of other methods and compare it with the
proposed method.
It is clear from figure 7.11, and comparing with MC, that FORM-finite difference un-
derestimates the probability of failure. On the other hand, FOSM approximation is good
only when the probability of failure is not extreme. In other words, if the probability of
failure is so small or so large, FOSM results are very poor whereas Monte carlo requires
more runs. Using of finite difference method to estimate the first order derivative is not
accurate and results in cumulative error in FORM. Another problem associated with the
using of finite difference method to estimate the first derivative is the choice of increment.
It was found that FORM output using finite difference method depends on the value of
increment. Therefore, the results of FORM-finite difference is not accurate.
The simulation of the above mentioned were run using a AMD-1000MHz processor. The
time consumptions and number of runs for each case are shown in table 7.2.
Table 7.2 presents a comparison between the three previously mentioned methods in terms
of efficiency. Although the finite difference method needs less time to evaluate the model,
but it requires more number of iteration to converge to the solution. Moreover, the central
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Figure 7.11: Probability of failure using FORM-Automatic differentiation, Monte Carlo, FOSM and
FORM-nite difference at different model nodes.
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Table 7.2: Efciency of FORM-AD, MC, and FORM-FD
Method Model Components time/iteration No.iterations Total time
FORM-AD contaminant transport
model, derivative code
50 7 350
MC contaminant transport
model
10 1000 10000
FORM-FD contaminant transport
model
10 13*3 390
FORM-AD=Developed FORM coupled with automatic differentiation.
FORM-FD=Developed FORM coupled with finite difference.
MC=Monte Carlo
Time in seconds
finite difference, which was used in this comparison, requires running of the model three
times for each iteration. Consequently, the total time required in the case of FORM-FD is
more than in the case of FORM-AD
In summary, it is important to notice the results of the developed FORM used in this
research and compare it with the results from different methods. This comparison is
shown in table 7.3. In all cases, the results of FORM-AD are superior with compare to
other methods even for small probabilities. On the other hand, FOSM, FORM-FD give
no accurate results especially at extreme values of probability (i.e. Probability is so small
or so large).
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Table 7.3: Comparison between FORM-AD, FORM-FD, Monte Carlo, and FOSM
Node Concentration Probability of Failure by:
FORM-AD MC FORM-FD FOSM
227 65.0 1.00 1.0 1.0 1.0
69.0 0.999987602 1.00 1.0 1.0
70.0 0.959091604 0.81 1.0 0.999722806
70.5 0.240630746 0.29 0.802995682 0.401559223
71.0 4.6622E-005 0.0 5.76E-008 3.88E-005
261 50.0 0.999834597 1.0 1.0 1.0
55.0 0.998883069 1.0 1.0 1.0
58.0 0.917004466 1.0 1.0 0.999998883
59.0 0.894200623 0.94 1.0 0.986221537
60.0 0.312983722 0.28 0.660344839 0.372989548
62.1 1.147E-007 0.0 2.76E-008 8.92E-009
441 55.0 1.0 1.0 1.0 1.0
60.0 0.976241648 1.0 1.0 0.999970181
63.0 0.50427572 0.42 0.971689344 0.539664862
63.1 0.283364326 0.32 0.846123338 0.487818922
65.0 2.27843E-005 0.0 0.0 6.04E-003
482 65.0 0.998969078 1.0 1.0 1.0
70.0 0.998007596 1.0 1.0 1.0
78.0 0.9171360 0.93 1.0 1.0
78.5 0.522515237 0.43 0.992219091 0.946637686
79.0 0.032695681 0.0 0.000154731 3.34E-010
80.0 0.000612682 0.0 0.0 0.0
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Chapter 8
Summary and Conclusion
8.1 Summary
The uncertainty in groundwater modelling, which originates from different sources such
as aquifer properties, is so important and greatly affects the modelling results. The aim
of uncertainty and reliability analysis is to find out when and to what extent do the input
data influence the model prediction, and how can the reliability of the model output be as-
sessed and coupled to input data. To answer these questions, many researches have been
carried out to deal with uncertainty and incorporate it in the modelling process. However,
a high computational cost always associated with uncertainty modelling in hydrogeolog-
ical engineering. The most famous methods in stochastic modelling are Monte Carlo
simulation, First Order Second Moment Method (FOSM) and, First Order Reliability
Method (FORM). Monte Carlo simulation is a good tool in terms of accuracy, however;
it requires a huge number of runs to reach a proper accuracy. On the other hand, FOSM
does not require a large number of runs, but the accuracy of FOSM is poor with compare
to Monte Carlo. Recently, first order reliability method (FORM) has been introduced as
an alternative to Monte Carlo method with low computational time and effort. FORM can
be used and applied easily in different engineering fields, and it can be used to carry out
sensitivity analysis without any further computations. However, application of FORM
method in groundwater and contaminant transport modelling faces some difficulties. The
main problem in the application of FORM is that the solution requires linearisation of
the limit state function around the most probable point (MPP), which requires a solution
of non-linear optimisation approach. Moreover, in groundwater modelling, usually the
number of variables is high and this affects the efficiency of FORM very much. On the
other hand, FORM method requires following an optimisation approach to find out the
most probable point, which is not easy to obtain and requires much computational effort.
In this research, the classical FORM method was modified and developed to overcome
the previously described difficulties. Rackwitz-Fiessler and Hasefor-Lind (RF-HF) opti-
misation approach was modified and used to obtain the most probable point. A zonation
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approach was suggested to decrease the number of variables and, consequently; decrease
the required simulation time. Therefore, the input parameters of the model were divided
into different groups in the entire modelling area based on the geological and hydro-
geological properties. As a result, the number of random variables was decreased and
less computational effort was needed. Regarding the problem of obtaining the first order
derivative at the design point, Automatic Differentiation of FORtran (ADIFOR) was used
to obtain the derivative code, which was used later on in FORM analysis. Coupling the
derivative code of the groundwater model with FORM model has promoted the results
and the effeciency.
In the first case study, the developed FORM method was applied to a three-dimensional
finite difference groundwater model considering the hydraulic conductivity and ground-
water recharge as random variables. The statistical properties of the input variables were
analysed previously and statistical descriptors were obtained. The limit state function was
formulated based on groundwater level equals zero, and the first order derivative, which
was used in FORM was obtained by a derivative code. Based on this formulation of limit
state function, the reliability (risk) map was obtained for the model area. Moreover, sen-
sitivity analysis of random variables was done and sensitivity maps were built as a result
of FORM analysis. The affect of uncertainty of model input parameters was evaluated
by analysing the affect of coefficient of variation on the model output. The results of
the developed FORM-groundwater flow model were compared with one thousand Monte
Carlo simulations. FORM method shows very good results based on the comparison with
Monte Carlo.
In the second case study, the developed FORM method was coupled with a two dimen-
sional groundwater flow and contaminant transport model. As in the previous case, AD-
IFOR was used to obtain the derivative code of the model which was used later on in
FORM analysis. The limit state function was formulated based on the ratio of the pol-
lution concentration at a certain point with respect to the ratio at the source of pollution.
The results were compared with FORM-Finite difference method, Monte Carlo and, First
Order Second Moment (FOSM) method.
8.2 Conclusion
From the analysis of the results of this study, it is found that the modified FORM method
provides a very good tool to incorporate the uncertainty in model parameters in ground-
water modelling and for sensitivity and risk analysis. The characteristics of FORM are
efficiency and robustness. Regarding efficiency, the proposed FORM method requires
only 5 to 10 runs to converge to the solution with a very good tolerance value. With
compare to other methods (i.e. Monte Carlo simulation or FORM with finite difference
method), the developed FORM method has shown a good efficiency. The results of this
work indicate that the developed FORM method with zonation approach and automatic
differentiation is robust even when applied to three-dimensional groundwater model.
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Generally, the following conclusions could be drawn:
• The developed First Order Reliability Method is a very good tool for uncertainty,
sensitivity and risk analysis of groundwater pollution.
• The use of Automatic Differentiation has promoted the results very much with com-
pare to other methods of differentiation (i.e. finite difference method). This was
validated through a comparison of FORM-ADIFOR with FORM-Finite difference.
• Zonation approach is a good method to reduce the number of random variables,
especially in the case of large numerical models with several input random param-
eters.
• From sensitivity analysis, it was found that the probability of failure is more sen-
sitive to likely changes in hydraulic conductivity rather than in the groundwater
recharge.
• A comparison of the results of probabilistic modelling using the developed FORM
in groundwater flow model and contaminant transport model with the results of
Monte Carlo simulation shows that ADIFOR-FORM gives results consistent with
MC in all cases.
• In the cases of extreme probability values, ADIFOR-FORM is shown to provide a
computational advantage over Monte Carlo since the computational effort in FORM
is independent of the probability values.
• The results of FORM method include sensitivity analysis without any further com-
putations.
• As the coefficient of variation increases, the probability of failure decreases at all
locations. Also the hydraulic conductivity is the most important parameters at all
values of COV.
• First Order Second Moment method (FOSM) as well as (FORM-finite difference)
underestimate the probability of failure in all cases.
• In contrast with Monte Carlo method, which requires a huge number of runs, the
developed FORM method estimates the probability of failure even for small values
of probability.
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Appendix A
First Order Reliability Code
A.1 The Main Code
The main code of the developed First Order Reliability Model (FORM) is written in FOR-
TRAN. This code was developed based on NATAF model (DER KIUREGHIAN & LIU,
1985) and it dials with non-normal correlated random variables as well as non-correlated.
The code handles different probability distributions of input random parameters. Figure
A.1 shows the algorithms of the main code used for reliability modelling.
A.2 Connection Subroutine
The subroutine, which connects the groundwater flow or contaminant transport model
with FORM, can be described as follows. At the first iteration, the mean values of the
random variables were input to the groundwater model and derivative code. Then the out-
put values of the model and derivative code input to the normalisation subroutine. After
normalistaion of variables, FORM model uses the output normalised values of random
variable and starts iterations. The resulted values from FORM model compared with the
values from the previous iterations and then if the error exceeded, new iteration started.
Otherwise, the reliability index and sensitivity analysis obtained.
A.2.1 Correlation Subroutine
This subroutine converts the correlation factors from the physical space to the standard
normal space. The correlation were done based on Nataf’s model. After Der Kiureghian
and Liu (DER KIUREGHIAN & LIU, 1985), the empirical formula which converts the
correlation factors from physical space to standard normal space is:
ρ∗ij = Tij ∗ ρij (A.1)
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Figure A.1: Algorithms of the main FORM
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where:
ρij: The correlation coefficient of random variables xi and xj in the original space
ρ∗ij: The correlation coefficient of random variables xi and xj in the normal transformed
space
T is a transformation factor depends on the marginal distribution and correlation of the
two random variables under consideration.
The computation of T factor depends on the distribution of the two variables to be cor-
related. If both variables are log-normally distributed, the T value can be computed as
follows (DER KIUREGHIAN & LIU, 1985):
T =
ln(1 + ρijΩiΩj)
ρij
√
(1 + Ω2i )ln(1 + Ω
2
j)
(A.2)
where:
Ωi: The coefficient of variation of variable i.
Ωj: The coefficient of variation of variable j.
and all other parameters as defined before.
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Appendix B
Estimation of Recharge
B.1 Introduction
Since the area of study located in a semi-arid zone, recharge from rainfall in the area of
study is the main source of groundwater recharge. There are many methods for estima-
tion of groundwater recharge from rainfall. However, these methods have shown different
limitations and they are associated with specific areas, and under specific conditions.
There is a direct relation between the fluctuation of the groundwater level and the rainfall.
Many studies have been implemented to estimate the groundwater recharge in the area
based on different techniques. Melloul and Bachmat (MELLOUL & BACHMAT, 1975)
have estimated the rainfall in the Gaza Strip based on soil type and rainfall amount. On
the other hand IWACO and WRAP (IWACO & WRAP, 1995) have used the chloride
mass balance in the area for estimation of recharge. However, each method yields a dif-
ferent output as shown in table 4.6 in chapter 4. In this study, two different new methods
have been used: Cumulative Rainfall Departure CRD, and Extended model for Aquifer
Recharge and soil moisture Transport through the unsaturated Hardrock (EARTH). The
results of these two methods were compared with the results obtained by other methods.
B.2 Cumulative Rainfall Departure Method (CRD)
The comparison between rainfall and the groundwater level is the usually used method for
estimation of recharge. Cumulative rainfall departure method depends on the equilibrium
conditions in the aquifer over time. Fluctuations in groundwater level are related to the
departure of rainfall from the mean rainfall of the proceeding time. If this departure
is outside the aquifer (positive), then the groundwater level rises and vice versa. The
advantages of this method are that it requires minimal data and it is simple to implement.
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B.2.1 Groundwater Balance
The groundwater balance equation for any catchment area can be written as:
QRi = Qpi +Qout +∆hiAS (B.1)
where:
A=The catchment area
QRi=The amount of groundwater recharge from rainfall (m3) at time step i
Qouti=The natural outflow of the aquifer (m3) at time step i
∆h=Groundwater level (meters)
Qp=Pumping from the aquifer m3/day
S=Aquifer storativity
If the withdrawal from aquifer Qp is constant, then the aquifer storage ∆hiAS can be
adjusted to accommodate for the balance between QRi and Qouti. This adjustment will be
reflected on the groundwater level in the well. The relationship between the rainfall and
the fluctuations of the groundwater level is presented by the correlation between the CRD
method and groundwater level.
B.2.2 Recharge Calculation by (CRD)
The method of CRD depends mainly on the water balance equation described above.
Hence, the method assumes a relationship between the fluctuation of the groundwater
level and the recharge. Accordingly, for a given control volume with area A, the above
equation (equation B.1) can be re-written as follows:
Qin −Qout = Change in storage
P ∗ A+Qinflow −Qoutflow = ∆h
∆t
S (B.2)
where:
P : The net precipitation which percolates the aquifer.
Qinflow : The lateral groundwater inflow to the area.
Qoutflow : The lateral groundwater outflow from the area.
∆h
∆t
: The change in head in one time step.
S: The specific yield .
And in terms of change in head, the equation can be written as:
Qinflow
S ∗ A −
Qoutflow
S ∗ A +
P
S
=
hi − hi−1
∆t
(B.3)
where:
hi : The groundwater level at time step i.
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hi−1 : The groundwater level at time step i− 1 (in this study, the time step is one month).
Bredenkamp (BREDENKAMP et al., 1995) assumed a linear relationship between the cu-
mulative rainfall departure and the change in water level. The only unknown in the above
equation is the amount of precipitation which percolates the aquifer. The area of study
was divided into 8 sub-zones based on rainfall distribution as shown in figure 4.6 in chap-
ter 4. At each zone and with the help of spreed sheet-Program, the rainfall amount was
plotted along with the measured fluctuations in the groundwater level. To estimate the net
recharge, the calculated value of P based on equation B.3 was plotted on the same figure.
The best fitting between the calculated and the measured groundwater head was obtained
through calibration of specific yield value, lag time, and minimising the root mean square
error. At that point, the value of the net recharge was obtained. The result of the model
are shown in figure B.1 to figure B.8.
B.3 EARTH model
The general equation of the EARTH model (TONDER & XU, 2000) was proposed first by
De Vries, 1974 (DE VRIES, 1974) and can be expressed as follows:
S
dh
dt
= R− h
DR
(B.4)
where:
S=specific yield
dh/dt=change in groundwater head in one time step (one month in this study)
R=recharge
DR=drainage resistance (depends on the land surface)
Applying equation B.4 to the saturated flow, the resulted equation can be written as:
hi = hi−1 − ∆t ∗ hi
DR
+∆t ∗ Ri
S
(B.5)
The groundwater level and rainfall time series were input into the model at each sub-zone
as described in figure 4.5. The calculated groundwater level was figured along with the
measured one. Calibration was carried out till the best fitting between the measured and
calculated head was obtained. Figures B.1 to B.8 show the resulting fitting diagram.
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Figure B.1: CRD and EARTH tting diagrams for Bait Hanon area
Figure B.2: CRD and EARTH tting diagrams for Bait Lahia area
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Figure B.3: CRD and EARTH tting diagrams for Jabalya area
Figure B.4: CRD and EARTH tting diagrams for Gaza area
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Figure B.5: CRD and EARTH tting diagrams for Nussierat area
Figure B.6: CRD and EARTH tting diagrams for Dier Albalah area
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Figure B.7: CRD and EARTH tting diagrams for Khan Yunis area
Figure B.8: CRD and EARTH tting diagrams for Rafah area
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