Abstract. In this paper, we use evaluations of Gauss sums modulo p k to derive expressions that allow us for a given generalized Markoff-Hurwitz equation to determine the number of its solutions over Z/p k Z if the number of solutions over Z/pZ is known. We also calculate the corresponding Poincaré series.
Introduction
Let R be a commutative ring. A Markoff-Hurwitz equation over R is an equation of the type
where b ∈ R \ {0} and n ≥ 3. Markoff [21] used continued fractions to find all integer solutions in the case b = n = 3 and Hurwitz [18] described the set of integer solutions in the general case. For a history of the problem and related references see [5] . Baragar [6] and Silverman [22] studied solutions to a Markoff-Hurwitz equation when R is an order in a number field. Recently [4] we considered the case when R = Z/p k Z, where p is a prime and k is a positive integer. Using an elementary algebraic-combinatorial approach, we obtained expressions that allow us for a given Markoff-Hurwitz equation to find the number of its solutions over Z/p k Z if the number of solutions over Z/pZ is known. Carlitz [9] considered a generalized Markoff-Hurwitz equation
where a 1 , . . . , a n , b ∈ R \ {0}, c ∈ R, over R = GF(q) with odd q. He found the explicit formulas for the number of solutions when n = 3 and when n = 4 (under a certain restriction on the coefficients). Some generalizations of Carlitz's results can be found in [2] and [3] .
In this paper, we study a generalized Markoff-Hurwitz equation in the case when R = Z/qZ, that is, we consider a congruence of the type (1.1)
where n ≥ 3, q > 1 is an integer and a 1 , . . . , a n , b, c are integers satisfying gcd(a 1 · · · a n , q) = 1. Let N q (ā, b, c) denote the number of solutions to (1.1) in x 1 , . . . , x n (mod q). For an integer z and an odd q, let (z/q) denote the generalized 2000 Mathematics Subject Classification. 11D79, 11G25. 
where µ is the Möbius function. Throughout much of this paper we are particularly interested in the congruence
where n ≥ 3, p > 2 is a prime, k is a positive integer, a 1 , . . . , a n , b, c are integers with p a 1 · · · a n . From now on, we assume that p c. The result of Cohen mentioned above yields
if n is even, and
if n is odd. The special case
is due to Jordan [20] (see also [7, Theorem 10.5.1] ). Carlitz [9, Theorem 1] showed that if n = 3 and p b, then
Further, if n = 4 and p | (b 2 c 2 − 16a 1 a 2 a 3 a 4 ) then [9, Theorem 3] yields 
where the integer A is uniquely determined by
In general there is no explicit formula for evaluating N p k (ā, b, c). The aim of this paper is to find expressions that allow us to calculate
Our main results in Section 3 are Theorems 3.1 -3.3, in which we obtain the desired expressions. In Section 4, we combine our expressions with the results of Carlitz mentioned above to determine explicitly N p k (ā, b, c) and N q (ā, b, c) for n = 3 and for n = 4. In Section 5, we compute the corresponding Poincaré series and verify the Q-conjecture of Hayes and Nutt [16] . Poincaré series for more general polynomials are discussed in Section 6.
Throughout this paper, we use the following notation. Let N * p k (ā, b, c) denote the number of solutions to (1.2) with p x 1 · · · x n , and N (0)
For any positive integer q, set ζ q = exp(2πi/q).
Preliminary Lemmas
First we state our earlier result which will be useful in the sequel. We write |A| for the number of elements of a finite set A. Lemma 2.1. Let f ∈ Z[x 1 , . . . , x n ] be a nonzero polynomial, and let k, α 1 , . . . , α n be integers with k ≥ 2 and 0 ≤ α 1 , . . . , α n ≤ [k/2]. For ν ∈ {k − 1, k}, let Aᾱ ,ν be the set of n-tuples (u 1 , . . . , u n ) of integers such that
, and for each j,
Proof. See [4, Lemma 2.1 and Remark 2.2].
Next we recall a few facts about characters. The following lemma gives the orthogonality relation for Dirichlet characters modulo p k .
Lemma 2.2.
For integers x and y with p x,
where the summation is taken over all Dirichlet characters χ modulo p k .
Proof. See [1, Theorem 6.16].
Since
for k ≥ 2, the next lemma is a straightforward consequence of Lemma 2.2.
Then for integers x and y with p x,
Let χ be a Dirichlet character modulo p k . The Gauss sum corresponding to χ is defined by
Gauss sums occur in the Fourier expansion of a primitive character.
Lemma 2.4. Let χ be a primitive Dirichlet character modulo p k . Then for any integer x,
For a Dirichlet character χ modulo p k , define
In the following lemma we express T (χ) in terms of Gauss sums, under a certain restriction on the coefficients. For convenience, we also use the notation η for the Jacobi symbol 
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Lemma 2.5. Let χ be a primitive character modulo p k . Assume that
Proof. Note thatχ 2 is primitive. By Lemma 2.4
Let k ≥ 2, and let ψ be a primitive Dirichlet character modulo p k of order ϕ(p k ) normalized such that
Then every primitive character χ modulo p k has the form χ = ψ j with p j.
Lemma 2.6. Let k ≥ 2. For any integer j with p j,
Lemma 2.7. Let k ≥ 2. For any integer j with p j,
Proof. Observe that η = ψ p k (p−1)/2 . Applying Lemma 2.6, we deduce the asserted result.
6
IOULIA N. BAOULINA Lemma 2.8. Let k ≥ 2 and let j be an integer with p j. Assume that
Proof. Appealing to Lemmas 2.5 and 2.7, we obtain
Note that
Combining these relations with Lemma 2.6 and (2.1) and using the fact that ζ
2 /4 , we deduce the desired result.
Lemma 2.9. Let k ≥ 3 be odd. Then for integers x and y with p k−1 | (x − y) and p x,
Proof. Since p k−1 | (x − y), there exists a positive integer t such that
Thus, for any integer j,
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Hence
and the asserted result follows.
An immediate consequence of Lemmas 2.3, 2.8 and 2.9 is the following.
If kn is odd then
First we show that the difference N (0)
Proof. For ν ∈ {k − 1, k}, letN
p ν (ā, b, c) denote the number of solutions to the congruence (3.1) 
By Lemma 2.1
It is readily seen that for each solution (x 1 , . . . , x n ) to the system of congruences (3.2) with p | x 1 · · · x n we have p | x 1 , . . . , p | x n . But since p c, none of these solutions satisfy (3.1). Therefore,N 
Next we show that in many cases
, p b and k ≤ r + 1.
Proof. For ν ∈ {k − 1, k}, letN * p ν (ā, b, c) denote the number of solutions to the congruence (3.1) in x 1 , . . . , x n (mod p ν ) such that p x 1 · · · x n and (3.2) holds. By Lemma 2.1
Further, when p x 1 · · · x n , the system of congruences (3.2) can be rewritten as
For any integers x 1 , . . . , x n with p x 1 · · · x n for which (3.1) and (3.4) hold simultaneously, we have 
Now assume that
, p b and x 1 , . . . , x n are integers with p x 1 · · · x n satisfying (3.1), (3.4) and (3.5). We have
Multiplying both sides by (n − 2) n a 1 · · · a n ≡ 0 (mod p), we obtain
In view of (3.5),
We can now rewrite (3.6) in the equivalent form We are now ready to determine N p k (ā, b, c) in the case p | b. We obtain immediately from (1.3) and Lemmas 3.1 and 3.2 the following.
By (3.5), this is only possible if
If n is odd then
It remains to calculate the difference N *
If n is odd and k = r + 1 then
If n is odd, r > 0 and b
Proof. For ν ∈ {k − 1, k}, letN * p ν (ā, b, c) denote the number of solutions to the congruence
Further, by Lemma 2.2,
The required expressions now follow from Lemma 2.10.
Appealing to Lemmas 3.1, 3.2 and 3.3, we obtain the following results. and k ≤ r then
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If a1 p
, r > 0 and k > r then
In all other cases and k ≤ r then
, r is odd and k > r then
, r > 0 is even and k > r then
In all other cases
4. Explicit formulas for N p k (ā, b, c) when n = 3 and when n = 4
In this section, we use the expressions obtained in the previous section together with the results of Carlitz [9] to determine explicitly N p k (a) for n = 3 and for n = 4.
Combining (1.4) with Theorem 3.3 leads to the following. 
where the integer A is uniquely determined by (1.7).
Next we evaluate the number N q (ā, b, c) of solutions to (1.1), under a certain restriction on q. If gcd(a 1 · · · a n c, q) = 1 and each prime divisor of q divides b then, by the remark following Theorem 3.1, N q (ā, b, c) = N q (ā, 0, c). Hence by [10, Corollary 2] ,
Using Theorems 4.1 -4.3, we can easily obtain expressions for N q (ā, b, c) in some other cases. 
Poincaré Series
Let f ∈ Z[x 1 , . . . , x n ] be a polynomial and let c k denote the number of solutions to the congruence f (x 1 , . . . , x n ) ≡ 0 (mod p k ). The generating function
is said to be the Poincaré series of f . Borevich and Shafarevich [8, p. 47 ] raised the question of whether P f (t) is always a rational function. Igusa [19] and Denef [12] gave an affirmative answer using completely different methods. Both proofs are nonconstructive and don't show how to express P f (t) as a quotient of two polynomials. There are, however, certain classes of polynomials for which the corresponding Poincaré series can be computed by elementary means. Goldman [13] , [14] derived explicit formulas for the Poincaré series associated with strongly nondegenerate forms and with certain algebraic curves. The case of a diagonal polynomial f (x 1 , . . . , x n ) = a 1 x d1 1 +· · ·+a n x dn n +c, where a 1 , . . . , a n , c ∈ Z, d 1 , . . . , d n ∈ Z + , was treated by Wang [23] (for c = 0 and p a 1 · · · a n ) and Han [17] (for p a 1 · · · a n d 1 · · · d n ), and more recently by Deb [11] (for an arbitrary diagonal polynomial). Recently [4] , we calculated explicitly P f (t) for a Markoff-Hurwitz polynomial f (x 1 , . . . , x n ) = x 2 1 + · · · + x 2 n − bx 1 · · · x n , where b ∈ Z and n ≥ 3. Hayes and Nutt [16] presented a further conjecture: P f (t) can be written as P f (t) = Q 1 (t)/Q 2 (t), where Q 1 (t) and Q 2 (t) are polynomials in Z[t] (possibly with common factors) and Q 2 (t) is a product of polynomials of the form 1 − p m t s with m, s ∈ Z, m ≥ 0, s ≥ 1 and m ≤ ns. They called this assertion the Q-conjecture and proved it in a number of cases. Note that the Q-conjecture holds for the special classes of polynomials mentioned above. Now consider the case f (x 1 , . . . , x n ) = a 1 x 2 1 + · · · + a n x 2 n − bx 1 · · · x n − c, where a 1 , . . . , a n , b, c ∈ Z, n ≥ 3. Assume that p > 2 and p a 1 · · · a n c. Matching up with our previous notation, we have
It is well-known that a power series represents a rational function if and only if the sequence of its coefficients eventually satisfies a linear recurrence relation with constant coefficients. In this case, the denominator is completely determined by the recurrence. The coefficients of the numerator polynomial are determined by the values of the initial terms prior to the recursion. Thus, in view of Corollary 3.1, P f (t) has the form P f (t) = R(t) (1 − p n−1 t)(1 − θp n/2 t) if 2 | n, and b 2 c n−2 = 4(n − 2) n−2 a 1 · · · a n , P f (t) = R(t) (1 − p n−1 t)(1 − p n t 2 ) if 2 n, and b 2 c n−2 = 4(n − 2) n−2 a 1 · · · a n , and P f (t) = R(t) 1 − p n−1 t
