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Abstract
The polyhedral realizations for crystal bases of the integrable highest weight modules of Uq(g)
have been introduced in ([T.Nakashima, J. Algebra, vol.219, no. 2, (1999)]), which describe the
crystal bases as sets of lattice points in the infinite Z-lattice Z∞ given by some system of linear
inequalities, where g is a symmetrizable Kac-Moody Lie algebra. To construct the polyhedral
realization, we need to fix an infinite sequence ι from the indices of the simple roots. If the pair
(ι,λ) (λ: a dominant integral weight) satisfies the ‘ample’ condition then there are some procedure
to calculate the sets of linear inequalities.
In this article, we show that if ι is an adapted sequence (defined in our paper [Y.Kanakubo,
T.Nakashima, arXiv:1904.10919]) then the pair (ι, λ) satisfies the ample condition for any domi-
nant integral weight λ in the case g is a classical Lie algebra. Furthermore, we reveal the explicit
forms of the polyhedral realizations of the crystal bases B(λ) associated with arbitrary adapted se-
quences ι in terms of column tableaux. As an application, we will give a combinatorial description
of the function ε∗i on the crystal base B(∞).
1 Introduction
The invention of crystal bases ([8, 11]) developed the combinatorial study of the quantum group
Uq(g) and its representations, where g is a symmetrizable Kac-Moody Lie algebra with an index set
I = {1, 2, · · · , n}. The crystal bases B(λ) tell us the skeleton structures of the irreducible integrable
highest weight modules V (λ) and are realized via combinatorial objects like as Young tableaux, LS
paths, Laurent monomials, etc..
In [15], the polyhedral realization of crystal base B(∞) for the negative part U−q (g) has been
introduced as an image of ‘Kashiwara embedding’ Ψι : B(∞) ↪→ Z∞ι , where ι is an infinite sequence of
entries in I and Z∞ι = {(· · · , ak, · · · , a2, a1) : ak ∈ Z and ak = 0 for k  0} is an infinite Z-lattice with
certain crystal structure associated with ι. Under the ‘positivity condition’ on ι, a procedure to de-
scribe an explicit form of the image Im(Ψι) is presented. If g is simple and ι = (· · · , iN+1, iN , · · · , i2, i1)
is a sequence such that (iN , · · · , i2, i1) is a reduced word of the longest element in the Weyl group
W then the image Im(Ψι) coincides with a set of lattice points in the string cone associated to the
reduced word (i1, i2 · · · , iN ) [10], which is a polyhedral convex cone [1].
The polyhedral realization for crystal bases B(λ) is introduced as the image of embedding of
crystals Ψλι : B(λ) ↪→ Z∞ι [λ] (see 2.4) and under the ‘ample condition’ on the pair (ι, λ), an algorithm
to calculate Im(Ψλι ) is presented in [14]. In [2], it is proved that Im(Ψ
λ
ι ) is the set of lattice points
in a finite union of rational convex polytopes (Newton-Okounkov convex body). In [3, 4, 14], for the
specific sequence ι = (· · · , 2, 1, n, · · · , 2, 1, n · · · , 2, 1) and simple (or almost all affine) Lie algebras g,
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it is shown that the pair (ι, λ) (λ is any dominant integral weight) satisfies the ample condition and
explicit forms of Im(Ψλι ) are given.
In [6], we considered a condition called ‘adaptedness’ on sequences ι and proved that if ι satisfies
the adaptedness condition then the positivity condition holds in the case g is a classical Lie algebra.
Using the method in [15], we also found explicit forms of polyhedral realizations Im(Ψι) for B(∞)
in terms of column tableaux. One defined a set TabX,ι of column tableaux which lie in (Q∞)∗ and
expressed Im(Ψι) as Im(Ψι) = {a ∈ Z∞|ϕ(a) ≥ 0 for any ϕ ∈ TabX,ι}.
In this article, for classical Lie algebras g, we will prove that if ι satisfies the adaptedness condition
then the pair (ι, λ) is ample for any dominant integral weight λ. One also give explicit forms of
Im(Ψλι ) in terms of column tableaux. More precisely, defining the set TabX,ι[λ] of column tableaux
which describe linear inequalities, we describe the polyhedral realization as
Im(Ψλι ) = {a ∈ Z∞|ϕ(a) ≥ 0 for any ϕ ∈ TabX,ι[λ] ∪ TabX,ι}.
As an application, we get a tableaux description of ε∗i , which is the composition of εi on B(∞) and the
operator ∗ : B(∞)→ B(∞) (see 2.2). As an example, let us consider the case g is of type A2 and ι =
(· · · , 2, 1, 2, 1, 2, 1). We rewrite each element (· · · , a3, a2, a1) in Z∞ as (· · · , a3,2, a3,1, a2,2, a2,1, a1,2, a1,1).
Then ι is adapted and hence the pair (ι, λ) satisfies the ample condition for any dominant integral
weight λ. We get
TabA,ι = { i
A
s |1 ≤ i ≤ 3, s ∈ Z≥1} ∪ { i
j
A
s
|1 ≤ i < j ≤ 3, s ∈ Z≥1},
TabA,ι[λ] = {−x1,1 + 〈λ, h1〉} ∪ { 2
3
A
0
+ 〈λ, h2〉, 1
3
A
0
+ 〈λ, h2〉},
where the tableaux mean
i
A
s = xs,i − xs+1,i−1, i
j
A
s
= xs+1,i − xs+2,i−1 + xs,j − xs+1,j−1,
and each xs,i ∈ (Q∞)∗ is defined as xs,i(· · · , a3,2, a3,1, a2,2, a2,1, a1,2, a1,1) = as,i for s ∈ Z≥1, i ∈ {1, 2}
and xs,i = 0 if i /∈ {1, 2}. Thus
Im(Ψλι ) =
(· · · , a2,2, a2,1, a1,2, a1,1) ∈ Z∞
∣∣∣∣∣∣∣∣
as,i − as+1,i−1 ≥ 0 (1 ≤ i ≤ 3, s ∈ Z≥1),
as+1,i − as+2,i−1 + as,j − as+1,j−1 ≥ 0 (1 ≤ i < j ≤ 3, s ∈ Z≥1),
−a1,1 + 〈λ, h1〉 ≥ 0,
−a1,2 + a1,1 + 〈λ, h2〉 ≥ 0, −a2,1 + 〈λ, h2〉 ≥ 0.
 .
Simplifying the inequalities, we get
Im(Ψλι ) =
{
(· · · , a2,2, a2,1, a1,2, a1,1) ∈ Z∞
∣∣∣∣ a1,2 ≥ a2,1 ≥ 0, a1,1 ≥ 0, am+1,2 = am+2,1 = 0, ∀m ∈ Z≥1〈λ, h1〉 ≥ a1,1, −a1,2 + a1,1 + 〈λ, h2〉 ≥ 0, 〈λ, h2〉 ≥ a2,1.
}
.
The organization of this article is as follows. In Sect.2, after a concise reminder on crystals, we
review the polyhedral realizations for B(∞) and B(λ). In Sect.3, we recall the column tableaux
descriptions of the polyhedral realizations for B(∞), which is shown in our previous article [6]. Sect.4
is devoted to present our main results, which provide a column tableaux descriptions of the polyhedral
realizations for B(λ). In Sect.5, 6, we will prove our main theorem.
Acknowledgements T.N. is supported in part by JSPS KAKENHI Grant Number JP15K04794.
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2 Crystal and its polyhedral realization
Let us recall the definition of crystals [9].
2.1 Notations
We list the notations used in this paper. Let g be a symmetrizable Kac-Moody Lie algebra over Q
with a Cartan subalgebra t, a weight lattice P ⊂ t∗, the set of simple roots {αi : i ∈ I} ⊂ t∗, and
the set of coroots {hi : i ∈ I} ⊂ t, where I = {1, 2, · · · , n} is a finite index set. Let 〈h, λ〉 = λ(h)
be the pairing between t and t∗, and (α, β) be an inner product on t∗ such that (αi, αi) ∈ 2Z≥0 and
〈hi, λ〉 = 2(αi,λ)(αi,αi) for λ ∈ t∗ and A := (〈hi, αj〉)i,j be the associated generalized symmetrizable Cartan
matrix. Let P ∗ = {h ∈ t : 〈h, P 〉 ⊂ Z} and P+ := {λ ∈ P : 〈hi, λ〉 ∈ Z≥0}. We call an element in P+
a dominant integral weight. The quantum algebra Uq(g) is an associative Q(q)-algebra generated by
the ei, fi (i ∈ I), and qh (h ∈ P ∗) satisfying the usual relations. The algebra U−q (g) is the subalgebra
of Uq(g) generated by the fi (i ∈ I).
For the irreducible integrable highest weight module of Uq(g) with the highest weight λ ∈ P+, we
denote it by V (λ) and its crystal base we denote (L(λ), B(λ)). Similarly, for the crystal base of the
algebra U−q (g) we denote (L(∞), B(∞)) (see [7, 8]). For positive integers l and m with l ≤ m, we set
[l,m] := {l, l + 1, · · · ,m− 1,m}.
2.2 Crystals
By the terminology crystal we mean some combinatorial object obtained by abstracting the properties
of crystal bases:
Definition 2.1. A crystal is a set B together with the maps wt : B → P , εi, ϕi : B → Z∪ {−∞} and
e˜i,f˜i : B → B ∪ {0} (i ∈ I) satisfying the following: For b, b′ ∈ B, i, j ∈ I,
(1) ϕi(b) = εi(b) + 〈wt(b), hi〉,
(2) wt(e˜ib) = wt(b) + αi if e˜i(b) ∈ B, wt(f˜ib) = wt(b)− αi if f˜i(b) ∈ B,
(3) εi(e˜i(b)) = εi(b)− 1, ϕi(e˜i(b)) = ϕi(b) + 1 if e˜i(b) ∈ B,
(4) εi(f˜i(b)) = εi(b) + 1, ϕi(f˜i(b)) = ϕi(b)− 1 if f˜i(b) ∈ B,
(5) f˜i(b) = b
′ if and only if b = e˜i(b′),
(6) if ϕi(b) = −∞ then e˜i(b) = f˜i(b) = 0.
We call e˜i,f˜i Kashiwara operators.
Definition 2.2. A strict morphism ψ : B1 → B2 of crystals B1, B2 is a map B1
⊔{0} → B2⊔{0}
satisfying the following conditions: ψ(0) = 0, wt(ψ(b)) = wt(b), εi(ψ(b)) = εi(b), ϕi(ψ(b)) = ϕi(b),
if b ∈ B1, ψ(b) ∈ B2, i ∈ I, and ψ : B1 unionsq {0} −→ B2 unionsq {0} commutes with all e˜i and f˜i, where
e˜i(0) = f˜i(0) = 0. An injective strict morphism is said to be embedding of crystals.
Let (B(∞), {e˜i}, {f˜i}, {εi}, {ϕi}, {wt}) be the crystal structure of B(∞) and ∗ : Uq(g) → Uq(g)
the antiautomorphism such that e∗i = ei, f
∗
i = fi and (q
h)∗ = q−h in [8]. It is known that the map
∗ induces a bijection ∗ : B(∞) → B(∞) satisfying ∗ ◦ ∗ = id. Let B(∞)∗ be the crystal as follows :
B(∞)∗ is equal to B(∞) as sets, and maps are defined as e˜∗i := ∗ ◦ e˜i ◦ ∗, f˜∗i := ∗ ◦ f˜i ◦ ∗, ε∗i := εi ◦ ∗,
ϕ∗i := ϕi ◦ ∗ and wt∗ := wt.
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2.3 Polyhedral Realization of B(∞)
Let us recall the results in [15].
First, we consider the infinite Z-lattice
Z∞ := {(· · · , ak, · · · , a2, a1) : ak ∈ Z and ak = 0 for k  0}
and denote by Z∞≥0 ⊂ Z∞ the subsemigroup of nonnegative sequences. For the rest of this section, we
fix an infinite sequence of indices ι = · · · , ik, · · · , i2, i1 from I such that
ik 6= ik+1 and ]{k : ik = i} =∞ for any i ∈ I. (2.1)
We can define a crystal structure on Z∞ associated with ι and denote it by Z∞ι ([15, 2.4]).
Proposition 2.3 ([9], See also [15]). There is a unique strict embedding of crystals (called Kashiwara
embedding)
Ψι : B(∞) ↪→ Z∞≥0 ⊂ Z∞ι , (2.2)
such that Ψι(u∞) = (· · · , 0, · · · , 0, 0), where u∞ ∈ B(∞) is the vector corresponding to 1 ∈ U−q (g).
Definition 2.4. The image ImΨι(∼= B(∞)) is called a polyhedral realization of B(∞).
Let us consider the infinite dimensional vector space
Q∞ := {a = (· · · , ak, · · · , a2, a1) : ak ∈ Q and ak = 0 for k  0},
and its dual space (Q∞)∗ := Hom(Q∞,Q). Let xk ∈ (Q∞)∗ be the linear function defined as
xk((· · · , ak, · · · , a2, a1)) := ak for k ∈ Z≥1. We will also write a linear form ϕ ∈ (Q∞)∗ as ϕ =∑
k≥1 ϕkxk (ϕj ∈ Q).
For the fixed infinite sequence ι = (ik)k∈Z≥1 and k ≥ 1 we set k(+) := min{l : l > k and ik = il}
and k(−) := max{l : l < k and ik = il} if it exists, or k(−) = 0 otherwise. We set β0 = 0 and
βk := xk +
∑
k<j<k(+)
〈hik , αij 〉xj + xk(+) ∈ (Q∞)∗ (k ≥ 1). (2.3)
We define the piecewise-linear operator Sk = Sk,ι on (Q∞)∗ as
Sk(ϕ) :=
{
ϕ− ϕkβk if ϕk > 0,
ϕ− ϕkβk(−) if ϕk ≤ 0.
(2.4)
We set
Ξι := {Sjl · · ·Sj2Sj1xj0 | l ≥ 0, j0, j1, · · · , jl ≥ 1}, (2.5)
Σι := {x ∈ Z∞ ⊂ Q∞ |ϕ(x) ≥ 0 for any ϕ ∈ Ξι}. (2.6)
We impose on ι the following positivity condition:
if k(−) = 0 then ϕk ≥ 0 for any ϕ =
∑
k ϕkxk ∈ Ξι. (2.7)
Theorem 2.5 ([15]). Let ι be a sequence of indices satisfying (2.1) and (2.7). Then it holds Im(Ψι) =
Σι.
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2.4 Polyhedral Realization of B(λ)
For λ ∈ P+, let B(λ) be the crystal base of the irreducible integrable highest weight module V (λ)
with the highest weight vector uλ. We fix an infinite sequence of indices ι = (· · · , ik, · · · , i2, i1) from
I satisfying (2.1). For λ ∈ P+, let Z∞ι [λ] be the crystal whose underlying set is Z∞ and whose crystal
structure associated with ι is defined as in Sect.4.1 of [14].
Theorem 2.6. [14] There exists the unique strict embedding of crystals
Ψ(λ)ι : B(λ) ↪→ Z∞ι [λ]
such that Ψ
(λ)
ι (uλ) = (· · · , 0, 0, 0).
Definition 2.7. The image ImΨ
(λ)
ι (∼= B(λ)) is called a polyhedral realization of B(λ).
Let β
(±)
k be a linear functions given by β
(+)
k = βk and
β
(−)
k =
{
xk(−) +
∑
k(−)<j<k〈hik , αij 〉xj + xk if k(−) > 0,
−〈hik , λ〉+
∑
1≤j<k〈hik , αij 〉xj + xk if k(−) = 0.
(2.8)
Note that β
(−)
k = βk(−) if k
(−) > 0.
Using this notation, for each k ∈ Z≥1, we define an operator Ŝk = Ŝk,ι as follows: For a linear
function ϕ = c+
∑
k≥1 ϕkxk (c, ϕk ∈ Q), we set
Ŝk(ϕ) :=
{
ϕ− ϕkβ(+)k if ϕk > 0,
ϕ− ϕkβ(−)k if ϕk ≤ 0.
(2.9)
One can easily check (Ŝk)
2 = Ŝk. For i ∈ I, we also set
λ(i) := 〈hi, λ〉 −
∑
1≤j<ι(i)
〈hi, αij 〉xj − xι(i) , (2.10)
where ι(i) := min{k ∈ Z≥1|ik = i}. For ι and a dominant integral weight λ, let Ξι[λ] be the set of all
linear functions generated by applying Ŝk on the functions xj (j ≥ 1) and λ(i) (i ∈ I), namely,
Ξι[λ] := {Ŝjl · · · Ŝj1xj0 |l ∈ Z≥0, j0, · · · , jl ∈ Z≥1}
∪{Ŝjk · · · Ŝj1λ(i)|k ∈ Z≥0, i ∈ I, j1, · · · , jk ∈ Z≥1}.
(2.11)
Now we set
Σι[λ] := {x ∈ Z∞ι [λ]|ϕ(x) ≥ 0 for any ϕ ∈ Ξι[λ]}. (2.12)
Definition 2.8. We say the pair (ι, λ) is ample if 0 := (· · · , 0, 0, 0) ∈ Σι[λ].
Theorem 2.9. [14] We suppose that (ι, λ) is ample. Let Ψ
(λ)
ι : B(λ) ↪→ Z∞ι [λ] be the embedding as
in Theorem 2.6. Then the image Im(Ψ
(λ)
ι )(∼= B(λ)) is equal to Σι[λ].
Example 2.10. Let g be of type A2, ι = (· · · , 2, 1, 2, 1, 2, 1) and λ ∈ P+. It follows
1− = 2− = 0, k− > 0 (k > 2).
We rewrite a vector (· · · , x6, x5, x4, x3, x2, x1) as
(· · · , x3,2, x3,1, x2,2, x2,1, x1,2, x1,1),
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that is, x2l−1 = xl,1, x2l = xl,2 for l ∈ Z≥1. Similarly, we rewrite S2l−1 = Sl,1, S2l = Sl,2. For
k ∈ Z≥1, the action of the operators are the following:
xk,1
Ŝk,1
 xk,2 − xk+1,1
Ŝk,2
 −xk+1,2,
Ŝk+1,1 Ŝk+1,2
xk,2
Ŝk,2
 xk+1,1 − xk+1,2
Ŝk+1,1
 −xk+2,1,
Ŝk+1,2 Ŝk+2,1
and other actions are trivial. Thus we obtain
{Ŝjl · · · Ŝj1xj0 |l ∈ Z≥0, j0, · · · , jl ∈ Z≥1} = {xk,1, xk,2−xk+1,1, −xk+1,2, xk,2, xk+1,1−xk+1,2,−xk+2,1|k ≥ 1}.
The definition (2.10) of λ(i) means that λ(1) = 〈h1, λ〉 − x1,1 and λ(2) = 〈h2, λ〉+ x1,1 − x1,2. We also
obtain
λ(1)
Ŝ1,1−→ 0, λ(2) Ŝ1,2−→ 0, λ(2) Ŝ1,1−→ 〈h2, λ〉 − x2,1 Ŝ2,1−→ λ(2),
which means that
{Ŝjk · · · Ŝj1λ(1)|k ∈ Z≥0, j1, · · · , jk ∈ Z≥1} = {0, λ(1)},
{Ŝjk · · · Ŝj1λ(2)|k ∈ Z≥0, j1, · · · , jk ∈ Z≥1} = {0, λ(2), 〈h2, λ〉 − x2,1}.
Thus,
Ξι[λ] = {xk,1, xk,2−xk+1,1, −xk+1,2, xk,2, xk+1,1−xk+1,2,−xk+2,1|k ≥ 1}∪{0, λ(1), λ(2), 〈h2, λ〉−x2,1}
and it is easy to see 0 ∈ Σι[λ]. Hence (ι, λ) is ample and Ξι[λ] = Im(Ψ(λ)ι ). For x = (· · · , x3,2, x3,1, x2,2, x2,1, x1,2, x1,1) ∈
Im(Ψ
(λ)
ι ), combining the inequalities xk,1 ≥ 0, −xk+2,1 ≥ 0 (k ≥ 1) in Σι[λ], we obtain xk,1 = 0
(k ≥ 3). Similarly, by xk,2 ≥ 0, −xk+1,2 ≥ 0 (k ≥ 1), we get xk,2 = 0 (k ≥ 2). Hence, we obtain
Im(Ψ(λ)ι ) = Σι[λ] =
x ∈ Z∞ι
∣∣∣∣∣∣
xk+1,1 = xk,2 = 0 for k ∈ Z≥2,
x1,2 ≥ x2,1 ≥ 0, x1,1 ≥ 0, 〈h1, λ〉 ≥ x1,1,
〈h2, λ〉 ≥ x1,2 − x1,1, 〈h2, λ〉 ≥ x2,1
 .
Example 2.11. [14] Let g be of type A3, ι = (· · · , 2, 1, 2, 3, 2, 1) and λ ∈ P+ such that 〈h2, λ〉 > 0.
We obtain
x1
Ŝ1→ −x5 + x4 + x2 Ŝ2→ −x5 + x3 Ŝ5→ −x4 + x3 − x2 + x1 Ŝ2→ −x4 + x3 − 〈h2, λ〉.
Thus ϕ := −x4 + x3 − 〈h2, λ〉 ∈ Ξι[λ], ϕ(0) = −〈h2, λ〉 < 0 and (ι, λ) is not ample.
2.5 Strict positivity condition
Let ξ(i) (i ∈ I) be the linear function on Q∞ defined by
ξ(i) := −
∑
1≤j<ι(i)
〈hi, αij 〉xj − xι(i) . (2.13)
Note that for any λ ∈ P+, it follows ξ(i) = −〈hi, λ〉+ λ(i). We define the set of linear forms
Ξ(i)ι := {Ŝjl · · · Ŝj1ξ(i)|l ≥ 0, j1, · · · , jl ≥ 1}, (2.14)
and Ξ
(∞)
ι := Ξι in (2.5).
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Definition 2.12. [14] We say ι satisfies the strict positivity condition if the following condition holds:
if k(−) = 0 then ϕk ≥ 0 for any ϕ =
∑
k
ϕkxk ∈ (
∑
j∈I∪{∞}
Ξ(j)ι ) \ {ξ(i)|i ∈ I}.
Theorem 2.13. [14] Let ι be a sequence of indices satisfying (2.1) and the strict positivity condition,
and λ be a dominant integral weight. Then for i ∈ I and x ∈ Σι, we get
ε∗i (x) = max{−ϕ(x)|ϕ ∈ Ξ(i)ι }. (2.15)
2.6 Infinite sequences adapted to A
Definition 2.14. [6] Let A = (ai,j) be the generalized symmetrizable Cartan matrix of g and ι a
sequence of indices satisfying (2.1). If ι satisfies the following condition then we say ι is adapted to A
: For i, j ∈ I with i 6= j and ai,j 6= 0, the subsequence of ι consisting of all i, j is
(· · · , i, j, i, j, i, j, i, j) or (· · · , j, i, j, i, j, i, j, i).
If the Cartan matrix is fixed then the sequence ι is shortly said to be adapted.
Example 2.15. We consider the case g is of type A3, ι = (· · · , 2, 1, 3, 2, 1, 3, 2, 1, 3).
• The subsequence consisting of 1, 2 is (· · · , 2, 1, 2, 1, 2, 1).
• The subsequence consisting of 2, 3 is (· · · , 2, 3, 2, 3, 2, 3).
• Since a1,3 = 0 we do not need consider the pair 1, 3.
Hence ι is an adapted sequence.
Example 2.16. We consider the case g is of type A3, ι = (· · · , 2, 1, 2, 3, 2, 1). The subsequence
consisting of 1, 2 is (· · · , 2, 1, 2, 2, 1). Thus ι is not an adapted sequence.
3 Tableaux descriptions of Polyhedral realizations of B(∞)
In this section, we take g as a finite dimensional simple Lie algebra of type An, Bn, Cn or Dn. In the
rest of article, we follow Kac’s notation [5] and suppose that ι = (· · · , i3, i2, i1) satisfies (2.1) and is
adapted to the Cartan matrix A of g. Let (pi,j)i 6=j, ai,j 6=0 be the set of integers such that
pi,j =
{
1 if the subsequence of ι consisting of i, j is (· · · , j, i, j, i, j, i),
0 if the subsequence of ι consisting of i, j is (· · · , i, j, i, j, i, j). (3.1)
For k (2 ≤ k ≤ n), we set
P (k) :=
{
p2,1 + p3,2 + · · ·+ pn−2,n−3 + pn,n−2 if k = n and g is of type Dn,
p2,1 + p3,2 + p4,3 + · · ·+ pk,k−1 if otherwise
(3.2)
and P (0) = P (1) = P (n+ 1) = 0. Since each pi,j is in {0, 1}, it holds for k, l ∈ I such that k ≥ l.
P (k) ≥ P (l), (3.3)
(k − l) + P (l) ≥ P (k), (3.4)
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except for the case g is of type Dn, k = n and l = n− 1.
For k ∈ Z≥1, we rewrite xk, βk and Sk in 2.3 as
xk = xs,j , Sk = Ss,j , βk = βs,j (3.5)
if ik = j and j is appearing s times in ik, ik−1, · · · , i1. For example, if ι = (· · · , 2, 1, 3, 2, 1, 3, 2, 1, 3)
then we rewrite (· · · , x6, x5, x4, x3, x2, x1) = (· · · , x2,2, x2,1, x2,3, x1,2, x1,1, x1,3). We will use the both
notation xk and xs,j .
Definition 3.1. Let us define the (partial) ordered sets JA, JB, JC and JD as follows:
• JA := {1, 2, · · · , n, n+ 1} with the order 1 < 2 < · · · < n < n+ 1.
• JB = JC := {1, 2, · · · , n, n, · · · , 2, 1} with the order
1 < 2 < · · · < n < n < · · · < 2 < 1.
• JD := {1, 2, · · · , n, n, · · · , 2, 1} with the partial order
1 < 2 < · · · < n− 1 < nn < n− 1 < · · · < 2 < 1.
For j ∈ {1, 2, · · · , n}, we set |j| = |j| = j.
Definition 3.2. [6]
(i) For j ∈ [1, n+ 1] and s ∈ Z, we set
j
A
s
:= xs+P (j),j − xs+P (j−1)+1,j−1 ∈ (Q∞)∗,
where xm,0 = xm,n+1 = 0 for m ∈ Z, and xm,i = 0 for m ∈ Z≤0 and i ∈ I.
(ii) For j ∈ [1, n] and s ∈ Z, we set
j
B
s
:= xs+P (j),j − xs+P (j−1)+1,j−1 ∈ (Q∞)∗,
j
B
s
:= xs+P (j−1)+n−j+1,j−1 − xs+P (j)+n−j+1,j ∈ (Q∞)∗,
where xm,0 = 0 for m ∈ Z, and xm,i = 0 for m ∈ Z≤0 and i ∈ I.
(iii) For j ∈ [1, n− 1] and s ∈ Z, we set
j
C
s
:= xs+P (j),j − xs+P (j−1)+1,j−1, n Cs := 2xs+P (n),n − xs+P (n−1)+1,n−1 ∈ (Q∞)∗,
n
C
s
:= xs+P (n−1)+1,n−1−2xs+P (n)+1,n, j
C
s
:= xs+P (j−1)+n−j+1,j−1−xs+P (j)+n−j+1,j ∈ (Q∞)∗,
n+ 1
C
s
:= xs+P (n),n ∈ (Q∞)∗,
where xm,0 = 0 for m ∈ Z, and xm,i = 0 for m ∈ Z≤0 and i ∈ I.
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(iv) For s ∈ Z, we set
j
D
s
:= xs+P (j),j − xs+P (j−1)+1,j−1 ∈ (Q∞)∗, (1 ≤ j ≤ n− 2, j = n),
n− 1 D
s
:= xs+P (n−1),n−1 + xs+P (n),n − xs+P (n−2)+1,n−2 ∈ (Q∞)∗,
n
D
s
:= xs+P (n−1),n−1 − xs+P (n)+1,n ∈ (Q∞)∗,
n− 1
D
s
:= xs+P (n−2)+1,n−2 − xs+P (n−1)+1,n−1 − xs+P (n)+1,n ∈ (Q∞)∗,
j
D
s
:= xs+P (j−1)+n−j,j−1 − xs+P (j)+n−j,j ∈ (Q∞)∗, (1 ≤ j ≤ n− 2),
n+ 1
D
s
:= xs+P (n),n ∈ (Q∞)∗,
where xm,0 = 0 for m ∈ Z, and xm,i = 0 for m ∈ Z≤0 and i ∈ I.
Lemma 3.3. [6]
(i) In the case g is of type A, the boxes j
A
s
satisfy the following:
j + 1
A
s
= j
A
s
− βs+P (j),j (1 ≤ j ≤ n, s ≥ 1− P (j)). (3.6)
(ii) In the case g is of type B, the boxes j
B
s
satisfy the following:
j + 1
B
s
= j
B
s
− βs+P (j),j (1 ≤ j ≤ n− 1, s ≥ 1− P (j)), (3.7)
n
B
s
= n
B
s
− βs+P (n),n (s ≥ 1− P (n)), (3.8)
j − 1
B
s
= j
B
s
− βs+P (j−1)+n−j+1,j−1 (2 ≤ j ≤ n, s ≥ j − P (j − 1)− n). (3.9)
(iii) In the case g is of type C, the boxes j
C
s
satisfy the following:
j + 1
C
s
= j
C
s
− βs+P (j),j (1 ≤ j ≤ n− 1, s ≥ 1− P (j)), (3.10)
n
C
s
= n
C
s
− 2βs+P (n),n (s ≥ 1− P (n)), (3.11)
j − 1
C
s
= j
C
s
− βs+P (j−1)+n−j+1,j−1 (2 ≤ j ≤ n, s ≥ j − P (j − 1)− n),(3.12)
n+ 1
C
l+1
+ n
C
l
= n+ 1
C
l
− βl+P (n),n (l ≥ 1− P (n)). (3.13)
(iv) In the case g is of type D, the boxes j
D
s
satisfy the following:
j + 1
D
s
= j
D
s
− βs+P (j),j (1 ≤ j ≤ n− 1, s ≥ 1− P (j)), (3.14)
n
D
s
= n− 1 D
s
− βs+P (n),n (s ≥ 1− P (n)), (3.15)
n− 1
D
s
= n
D
s
− βs+P (n),n (s ≥ 1− P (n)), (3.16)
j − 1
D
s
= j
D
s
− βs+P (j−1)+n−j,j−1 (2 ≤ j ≤ n, s ≥ 1 + j − P (j − 1)− n), (3.17)
n+ 1
D
l+2
+ n
D
l+1
+ n− 1
D
l
= n+ 1
D
l
− βl+P (n),n (l ≥ 1− P (n)). (3.18)
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Definition 3.4. [6]
(i) For X = A, B, C or D, we set
j1
j2
...
jk−1
jk
X
s
:= jk
X
s
+ jk−1
X
s+1
+ · · ·+ j2
X
s+k−2 + j1
X
s+k−1 ∈ (Q
∞)∗.
(ii) For X = A, B,
TabX,ι := { j1
j2
...
jk
X
s
|k ∈ I, ji ∈ JX, s ≥ 1− P (k), (∗)Xk },
(∗)Ak : 1 ≤ j1 < j2 < · · · < jk ≤ n+ 1,
(∗)Bk :
{
1 ≤ j1 < j2 < · · · < jk ≤ 1 for k < n,
1 ≤ j1 < j2 < · · · < jn ≤ 1, |jl| 6= |jm| (l 6= m) for k = n.
TabC,ι := { j1
j2
...
jk
C
s
|
j1 ∈ JC ∪ {n+ 1}, j2, · · · , jk ∈ JC,
if j1 6= n+ 1 then k ∈ [1, n− 1] and 1 ≤ j1 < j2 < · · · < jk ≤ 1, s ≥ 1− P (k),
if j1 = n+ 1 then k ∈ [1, n+ 1], n ≤ j2 < · · · < jk ≤ 1, s ≥ 1− P (n).
}
TabD,ι := { j1
j2
...
jk
D
s
|
j1 ∈ JD ∪ {n+ 1}, j2, · · · , jk ∈ JD,
if j1 6= n+ 1 then k ∈ [1, n− 2] and j1  j2  · · ·  jk, s ≥ 1− P (k),
if j1 = n+ 1 and k is even then k ∈ [1, n+ 1], n ≤ j2 < · · · < jk ≤ 1, s ≥ 1− P (n− 1),
if j1 = n+ 1 and k is odd then k ∈ [1, n+ 1], n ≤ j2 < · · · < jk ≤ 1, s ≥ 1− P (n).
}
Remark 3.5. Similar notations to Definition 3.2 and 3.4 (i) can be found in [12, 13].
Theorem 3.6. [6] For X = A, B, C or D, we suppose that ι is adapted to the Cartan matrix of type
X. Then
Ξι = TabX,ι.
Theorem 3.7. [6] In the setting of Theorem 3.6, ι satisfies the positivity condition.
Corollary 3.8. [6] In the setting of Theorem 3.6, we have
Im(Ψι) = {x ∈ Z∞ι |ϕ(x) ≥ 0, for all ϕ ∈ TabnX,ι, xm,i = 0 for m > n, i ∈ I},
where TabnX,ι := { j1...
jk
X
s
∈ TabX,ι|s ≤ n}.
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4 Tableaux descriptions of Polyhedral realizations of B(λ)
We take g as a finite dimensional simple Lie algebra of type An, Bn, Cn or Dn and suppose ι =
(· · · , i3, i2, i1) satisfies (2.1) and is adapted to the Cartan matrix A of g. We denote each tableau
j1
...
jl
X
s
by [j1, · · · , jl]Xs .
We consider the following two conditions on k ∈ I:
(1) k < n and ι(k) > ι(k+1), (2) k > 1 and ι(k) > ι(k−1). (4.1)
Definition 4.1. For k ∈ I, we set
TabA,ι,k[λ] :=
{−x1,k + 〈λ, hk〉} if (1), (2) do not hold,
{ t A
1−P (k+1) + 〈λ, hk〉|t ∈ JA, k + 1 ≤ t ≤ n+ 1} if only (1) holds,
{[j1, · · · , jk−1, k + 1, · · · , n, n+ 1]A−P (k−1)−n+k + 〈λ, hk〉|
1 ≤ j1 < · · ·
< jk−1 ≤ k, ji ∈ JA
} if only (2) holds,
{[j1, · · · , jk]A−P (k−1) + 〈λ, hk〉|ji ∈ JA, 1 ≤ j1 < · · · < jk ≤ n+ 1, jk > k} if both (1) and (2) hold.
For k ∈ {1, · · · , n− 1},
TabB,ι,k[λ] :=

{−x1,k + 〈λ, hk〉} if (1), (2) do not hold,
{ t B
1−P (k+1) + 〈λ, hk〉|t ∈ JB, k + 1 ≤ t ≤ 1} if only (1) holds,
{ t B−P (k−1)−n+k + 〈λ, hk〉|t ∈ JB, k ≤ t ≤ 1} if only (2) holds,
{ [j1, · · · , jk]
B
−P (k−1)
+〈λ, hk〉
| j1 < · · · < jk,
jk > k, ji ∈ JB
} if both (1) and (2) hold,
TabB,ι,n[λ] :=

{−x1,n + 〈λ, hn〉} if ι(n) < ι(n−1),
{[j1, · · · , jn]B−P (n−1) + 〈λ, hn〉|
j1 < · · · < jn,
jn > n, ji ∈ JB
|jl| 6= |jm| if l 6= m
} if ι(n) > ι(n−1).
For k ∈ {1, · · · , n− 1},
TabC,ι,k[λ] :=

{−x1,k + 〈λ, hk〉} if (1), (2) do not hold,
{ t C
1−P (k+1) + 〈λ, hk〉|t ∈ JC, k + 1 ≤ t ≤ 1} if only (1) holds,
{ t C−P (k−1)−n+k + 〈λ, hk〉|t ∈ JC, k ≤ t ≤ 1} if only (2) holds,
{ [j1, · · · , jk]
C
−P (k−1)
+〈λ, hk〉
| j1 < · · · < jk,
jk > k, ji ∈ JC
} if both (1) and (2) hold,
TabC,ι,n[λ] :=

{−x1,n + 〈λ, hn〉} if ι(n) < ι(n−1),
{[n+ 1, j2, · · · , js]C−P (n−1) + 〈λ, hn〉|
2 ≤ s ≤ n+ 1,
n ≤ j2 < · · ·
· · · < js ≤ 1, ji ∈ JC
} if ι(n) > ι(n−1).
11
For k ∈ {1, 2, · · · , n− 3}, we set
TabD,ι,k[λ] :=

{−x1,k + 〈λ, hk〉} if (1), (2) do not hold,
{ t D
1−P (k+1) + 〈λ, hk〉|t ∈ JD, k + 1 ≤ t ≤ 1} if only (1) holds,
{ t D
1−P (k−1)−n+k + 〈λ, hk〉|t ∈ JD, k ≤ t ≤ 1} if only (2) holds
{[j1, · · · , jk]D−P (k−1) + 〈λ, hk〉|
ji ∈ JD, k < jk,
j1  · · ·  jk
} if both (1) and (2) hold.
For t ∈ {n− 3, n− 1, n}, we consider the following conditions:
Ct : ι
(t) < ι(n−2) holds, Ct : ι(t) > ι(n−2) holds.
TabD,ι,n−2[λ] :=
{−x1,n−2 + 〈λ, hn−2〉} if Cn−3, Cn−1, Cn,
{−x1,n−2 + x1,n−1 + 〈λ, hn−2〉, −x2,n−1 + 〈λ, hn−2〉} if Cn−3, Cn−1, Cn,
{−x1,n−2 + x1,n + 〈λ, hn−2〉, −x2,n + 〈λ, hn−2〉} if Cn−3, Cn−1, Cn,
{ t D−1−P (n−3) + 〈λ, hn−2〉|t ∈ JD, n− 2 ≤ t ≤ 1} if Cn−3, Cn−1, Cn,
{ t D−P (n−2) + 〈λ, hn−2〉|t ∈ JD, n− 1 ≤ t ≤ 1, } if Cn−3, Cn−1, Cn,[n+ 1, j2, · · · , js]D−1−P (n−2) + 〈λ, hn−2〉
∣∣∣∣∣∣∣
3 ≤ s ≤ n+ 1, s is odd,
if s = 3 then j3 ≥ n− 2,
n ≤ j2 < · · · < js ≤ 1 in JD
 if Cn−3, Cn−1, Cn,[n+ 1, j2, · · · , js]D−1−P (n−2) + 〈λ, hn−2〉
∣∣∣∣∣∣∣
2 ≤ s ≤ n+ 1, s is even,
if s = 2 then j2 ≥ n− 2,
n ≤ j2 < · · · < js ≤ 1 in JD
 if Cn−3, Cn−1, Cn,[j1, · · · , jn−2]D−P (n−3) + 〈λ, hn−2〉
∣∣∣∣∣∣∣
j1, · · · , jn−2 ∈ JD,
j1  · · ·  jn−2,
jn−2 ≥ n− 1,
 if Cn−3, Cn−1, Cn,
TabD,ι,n−1[λ] :=

{−x1,n−1 + 〈λ, hn−1〉} if Cn−1,[n+ 1, j2, · · · , js]
D
−P (n−2) + 〈λ, hn−1〉
∣∣∣∣∣∣∣∣∣
2 ≤ s ≤ n+ 1, s is even,
j2, · · · , js ∈ JD,
n ≤ j2 < · · · < js ≤ 1,
if s = 2 then j2 ≥ n− 1
 if Cn−1,
TabD,ι,n[λ] :=

{−x1,n + 〈λ, hn〉} if Cn,[n+ 1, j2, · · · , js]D−P (n−2) + 〈λ, hn〉
∣∣∣∣∣∣∣
3 ≤ s ≤ n+ 1, s is odd,
j2, · · · , js ∈ JD,
n ≤ j2 < · · · < js ≤ 1
 if Cn.
For X = A,B,C or D, we set
TabX,ι[λ] :=
(⋃
k∈I
TabX,ι,k[λ]
)
∪ {0}.
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Theorem 4.2. Let g be of type X = A,B,C or D and λ ∈ P+. If ι is adapted to the Cartan matrix
of g then the pair (ι,λ) satisfies the ample condition and we have
Ξι[λ] = TabX,ι[λ] ∪ TabX,ι.
The following corollary follows from Theorem 2.9, Corollary 3.8 and Theorem 4.2.
Corollary 4.3. In the setting of Theorem 4.2, we get
Im(Ψ(λ)ι ) = {x ∈ Z∞ι [λ]|ϕ(x) ≥ 0,∀ϕ ∈ TabX,ι[λ] ∪ TabnX,ι, xm,i = 0 (∀i ∈ I,m > n)}.
Example 4.4. Let g be the Lie algebra of type A3 and ι = (· · · , 3, 1, 2, 3, 1, 2). The sequence ι is
adapted to the Cartan matrix of type A3. We obtain p2,1 = 1, p3,2 = 0, P (2) = P (3) = 1 and
Tab3A,ι = { j
A
s
|1 ≤ s ≤ 3, j ∈ [1, 4]} ∪
{
[i, j]As
∣∣∣∣ 0 ≤ s ≤ 3,1 ≤ i < j ≤ 4.
}
∪
{
[i, j, k]As
∣∣∣∣ 0 ≤ s ≤ 3,1 ≤ i < j < k ≤ 4.
}
= {xs,1, xs+1,2 − xs+1,1, xs+1,3 − xs+2,2, −xs+2,3|1 ≤ s ≤ 3}
∪ {xs+1,2, xs+1,3 − xs+2,2 + xs+1,1, xs+1,1 − xs+2,3, xs+1,3 − xs+2,1,
xs+2,2 − xs+2,1 − xs+2,3, −xs+3,2|0 ≤ s ≤ 3}
∪ {xs+1,3, xs+2,2 − xs+2,3, xs+2,1 − xs+3,2, −xs+3,1|0 ≤ s ≤ 3}.
Since ι(1) = 2, ι(2) = 1, ι(3) = 3, we get
TabA,ι,2[λ] = {−x1,2 + λ2},
and
TabA,ι,1[λ] = { 2
A
0
+ λ1, 3
A
0
+ λ1, 4
A
0
+ λ1}
= {x1,2 − x1,1 + λ1, x1,3 − x2,2 + λ1, −x2,3 + λ1},
TabA,ι,3[λ] = {[1, 2, 4]A−1 + λ3, [1, 3, 4]A−1 + λ3, [2, 3, 4]A−1 + λ3}
= {x1,2 − x1,3 + λ3, x1,1 − x2,2 + λ3, −x2,1 + λ3},
where we put λk := 〈λ, hk〉 (k = 1, 2, 3). We get
Im(Ψ(λ)ι ) = {x ∈ Z∞ι |xm,i = 0 (m ∈ Z≥4, i ∈ I), ϕ(x) ≥ 0, ∀ϕ ∈ Tab3A,ι∪TabA,ι,1[λ]∪TabA,ι,2[λ]∪TabA,ι,3[λ]}.
For x = (· · · , x2,3, x2,1, x2,2, x1,3, x1,1, x1,2) ∈ Im(Ψι), combining inequalities xs,1 ≥ 0 (1 ≤ s ≤ 3),
−xs+3,1 ≥ 0 (0 ≤ s ≤ 3) in TabA,ι, we obtain x3,1 = 0. Similarly, by xs+1,2 ≥ 0, −xs+3,2 ≥ 0
(0 ≤ s ≤ 3), we get x3,2 = 0. We also get x3,3 = 0. Hence, simplifying the inequalities, we obtain
Im(Ψ(λ)ι ) =
x ∈ Z∞ι
∣∣∣∣∣∣∣∣
xs,1 = xs,2 = xs,3 = 0 for s ∈ Z≥3, x2,2 − x2,1 ≥ x2,3 ≥ 0,
x1,3 − x2,2 + x1,1 ≥ 0, x1,1 ≥ x2,3 ≥ 0, x1,3 ≥ x2,1 ≥ 0, x1,2 ≥ 0,
λ2 ≥ x1,2, λ1 ≥ x1,1 − x1,2, λ1 ≥ x2,2 − x1,3, λ1 ≥ x2,3,
λ3 ≥ x1,3 − x1,2, λ3 ≥ x2,2 − x1,1, λ3 ≥ x2,1
 .
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Example 4.5. Let g be the Lie algebra of type C3 and ι = (· · · , 3, 1, 2, 3, 1, 2). The sequence ι is
adapted to the Cartan matrix of type C3. We get p2,1 = 1, p3,2 = 0, P (2) = P (3) = 1 and
Tab3C,ι = { j
C
s
|1 ≤ s ≤ 3, 1 ≤ j ≤ 1} ∪ { i
j
C
s
| 0 ≤ s ≤ 3,
1 ≤ i < j ≤ 1. } ∪ {
4
j2
...
jk
C
s
| 0 ≤ s ≤ 3,
k ∈ [1, 4], 3 ≤ j2 < · · · < jk ≤ 1. }
= {xs,1, xs+1,2 − xs+1,1, 2xs+1,3 − xs+2,2, xs+2,2 − 2xs+2,3, xs+2,1 − xs+3,2, −xs+3,1|1 ≤ s ≤ 3}
∪ {xs+1,2, 2xs+1,3 − xs+2,2 + xs+1,1, xs+1,1 + xs+2,2 − 2xs+2,3, xs+1,1 + xs+2,1 − xs+3,2,
xs+1,1 − xs+3,1, 2xs+1,3 − xs+2,1, 2xs+2,2 − xs+2,1 − 2xs+2,3, xs+2,2 − xs+3,2, xs+2,2 − xs+2,1 − xs+3,1,
2xs+2,3 − 2xs+3,2 + xs+2,1, 2xs+2,3 − xs+3,2 − xs+3,1, xs+2,1 − 2xs+3,3, (4.2)
xs+3,2 − 2xs+3,3 − xs+3,1, −xs+4,2|0 ≤ s ≤ 3}
∪ {xs+1,3, xs+2,2 − xs+2,3, xs+2,3 + xs+2,1 − xs+3,2, xs+2,3 − xs+3,1, xs+2,1 − xs+3,3,
xs+3,2 − xs+3,1 − xs+3,3, xs+3,3 − xs+4,2, −xs+4,3|0 ≤ s ≤ 3} .
Because ι(1) = 2, ι(2) = 1, ι(3) = 3, we get
TabC,ι,2[λ] = {−x1,2 + λ2},
and
TabC,ι,1[λ] = { 2
C
0
+ λ1, 3
C
0
+ λ1, 3
C
0
+ λ1, 2
C
0
+ λ1, 1
C
0
+ λ1}
= {x1,2 − x1,1 + λ1, 2x1,3 − x2,2 + λ1, x2,2 − 2x2,3 + λ1, x2,1 − x3,2 + λ1, −x3,1 + λ1},
TabC,ι,3[λ] = {[4, 3]C−1 + λ3, [4, 2]C−1 + λ3, [4, 1]C−1 + λ3, [4, 3, 2]C−1 + λ3,
[4, 3, 1]C−1 + λ3, [4, 2, 1]
C
−1 + λ3, [4, 3, 2, 1]
C
−1 + λ3}
= {x1,2 − x1,3 + λ3, x1,3 + x1,1 − x2,2 + λ3, x1,3 − x2,1 + λ3, x1,1 − x2,3 + λ3,
x2,2 − x2,1 − x2,3 + λ3, x2,3 − x3,2 + λ3, −x3,3 + λ3},
where we put λk := 〈λ, hk〉 (k = 1, 2, 3). Thus. we get
Im(Ψ(λ)ι ) = {x ∈ Z∞ι |xm,i = 0 (m ∈ Z≥4, i ∈ I), ϕ(x) ≥ 0, ∀ϕ ∈ Tab3C,ι∪TabC,ι,1[λ]∪TabC,ι,2[λ]∪TabC,ι,3[λ]}.
Simplifying the inequalities, we obtain
Im(Ψ(λ)ι ) =

x ∈ Z∞ι
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
xs,1 = xs,2 = xs,3 = 0 for s ∈ Z≥4, x2,2 ≥ x2,1 ≥ 0, 2x2,3 ≥ x3,2 ≥ x3,1 ≥ 0,
x3,2 − 2x3,3 ≥ 0, 2x1,3 − x2,2 + x1,1 ≥ 0,
x1,1 + x2,2 − 2x2,3 ≥ 0, x1,1 + x2,1 − x3,2 ≥ 0, x1,1 ≥ x3,1 ≥ 0, 2x1,3 − x2,1 ≥ 0,
2x2,2 − x2,1 − 2x2,3 ≥ 0, x2,2 − x3,2 ≥ 0, x2,2 − x2,1 − x3,1 ≥ 0, 2x2,3 − 2x3,2 + x2,1 ≥ 0,
2x2,3 − x3,2 − x3,1 ≥ 0, x2,1 − 2x3,3 ≥ 0, x3,2 − 2x3,3 − x3,1 ≥ 0,
x2,2 − x2,3 ≥ 0, x2,3 + x2,1 − x3,2 ≥ 0, x2,3 ≥ x3,1 ≥ 0, x2,1 ≥ x3,3 ≥ 0,
x3,2 − x3,1 − x3,3 ≥ 0, x1,2 ≥ 0, x1,3 ≥ 0,
λ2 ≥ x1,2, λ1 ≥ x1,1 − x1,2, λ1 ≥ x2,2 − 2x1,3, λ1 ≥ 2x2,3 − x2,2, λ1 ≥ x3,2 − x2,1,
λ1 ≥ x3,1, λ3 ≥ x1,3 − x1,2, λ3 ≥ x2,2 − x1,1 − x1,3, λ3 ≥ x2,1 − x1,3, λ3 ≥ x2,3 − x1,1,
λ3 ≥ x2,1 + x2,3 − x2,2, λ3 ≥ x3,2 − x2,3, λ3 ≥ x3,3

.
Theorem 4.6. Let g be of type X = A,B,C or D. If ι is adapted to the Cartan matrix of g then ι
satisfies the strict positivity condition. In particular, for i ∈ I and x ∈ Σι, we get
ε∗i (x) = max{−ϕ(x)|ϕ ∈ TabX,ι,i[0] ∪ {0}}.
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Example 4.7. Let g be the Lie algebra of type A3, ι = (· · · , 3, 1, 2, 3, 1, 2) and
b := (· · · , b3,3, b3,1, b3,2, b2,3, b2,1, b2,2, b1,3, b1,1, b1,2) = (· · · , 0, 0, 0, 2, 1, 3, 1, 2, 1) ∈ Σι = Im(Ψι).
Following 2.4 of [15], we can calculate the action of ∗ on b as
b∗ = f˜2f˜21 f˜3f˜
3
2 f˜1f˜
2
3u∞ = (· · · , 0, 0, 1, 2, 3, 2, 1, 1)
and
ε∗1(b) = ε1(b
∗) = 2, ε∗2(b) = ε2(b
∗) = 1, ε∗3(b) = ε3(b
∗) = 1.
On the other hand, we have seen in Example 4.4 that
max{−ϕ(b)|ϕ ∈ TabA,ι,1[0] ∪ {0}} = max{0, b1,1 − b1,2, b2,2 − b1,3, b2,3} = max{0, 1, 2} = 2,
max{−ϕ(b)|ϕ ∈ TabA,ι,2[0] ∪ {0}} = max{0, 1} = 1,
max{−ϕ(b)|ϕ ∈ TabA,ι,3[0] ∪ {0}} = max{0, b1,3 − b1,2, b2,2 − b1,1, b2,1} = max{0, 1} = 1.
Thus, it holds ε∗i (b) = max{−ϕ(b)|ϕ ∈ TabA,ι,i[0] ∪ {0}}.
Example 4.8. Let g be the Lie algebra of type C3, ι = (· · · , 3, 1, 2, 3, 1, 2) and
b := (· · · , b3,3, b3,1, b3,2, b2,3, b2,1, b2,2, b1,3, b1,1, b1,2) = (· · · , 0, 0, 2, 4, 2, 7, 2, 3, 1) ∈ Σι = Im(Ψι).
Calculating b∗ as
b∗ = f˜2f˜31 f˜
2
3 f˜
7
2 f˜
2
1 f˜
4
3 f˜
2
2u∞ = (· · · , 0, 0, 0, 2, 3, 8, 4, 2, 2),
we see that
ε∗1(b) = 3, ε
∗
2(b) = 1, ε
∗
3(b) = 2.
By Example 4.5,
max{−ϕ(b)|ϕ ∈ TabC,ι,1[0]∪{0}} = max{0, b1,1−b1,2, b2,2−2b1,3, 2b2,3−b2,2, b3,2−b2,1, b3,1} = max{0, 2, 3, 1} = 3,
max{−ϕ(b)|ϕ ∈ TabC,ι,2[0] ∪ {0}} = max{0, 1} = 1,
max{−ϕ(b)|ϕ ∈ TabC,ι,3[0] ∪ {0}}
= max{0, b1,3 − b1,2, b2,2 − b1,1 − b1,3, b2,1 − b1,3, b2,3 − b1,1, b2,1 + b2,3 − b2,2, b3,2 − b2,3, b3,3}
= max{0, 1, 2,−1,−2} = 2.
Hence, we have ε∗i (b) = max{−ϕ(b)|ϕ ∈ TabC,ι,i[0] ∪ {0}}.
5 Actions of operators Ŝm,j
As in the previous section, we denote each tableau j1...
jk
X
s
by [j1, · · · , jk]Xs . When we see the condition
jl 6= t with t ∈ {1, 2, · · · , n, n+ 1, n, · · · , 1} for [j1, · · · , jk]Xs it means jl 6= t with l ∈ [1, k] or l > k or
l < 1.
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5.1 Actions of operators Ŝm,j for type A
Proposition 5.1. We suppose that j1 < · · · < jk (j1, · · · , jk ∈ JA) and put T := [j1, · · · , jk]As with
s ∈ Z. For m ∈ Z≥1 and j ∈ I,
Ŝm,jT =
[j1, · · · , ji−1, j + 1, ji+1, · · · , jk]As if ji = j, ji+1 6= j + 1, m = s+ k − i+ P (j) for some i ∈ [1, k],
[j1, · · · , ji−1, j, ji+1, · · · , jk]As if ji = j + 1, ji−1 6= j, m = s+ k − i+ 1 + P (j) > 1 for some i ∈ [1, k],
T + β
(−)
1,j if ji = j + 1, ji−1 6= j, m = s+ k − i+ 1 + P (j) = 1 for some i ∈ [1, k],
T otherwise.
Proof.
We see that
T = [j1, · · · , jk]As =
k∑
i=1
ji
A
s+k−i =
k∑
i=1
(xs+k−i+P (ji),ji − xs+k−i+1+P (ji−1),ji−1), (5.1)
where we set xt,l := 0 for t ∈ Z≤0 and l ∈ I. Note that since
ji
A
s+k−i + ji+1
A
s+k−i−1
= xs+k−i+P (ji),ji − xs+k−i+1+P (ji−1),ji−1 + xs+k−i−1+P (ji+1),ji+1 − xs+k−i+P (ji+1−1),ji+1−1,
if ji+1 = ji + 1 then we get
ji
A
s+k−i + ji + 1
A
s+k−i−1 = xs+k−i−1+P (ji+1),ji+1 − xs+k−i+1+P (ji−1),ji−1. (5.2)
It follows from (5.1) and (5.2) that for m ∈ Z≥1 and j ∈ I, xm,j has non-zero coefficient in T if and
only if the pair (m, j) belongs to
{(s+ k − i+ P (ji), ji)|i = 1, 2, · · · , k, ji+1 > ji + 1}
∪ {(s+ k − i+ 1 + P (ji − 1), ji − 1)|i = 1, 2, · · · , k, ji − 1 > ji−1},
where we set jk+1 = n+ 2 and j0 = 0.
If (m, j) = (s+ k− i+P (ji), ji) with ji+1 > ji + 1 then xm,j has coefficient 1 in T and by Lemma
3.3 (3.6) and the definition of Ŝm,j ,
Ŝm,jT = T − βm,j = [j1, · · · , ji−1, j, ji+1, · · · , jk]As − βm,j
= j1
A
s+k−1 + · · ·+ ji−1
A
s+k−i+1
+ j
A
s+k−i + ji+1
A
s+k−i−1
+ · · ·+ jk
A
s
− βm,j
= j1
A
s+k−1 + · · ·+ ji−1
A
s+k−i+1
+ j + 1
A
s+k−i + ji+1
A
s+k−i−1
+ · · ·+ jk
A
s
= [j1, · · · , ji−1, j + 1, ji+1, · · · , jk]As .
If (m, j) = (s+ k − i+ 1 + P (ji − 1), ji − 1) with ji − 1 > ji−1 then xm,j has coefficient −1 in T . If
m > 1 then
Ŝm,jT = Ŝm,j [j1, · · · , ji, · · · , jk]As = [j1, · · · , ji, · · · , jk]As + βm−1,j
= j1
A
s+k−1 + · · ·+ ji
A
s+k−i + · · ·+ jk
A
s
+ βm−1,j
= j1
A
s+k−1 + · · ·+ j + 1
A
s+k−i + · · ·+ jk
A
s
+ βm−1,j
= j1
A
s+k−1 + · · ·+ j
A
s+k−i + · · ·+ jk
A
s
= [j1, · · · , j, · · · , jk]As .
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If m = 1 then the definition of Ŝm,j means Ŝm,jT = T + β
(−)
1,j . The definition of Ŝm,j also means that
if xm,j is not a summand of T then Ŝm,jT = T . Consequently, we get our claim.
5.2 Actions of operators Ŝm,j for type B, C
In this subsection, we consider type B, C cases.
Proposition 5.2. For each T = [j1, · · · , jk]X−P (k−1)+〈λ, hk〉 ∈ TabX,ι,k \{λ(k)} (X = B or C, k ∈ I),
j ∈ I and m ∈ Z≥1, we consider the following conditions for the triple (T, j,m):
(1) j < n and there exists i ∈ [1, k] such that ji = j, ji+1 6= j+ 1 and m = −P (k−1) +k− i+P (j),
(2) j < n and there exists i′ ∈ [1, k] such that ji′ = j + 1, ji′+1 6= j and m = −P (k − 1) + k − i′ +
n− j + P (j),
(3) j = n and there exists i ∈ [1, k] such that ji = n, ji+1 6= n and m = −P (k − 1) + k − i+ P (n),
(4) j < n and there exists i ∈ [1, k] such that ji−1 6= j, ji = j+1 and m = 1−P (k−1)+k−i+P (j),
(5) j < n and there exists i′ ∈ [1, k] such that ji′−1 6= j + 1, ji′ = j and m = 1−P (k− 1) + k− i′+
n− j + P (j),
(6) j = n and there exists i ∈ [1, k] such that ji−1 6= n, ji = n and m = 1−P (k− 1) + k− i+P (n).
(i) We suppose j1 6= n+ 1 and k ∈ [2, n−1] satisfies the both conditions (1) and (2). Then we have
Ŝm,jT =
[j1, · · · , ji−1, j + 1, ji+1, · · · , jk]X−P (k−1) + 〈λ, hk〉 if (1) holds and (2), (5) do not hold,
[j1, · · · , ji′−1, j, ji′+1, · · · , jk]X−P (k−1) + 〈λ, hk〉 if (2) holds and (1), (4) do not hold,
[j1, · · · , ji−1, j + 1, ji+1, · · · , ji′−1, j, ji′+1, · · · , jk]X−P (k−1) + 〈λ, hk〉 if (1) and (2) hold,
[j1, · · · , ji−1, n, ji+1 · · · , , jk]X−P (k−1) + 〈λ, hk〉 if (3) holds,
[j1, · · · , ji−1, j, ji+1, · · · , jk]X−P (k−1) + 〈λ, hk〉 if (4) holds and (2), (5) do not hold,
[j1, · · · , ji′−1, j + 1, ji′+1, · · · , jk]X−P (k−1) + 〈λ, hk〉 if (5) holds and (1), (4) do not hold,
[j1, · · · , ji−1, j, ji+1, · · · , ji′−1, j + 1, ji′+1, · · · , jk]X−P (k−1) + 〈λ, hk〉 if (4) and (5) hold,
[j1, · · · , ji−1, n, ji+1 · · · , , jk]X−P (k−1) + 〈λ, hk〉 if (6) holds,
T otherwise.
(ii) We set k = n and suppose ι(n) > ι(n−1). For each T = [j1, · · · , jn]B−P (n−1) + 〈λ, hn〉 ∈ TabB,ι,n \
{λ(n)}, m ∈ Z≥1 and j ∈ I, we have
Ŝm,jT =

[j1, · · · , ji−1, j + 1, ji+1, · · · , ji′−1, j, ji′+1, · · · , jn]B−P (n−1) + 〈λ, hn〉 if (1) and (2) hold,
[j1, · · · , ji−1, n, ji+1 · · · , , jn]B−P (n−1) + 〈λ, hn〉 if (3) holds,
[j1, · · · , ji−1, j, ji+1, · · · , ji′−1, j + 1, ji′+1, · · · , jn]B−P (n−1) + 〈λ, hn〉 if (4) and (5) hold,
[j1, · · · , ji−1, n, ji+1 · · · , , jn]B−P (n−1) + 〈λ, hn〉 if (6) holds,
T otherwise.
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(iii) We suppose ι(n) > ι(n−1). For each T = [n+ 1, j2, j3, · · · , jk]C−P (n−1)+〈λ, hn〉 ∈ TabC,ι,n\{λ(n)}
with k ∈ [2, n+ 1], m ∈ Z≥1 and j ∈ I, we have
Ŝm,jT =

[n+ 1, j2, · · · , ji′−1, j, ji′+1, · · · , jk]C−P (n−1) + 〈λ, hn〉 if (2)′ holds,
[n+ 1, j2, · · · , ji′−1, j + 1, ji′+1, · · · , jk]C−P (n−1) + 〈λ, hn〉 if (5)′ holds,
[n+ 1, j3, · · · , jk]C−P (n−1) + 〈λ, hn〉 if (6)′ holds,
[n+ 1, n, j2, · · · , jk]C−P (n−1) + 〈λ, hn〉 if (7) holds,
T otherwise,
where the conditions (2)’, (5)’, (6)’, (7) are as follows:
(2)’ j < n and there exists i′ ∈ [1, k] such that ji′ = j + 1, ji′+1 6= j and m = −P (n− 1) + k −
i′ + n− j + P (j),
(5)’ j < n and there exists i′ ∈ [1, k] such that ji′−1 6= j + 1, ji′ = j and m = 1 − P (n − 1) +
k − i′ + n− j + P (j),
(6)’ j = n, j2 = n and m = −P (n− 1)− 1 + k + P (n),
(7) j = n, j2 6= n and m = −P (n− 1)− 1 + k + P (n).
Proof.
(i) In this setting, we get
TabX,ι,k[λ] = {[j1, · · · , jk]X−P (k−1) + 〈λ, hk〉|
j1 < · · · < jk,
jk > k, ji ∈ JX }.
For T = [j1, · · · , jk]X−P (k−1) + 〈λ, hk〉 ∈ TabX,ι,k \ {λ(k)}, let us recall that [j1, · · · , jk]X−P (k−1) =∑k
i=1 ji
X
−P (k−1)+k−i, and by Definition 3.2, we obtain
ji
X
−P (k−1)+k−i =
{
c(ji)x−P (k−1)+k−i+P (ji),ji − x−P (k−1)+k−i+P (ji−1)+1,ji−1 if ji ≤ n,
x−P (k−1)+k−i+P (|ji|−1)+n−|ji|+1,|ji|−1 − c(ji)x−P (k−1)+k−i+P (|ji|)+n−|ji|+1,|ji| if ji ≥ n,
(5.3)
where if g is of type C and ji ∈ {n, n} then c(ji) = 2, otherwise c(ji) = 1.
Since we supposed (1), (2) in (4.1) hold, one obtain pk+1,k = 1, pk,k−1 = 0 so that P (k + 1) =
pk+1,k + P (k) = 1 + P (k) = 1 + P (k − 1). Thus, for i ∈ [1, k − 1] such that ji ≤ n,
−P (k−1) +k− i+P (ji) ≥ −P (k−1) + 1 + (k−1)− i+P (i) ≥ −P (k−1) + 1 +P (k−1) = 1, (5.4)
where (3.3), (3.4) in the second inequality. If jk ≤ n then since jk ≥ k + 1,
− P (k − 1) + k − k + P (jk) = −P (k − 1) + P (jk) ≥ −P (k − 1) + P (k + 1) = 1. (5.5)
For i ∈ [1, k − 1] such that ji ≤ n, ji > ji−1 + 1 (we set j0 := 0),
− P (k − 1) + k − i+ P (ji − 1) + 1
≥ −P (k−1)+2+(k−1)−i+P (ji−1+1) ≥ −P (k−1)+2+(k−1)−i+P (i) ≥ −P (k−1)+2+P (k−1) = 2.
(5.6)
If jk ≤ n such that jk > jk−1 + 1 then we have jk > k + 1 since jk = k + 1 yields jk−1 = k − 1,
jk−2 = k − 2, · · · , j1 = 1 and T = [1, 2, · · · , k − 1, k + 1] + 〈λ, hk〉 = λ(k), which contradicts
T ∈ TabX,ι,k \ {λ(k)}. Hence,
−P (k−1)+k−k+P (jk−1)+1 = −P (k+1)+P (jk−1)+2 ≥ −P (k+1)+P (k+1)+2 = 2. (5.7)
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For i ∈ [1, k] such that ji ≥ n, using i ≤ k and P (k + 1) ≤ P (n), we also see that
− P (k − 1) + k − i+ P (|ji| − 1) + n− |ji|+ 1
= −P (k − 1) + k − i+ P (|ji| − 1) + n− (|ji| − 1) ≥ 1− P (k + 1) + P (n) ≥ 1 (5.8)
and
−P (k−1)+k−i+P (|ji|)+n−|ji|+1 = −P (k+1)+k−i+P (|ji|)+n−|ji|+2 ≥ −P (k+1)+k−i+P (n)+2 ≥ 2.
(5.9)
Hence, it follows from (5.4), (5.5) and (5.8) that the left indices of
x−P (k−1)+k−i+P (ji),ji , x−P (k−1)+k−i+P (|ji|−1)+n−|ji|+1,|ji|−1
in (5.3) are positive. Because of (5.6) and (5.7), we also see that if ji > ji−1 + 1 then the left indices
of x−P (k−1)+k−i+P (ji−1)+1,ji−1 in (5.3) are greater than or equal to 2. Furthermore, the inequality
(5.9) means the left indices of x−P (k−1)+k−i+P (|ji|)+n−|ji|+1,|ji| in (5.3) are greater than or equal to
2. By a similar argument to the proof of Proposition 4.2 (i) in [6], we can prove our claim.
(ii) We can also prove (ii) by a similar argument to the proof of Proposition 4.2 (ii) in [6].
(iii) We take an element T = [n+ 1, j2, · · · , jk]C−P (n−1) + 〈λ, hn〉 ∈ TabC,ι,n[λ] \ {λ(n)}. One can
describe λ(n) as λ(n) = x1,n − x1,n−1 + 〈λ, hn〉 = [n+ 1, n]C1−P (n−1) + 〈λ, hn〉. Taking into account
that n ≤ j2 < · · · < jk and T 6= λ(n), we see jk 6= n.
We can explicitly write [n+ 1, j2, · · · , jk]C−P (n−1) as
[n+ 1, j2, · · · , jk]C−P (n−1) = n+ 1
C
−P (n−1)+k−1 +
k∑
i=2
ji
C
−P (n−1)+k−i
= x−P (n−1)+k−1+P (n),n
+
k∑
i=2
(x−P (n−1)+k−i+P (|ji|−1)+n−|ji|+1,|ji|−1 − c(|ji|)x−P (n−1)+k−i+P (|ji|)+n−|ji|+1,|ji|), (5.10)
where c(n) = 2 and c(t) = 1 for t ∈ [1, n− 1]. By k ≥ 2, we see that
− P (n− 1) + k − 1 + P (n) ≥ 1, (5.11)
and for i ∈ [2, k],
− P (n− 1) + k − i+ P (|ji| − 1) + n− |ji|+ 1 =
− P (n− 1) + k − i+ P (|ji| − 1) + (n− 1)− (|ji| − 1) + 1 ≥ −P (n− 1) + P (n− 1) + 1 = 1. (5.12)
In the case i < k, it follows
− P (n− 1) + k − i+ P (|ji|) + n− |ji|+ 1 ≥ −P (n− 1) + k − i+ P (n) + 1 ≥ 2, (5.13)
and in the case i = k, using jk 6= n,
−P (n−1)+k−k+P (|jk|)+n−|jk|+1 = −P (n−1)+P (|jk|)+(n−1)−|jk|+2 ≥ −P (n−1)+P (n−1)+2 = 2.
(5.14)
The inequalities (5.11), (5.12) imply the left indices of
x−P (n−1)+k−1+P (n),n, x−P (n−1)+k−i+P (|ji|−1)+n−|ji|+1,|ji|−1
in (5.10) are positive, and (5.13), (5.14) imply the left indices of x−P (n−1)+k−i+P (|ji|)+n−|ji|+1,|ji| in
(5.10) are greater than or equal to 2. By a similar argument to the proof of Proposition 4.2 (iii) in[6],
we obtain our claim (iii).
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5.3 Actions of operators Ŝm,j for type D
Proposition 5.3. (i) For each T = [j1, · · · , jk]D−P (k−1) + 〈λ, hk〉 ∈ TabD,ι,k[λ] \ {λ(k)} (k ∈ [1, n−
2]), j ∈ I and m ∈ Z≥1, we consider the following conditions for the triple (T, j,m):
(1) j < n and there exists i ∈ [1, k] such that ji = j, ji+1 6= j + 1 and m = −P (k − 1) + k −
i+ P (j),
(2) j < n and there exists i′ ∈ [1, k] such that ji′ = j + 1, ji′+1 6= j, n and m = −1 − P (k −
1) + k − i′ + n− j + P (j),
(3) j < n and there exists i ∈ [1, k] such that ji = j + 1, ji−1 6= j, n and m = −P (k− 1) + k−
i+ 1 + P (j),
(4) j < n and there exists i′ ∈ [1, k] such that ji′ = j, ji′−1 6= j + 1 and m = −P (k − 1) + k −
i′ + n− j + P (j).
We suppose 
ι(1) > ι(2) if k = 1,
ι(k) > ι(k−1), ι(k) > ι(k+1) if 1 < k < n− 2,
ι(n−2) > ι(n−3), ι(n−2) > ι(n−1), ι(n−2) > ι(n) if k = n− 2.
(5.15)
If j < n then
Ŝm,jT =
[j1, · · · , ji−1, j + 1, ji+1, · · · , jk]D−P (k−1) + 〈λ, hk〉 if (1) holds and (2), (4) do not hold,
[j1, · · · , ji′−1, j, ji′+1, · · · , jk]D−P (k−1) + 〈λ, hk〉 if (2) holds and (1), (3) do not hold,
[j1, · · · , ji−1, j + 1, ji+1, · · · , ji′−1, j, ji′+1, · · · , jk]D−P (k−1) + 〈λ, hk〉 if (1) and (2) hold,
[j1, · · · , ji−1, j, ji+1, · · · , jk]D−P (k−1) + 〈λ, hk〉 if (3) holds and (2), (4) do not hold,
[j1, · · · , ji′−1, j + 1, ji′+1, · · · , jk]D−P (k−1) + 〈λ, hk〉 if (4) holds and (1), (3) do not hold,
[j1, · · · , ji−1, j, ji+1, · · · , ji′−1, j + 1, ji′+1, · · · , jk]D−P (k−1) + 〈λ, hk〉 if (3) and (4) hold,
T otherwise.
(ii) For each T = [j1, · · · , jk]D−P (k−1) + 〈λ, hk〉 ∈ TabD,ι,k[λ] \ {λ(k)} (k ∈ [1, n − 2]) and m ∈ Z≥1,
we consider the following conditions for the pair (T,m):
(5) there exists i ∈ [1, k] such that ji = n−1, ji+1 6= n, n− 1 and m = −P (k−1)+k−i+P (n),
(6) there exists i ∈ [1, k] such that ji = n, ji+1 6= n, n− 1 and m = −P (k− 1) + k− i+P (n),
(7) there exists i ∈ [1, k] such that ji = n, ji−1 6= n−1, n and m = −P (k−1)+k−i+1+P (n),
(8) there exists i ∈ [1, k] such that ji = n− 1, ji−1 6= n − 1, n and m = −P (k − 1) + k − i +
1 + P (n).
We suppose (5.15). Then
Ŝm,nT =

[j1, · · · , ji−1, n, ji+1 · · · , , jk]D−P (k−1) + 〈λ, hk〉 if (5) holds,
[j1, · · · , ji−1, n− 1, ji+1 · · · , , jk]D−P (k−1) + 〈λ, hk〉 if (6) holds,
[j1, · · · , ji−1, n− 1, ji+1 · · · , , jk]D−P (k−1) + 〈λ, hk〉 if (7) holds,
[j1, · · · , ji−1, n, ji+1 · · · , , jk]D−P (k−1) + 〈λ, hk〉 if (8) holds,
T otherwise.
20
(iii) We suppose t = n − 1 or t = n and ι(t) > ι(n−2). For each T = [n+ 1, j2, j3, · · · , jk]D−P (n−2) +
〈λ, ht〉 ∈ TabD,ι,t[λ] \ {λ(t)}, j ∈ I and m ∈ Z≥1, one consider the following conditions (2)’,
(4)’, (9), (10) for the triple (T, j,m):
(2)’ j < n and there exists i′ ∈ [1, k] such that ji′ = j + 1, ji′+1 6= j and m = −1− P (n− 2) +
k − i′ + n− j + P (j),
(4)’ j < n and there exists i′ ∈ [1, k] such that ji′ = j, ji′−1 6= j + 1 and m = −P (n− 2) + k −
i′ + n− j + P (j),
(9) j = n, j1 = n+ 1, j2 6= n, n− 1 and m = −P (n− 2) + k − 1 + P (n),
(10) j = n, j1 = n+ 1, j2 = n, j3 = n− 1 and m = −P (n− 2) + k − 2 + P (n).
Then we have
Ŝm,jT =

[n+ 1, j2, · · · , ji′−1, j, ji′+1, · · · , jk]D−P (n−2) + 〈λ, ht〉 if (2)′ holds,
[n+ 1, j2, · · · , ji′−1, j + 1, ji′+1, · · · , jk]D−P (n−2) + 〈λ, ht〉 if (4)′ holds,
[n+ 1, n, n− 1, j2, · · · , jk]D−P (n−2) + 〈λ, ht〉 if (9) holds,
[n+ 1, j4, · · · , jk]D−P (n−2) + 〈λ, ht〉 if (10) holds,
T otherwise.
Proof.
(i), (ii) For T = [j1, · · · , jk]D−P (k−1) + 〈λ, hk〉 ∈ TabD,ι,k[λ] \ {λ(k)} with k ∈ [1, n − 2] and j1 6=
n+ 1, let us consider the action of Ŝm,j (m ∈ Z≥1, j ∈ I). Recall that [j1, · · · , jk]D−P (k−1) =∑k
i=1 ji
D
−P (k−1)+k−i, and by Definition 3.2, we obtain
ji
D
−P (k−1)+k−i =
x−P (k−1)+k−i+P (ji),ji − x−P (k−1)+k−i+P (ji−1)+1,ji−1 if ji ∈ [1, n− 2] ∪ {n},
x−P (k−1)+k−i+P (n−1),n−1 + x−P (k−1)+k−i+P (n),n − x−P (k−1)+k−i+P (n−2)+1,n−2 if ji = n− 1,
x−P (k−1)+k−i+P (n−1),n−1 − x−P (k−1)+k−i+P (n)+1,n if ji = n,
x−P (k−1)+k−i+P (n−2)+1,n−2 − x−P (k−1)+k−i+P (n−1)+1,n−1 − x−P (k−1)+k−i+P (n)+1,n if ji = n− 1,
x−P (k−1)+k−i+P (|ji|−1)+n−|ji|,|ji|−1 − x−P (k−1)+k−i+P (|ji|)+n−|ji|,|ji| if ji ≥ n− 2.
(5.16)
Just as in the proof of Proposition 5.2 (i), we can prove for i ∈ [1, k] such that ji ∈ [1, n− 2],
− P (k − 1) + k − i+ P (ji) ≥ 1. (5.17)
In the case k < n− 2, it is easy to check −P (k− 1) + k− i+P (n) = 1−P (k+ 1) + k− i+P (n) ≥ 1.
In the case k = n− 2, since we supposed ι(k) = ι(n−2) > ι(n−1), ι(n), one obtain P (n) = P (n− 1) and
−P (n− 3) + (n− 2)− i+ P (n) = 1− P (n− 1) + (n− 2)− i+ P (n) ≥ 1. Thus, for any k ∈ [1, n− 2]
and i ∈ [1, k], we get
− P (k − 1) + k − i+ P (n) ≥ 1. (5.18)
Since we assume k ≤ n− 2, it follows for any i ∈ [1, k]
− P (k − 1) + k − i+ P (n− 1) ≥ 1, −P (k − 1) + k − i+ P (n− 2) + 1 ≥ 1. (5.19)
We also get if ji ≥ n− 2 then
−P (k − 1) + k − i+ P (|ji| − 1) + n− |ji| = −P (k − 1) + k − i+ P (|ji| − 1) + (n− 1)− (|ji| − 1)
≥ −P (k − 1) + k − i+ P (n− 1) ≥ 1. (5.20)
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The inequalities (5.17)-(5.20) mean that the left indices of
x−P (k−1)+k−i+P (ji),ji , x−P (k−1)+k−i+P (n−1),n−1, x−P (k−1)+k−i+P (n),n,
x−P (k−1)+k−i+P (n−2)+1,n−2, x−P (k−1)+k−i+P (|ji|−1)+n−|ji|,|ji|−1
in (5.16) are positive.
By a similar way to the proof of Proposition 5.2 (i), we see that for i ∈ [1, k] such that ji ∈ [1, n]
and ji > ji−1 + 1 (j0 = 0), it holds
− P (k − 1) + k − i+ P (ji − 1) + 1 ≥ 2. (5.21)
In the case k < n−2, for any i ∈ [1, k], we get −P (k−1)+k−i+P (n)+1 ≥ 2. In the case k = n−2, by
ι(k) = ι(n−2) > ι(n−1), ι(n), it holds P (n−1) = P (n), which yields −P (n−3)+(n−2)−i+P (n)+1 ≥ 2
for any i ∈ [1, n− 2]. Therefore, for any i ∈ [1, k],
− P (k − 1) + k − i+ P (n) + 1 ≥ 2. (5.22)
It is easy to check for any i ∈ [1, k],
− P (k − 1) + k − i+ P (n− 1) + 1 ≥ 2. (5.23)
For i ∈ [1, k] such that ji ≥ n− 2,
−P (k − 1) + k − i+ P (|ji|) + n− |ji| = 1− P (k − 1) + k − i+ P (|ji|) + (n− 1)− |ji|
≥ 1− P (k − 1) + k − i+ P (n− 1) ≥ 2. (5.24)
Hence, by (5.21)-(5.24), the left indices of
x−P (k−1)+k−i+P (ji−1)+1,ji−1, x−P (k−1)+k−i+P (n−2)+1,n−2, x−P (k−1)+k−i+P (n)+1,n,
x−P (k−1)+k−i+P (n−1)+1,n−1, x−P (k−1)+k−i+P (|ji|)+n−|ji|,|ji|
in (5.16) are greater than or equal to 2.
By a similar argument to the proof of Proposition 4.3 (i),(ii) in [6], we can prove our claims (i),(ii).
(iii) By Definition 3.2 (iv) and Definition 3.4, we get
λ(n−1) = −x1,n−1 + x1,n−2 + 〈λ, hn−1〉 = [n+ 1, n− 1]−P (n−2) + 〈λ, hn−1〉, (5.25)
λ(n) = −x1,n + x1,n−2 + 〈λ, hn〉 = [n+ 1, n, n− 1]−P (n−2) + 〈λ, hn〉. (5.26)
We can explicitly write T as
T − 〈λ, ht〉 = n+ 1
D
−P (n−2)+k−1 +
k∑
i=2
ji
D
−P (n−2)+k−i.
Recall that
ji
D
−P (n−2)+k−i =

x−P (n−2)+k−i+P (n),n if ji = n+ 1
x−P (n−2)+k−i+P (n−1),n−1 − x−P (n−2)+k−i+P (n)+1,n if ji = n,
xk−i+1,n−2 − x−P (n−2)+k−i+P (n−1)+1,n−1 − x−P (n−2)+k−i+P (n)+1,n if ji = n− 1,
x−P (n−2)+k−i+P (|ji|−1)+n−|ji|,|ji|−1 − x−P (n−2)+k−i+P (|ji|)+n−|ji|,|ji| if ji ≥ n− 2.
(5.27)
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If ji = n+ 1 then i = 1 by the definition of TabD,ι,t (t = n − 1, n). Combining with k > 1, we
have
− P (n− 2) + k − i+ P (n) ≥ 1. (5.28)
In the case ji = n, it follows from the conditions of TabD,ι,t (Definition 4.1) that i < k. Hence,
− P (n− 2) + k − i+ P (n− 1) ≥ 1, −P (n− 2) + k − i+ P (n) + 1 ≥ 2. (5.29)
For i ∈ [1, k] such that ji = n− 1, if i = k then by the conditions of TabD,ι,t, it holds T = λ(t),
which contradicts our assumption. Thus, it holds i < k and
k − i+ 1 ≥ 1, −P (n− 2) + k − i+ P (n− 1) + 1 ≥ 2, −P (n− 2) + k − i+ P (n) + 1 ≥ 2. (5.30)
We also get if ji ≥ n− 2 then
−P (n−2)+k−i+P (|ji|−1)+n−|ji| = 1−P (n−2)+k−i+P (|ji|−1)+(n−2)−(|ji|−1) ≥ 1−P (n−2)+k−i+P (n−2) ≥ 1,
−P (n−2)+k−i+P (|ji|)+n−|ji| = 2−P (n−2)+k−i+P (|ji|)+(n−2)−|ji| ≥ 2−P (n−2)+k−i+P (n−2) ≥ 2,
therefore,
− P (n− 2) + k − i+ P (|ji| − 1) + n− |ji| ≥ 1, −P (n− 2) + k − i+ P (|ji|) + n− |ji| ≥ 2. (5.31)
The inequalities (5.28)-(5.31) mean the left indices of
x−P (n−2)+k−i+P (n),n, x−P (n−2)+k−i+P (n−1),n−1, xk−i+1,n−2, x−P (n−2)+k−i+P (|ji|−1)+n−|ji|,|ji|−1
in (5.27) are positive, and the left indices of
x−P (n−2)+k−i+P (n)+1,n, x−P (n−2)+k−i+P (n−1)+1,n−1, x−P (n−2)+k−i+P (n)+1,n, x−P (n−2)+k−i+P (|ji|)+n−|ji|,|ji|
in (5.27) are greater than or equal to 2. By a similar argument to the proof of Proposition 4.3 (iii) in
[6], we can prove our claim (iii).
6 Proof of Theorem 4.2, 4.6
In this section, we prove our main result Theorem 4.2. For k ∈ I, we set
Ξι,k[λ] := {Ŝjt · · · Ŝj1λ(k)|t ∈ Z≥0, j1, · · · , jt ∈ Z≥1}.
Note that the definition (2.11) means
Ξι[λ] = {Ŝjl · · · Ŝj1xj0 |l ∈ Z≥0, j0, · · · , jl ∈ Z≥1} ∪
⋃
k∈I
Ξι,k[λ].
In [6], we shown that {Sjl · · ·Sj1xj0 |l ∈ Z≥0, j0, · · · , jl ∈ Z≥1} = TabX,ι and ι satisfies the positivity
condition (Theorem 3.6, 3.7). By the definitions of S, Ŝ ((2.4),(2.9)), it holds {Ŝjl · · · Ŝj1xj0 |l ∈
Z≥0, j0, · · · , jl ∈ Z≥1} = TabX,ι. Thus, we need to prove Ξι,k[λ] = TabX,ι,k[λ]∪ {0}. In what follows,
we consider the conditions (1), (2) in (4.1).
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6.1 Proof of Theorem 4.2 for type A-case
In the case both (1) and (2) in (4.1) do not hold, by (2.10), we have λ(k) = −x1,k + 〈λ, hk〉. It follows
from (2.8) and (2.9) that
Ŝl,jλ
(k) =
{
0 if (l, j) = (1, k),
λ(k) otherwise,
which yields Ξι,k[λ] = {0, λ(k)}.
Next, let us consider the case only (1) holds, which means pk+1,k = 1. Note that P (k + 1) =
pk+1,k + P (k) = 1 + P (k). Taking (2.10) and Definition 3.2 (i) into account, we obtain λ
(k) =
−x1,k + x1,k+1 + 〈λ, hk〉 = k + 1
A
1−P (k+1) + 〈λ, hk〉. By Proposition 5.1, it holds
Ŝl,jλ
(k) =

0 if (l, j) = (1, k),
k + 2
A
1−P (k+1) + 〈λ, hk〉 if (l, j) = (1, k + 1),
λ(k) = k + 1
A
1−P (k+1) + 〈λ, hk〉 otherwise.
Note that, for t ∈ [k+ 2, n+ 1], it holds t A
1−P (k+1) = x1−P (k+1)+P (t),t−x2−P (k+1)+P (t−1),t−1 and by
(3.3),
1−P (k+1)+P (t) ≥ 1−P (k+1)+P (k+2) ≥ 1, 2−P (k+1)+P (t−1) ≥ 2−P (k+1)+P (k+1) = 2.
(6.1)
By Proposition 5.1, we get
Ŝl,j t
A
1−P (k+1) =

t+ 1
A
1−P (k+1) if (l, j) = (1− P (k + 1) + P (t), t),
t− 1 A
1−P (k+1) if (l, j) = (2− P (k + 1) + P (t− 1), t− 1),
t
A
1−P (k+1) otherwise,
which yields Ξι,k[λ] = {0} ∪ { t A1−P (k+1) + 〈λ, hk〉|k + 1 ≤ t ≤ n+ 1}.
Next, we consider the case only (2) holds, which means pk+1,k = 0, pk,k−1 = 0. In this setting, by
Definition 4.1,
TabA,ι,k[λ] = {[j1, · · · , jk−1, k + 1, · · · , n+ 1]A−P (k−1)−n+k + 〈λ, hk〉|1 ≤ j1 < · · · < jk−1 ≤ k}.
By (2.10), Definition 3.2 (i) and Definition 3.4 (i), it holds λ(k) = −x1,k + x1,k−1 + 〈λ, hk〉 =
[1, 2, · · · , k − 1]A1−P (k−1) − x1,k + 〈λ, hk〉 = [1, 2, · · · , k − 1, k + 1, · · · , n + 1]A−P (k−1)−n+k + 〈λ, hk〉.
Thus, it holds λ(k) ∈ TabA,ι,k[λ]. Considering Proposition 5.1, we can verify that
Ŝr,jλ
(k) =

0 if (r, j) = (1, k),
[1, · · · , k − 2, k, k + 1, · · · , n+ 1]A−P (k−1)−n+k + 〈λ, hk〉 if (r, j) = (1, k − 1),
λ(k) otherwise,
which means Ŝr,jλ
(k) ∈ TabA,ι,k[λ]∪ {0} for any (r, j). Note that each element T = [j1, · · · , jk−1, k+
1, · · · , n + 1]A−P (k−1)−n+k + 〈λ, hk〉 ∈ TabA,ι,k[λ] other than λ(k) can be written as T = [1, · · · , l −
1, l+ 1, · · · , n+ 1]A−P (k−1)−n+k + 〈λ, hk〉 with some l ∈ [1, k− 1], which implies jl−1 = l− 1, jl = l+ 1.
Putting m := (−P (k−1)−n+k) +n− (l−1) +P (l−1), m′ := (−P (k−1)−n+k) +n− l+ 1 +P (l)
we obtain
m = −P (k − 1) + 1 + (k − 1)− (l − 1) + P (l − 1) ≥ −P (k − 1) + 1 + P (k − 1) = 1,
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m′ = −P (k − 1) + (k − 1)− l + 2 + P (l) ≥ −P (k − 1) + 2 + P (k − 1) = 2,
where we use (3.4) in the above inequalities. Thus, using Proposition 5.1,
Ŝr,j [1, · · · , l−1, l+1, · · · , n+1]A−P (k−1)−n+k =

[1, · · · , l − 2, l, · · · , n+ 1]A−P (k−1)−n+k if (r, j) = (m, l − 1),
[1, · · · , l, l + 2, · · · , n+ 1]A−P (k−1)−n+k if (r, j) = (m′, l),
[1, · · · , l − 1, l + 1, · · · , n+ 1]A−P (k−1)−n+k otherwise,
which yields Ŝr,j [1, · · · , l− 1, l+ 1, · · · , n+ 1]A−P (k−1)−n+k + 〈λ, hk〉 ∈ TabA,ι,k[λ] ∪ {0} for any (r, j).
Thus, we get Ξι,k[λ] = TabA,ι,k[λ] ∪ {0}.
Finally, let us turn to the case both (1) and (2) hold, which means pk+1,k = 1, pk,k−1 = 0,
P (k + 1) = 1 + P (k) and P (k) = P (k − 1). First, we prove Ξι,k[λ] ⊂ TabA,ι,k[λ] ∪ {0}. We see
that λ(k) = x1,k−1 + x1,k+1 − x1,k + 〈λ, hk〉 = [1, 2, · · · , k − 1]A1−P (k−1) + k + 1
A
−P (k−1) + 〈λ, hk〉 =
[1, 2, · · · , k − 1, k + 1]A−P (k−1) + 〈λ, hk〉 ∈ TabA,ι,k[λ] = {[j1, · · · , jk]−P (k−1) + 〈λ, hk〉|1 ≤ j1 < · · · <
jk ≤ n+ 1, jk > k}. Considering Proposition 5.1, it holds
Ŝm,jλ
(k) =

[1, 2, · · · , k − 1, k + 2]A−P (k−1) + 〈λ, hk〉 if (m, j) = (1, k + 1),
[1, 2, · · · , k − 2, k, k + 1]A−P (k−1) + 〈λ, hk〉 if (m, j) = (1, k − 1),
0 if (m, j) = (1, k),
λ(k) otherwise.
According to Proposition 5.1, for each T = [j1, · · · , jk]A−P (k−1) + 〈λ, hk〉 ∈ TabA,ι,k[λ], except for the
following case, we have Ŝm,jT ∈ TabA,ι,k[λ] ∪ {0}:
ji = j + 1, ji−1 6= j, m = −P (k − 1) + k − i+ 1 + P (j) = 1 for some i ∈ [1, k]. (6.2)
In the case i ∈ [1, k − 1], the condition (6.2) does not hold. To prove it, we assume (6.2) holds and
deduce a contradiction from this assumption. If ji = i then the condition j1 < · · · < jk of TabA,ι,k[λ]
means j1 = 1, j2 = 2, · · · , ji−1 = i− 1 = j, which contradicts ji−1 6= j in (6.2) and if ji > i then
m = −P (k − 1) + k − i+ 1 + P (j) = −P (k − 1) + k − i+ 1 + P (ji − 1)
≥ −P (k − 1) + k − i+ 1 + P (i)
= −P (k − 1) + (k − 1)− i+ 2 + P (i)
≥ −P (k − 1) + 2 + P (k − 1) = 2, (6.3)
which contradicts m = 1 in (6.2), where the above two inequalities follow from (3.3), (3.4). Thus, we
proved in the case i ∈ [1, k−1], the condition (6.2) does not hold. In the case i = k, if (ji =)jk > k+1
then (6.2) does not hold. To prove it, we assume (6.2) holds. In conjunction with ji > k + 1, the
condition ji = j + 1 means j > k, which yields that
m = −P (k − 1) + k − k + 1 + P (j) = −P (k − 1) + 1 + P (j) ≥ −P (k − 1) + 1 + P (k + 1) = 2, (6.4)
which contradicts m = 1 in (6.2). Hence, if (ji =)jk > k+1 then (6.2) does not hold. Only in the case
ji = jk = k + 1 and jk−1 = k − 1, jk−2 = k − 2, · · · , j1 = 1, the condition (6.2) holds, which implies
T = [1, 2, · · · , k−1, k+1]A−P (k−1)+〈λ, hk〉 = λ(k). By the above argument, we see that TabA,ι,k[λ]∪{0}
is closed under the action of Ŝm,j (m ∈ Z≥1, j ∈ I). Since we know λ(k) ∈ TabA,ι,k[λ] ∪ {0}, one
obtain Ξι,k[λ] ⊂ TabA,ι,k[λ] ∪ {0}.
Next, we show TabA,ι,k[λ]∪{0} ⊂ Ξι,k[λ]. For each T = [j1, · · · , jk]A−P (k−1)+〈λ, hk〉 ∈ TabA,ι,k[λ],
we show T ∈ Ξι,k[λ] using induction on the value j1 + · · · + jk. By 1 ≤ j1 < · · · < jk ≤ n + 1 and
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jk > k, the minimal value of j1+· · ·+jk is 1+2+· · ·+(k−1)+(k+1). In this case, we can easily check
that j1 = 1, j2 = 2, · · · , jk−1 = k − 1, jk = k + 1 and T = [1, 2, · · · , k − 1, k + 1]A−P (k−1) + 〈λ, hk〉 =
λ(k) ∈ Ξι,k[λ].
Next, we assume j1 + · · ·+ jk > 1 + 2 + · · ·+ (k−1) + (k+ 1). Either the following (i) or (ii) holds:
(i) ji > ji−1 + 1 for some i ∈ [1, k − 1] (we set j0 = 0),
(ii) jl = l for l ∈ [1, k − 1] and jk > k + 1.
If (i) holds then ji−1 > ji−1 ≥ i−1 so that ji−1 ≥ i. Putting m := −P (k−1)+k− i+P (ji−1),
we see that
m = −P (k − 1) + k − i+ P (ji − 1) ≥ −P (k − 1) + k − i+ P (i) =
− P (k − 1) + 1 + (k − 1)− i+ P (i) ≥ −P (k − 1) + 1 + P (k − 1) = 1.
It follows by Proposition 5.1 that
Ŝm,ji−1[j1, · · · , ji−1, ji − 1, ji+1, · · · , jk]A−P (k−1) = [j1, · · · , ji−1, ji, ji+1, · · · , jk]A−P (k−1). (6.5)
Since ji > ji−1 + 1, we obtain [j1, · · · , ji−1, ji − 1, ji+1, · · · , jk]A−P (k−1) + 〈λ, hk〉 ∈ TabA,ι,k[λ]. By
the induction assumption, we get [j1, · · · , ji − 1, · · · , jk]A−P (k−1) + 〈λ, hk〉 ∈ Ξι,k[λ], which implies
[j1, · · · , ji−1, · · · , jk]A−P (k−1)+〈λ, hk〉 = Ŝlp · · · Ŝl2 Ŝl1λ(k) with some l1, · · · , lp ∈ Z≥1. In conjunction
with (6.5), we obtain [j1, · · · , ji, · · · , jk]A−P (k−1) + 〈λ, hk〉 ∈ Ξι,k[λ].
If (ii) holds then putting m := −P (k − 1) + P (jk − 1), we obtain m = −P (k − 1) + P (jk − 1) ≥
−P (k − 1) + P (k + 1) = 1. Using Proposition 5.1, one obtain
Ŝm,jk−1[j1, · · · , jk−1, jk − 1]A−P (k−1) = [j1, · · · , jk−1, jk]A−P (k−1). (6.6)
By the induction assumption, we see [j1, · · · , jk−1, jk − 1]A−P (k−1) + 〈λ, hk〉 ∈ Ξι,k[λ] and (6.6) yields
[j1, · · · , jk]A−P (k−1) + 〈λ, hk〉 ∈ Ξι,k[λ]. Therefore, the inclusion TabA,ι,k[λ] ∪ {0} ⊂ Ξι,k[λ] follows.
6.2 Type B-case
Case 1 : k < n.
First, we suppose k < n.
Case 1-1 : the case both (1) and (2) do not hold
In this case, using (2.10), we have λ(k) = −x1,k + 〈λ, hk〉 and Ξι,k[λ] = {0, λ(k)} by a similar way
to the type A-case.
Case 1-2 : the case only (1) holds
In this case, we have pk+1,k = 1. Thus, it holds P (k + 1) = pk+1,k + P (k) = 1 + P (k). The
Definition 3.2 (ii) and (2.10) say λ(k) = −x1,k + x1,k+1 + 〈λ, hk〉 = k + 1
B
1−P (k+1) + 〈λ, hk〉. We
obtain
t
B
1−P (k+1) =
{
x1−P (k+1)+P (t),t − x−P (k+1)+P (t−1)+2,t−1 if t ≤ n,
x−P (k+1)+P (|t|−1)+n−|t|+2,|t|−1 − x−P (k+1)+P (|t|)+n−|t|+2,|t| if t ≥ n.
If t ∈ [k + 1, n] then it is easy to see
1− P (k + 1) + P (t) ≥ 1, (6.7)
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and if t ∈ [k + 2, n] then
− P (k + 1) + P (t− 1) + 2 ≥ 2. (6.8)
If t ≥ n then
−P (k+1)+P (|t|−1)+n−|t|+2 = 1−P (k+1)+P (|t|−1)+n−(|t|−1) ≥ 1−P (k+1)+P (n) ≥ 1, (6.9)
− P (k + 1) + P (|t|) + n− |t|+ 2 ≥ 2− P (k + 1) + P (n) ≥ 2. (6.10)
Putting s := 1 − P (k + 1), Ŝ(j) := Ŝs+P (j),j , Ŝ′(j) := Ŝs+P (j)+1,j for j ∈ [k + 1, n] and Ŝ(j) :=
Ŝs+P (j)+n−j,j , Ŝ′(j) := Ŝs+P (j)+n−j+1,j for j ∈ [1, n − 1], by Lemma 3.3, we obtain the following
diagram of actions of Ŝ:
−〈λ, hk〉 k+1
B
s
k+2
B
s
k+3
B
s
· · · n B
s
n
B
s
n−1
B
s
n−2
B
s
· · · 1 B
s
Ŝ1,k
oo
Ŝ(k+1)
++
Ŝ(k+2)
++
Ŝ(k+3)
**
Ŝ(n−1)
++
Ŝ(n)
,,
Ŝ(n−2)
,,
Ŝ(n−3)
((
Ŝ(1)
++
Ŝ(n−1)
++
kk
Ŝ′(k+1)
kk
Ŝ′(k+2)
kk
Ŝ′(k+3)
hh
Ŝ′(n−1)
ll
Ŝ′(n)
ll
Ŝ′(n−2)
kk
Ŝ′(n−3)
jj
Ŝ′(1)
hh
Ŝ′(n−1)
Other actions of Ŝ are trivial. Therefore, it holds Ξι,k[λ] = {0}∪{ t B1−P (k+1) + 〈λ, hk〉|k+ 1 ≤ t ≤ 1}.
Case 1-3 : the case only (2) holds
In this case, we obtain pk,k−1 = 0 so that P (k) = pk,k−1 + P (k − 1) = P (k − 1). We see that
λ(k) = −x1,k + x1,k−1 + 〈λ, hk〉 = k
B
−P (k−1)−n+k + 〈λ, hk〉 by Definition 3.2 (ii). For t ∈ [1, k],
t
B
−P (k−1)−n+k = x−P (k−1)+k+P (t−1)−t+1,t−1 − x−P (k−1)+k+P (t)−t+1,t
and
− P (k − 1) + k + P (t− 1)− t+ 1 ≥ 1. (6.11)
If t ≤ k − 1 then
−P (k−1)+k+P (t)−t+1 = −P (k−1)+P (t)+(k−1)−t+2 ≥ −P (k−1)+P (k−1)+2 = 2. (6.12)
By Lemma 3.3, putting s := −P (k − 1)− n+ k and Ŝ(j) := Ŝs+P (j)+n−j,j , Ŝ′(j) := Ŝs+P (j)+n−j+1,j
for j ∈ [1, k − 1], we get the following diagram of actions of Ŝ:
−〈λ, hk〉 k
B
s
k−1
B
s
· · · 1 B
sŜ1,k
oo
Ŝ(k−1)
++
Ŝ(k−2)
**
Ŝ(1)
,,
kk
Ŝ′(k−1)
kk
Ŝ′(k−2)
kk
Ŝ′(1)
Thus, we get Ξι,k[λ] = {0} ∪ { t B−P (k−1)−n+k + 〈λ, hk〉|k ≤ t ≤ 1}.
Case 1-4: the case both (1) and (2) hold
In this case, we obtain pk,k−1 = 0, pk+1,k = 1 so that P (k + 1) = 1 + P (k) = 1 + P (k − 1) and
λ(k) = −x1,k + x1,k−1 + x1,k+1 + 〈λ, hk〉 = [1, · · · , k − 1, k + 1]B−P (k−1) + 〈λ, hk〉 by Definition 3.2 (ii),
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3.4 (i). It follows from (2.8) and (2.9) that
Ŝl,jλ
(k) =

0 if (l, j) = (1, k),
[1, · · · , k − 2, k, k + 1]B−P (k−1) + 〈λ, hk〉 if (l, j) = (1, k − 1),
[1, · · · , k − 1, k + 2]B−P (k−1) + 〈λ, hk〉 if (l, j) = (1, k + 1),
λ(k) otherwise.
Combining with Proposition 5.2 (i), we see that TabB,ι,k[λ]∪{0} is closed under the action of Ŝl,j for
all (l, j) ∈ Z≥1 × I. By λ(k) = [1, · · · , k − 1, k + 1]B−P (k−1) + 〈λ, hk〉 ∈ TabB,ι,k[λ] ∪ {0}, we obtain
Ξι,k[λ] ⊂ TabB,ι,k[λ] ∪ {0}.
We can prove the inclusion TabB,ι,k[λ]∪ {0} ⊂ Ξι,k[λ] by a similar way to the proof of Lemma 5.6
in [6].
Case 2 : k = n.
Next, let us turn to the case k = n. The condition (1) does not hold.
Case 2-1 : the case the condition (2) does not hold
We have λ(n) = −x1,n + 〈λ, hn〉 and Ξι,n[λ] = {0, λ(n)} by a similar argument to Case 1-1.
Case 2-2 : the case the condition (2) holds
If the condition (2) holds then pn,n−1 = 0 so that P (n) = P (n− 1) and λ(n) = −x1,n + 2x1,n−1 +
〈λ, hn〉 = [1, 2, · · · , n− 1, n]−P (n−1) + 〈λ, hn〉 by Definition 3.2 (ii), 3.4 (i). By a direct calculation, we
can verify
Ŝl,jλ
(n) =

0 if (l, j) = (1, n),
[1, · · · , n− 2, n, n− 1]B−P (n−1) + 〈λ, hn〉 if (l, j) = (1, n− 1),
λ(n) otherwise.
In conjunction with Proposition 5.2 (ii), we see that TabB,ι,n[λ] ∪ {0} is closed under the action of
Ŝl,j for all (l, j) ∈ Z≥1 × I and Ξι,n[λ] ⊂ TabB,ι,n[λ] ∪ {0}.
We can also show the inclusion TabB,ι,n[λ]∪{0} ⊂ Ξι,n[λ] by a similar way to the proof of Lemma
5.7 (i) in [6].
6.3 Type C-case
Case 1 : k < n.
First, we suppose k < n.
Case 1-1 : the case both (1) and (2) do not hold
By (2.10), we have λ(k) = −x1,k + 〈λ, hk〉 and Ξι,k[λ] = {0, λ(k)} by a similar way to the type A,
B-cases.
Case 1-2 : the case only (1) holds
In this case, we have pk+1,k = 1 so that P (k + 1) = pk+1,k + P (k) = 1 + P (k). The Definition 3.2
(iii) and (2.10) mean λ(k) = −x1,k+(1+δk+1,n)x1,k+1+〈λ, hk〉 = k + 1
C
1−P (k+1)+〈λ, hk〉. Hence, by
Lemma 3.3 and a similar argument to type A, B, we obtain Ξι,k[λ] = {0}∪{ t C1−P (k+1)+〈λ, hk〉|k+1 ≤
t ≤ 1}.
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Case 1-3 : the case only (2) holds
In this case, we have pk,k−1 = 0 so that P (k) = P (k − 1). Considering the Definition 3.2 (iii) and
(2.10), we obtain λ(k) = −x1,k + x1,k−1 + 〈λ, hk〉 = k
C
−P (k−1)−n+k + 〈λ, hk〉. By a similar argument
to Case 1-3 of the type B-case, we can verify Ξι,k[λ] = {0} ∪ { t C−P (k−1)−n+k + 〈λ, hk〉|k ≤ t ≤ 1}.
Case 1-4 : the case both (1), (2) hold
In this case, we have pk+1,k = 1, pk,k−1 = 0 so that P (k+1) = pk+1,k+P (k) = 1+P (k) = 1+P (k−
1). It holds λ(k) = −x1,k+(1+δk+1,n)x1,k+1+x1,k−1+〈λ, hk〉 = [1, 2, · · · , k−1, k+1]C−P (k−1)+〈λ, hk〉.
A similar argument to Case 1-4 of the type B-case shows TabB,ι,k[λ] ∪ {0} = Ξι,k[λ].
Case 2 : k = n.
Case 2-1 : the case the condition (2) does not hold
We have λ(n) = −x1,n + 〈λ, hn〉 and Ξι,n[λ] = {0, λ(n)}.
Case 2-2 : the case the condition (2) holds
In this case, we obtain pn,n−1 = 0 so that P (n) = P (n− 1) and λ(n) = −x1,n + x1,n−1 + 〈λ, hn〉 =
[n+ 1, n]C−P (n−1) + 〈λ, hn〉. By Lemma 3.3, we obtain
Ŝl,jλ
(n) =

0 if (l, j) = (1, n),
[n+ 1, n− 1]C−P (n−1) + 〈λ, hn〉 if (l, j) = (1, n− 1),
λ(n) otherwise.
By Proposition 5.2 (iii), we see that TabC,ι,n[λ] ∪ {0} is closed under the action of Ŝl,j for all (l, j) ∈
Z≥1 × I, which yields Ξι,n[λ] ⊂ TabC,ι,n[λ] ∪ {0}.
We can also get the inclusion TabC,ι,n[λ] ∪ {0} ⊂ Ξι,n[λ] by a similar way to the proof of Lemma
5.7 (ii) in [6].
6.4 Type D-case
Case 1 : k < n− 2.
We can show Ξι,k[λ] = TabD,ι,k[λ] ∪ {0} just as in Case 1 of the proofs of type B,C-cases.
Case 2 : k = n− 2
Case 2-1: ι(n−2) < ι(n−3), ι(n−1), ι(n)
In this case, it is easy to check λ(n−2) = −x1,n−2 + 〈λ, hn−2〉 and Ξι,n−2[λ] = {0, λ(n−2)}.
Case 2-2 : ι(n−2) < ι(n−3), ι(n−2) < ι(n) and ι(n−2) > ι(n−1)
By λ(n−2) = −x1,n−2 + x1,n−1 + 〈λ, hn−2〉 and a direct calculation, it holds
Ŝl,jλ
(n−2) =

−x2,n−1 + 〈λ, hn−2〉 if (l, j) = (1, n− 1),
0 if (l, j) = (1, n− 2),
λ(n−2) otherwise,
and
Ŝl,j(−x2,n−1 + 〈λ, hn−2〉) =
{
λ(n−2) if (l, j) = (2, n− 1),
−x2,n−1 + 〈λ, hn−2〉 otherwise.
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Therefore, it follows Ξι,n−2[λ] = {0, λ(n−2),−x2,n−1 + 〈λ, hn−2〉}.
Case 2-3 : ι(n−2) < ι(n−3), ι(n−2) < ι(n−1) and ι(n−2) > ι(n)
Just as in Case 2-2, we can show Ξι,n−2[λ] = {0, λ(n−2),−x2,n + 〈λ, hn−2〉}.
Case 2-4 : ι(n−2) < ι(n−1), ι(n−2) < ι(n) and ι(n−2) > ι(n−3)
It holds λ(n−2) = −x1,n−2 + x1,n−3 + 〈λ, hn−2〉 = n− 2
D
−1−P (n−3) + 〈λ, hn−2〉. By Lemma 3.3,
putting s := −1− P (n− 3) and Ŝ(j) := Ŝs+P (j)+n−j−1,j , Ŝ′(j) := Ŝs+P (j)+n−j,j for j ∈ [1, n− 2], we
get the following diagram of actions of Ŝ:
−〈λ, hn−2〉 n−2
D
s
n−3
D
s
· · · 1 D
sŜ1,n−2
oo
Ŝ(n−3)
++
Ŝ(n−4)
**
Ŝ(1)
,,
kk
Ŝ′(n−3)
kk
Ŝ′(n−4)
kk
Ŝ′(1)
Other actions are trivial. Hence Ξι,n−2[λ] = {0} ∪ { t D−1−P (n−3) + 〈λ, hn−2〉| n− 2 ≤ t ≤ 1}.
Case 2-5 : ι(n−2) < ι(n−3) and ι(n−2) > ι(n−1), ι(n)
In this case, we obtain pn−1,n−2 = pn,n−2 = 1 and P (n) = P (n− 1) = 1 + P (n− 2). We also get
λ(n−2) = −x1,n−2 + x1,n−1 + x1,n + 〈λ, hn−2〉 = n− 1
D
−P (n−2) + 〈λ, hn−2〉. By Lemma 3.3, putting
s := −P (n− 2) and Ŝ(j) := Ŝs+P (j)+n−j−1,j , Ŝ′(j) := Ŝs+P (j)+n−j,j for j ∈ [1, n− 1], one obtain the
following diagram of actions of Ŝ:
−〈λ, hn−2〉 n−1
s
n
s
n
s
n−1
s
n−2
s
· · · 1
s
Ŝ1,n−1
66
Ŝ1,n

Ŝ1,n

Ŝ(n−1)
66
Ŝ(n−2)
**
Ŝ(n−3)
((
Ŝ(1)
**ooŜ1,n−2 vv
Ŝ2,n−1
\\
Ŝ2,n
\\
Ŝ2,n
vv Ŝ
′(n−1)
jj
Ŝ′(n−2)
jj
Ŝ′(n−3)
hh
Ŝ′(1)
Hence, it holds Ξι,n−2[λ] = {0} ∪ { t D−P (n−2) + 〈λ, hn−2〉 |n− 1 ≤ t ≤ 1}.
Case 2-6 : ι(n−2) < ι(n) and ι(n−2) > ι(n−3), ι(n−1)
In this setting, we get pn−2,n−3 = 0, pn−1,n−2 = 1, pn,n−2 = 0 so that P (n − 2) = P (n − 3),
P (n−1) = P (n−2)+1 and P (n) = P (n−2) by (3.2). Thus, one obtain λ(n−2) = −x1,n−2 +x1,n−3 +
x1,n−1 + 〈λ, hn−2〉 = [n+ 1, n, n− 2]D−1−P (n−2) + 〈λ, hn−2〉 ∈ TabD,ι,n−2[λ] ∪ {0}. Using Lemma 3.3,
we get
Ŝl,jλ
(n−2) =

[n+ 1, n, n− 3]D−1−P (n−2) + 〈λ, hn−2〉 if (l, j) = (1, n− 3),
[n+ 1, n− 1, n− 2]D−1−P (n−2) + 〈λ, hn−2〉 if (l, j) = (1, n− 1),
0 if (l, j) = (1, n− 2),
λ(n−1) otherwise.
By Definition 4.1, each T = [n+ 1, j2, · · · , jk]−1−P (n−2) + 〈λ, hn−2〉 ∈ TabD,ι,n−2[λ] satisfies 3 ≤ k ≤
30
n+ 1, k is odd, n ≤ j2 < · · · < jk ≤ 1 and if k = 3 then j3 ≥ n− 2. It holds
T = n+ 1
D
−P (n−2)+k−2 +
k∑
i=2
ji
D
−1−P (n−2)+k−i + 〈λ, hn−2〉.
Recall that
n+ 1
D
−P (n−2)+k−2 = x−P (n−2)+k−2+P (n),n, (6.13)
ji
D
−1−P (n−2)+k−i =

x−1−P (n−2)+k−i+P (n−1),n−1 − x−P (n−2)+k−i+P (n),n if ji = n,
xk−i,n−2 − x−P (n−2)+k−i+P (n−1),n−1 − x−P (n−2)+k−i+P (n),n if ji = n− 1,
x−1−P (n−2)+k−i+P (|ji|−1)+n−|ji|,|ji|−1 − x−1−P (n−2)+k−i+P (|ji|)+n−|ji|,|ji| if ji ≥ n− 2.
(6.14)
It follows by k ≥ 3 that
− P (n− 2) + k − 2 + P (n) = k − 2 ≥ 1. (6.15)
By the conditions k ≥ 3 and n ≤ j2 < · · · < jk ≤ 1 in TabD,ι,n−2[λ], if ji = n then i = 2 < k, which
yields
− 1− P (n− 2) + k − i+ P (n− 1) = k − i ≥ 1. (6.16)
Similarly, by the conditions in TabD,ι,n−2[λ], if ji = n− 1 then i < k and
k − i ≥ 1. (6.17)
If ji ≥ n− 2 then
−1− P (n− 2) + k − i+ P (|ji| − 1) + n− |ji| (6.18)
= −P (n− 2) + k − i+ P (|ji| − 1) + (n− 3)− (|ji| − 1) + 1 ≥ −P (n− 2) + P (n− 3) + 1 = 1.
The inequalities (6.15)-(6.18) mean the left indices in (6.13), (6.14) are positive.
If ji = n then i = 2 and −x−P (n−2)+k−2+P (n),n is cancelled in T by (6.13). If ji = n− 1 then i = 2
or 3. In the case i = 2, we see that −x−P (n−2)+k−2+P (n),n is cancelled in T and −P (n− 2) + k− 2 +
P (n−1) = k−1 ≥ 2. In the case i = 3, it holds k ≥ 5 so that −P (n−2)+k−3+P (n−1) = k−2 ≥ 2
and −P (n− 2) + k − 3 + P (n) = k − 3 ≥ 2. We similarly see that if ji ≥ n− 2 and T 6= λ(n−2) then
−1− P (n− 2) + k − i+ P (|ji|) + n− |ji| ≥ 2.
Just as in the proof of Proposition 4.3 (iii) in [6], we see that for each T = [n+ 1, j2, · · · , jk]−1−P (n−2)+
〈λ, hn−2〉 ∈ TabD,ι,n−2[λ] \ {λ(n−2)}, j ∈ I and m ∈ Z≥1,
Ŝm,j(T − 〈λ, hn−2〉) =
[n+ 1, j2, · · · , ji−1, j, ji+1, · · · , jk]D−1−P (n−2) if
j < n and for some i ∈ [2, k], ji = j + 1, ji+1 6= j,
m = −P (n− 2) + k − i+ P (j) + n− j − 2,
[n+ 1, j2, · · · , ji′−1, j + 1, ji′+1, · · · , jk]D−1−P (n−2) if
j < n and for some i ∈ [2, k], ji = j, ji+1 6= j + 1,
m = −P (n− 2) + k − i+ P (j) + n− j − 1,
[n+ 1, n, n− 1, j2, · · · , jk]D−1−P (n−2) if j = n, j2 6= n, n− 1 and m = k − 2,
[n+ 1, j4, · · · , jk]D−1−P (n−2) if j = n, j2 = n, j3 = n− 1 and m = k − 3,
T − 〈λ, hn−2〉 otherwise.
Thus, we can verify Ξι,n−2[λ] ⊂ TabD,ι,n−2[λ] ∪ {0}. By a similar way to the proof of Lemma 5.13 in
[6], we can also verify TabD,ι,n−2[λ] ∪ {0} ⊂ Ξι,n−2[λ].
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Case 2-7 : ι(n−2) < ι(n−1) and ι(n−2) > ι(n−3), ι(n)
In this setting, we get pn−2,n−3 = 0, pn−1,n−2 = 0, pn,n−2 = 1 so that P (n − 2) = P (n − 3),
P (n − 1) = P (n − 2) and P (n) = P (n − 2) + 1 by (3.2). Thus, λ(n−2) = −x1,n−2 + x1,n−3 +
x1,n + 〈λ, hn−2〉 = [n+ 1, n− 2]D−1−P (n−2) + 〈λ, hn−2〉. By a similar way to Case 2-6, we can verify
Ξι,n−2[λ] = TabD,ι,n−2[λ] ∪ {0}.
Case 2-8 : ι(n−2) > ι(n−3), ι(n−1), ι(n)
It holds pn−2,n−3 = 0, pn−1,n−2 = pn,n−2 = 1 so that P (n − 2) = P (n − 3), P (n) = P (n − 1) =
P (n−2)+1 and λ(n−2) = −x1,n−2+x1,n−3+x1,n−1+x1,n+〈λ, hn−2〉 = [1, 2, · · · , n−3, n−1]D−P (n−3)+
〈λ, hn−2〉. The following is a consequence of Lemma 3.3:
Ŝl,j(λ
(n−2)) =

[1, 2, · · · , n− 4, n− 2, n− 1]D−P (n−3) + 〈λ, hn−2〉 if (l, j) = (1, n− 3),
[1, 2, · · · , n− 3, n]D−P (n−3) + 〈λ, hn−2〉 if (l, j) = (1, n− 1),
[1, 2, · · · , n− 3, n]D−P (n−3) + 〈λ, hn−2〉 if (l, j) = (1, n),
0 if (l, j) = (1, n− 2),
λ(n−2) otherwise.
Considering Proposition 5.3 (i), (ii), we see that TabD,ι,n−2[λ]∪{0} is closed under the action of Ŝl,j for
all (l, j) ∈ Z≥1 × I, which yields Ξι,n−2[λ] ⊂ TabD,ι,n−2[λ]∪ {0}. The inclusion TabD,ι,n−2[λ]∪ {0} ⊂
Ξι,n−2[λ] follows from a similar argument to the proof of Lemma 5.12 in [6].
Case 3 : k = n− 1
Case 3-1 : ι(n−1) < ι(n−2)
In this case, we can easily check λ(n−1) = −x1,n−1 + 〈λ, hn−1〉 and Ξι,n−1[λ] = {0, λ(n−1)}.
Case 3-2 : ι(n−1) > ι(n−2)
We get λ(n−1) = −x1,n−1 +x1,n−2 + 〈λ, hn−1〉 = [n+ 1, n− 1]D−P (n−2) + 〈λ, hn−1〉. By Lemma 3.3,
we see that
Ŝl,jλ
(n−1) =

[n+ 1, n− 2]D−P (n−2) + 〈λ, hn−1〉 if (l, j) = (1, n− 2),
0 if (l, j) = (1, n− 1),
λ(n−1) otherwise.
Combining with Proposition 5.3 (iii), we also see that TabD,ι,n−1[λ]∪{0} is closed under the action of
Ŝl,j for all (l, j) ∈ Z≥1×I, which means Ξι,n−1[λ] ⊂ TabD,ι,n−1[λ]∪{0}. The inclusion TabD,ι,n−1[λ]∪
{0} ⊂ Ξι,n−1[λ] can be proved just as in the proof of Lemma 5.13 (i) in [6].
Case 4 : k = n
Case 4-1 : ι(n) < ι(n−2)
In this case, we obtain λ(n) = −x1,n + 〈λ, hn〉 and Ξι,n[λ] = {0, λ(n)}.
Case 4-2 : ι(n) > ι(n−2)
It holds λ(n) = −x1,n + x1,n−2 + 〈λ, hn〉 = [n+ 1, n, n− 1]D−P (n−2) + 〈λ, hn〉 and
Ŝl,jλ
(n) =

[n+ 1, n, n− 2]D−P (n−2) + 〈λ, hn〉 if (l, j) = (1, n− 2),
0 if (l, j) = (1, n),
λ(n) otherwise.
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Just as in Case 3-2, our claim Ξι,n[λ] = TabD,ι,n[λ] ∪ {0} follows.
Hence, we obtain Ξι[λ] = TabX,ι[λ] ∪ TabX,ι. It is easy to verify that for any λ ∈ P+, the pair
(ι, λ) satisfies the ample condition by the explicit forms of TabX,ι, TabX,ι[λ] in Definition 3.4, 4.1.
Consequently, the proof of Theorem 4.2 is completed.
6.5 Proof of Theorem 4.6
We proved in [6] that for ϕ =
∑
i ϕixi ∈ Ξ(∞)ι , if i(−) = 0 then ϕi ≥ 0. Fixing k ∈ I, we show for
ϕ =
∑
i ϕixi ∈ Ξ(k)ι \ {ξ(k)},
if i(−) = 0 then ϕi ≥ 0. (6.19)
In the previous subsections, we proved that
Ξ(k)ι \ {ξ(k), 0} = Ξι,k[λ] \ {λ(k), 0} − 〈λ, hk〉 = TabX,ι,k[λ] \ {λ(k)} − 〈λ, hk〉
for any λ ∈ P+, where for a set S of linear functions, the set S − 〈λ, hk〉 is defined as S − 〈λ, hk〉 =
{f − 〈λ, hk〉|f ∈ S}. Let us recall the conditions (1), (2) in (4.1).
Type A-case
Case 1 : both (1) and (2) do not hold
In this case, by TabA,ι,k[λ] \ {λ(k)} = φ, our claim (6.19) is clear.
Case 2 : (1) holds and (2) does not hold
In this case, it follows from λ(k) = k + 1
A
1−P (k+1) + 〈λ, hk〉 and Definition 4.1 that TabA,ι,k[λ] \
{λ(k)} = { t A
1−P (k+1)+〈λ, hk〉|k+1 < t ≤ n+1}. It is easy to see that t
A
1−P (k+1) = x1−P (k+1)+P (t),t−
x2−P (k+1)+P (t−1),t−1 and 2− P (k + 1) + P (t− 1) ≥ 2, which means (6.19).
Case 3 : (2) holds and (1) does not hold
In 6.1, we have seen that each element T = [j1, · · · , jk−1, k+ 1, · · · , n+ 1]A−P (k−1)−n+k + 〈λ, hk〉 ∈
TabA,ι,k[λ] \ {λ(k)} can be written as T = [1, · · · , l − 1, l + 1, · · · , n + 1]A−P (k−1)−n+k + 〈λ, hk〉 with
some l ∈ [1, k − 1]. We see that T = x−P (k−1)−l+k+1+P (l−1),l−1 − x−P (k−1)−l+k+P (l)+1,l and
−P (k − 1)− l + k + P (l) + 1 = −P (k − 1) + (k − 1)− l + 2 + P (l) ≥ −P (k − 1) + 2 + P (k − 1) = 2,
which implies (6.19).
Case 4 : both (1) and (2) hold
For each T = [j1, · · · , jk]A−P (k−1) + 〈λ, hk〉 ∈ TabA,ι,k[λ] \ {λ(k)}, it follows
T − 〈λ, hk〉 =
k∑
i=1
ji
A
−P (k−1)+k−i =
k∑
i=1
(x−P (k−1)+k−i+P (ji),ji − x−P (k−1)+k−i+1+P (ji−1),ji−1).
For i ∈ [1, k − 1] such that ji = i, the condition 1 ≤ j1 < · · · < ji in TabA,ι,k[λ] implies j1 = 1,
j2 = 2, · · · , ji−1 = i − 1. In particular, it holds ji = ji−1 + 1 and we have seen in (5.2) that
x−P (k−1)+k−i+1+P (ji−1),ji−1 is cancelled in T . For i ∈ [1, k − 1] such that ji > i, we can show
−P (k − 1) + k − i+ 1 + P (ji − 1) ≥ 2 just as in (6.3).
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For i = k, if jk = jk−1 + 1 then x−P (k−1)+k−k+1+P (jk−1),jk−1 is cancelled in T . If jk > jk−1 + 1
then we see that jk > k + 1 by T 6= λ(k), which yields
−P (k − 1) + k − k + 1 + P (jk − 1) = −P (k − 1) + 1 + P (jk − 1) ≥ −P (k − 1) + 1 + P (k + 1) = 2.
Therefore, the condition (6.19) holds.
Type B-case
We fix k ∈ [1, n].
Case 1 : both (1) and (2) do not hold
By TabB,ι,k[λ] \ {λ(k)} = φ, our claim (6.19) is clear.
Case 2 : (1) holds and (2) does not hold
In this setting, it holds pk+1,k = 1 so that P (k + 1) = P (k) + 1. By Definition 4.1, we have
TabB,ι,k[λ] = { t B1−P (k+1)+〈λ, hk〉|k+1 ≤ t ≤ 1}. By Definition 3.2 (ii), we see that k + 1
B
1−P (k+1) =
x1,k+1 − x1,k = λ(k) − 〈λ, hk〉. Hence,
TabB,ι,k[λ] \ {λ(k)} = { t B1−P (k+1) + 〈λ, hk〉|k + 1 < t ≤ 1}.
We also see that for t (k + 1 < t ≤ 1),
t
B
1−P (k+1) =
{
x1−P (k+1)+P (t),t − x−P (k+1)+P (t−1)+2,t−1 if t ≤ n,
x−P (k+1)+P (|t|−1)+n−|t|+2,|t|−1 − x−P (k+1)+P (|t|)+n−|t|+2,|t| if t ≥ n,
and if t ≤ n then
−P (k + 1) + P (t− 1) + 2 ≥ 2,
if t ≥ n then
−P (k + 1) + P (|t|) + n− |t|+ 2 ≥ −P (k + 1) + P (n) + 2 ≥ 2.
Hence, the condition (6.19) holds.
Case 3 : (2) holds and (1) does not hold
In this case, we have pk,k−1 = 0 so that P (k) = P (k − 1) and
TabB,ι,k[λ] = { t B−P (k−1)−n+k + 〈λ, hk〉|k ≤ t ≤ 1}.
By Definition 3.2 (ii), we see that k
B
−P (k−1)−n+k = x1,k−1 − x1,k = λ(k) − 〈λ, hk〉. Thus,
TabB,ι,k[λ] \ {λ(k)} = { t B−P (k−1)−n+k + 〈λ, hk〉|k < t ≤ 1}.
For t (k < t ≤ 1), we have
t
B
−P (k−1)−n+k = x−P (k−1)+P (|t|−1)+k−|t|+1,|t|−1 − x−P (k−1)+P (|t|)+k−|t|+1,|t|
and −P (k−1)+P (|t|)+k−|t|+1 = −P (k−1)+P (|t|)+(k−1)−|t|+2 ≥ −P (k−1)+P (k−1)+2 = 2.
So the condition (6.19) holds.
Case 4 : both (1) and (2) hold
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For T = [j1, · · · , jk]B−P (k−1)+〈λ, hk〉 ∈ TabB,ι,k\{λ(k)}, we have [j1, · · · , jk]B−P (k−1) =
∑k
i=1 ji
B
−P (k−1)+k−i
and Definition 3.2 says
ji
B
−P (k−1)+k−i =
{
x−P (k−1)+k−i+P (ji),ji − x−P (k−1)+k−i+P (ji−1)+1,ji−1 if ji ≤ n,
x−P (k−1)+k−i+P (|ji|−1)+n−|ji|+1,|ji|−1 − x−P (k−1)+k−i+P (|ji|)+n−|ji|+1,|ji| if ji ≥ n.
For i ∈ [1, k] such that ji ≤ n, if ji = ji−1+1 (j0 := 0) then the summand x−P (k−1)+k−i+P (ji−1)+1,ji−1
in [j1, · · · , jk]B−P (k−1) is cancelled by a similar argument to (5.2). The inequalities (5.6), (5.7) and
(5.9) in the proof of Proposition 5.2 mean that the condition (6.19) holds.
Type C-case
We can check the condition (6.19) for k ∈ [1, n− 1] just as in Type B-case. Hence, let us check the
condition for k = n. If ι(n) < ι(n−1) then TabC,ι,n \ {λ(n)} = φ and (6.19) is clear. Thus, we suppose
ι(n) > ι(n−1). In this setting, by the argument (in particular (5.13), (5.14)) in the proof of Proposition
5.2 (iii), we see that the condition (6.19) holds.
Type D-case
For k ∈ [1, n− 3], the condition (6.19) holds by the inequalities (5.21), (5.22), (5.23), (5.24) and a
similar argument to Type B-case.
Next, we suppose k = n − 2. In the following three cases, the condition (6.19) clearly holds by
Definition 4.1:
• ι(n−2) < ι(n−3), ι(n−2) < ι(n−1) and ι(n−2) < ι(n),
• ι(n−2) < ι(n−3), ι(n−2) > ι(n−1) and ι(n−2) < ι(n),
• ι(n−2) < ι(n−3), ι(n−2) < ι(n−1) and ι(n−2) > ι(n).
In the following two cases, the condition (6.19) follows from Definition 4.1 and a similar argument to
Case 2, 3 of type B:
• ι(n−2) > ι(n−3), ι(n−2) < ι(n−1), ι(n−2) < ι(n),
• ι(n−2) < ι(n−3), ι(n−2) > ι(n−1), ι(n−2) > ι(n).
In the cases
• ι(n−2) > ι(n−3), ι(n−2) > ι(n−1), ι(n−2) < ι(n),
• ι(n−2) > ι(n−3), ι(n−2) < ι(n−1), ι(n−2) > ι(n),
by Definition 4.1, each element in TabD,ι,n−2[λ] is written as [n+ 1, j2, · · · , js]−1−P (n−2) + 〈λ, hn−2〉
with some positive integer s and j2, · · · , js ∈ JD. Considering the explicit forms of boxes (6.13), (6.14)
and the argument after (6.18) in Case 2.6, we see that the condition (6.19) holds.
In the case
• ι(n−2) > ι(n−3), ι(n−2) > ι(n−1), ι(n−2) > ι(n),
by Definition 4.1, each element T in TabD,ι,n−2[λ]\{λ(n−2)} is written as T = [j1, · · · , jn−2]D−P (n−3)+
〈λ, hn−2〉 =
∑n−2
i=1 ji
D
−P (n−3)+n−2−i + 〈λ, hn−2〉. It follows from the explicit form (5.16) of the boxes
and the inequalities (5.21)-(5.24) for k = n−2 in the proof of Proposition 5.3 (i), (ii) that the condition
(6.19) holds.
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Finally, we suppose k = n − 1 or n. In the case ι(k) < ι(n−2), the condition (6.19) clearly holds
by Definition 4.1. Thus, we consider the case ι(k) > ι(n−2). Each element T in TabD,ι,k[λ] \ {λ(k)} is
written as
T − 〈λ, hk〉 = [n+ 1, j2, · · · , js]D−P (n−2) − 〈λ, hk〉
= n+ 1
D
−P (n−2)+s−1 +
s∑
i=2
ji
D
−P (n−2)+s−i.
with some integer s and j2, · · · , js ∈ {n, · · · , 1}. Replacing k with s in the definition (5.27) of the
boxes and the inequalities (5.29)-(5.31), we see that the condition (6.19) holds.
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