Abstract The correct representation of solute-water interactions is essential for the accurate simulation of most biological phenomena. Several highly accurate quantum methods are available to deal with solvation by using both implicit and explicit solvents. So far, however, most evaluations of those methods were based on a single conformation, which neglects solute entropy. Here, we present the first test of a novel approach to determine hydration free energies that uses molecular mechanics (MM) to sample phase space and quantum mechanics (QM) to evaluate the potential energies. Free energies are determined by using re-weighting with the Non-Boltzmann Bennett (NBB) method. In this context, the method is referred to as QM-NBB. Based on snapshots from MM sampling and accounting for their correct Boltzmann weight, it is possible to obtain hydration free energies that incorporate the effect of solute entropy. We evaluate the performance of several QM implicit solvent models, as well as explicit solvent QM/MM for the blind subset of the SAMPL4 hydration free energy challenge. While classical free energy simulations with molecular dynamics give root mean square deviations (RMSD) of 2.8 and 2.3 kcal/mol, the hybrid approach yields an improved RMSD of 1.6 kcal/mol. By selecting an appropriate functional and basis set, the RMSD can be reduced to 1 kcal/mol for calculations based on a single conformation. Results for a selected set of challenging molecules imply that this RMSD can be further reduced by using NBB to reweight MM trajectories with the SMD implicit solvent model.
Introduction
Most biological phenomena take place in aqueous solution. Solvation affects conformational changes and protein folding, as well as binding processes of ligands to macromolecules. In order for a ligand to bind to its target, both the ligand and the binding pocket must be stripped of water molecules at the binding interface. This incurs a desolvation penalty to the total free energy change of the process. If solute-solvent interactions for both ligand and binding pocket are not treated correctly, the resulting binding free energies will suffer from substantial errors. In the calculation of absolute binding free energies, these errors are unlikely to cancel systematically in the thermodynamic cycle. This is because the solute-solvent interactions are only considered in one leg of the cycle and are usually very different from the nature of the ligand-receptor environment. Thus, errors from solvation can probably be considered a kind of baseline error for absolute binding free energy calculations.
The most rigorous way to evaluate solute-water interactions is to determine the corresponding hydration free energy, which is the transfer free energy of the solute from an ideal gas phase reference state into aqueous solution. Recently, the SAMPL blind challenges have been established to compare the accuracy of computational methods to predict such hydration free energies [1] [2] [3] as well as binding free energies [4] . Those challenges supply data on the expected accuracies of current force fields and solvent models, in particular with respect to the solute-water interactions. In addition, the competitions highlight which methods yield better results.
In SAMPL0 and SAMPL1, the root mean square deviations (RMSD) of free energy calculations based on molecular dynamics simulations (MD) with explicit solvent ranged between 1.3 [1] and 3.6 kcal/mol, [2, 5] which gives a good picture of the errors that can be expected from MD for small systems. For example, the same approach yielded an RMSD of 2.8 kcal/mol when predicting the solvation free energies of 23 small organic compounds in the SAMPL2 competition [6] . The most problematic aspect of those calculations was the selection of the right parameters (in particular charges) [7, 8] . In addition, sampling was considered one of the main culprits for some deviations from experiment. Most quantum chemical methods in the SAMPL competitions employed some form of density functional theory (DFT) in conjunction with implicit solvent, due its relatively high accuracy for relatively low computational costs. These approaches yielded reasonable results, with the RMSD being about 2.5 kcal/mol for SAMPL1 [9] and between 1.5 and 3.5 kcal/mol for SAMPL2 [10, 11] . Most of the submissions varied the functional, implicit solvent model or the the form of geometry optimization done prior to the solvation free energy calculation. The Achilles' heel of using pure QM however, is the difficulty of incorporating conformational entropy into the computed results. If there are several local minima with similar energies on the potential energy surface, the accuracy of the predicted solvation free energies will not reflect the associated entropy.
A promising approach to compute hydration free energies is the combination of quantum-chemical calculations with MD. Thus, sampling can be performed with fast MD, while the free energy results are further refined by conducting the potential energy evaluations with accurate quantum-chemical methods. Recent applications of such approaches involve the calculation of solvation free energies of ligands [12, 13] or the computation of free energy barriers in enzymatic reactions [14] [15] [16] . More applications have been made possible by the development of QM/MM alchemical free energy calculations [17, 18] and improved sampling methods [19] . A novel alternative to the approaches mentioned above is the use of reweighting in the form of Non-Boltzmann Bennett (NBB) [20, 21] . Similar to Bennett's acceptance ratio method (BAR), [22] it employs data from two end states to minimize the variance of the estimate. However, the end states involved in the calculation only exist virtually since they are generated by reweighting simulations of closely related states. For example, the trajectories can be generated with MM, while the end states are evaluated through quantum-chemical calculations.
Notably, this approach has also been used by the Ryde group for the host-guest binding free energy challenge of SAMPL4 [23] . In this paper, we provide the first practical evaluation of the QM NBB method for the calculation of hydration free energies. To explore its advantages and weaknesses, we compare it with implicit and explicit solvent MM calculations. In addition, we contrast it with an alternative method that is based on thermodynamic perturbation (TP) [24] and quantum-chemical implicit solvent calculations that were performed for a single conformation.
In particular, we focus on the blind subset of the SAMPL4 hydration free energy challenge, which encompasses 24 out of the total 43 molecules. To put our data into a broader perspective, we would like to refer the reader to an overview of the experimental data [25] and a performance comparison of the computational results [26] in this special issue as a kind of ''required reading.'' As described in Reference [25] , the blind subset originally included 24 molecules, but three molecules (7, 8 and 18) were removed from that list after the competition deadline. The remaining compounds still exhibit a wide chemical diversity and include several challenging properties to model.
The remainder of this paper is organized as follows. First, we describe the employed methods in more detail. We then present the results for all submissions to SAMPL4 and assess their accuracy. Next, the results are compared with each other and with quantum-chemical implicit solvent data that was generated after the deadline for SAMPL4. Finally, we conclude with a short discussion on the influence of sampling on the quantum-chemical implicit solvent results for selected cases and also consider the possible influence of protonation states on some of the free energy results. The Supplemental Material at the end of this manuscript provides an exhaustive overview of all QM single conformation hydration free energy results. The trivial or chemical names for the compounds of the blind subset of the SAMPL4 hydration free energy challenge can be found in Table 5 of the Supplemental Material. In addition, a glossary of abbreviations is provided in Table 6 of the Supplemental Material. A complete description of the underlying QM-NBB methodology is reported elsewhere (König et al. Multiscale free energy simulations: An efficient method for connecting classical MD simulations to QM or QM/MM free energies using NonBoltzmann Bennett reweighting schemes, submitted to J. Chem. Theory Comput.).
Methods

Free energy methods
One of the most basic methods to calculate the free energy difference DA between an initial state 0 and a final state 1 is TP [24] . This method is also known in the literature as Free Energy Perturbation, the exponential formula, or Zwanzig's equation.
Here, b is the inverse thermodynamic temperature ( 1 k B T ), and DU fw is the forward perturbation, consisting of the potential energy difference (U 1 -U 0 ) between the state 0 and state 1 for the coordinates of interest. The angular brackets hi 0 indicate that this equation is evaluated for an ensemble average of state 0 (e.g., by calculating a simple average over a trajectory of state 0). If state 0 has a potential energy function that is computed with classical mechanics and state 1 is computed with quantum mechanics, it is possible to use Eq. 1 to calculate the free energy difference between those two states based on a MD trajectory. Such free energy differences can then be used to correct errors that arise from the force-field representation in molecular dynamics based free energy calculations [12] [13] [14] [15] [16] .
An alternative strategy consists of using re-weighting with NBB [20] to account for the differences between MM and QM (we refer to this approach as QM-NBB) [21] . This involves calculating weights for each frame of a MD trajectory by evaluating the biasing potential V b . In the present case, V b is given by potential energy differences between molecular mechanics (U MM ) and quantum mechanics (U QM ).
The biasing potential is then used in the NBB equation [20] . Generally, this method requires trajectories for both state 0 and state 1.
The free energy difference is calculated using Eq. 3, where DU bw is the backward perturbation (U 0 -U 1 ), f denotes the Fermi function f ðxÞ ¼ 1 1þexpðbxÞ
and C is solved for iteratively. We use the notation hi x;MM to indicate which end state is evaluated (x = 0 or 1), and to indicate that the ensemble averages are evaluated from the MD trajectories.
MD simulations
All MD simulations were conducted with CHARMM, [27, 28] using the PERT module and the CHARMM General Force Field for organic molecules [29] . Hydration free energies were calculated by turning off all non-bonded interactions of the solute both in gas phase and solution (we will refer to this approach as ''MM-TIP3P''). The alchemical mutation was done in two steps: First, all charges of the solute were set to zero (we refer to this process as the ''uncharging'' process). Second, all Lennard-Jones interactions of the solute were set to zero (the ''vanishing'' process). In total, the thermodynamic cycle invoked consists in (1) gas phase ! uncharged solute in gas phase (2) uncharged solute in gas phase ! solute without any non-bonded interactions in gas phase (3) solute without any non-bonded interactions in gas phase ! solute without any non-bonded interactions in solution (4) solute without any non-bonded interactions in solution ! solute without charges in solution (5) solute without charges in solution ! solute in solution.
Step 1 (uncharging in gas phase) was subdivided into six k points To ensure proper sampling over all relevant degrees of freedom, k-Hamiltonian Replica Exchange [30] was employed to exchange structures between neighboring k points. Exchanges were attempted every 1,000 steps. In solution, exchange rates varied between 1 and 82 % with an average exchange rate of 24% over all molecules and all k states. In gas phase, the average exchange rate was 43 %. Since the last k point involves an ideal gas state of the solute that only incorporates bonded terms in the potential energy calculation (i.e., no Lennard-Jones interactions and no electrostatic interactions are considered), energy barriers are considerably lower. This allows fast sampling if the conformations are propagated through frequent exchanges.
MD simulations in gas phase were performed with Langevin dynamics at a temperature of 300 K and using time step of 1 fs with a friction coefficient of 5 ps -1 on all atoms. No cutoffs were used. In solution phase, we used 1,492 water molecules in a truncated octahedron box that was cut from a cube with a side length of 38.60 Å . A Nosé-Hoover thermostat was used to keep the temperature at 300 K. Long range electrostatic interactions were computed with the Particle Mesh Ewald method [31] and Lennard-Jones interactions were switched off between 10 and 12 Å . Soft cores, as implemented in the PERT module of CHARMM, were used to avoid the end point problem. All molecules were first equilibrated for 0.1 ns using constant pressure and each k point was further equilibrated for 0.1 ns using constant volume. For expedience, we employed constant volume for production (thus neglecting the PDV work, which is very small). Simulations of 50 ns were used in gas phase, saving frame coordinates every 1,000 steps. In solution, the simulations were 0.5-1.0 ns long and trajectories were written every 20 steps. All simulations were repeated three times with different random seeds to compute standard deviations.
For the implicit solvent MD simulations (MM-GB), the hydration free energies were computed without k intermediate states. For gas phase, k = 0.00 of the uncharging process was employed (see description above). Solvation phase simulations were carried out by employing the ''Generalized Born using Molecular Volume'' (GBMV) implicit solvation model [32] . As in gas phase, the GBMV simulations were performed with Langevin dynamics at a temperature of 300 K and using a friction coefficient of 5 ps -1 on all atoms. All non-bonded interactions were switched off between 16 and 18 Å . The simulation length was 10 ns, using a time step of 1 fs. Frames were saved every 200 steps. The simulations were repeated three times with different random seeds to compute standard deviations.
QM hydration free energy calculations
In this work, DFT was used extensively to calculate solvation free energies directly using standard QM techniques, and to supplement free energy calculations based upon classical MD simulations and free energy perturbation techniques.
In Gaussian 09, [33] the B3LYP [34] and M06-2X [35, 36] functionals were used in conjunction with a variety of double-f Pople [37] and Dunning [38] style basis sets to perform geometry optimizations of the structures supplied by Peter Guthrie. Next, analytic Hessians were computed to verify that geometries had been optimized to a true minimum on the potential energy surface, and to compute zero-point energy (ZPE) corrections. Finally, a triple-f basis set was used to perform a single-point energy calculation, to correct for basis set deficiencies. All B3LYP calculations used the default Gaussian numerical quadrature, while M06-2X calculations used the ''UltraFine'' grid. All geometries and electronic densities were optimized using their respective ''Tight'' convergence criteria. To mimic the bulk effects of aqueous solvent, both the default implicit solvent [39] and the SMD implicit solvent [40] models were used. Solvation free energies were computed in four different ways. (a) The vertical energy was computed by taking the optimized gas geometry and performing a single point energy calculation in the polarizable continuum reaction field. (b) The relaxed energy was calculated by taking the differences of energies computed using both optimized gas and solvation geometries. (c) The relaxed energy was then corrected to account for ZPE effects. (d) Finally, the total energy was computed by taking the relaxed energy and including additional corrections for ZPE and vibrational and rotational corrections to 298.15 K.
We also calculated pK a values for molecules 22, 23 and 24 in an effort to guide the QM computation of hydration free energies for these potentially problematic molecules. In addition to hydration free energies for molecules 22, 23 and 24, the pK a calculations also required analogous computations to be performed on the conjugate acids of the respective neutral species. Molecule 22 and its conjugate acid (22h) had multiple low lying conformers, and thus necessitated the optimization of multiple geometries. We used the relationship pK a ¼ DG 2:303RT, when calculating pK a values. Here R is the gas constant, T the absolute temperature and DG ¼ DG aq , where DG aq is defined by Eq. 4. Values for AH aq and A aq -are computed directly using the pure QM protocol outlined above. A value for H aq ? is also necessary to calculate a pK a value. This is obtained starting from H gas ? = -6.28 kcal/mol at 298 K, and then correcting it to aqueous phase via a value for
Finally, a standard state correction of -1.89 kcal/mol is applied to account for moving from a gas-phase pressure of 1 atm to a liquid-phase concentration of 1 M. Unfortunately, there are a wide variety of commonly used values for DG solv ðH þ Þ values in the literature, ranging from -259 to -264 kcal/mol. Because an error of 1.36 kcal/mol in DG yields an error of 1 pK a , it is difficult to draw quantitative conclusions from our predicted pK a values. However, qualitative predictions should be valid. In this work we used a value of DG solv ðH þ Þ ¼ À264:0 kcal/ mol, as recommended by the authors of SMD.
QM and QM/MM simulation post-processing
To reduce computational costs, we use an indirect free energy approach [18, 21] . This entails that, instead of performing NBB for every k step, we only employ it to correct the first k step of the MM alchemical uncharging transformation (k ¼ 0:00 ! k ¼ 0:05) in both gas phase and solution (steps 1 and 5 in ''MD simulation'' section). Thus, QM calculations only have to be performed on those four trajectories instead of all 36 of them (saving about 90 % of the costs of the direct approach). Since the free energy is a state function and the end points involved are the same, the results do not change or depend on the number of k steps in between. Translated to the notation of Eq. 3, k = 0.00 is state 0 and k = 0.05 serves as end state 1. Consequently, the fully charged system (state 0) is turned into a system with solute partial charges scaled by a factor of 0.95 (k = 0.05 or rather state 1). The remaining free energy steps are then conducted with pure MD using BAR (which is equivalent to setting all V b in Eq. 3 to zero). Since scaling partial charges is difficult to achieve in most QM methods, we used MM for state 1. Thus, we use NBB to calculate the free energy difference between a fully charged QM state and an alchemical MM state with scaled charges for the solute. Therefore, U 0 is a QM potential energy for the current conformation and V 0 b is the energy difference between MM and QM for that fully charged system. However, U 1 is a MM energy for a system with scaled charges. Since we actually generate state 1 in our MD simulations, it is not a virtual end state and, therefore, does not require re-weighting (i.e., V 1 b = 0). This approach minimizes the number of required QM calculations. In addition, only every hundredth or thousandth MD step is used for free energy calculations, which reduces the effects of auto-correlation between consecutive frames. Therefore, the expensive QM calculations are performed for only a small fraction of the total number of MD steps.
Trajectories were reweighted using single point QM or QM/MM potential energy calculations. In this work, we considered three approaches. a) We used TP to calculate corrections for gas phase and solution free energy differences of MM-TIP3P based on QM/MM calculations of k = 0.00 (we refer to this approach as QM/MM-TP). b) We corrected MM-TIP3P by using NBB based on QM/MM calculations of k = 0.00 and k = 0.05 in gas phase and solution (QM/MM-NBB). c) For selected examples (molecules 1, 22, 23, 24), we used NBB calculations with SMD implicit solvent to directly compute the hydration free energy based on k = 0.00 in gas phase and k = 0.00 in solution (SMD-NBB).
Gaussian 09 was used to perform reweighting with the implicit SMD solvation model in SMD-NBB. We performed a series of calculations to assess the cost to benefit ratio of various DFT techniques. After conducting this analysis we used the B3LYP and M06-2X functionals with the 6-31G(d) basis in conjunction with loose self consistent field convergence criteria and the default quadrature. While these options are inappropriate for tight, accurate geometry optimizations, their usage here with respect to the options employed in our geometry optimizations incurred minimal errors (absolute errors lower than *200 lH, and solvation free energy errors less than *0.005 kcal/mol). Using these options resulted in an about five to ten times speedup. For the selected examples, only 1000 frames could be evaluated from each trajectory in the gas phase and the solution phase due to time constraints. This represents only 2% of the total number of frames in gas phase; and 10% of the frames in solution, these small numbers of computations reduce the statistical precision of this approach.
Q-Chem, [42] driven by the CHARMM/Q-Chem interface, [43] was used to perform reweighting with explicit solvent with QM/MM. The QM region consisted of the solute and was modeled at the B3LYP/6-31G(d) level, while the solvent was modeled classically with the TIP3P water model; [44] a default quadrature and an SCF convergence criterion of 10 were used. Lennard Jones interactions between the solute and the solvent were calculated with CHARMM, while all electrostatic interactions were calculated with Q-Chem. Furthermore, the partial charges from the solvent molecules were able to polarize the electron density during the self consistent optimization process, allowing the solute to respond to the effects of its electrostatic environment. Since periodic boundary conditions and Particle Mesh Ewald are currently not supported by Q-Chem, the explicit solvent QM/MM calculations used a single box of water molecules that were centered around the solute for each frame of the trajectory. The biasing potential was calculated by performing corresponding potential energy evaluations without periodic boundary conditions and Particle Mesh Ewald calculations with MM (c.f. Ref. [21] ).
Results and discussion
In Table 1 we present an overview of our submissions to SAMPL4. The methods are ordered from left to right based on their RMSD with respect to experiment (RMSD shown in the last row). Starting with the least accurate method: MD based free energy simulations with implicit solvent (MM-GB, first column), MD based free energy simulations with TIP3P explicit solvent (MM-TIP3P, second column), MM-TIP3P results corrected with TP to QM/MM states (QM/MM-TP) and finally, the NBB QM/MM hybrid free energy approach with explicit solvent (QM/MM-NBB, fourth column). The experimental results are shown in the rightmost column. Except for MM-GB, all methods are based on the same set of trajectories and the use of replica exchange harmonizes the sampling among k points (especially for neighboring k points). Thus the sampled parts of phase space are the same for the three methods and any errors that arise from missing important regions are expected to consistent. This provides a fair test to compare the accuracy and precision of these methods.
In terms of accuracy, all RMSDs are in the range of data from previous SAMPL competitions (between 1.3 and 2.6 kcal/mol for SAMPL0, [45] between 2.4 and 3.6 kcal/ mol for SAMPL1, [2, 9] between 1.5 and 2.8 kcal/mol for SAMPL2 [3, 6, 10] and between 1.2 and 4.3 kcal/mol in SAMPL3) [7, [46] [47] [48] [49] . For the SAMPL4 blind subset, the best prediction has an RMSD of 1 kcal/mol and the average RMSD (after the removal of clear outliers with RMSD[10 kcal/mol) is 2.2 kcal/mol. We conclude that the performance of MM-GB is below average, whereas MM-TIP3P and QM/MM-TP can be considered average. Only the QM/MM-NBB approach is better than the median RMSD of 1.9 kcal/mol. Nevertheless, we think that it is very instructive to compare the relative performances of the four methods considered here, since all methods were treated in a consistent way.
The first two columns show that implicit solvent (MM-GB, RMSD = 2.8 kcal/mol) is not as accurate as explicit solvent (MM-TIP3P, RMSD = 2.3 kcal/mol), at least when using MD simulations. Given that implicit solvent employs several approximations and neglects the molecular nature of the solvent, the qualitative ranking is not surprising. Quantitatively, it is interesting to observe such a small difference between both methods (&0.5 kcal/mol), indicating that the GBMV algorithm is effective at mimicking bulk solvent. The relative performance of the two methods also agrees well with what has been previously observed for solvation free energies of amino acids (0.3 kcal/mol) [50, 51] . For explicit solvent, the RMSD of MM-TIP3P (2.4 kcal/mol) is similar to the RMSD that we have obtained for host-guest binding free energies in SAMPL3 (2.6 kcal/mol), [52] using the same setup in terms of force-field, cutoffs and number of water molecules. This is an indicator that the errors from this hydration free energy challenge are useful in estimating the expected error of other applications of free energy simulations, which makes it a valuable benchmark system.
The relative performance of MM-TIP3P and QM/MM-TP is mostly determined by the different treatments of the Table 1 Overview of results that were submitted to the SAMPL4 hydration free energy challenge solute. QM/MM-TP is based on the MM-TIP3P results, but performs TP correction steps at the end points of the alchemical uncharging processes in both the gas and solution phases to account for solute polarization. This is done by using QM/MM calculations with B3LYP/6-31G(d) for each frame of the MM trajectories. Since both methods use TIP3P water, errors that arise from the classical treatment of water are probably the same for both data sets. Overall, the correction steps lead to an increase of accuracy by 0.3 kcal/mol, which is slightly less than the step from implicit solvent to explicit solvent. A striking feature is the decreased precision. In the penultimate row of Table 1 we list the average standard deviation r h i ð Þ over all molecules for each method. While the precision of MM-TIP3P (second column) is on the same order as the experiments ( r h i ¼ 0:2 and 0.3 kcal/mol for simulation and experiment), the average standard deviation of QM/ MM-TP is significantly higher ( r h i ¼ 1:0 kcal/mol). This can be attributed to the large differences between the QM and MM potential energy surfaces, which leads to greater fluctuations of the perturbations.
One way to mitigate the effect of such fluctuations in free energy simulations is to use BAR instead of TP. BAR employs data from two trajectories to minimize the variance of the estimator and is more efficient than the onesided TP method used in the example above. To postprocess MD trajectories with potential energies that were obtained with QM/MM, it is necessary to use NBB instead of BAR as outlined in the Methods section. The results for this approach are shown in column four (QM/MM-NBB). Compared to QM/MM-TP, QM/MM-NBB employs twice the number of QM/MM data points, but it increases the accuracy by 0.4 kcal/mol to an RMSD of 1.6 kcal/mol and reduces r h i from 1.0 to 0.6 kcal/mol. Compared to the underlying MD simulations (MM-TIP3P), the accuracy increases by 0.7 kcal/mol, which exceeds the improvement from implicit solvent to explicit solvent (0.6 kcal/mol). While the QM/MM-NBB approach is the most accurate of all methods considered here, the standard deviations are still slightly too high to be acceptable. However, this problem is easily addressed by running longer simulations.
To summarize, the MM simulations (MM-GB and MM-TIP3P) exhibit very low standard deviations of about 0.1 to 0.2 kcal/mol, which can probably be attributed to the use of enhanced sampling methods in the form of Hamiltonian Replica Exchange. However, they suffer from RMSD of 2.3-2.8 kcal/mol, which are most likely the effect of an imperfect force field. For the QM/MM approaches, the situation is the other way around: Accuracy is improved (RMSD of 1.6 to 2.0 kcal/mol), but the precision is inadequate ( r h i ¼ 0:6 to 1.0 kcal/mol). This demonstrates that more sampling is required for converged results with both the QM/MM-TP and QM/MM-NBB approach.
Estimating the reliability of predictions Accuracy and precision are not the only criteria for determining the utility of a method, as it should also be possible to assess the reliability of a prediction a priori. In Table 2 , we list the deviations from experimental results () for MM-TIP3P (first column) and QM/MM-NBB (fifth column) as well as some measures that might influence accuracy (columns two to four pertain to MM-TIP3P, the two rightmost columns are for MM-NBB). In the last row, be supply correlation coefficients (R) for the respective column with . The correlation coefficients serve to determine whether the errors can be explained by the respective measure: R = 0 implies no correlation (most likely no influence on accuracy), while R = -1 and R = ?1 means negative and positive correlation, respectively. In addition, molecules for which the computational method exhibits deviations of more than 2 kcal/mol from experiment are underlined in Table 2 to identify the most problematic cases.
One of the most intuitive indicators for unreliable results is the standard deviation, r (shown in the second column for MM-TIP3P and the sixth column for QM/MM-NBB). High standard deviations can be a sign of poor sampling or convergence. For MM-TIP3P, the average standard deviation is quite low ( r h i ¼ 0:2 kcal/mol, see Table 1 ), so it is unlikely that the errors are caused by sampling problems. This is also indicated by the low correlation between r with ; as R = 0.1, which is nearly uncorrelated. For QM/MM-NBB, however, the correlation coefficient between r and is 0.4, which indicates that high standard deviations are a warning sign for poor results in the QM/MM hybrid free energy calculations. The below-average standard deviations of molecules 17 and 23 demonstrate that a low standard deviation does not automatically imply high quality results.
The MM-TIP3P results are generated with the CGenFF force field, which assigns parameters and charges based on the similarity to existing parameters. To estimate the quality of the force field representation, CGenFF provides a penalty score [53] for both the bonded parameters and charges (shown in Table 2 ). Penalties that are lower than 10 indicate a high confidence in the quality of the generated parameter. Penalties between 10 and 50 mean that some basic validation is recommended prior to performing production simulations, while penalties higher than 50 indicate poor availability of analogous parameters. Notably, 9 out of the 24 molecules have parameter scores above 50, highlighting the fact that obtaining reliable parameters is still a challenging problem for MM.
There is mild correlation between penalty scores and errors in predicted solvation free energies (R = 0.4 for the bonded parameters and R = 0.3 for charges). This indicates that the quality of the predictions can likely be increased by improving the quality of the parameterization, and that bad scores may lead to inaccurate results, but not necessarily (e.g. molecule 22 has a small error of just 0.4 kcal/mol even though the parameter and charge penalties are very large). Conversely, a small penalty does not guarantee good agreement, as demonstrated by molecule 1, which exhibits one of the lowest penalties both in terms of bonded parameters and charges, but turns out to have one of the highest deviations from experimental results. This might be attributable to its highly polar nature (M06-2X/cc-pVTZ predicts a dipole of nearly 3 D). Thus, the force field parameters are very good, but the lack of polarization terms in the MM Hamiltonian prevents an accurate potential energy prediction. This argument is corroborated by the high accuracy of the QM with respect to experiment at all levels of theory. This does not mean that the provided penalties are useless, it indicates that there are more sources of error than just the parameterization (e.g. shortcomings in the electrostatic description of the water model, or a lack of polarization as discussed above).
No parameter scores are available for QM/MM-NBB, as the solute in the QM/MM calculations is parameter-free except for the van der Waals interactions with the classical water molecules. However, the hybrid approach might be affected by errors of the underlying MM trajectories. For example, if the MM simulation never visits the parts of phase space that are low lying on the QM/MM potential energy surface, the re-weighting procedure will not correct for this error. However, if the relevant parts of the QM/MM surface are visited by the simulation, but not generated with the correct target Boltzmann probabilities, the reweighting can account for the resulting deviations. The fraction of time spent in regions that are relevant for QM/ MM can be checked by calculating the overlap (ovl) between the forward and backward perturbations of the end states involved.
Here, p denotes a normalized density function and the subscript specifies the respective end state. In practice, ovl is approximated by calculating histograms for DU fw and DU bw for the trajectories of states 0 and 1, and using Eq. 5 on those histograms. The overlap is inversely related to the expected variance of the free energy estimate in BAR (c.f. equation 11 in Ref. [22] ). Therefore, a low overlap is expected to lead to larger errors. This effect can be seen in the rightmost column of Table 2 , where the overlap has a correlation coefficient of -0.3 with the error, . However, this is less than the correlation between r and . Since the correlation between ovl and the standard deviation r is -0.6, it is likely that a low overlap has an indirect influence on accuracy by leading to higher standard deviations. This, in turn, increases the probability of errors. In addition, a high overlap is not a guarantee of good results, as demonstrated by molecule 21, where the overlap is 22.8% (the second highest overlap in Table 2 ), but the error is still 1.7 kcal/mol. Still, as a rule of thumb, we recommend keeping the overlap higher than 1% by optimizing the MM parameters and adding significantly more data points in cases where the overlap is lower than 5%.
Improving the accuracy of hydration free energy calculations
The results from the prior section demonstrate that there is no clear metric to predict improvements to the QM-NBB free energy results. Despite this, there are multiple straightforward ways to increase the accuracy of the reweighting calculations. For example, more accurate functionals and larger basis sets may be readily deployed in the QM/MM calculations. Due to the sizable computational costs of reweighting trajectories, an exhaustive test of different combinations of functionals and basis sets would go well beyond the scope of this paper. We therefore resorted to employing pure QM hydration free energy calculations based on a single low lying conformation for each molecule. Since the same conformation is used in all cases, the effects from conformational entropy are probably very similar. Thus, the relative ranking of the methods can still be used to evaluate the optimal combination of affordable functionals and basis sets for reweighting. The B3LYP/6-311??G(3df,3pd)//6-31?G(d,p) level of DFT in conjunction with IEF-PCM implicit solvation was initially used to calculate pK a values for molecules 22, 23 and 24. As the computations required to calculate the pK a are a superset of the calculations required to compute the hydration free energy, we decided to determine hydration free energies for all members of the blind subset. This level of theory gives a pragmatic baseline measurement of the capabilities of a generic and very affordable quantum chemical methodology. While these initial QM results enjoyed only fair agreement (RMSD = 3.0 kcal/mol) with experiment, there is a very clear path for obtaining increasingly accurate results, even without a priori knowledge of the experimental solvation free energies. First, the SMD implicit solvation method is purpose built for obtaining accurate solvation thermochemical properties, this method has been employed successfully in previous SAMPL competitions [9, 10] . Indeed, by switching from the Gaussian 09 default implicit solvation method to the SMD method, dramatic improvements in computed energies are realized. B3LYP with a large Pople triple-f and the IEF-PCM implicit solvation method gives an RMSD of 2.90 kcal/mol with respect to experiment. When SMD is used instead, the RMSD shrinks to 1.52 kcal/mol. The best M06-2X calculations are also improved by SMD, from an RMSD of 2.82 kcal/mol to an RMSD of 1.19 kcal/mol. Second, while the success of the B3LYP functional is well known to the quantum chemistry community, the M06-2X functional has emerged as a worthy successor, especially for first row atoms that are critical in biochemistry. Table 3 shows that when switching from B3LYP/6-31G(d) to M06-2X/6-31G(d) we reduce errors with respect to experiment from an RMSD of 1.71 kcal/ mol to an RMSD of 1.42 kcal/mol when using the SMD solvation model. This trend is also present with analogous triple-f quality calculations, as errors with respect to experiment decrease from an RMSD of 1.52 kcal/mol to an RMSD of 1.19 kcal/mol (see SI for more information). This increased accuracy is consistent with expectations.
Increasingly large basis sets may also be used to reduce errors. Indeed when moving from a double-f quality basis set in the B3LYP/SMD calculations to a triple-f quality basis set, the RMSD with respect to experiment reduces from 1.75 kcal/mol to 1.52 kcal/mol. The improvements for moving from cc-pVDZ to cc-pVTZ with M06-2X/SMD are also dramatic. Table 11 shows the RMSD decreases from 1.45 kcal/mol to 1.19 kcal/mol. Unfortunately, these larger basis sets incur a substantial computational cost, and are too expensive to use for trajectory reweighting. The other suggested improvements to the QM reweighting calculations are affordable, and their effectiveness was tested.
Using our pure QM calculations as a guide, we tried a few alternative QM protocols for trajectory reweighting. The combination of M06-2X and the SMD implicit The first row indicates the functional, the second row the basis set used in the geometry optimization and the third row indicates the basis set used to compute the energy at a frozen geometry. Both types of SMD-NBB exhibit significantly lower RMSD than the single conformation QM hydration free energies or the QM/MM-NBB scheme. In this context, the extremely high RMSD of 4.3 kcal/mol for QM/MM-NBB might seem surprising, but this is mostly a result of selecting its most ''pathologic'' cases. In addition, the TIP3P water model in our MD simulations was not optimized for use in QM/MM calculations, so its employment can probably be regarded as mixing disparate methods that were not necessarily intended to work well together. In this light, the results of QM/MM-NBB in Table 4 stand to reason.
As anticipated, the best results are from M06-2X/SMD with the relatively modest 6-31G(d) basis set. Fortuitously, the predicted hydration free energy of molecule 1 is now in virtually perfect agreement with experiment. Molecule 22 is also in very strong agreement with experiment as well (\1 kcal/mol error). Molecules 23 and 24 are also improved, however errors greater than 1 kcal/mol persist, as our predicted free energies are still not negative enough. This effect is likely attributable, at least in part, to the basic nature of both 23 and 24. Due to the possible errors associated with calculating the free energy differences of deprotonation (due to the errors in both the DFT calculations and uncertainties of the free energy of the solvated proton as discussed in the methods section), and the extreme sensitivity of predicted pK a values to free energy values, our predicted pK a value may have errors of 2-3 pK a units. While M06-2X/cc-pVTZ predicted the acidic form of molecule 23 to have a pK a of 9.2 and the acidic form of molecule 24 to have a pK a 10.1, we can only conclude that both acid and conjugate are likely present at a pH of 7. Thus, our predicted free energies for 23 and 24 are not negative enough, as they do not include contributions from their protonized states 23h and 24h. If these states are present, their contributions would be large and negative. This result is consistent with our pK a calculations for molecule 22, which predict the conjugate acid of 22 to have a pK a B -3. Thus, the contribution from 22h should be negligible. Quantitatively characterizing this effect on computed solvation free energies will be the subject of a future study. Despite the persistent errors of 1 kcal/mol for molecules 23 and 24, we feel that the SMD-NBB method is quite robust, successfully combining the accurate potential energy calculations of QM with the entropic contributions from MM. We look forward to studying this methods ability to accurately model a wider range of ligands in the near future.
Conclusions
The results demonstrate that it is possible to improve free energy simulations by using post-processing with QM/ MM. When using explicit solvent trajectories, the RMSD drops from 2.3 kcal/mol (MM-TIP3P in Table 1 ) to 1.6 kcal/mol (QM/MM-NBB). This improvement is actually larger than the one seen from implicit to explicit solvent (RMSD of 2.8 and 2.3 kcal/mol), at least for MD based free energy simulations. Given that the solvent is still treated classically in our QM/MM potential energy evaluations, this is quite an impressive increase of accuracy, especially considering that the quantum-chemical region only encompasses the solute and thus only accounts for the solute polarization. Explicit solvent results (left) are compared with hydration free energies from single point calculations with implicit solvent (middle) reweighted trajectories using implicit solvent (SMD-NBB, right). All methods are using the 6-31G(d) basis set and results are given in kcal/mol Admittedly, this improved performance comes at a very high price. The computational costs of computing QM/MM energies are orders of magnitude higher than computing MM gradients (calculating a single QM/MM energy requires minutes, while a MM energy and gradient takes a fraction of a second). The total computational time, if run on a single processor of an Intel Xeon E5-2630 2.30GHz machine, is *1 computer year for MM-TIP3P, *25 computer years for QM/MM-TP and *50 computer years for QM/MM-NBB. The high CPU costs of the QM/MM calculations is balanced by their embarrassingly parallel nature. Thus, we were able to perform all QM/MM calculations in less than a month of real time on the Biowulf and LoBoS computer clusters at the NIH. With the proliferation of multi-core computing, the clock time to perform QM-NBB free energy calculations will continue to decrease, while the required time to perform MD simulations is not likely to decrease significantly due to their inherently serial nature. Even if more computationally demanding QM methods are employed in the future, QM and QM/MM post-processing will remain attractive, because it can easily take advantage of continued progress in computer hardware development, while most other simulation techniques struggle to do so.
The attempt to predict unreliable results based on standard deviations, force field penalty scores and phase space overlap can only be considered marginally successful. All of our reliability metrics weakly correlate with our predictions' errors (R \ 0.5). This supports the view that errors in free energy calculations have many sources, and there is no simple measure to test them all easily. Given the complexity of free energy simulations, most likely there is nothing that can absolve the user from judging every prediction by itself based on experience and chemical intuition.
The quantum-chemical implicit solvent calculations that we conducted after the deadline exhibit RMSD between 1.0 and 1.7 kcal/mol. Notably, the M06-2X results with the cc-pVTZ basis set are on a par with the best prediction in SAMPL4 for the blind subset (submission #561 by OpenEye, which yielded an RMSD of 1.0 kcal/mol) [26] . Given that the results from both cc-pVTZ and #561 are based on a single conformation and, therefore, do not fully incorporate effects from conformational entropy, this is remarkably accurate. For example, the best submission for the blind subset based on explicit solvent and molecular dynamics simulations (#005 by the Mobley group) yielded an RMSD of 1.3 kcal/mol. The relative performance demonstrates the high sophistication of current implicit solvent models. For the four pathological molecules that required more scrutiny (1, 22, 23, 24) , we were able to reduce the RMSD from 3.0 to 1.2 kcal/mol by using reweighting of the MM trajectories with NBB. To put this into perspective, if the single conformation results for molecules 1, 22, 23, 24 of M06-2X/6-31G(d) in Table 3 are replaced by the more accurate results from SMD-NBB in Table 4 , the RMSD drops from 1.15 to 0.89 kcal/mol (and further improvements can be expected for the other molecules). This outperforms the RMSD of the more accurate cc-pVTZ basis set.
Our results highlight that both QM and MM calculations can profit from each other if they are used in a synergistic way. On the one hand, the QM-NBB results show that MM free energy simulations improve by accounting for solute polarization through QM/MM calculations. On the other hand, the SMD-NBB data in Table 4 demonstrates that even the highly developed M06-2X functional in combination with SMD can yield better results by incorporating solute entropy through reweighted MD trajectories. Of course reweighting a whole trajectory requires more computational resources than a computation for a single conformation, but due to the high parallelization of the postprocessing this does not necessarily have an impact on the clock time. The only factors for the clock time are the required time for a single point potential energy calculation and the available number of computer nodes. If the number of nodes is the same as the number of frames, the clock time is the same as for a single calculation. We are, therefore, optimistic that the QM-NBB reweighting procedure will deliver even better results in the near future.
