Design knowledge is continually refined and expanded through experience. This research is concerned with design knowledge expressed as constraints. A simple learning mechanism simulates an expert designer's ability to incrementally adjust her knowledge when presented with slightly new problems. In response to unsatisfied expectations during the design process the system will examine its general knowledge about the design artifact, discover some relevant constraining knowledge, and convert that knowledge into a design constraint for future use. This process, referred to as constraint inheritance, should automatically improve the problem-solving performance.
LEARNING WHILE DESIGNING
There should be no argument about the fact that designers learn while designing. It is also clear that investigating design systems that learn is an interesting and challenging area for research Reich, 1991; Maher, 1992) . However, what is not clear is how we should conduct this research, and whether it is really needed.
Currently, we know how to implement routine or nearroutine design tasks quite well, especially if they are parametric design problems [a long list of references is possible here; for a sample, see Tong & Sriram (1992a) ]. We do not yet know how to deal with nonroutine or more conceptual design tasks very well, although there is some work in this area (Gero & Maher, 1993; Tong & Sriram, 1992b) .
For convenience, we will refer to the former class of problems as RP problems (for routine parametric) while the latter will be referred to as NRC (nonroutine conceptual) . Both classes represent extremes of a wide variety of types of problems.
It has been suggested that one can only learn what one can represent. We know how to represent the knowledge and processes that are used in RP design, as is clear from the wide variety of systems of that type. Consequently, this makes a suitable target for learning. However, it is not clear that anyone would claim that such knowledge was known and agreed upon for NRC design. This raises a doubt about whether this is a suitable area in which to investigate learning.
Why do we need intelligent design systems? One answer is that such a system could take care of the mundane design activity, leaving the harder, more challenging problems for humans. Mundane design activities are likely to be in the RP class.
Another reason is to provide support for the designer as she progresses through the design. A large amount of this support is to provide appropriate standard information in some form or another perhaps disguised as criticisms or suggestions. This is probably routine activity.
Other reasons are to do with consistency, and coverage. Issues of the consistent correctness of designs are more likely to refer to RP problems than NRC problems. However, the issue of coverage (i.e., ensuring that the designer adequately considers all the alternatives) is likely to refer to both RP and NRC problems, although the impact of a poor choice due to incomplete investigation is greater for NRC problems.
If the above arguments are correct and complete, we can deduce that there is a strong "need" for systems that handle RP problems. From the previous argument, we 125 can also conclude that such systems are a viable area for current research into learning in design systems. This may not be so true for NRC problems, despite the obvious need to do more research into NRC design.
general knowledge by transforming it into structures that are highly tuned for routine design problem solving and are immediately available for direct use-essential features of compiled knowledge.
Our research
Not surprisingly, our work has been concerned with learning within RP IntCAD (Intelligent Computer Aided Design) systems (Spillane & Brown, 1992) . We have investigated how design knowledge in RP systems might change with experience. Thus, a system should improve its performance in response to the most recent set of design problems. So far, we have only been concerned with constraints and have studied how they can be added (reported here), deleted (Meehan & Brown, 1990) and moved (Sloan, 1988) within the knowledge.
More recent work is investigating how evidence from knowledge such as function, structure, and design cases, can be integrated so that an IntCAD system can learn appropriate decompositions for design problems (Liu & Brown, 1992) .
While some learning in design work seems to be tyrannized by the existing classes of machine learning (rote, explanation-based learning, etc.) -mechanisms looking for problems-we are trying to look at each ingredient of an RP IntCAD system and ask how it could be learned. It is not clear that the full power of standard machine learning methods is always required.
Overview of the constraint inheritance mechanism
This paper is about constraint inheritance, which is a form of incremental refinement of knowledge. It is also a method that simulates an expert designer's ability to adjust her own compiled knowledge of design constraints on-the-fly when presented with slightly new problems in a routine design domain (Horner, 1989) . Constraint inheritance relies on the idea of expectations, which are predictions about the values of design attributes. We conjecture that expectations are formed by induction from past designing activity or observations of past designs. That mechanism is not addressed by this work.
Constraint inheritance first detects an expectation violation during the design process, compiles a constraint from relevant general knowledge about design objects, and moves the new constraint from the general knowledge to the routine design knowledge (i.e., it inherits it from the general knowledge). This general design object knowledge may represent the structure, behavior, and function of the object being designed. Because this general knowledge is stored without regard to its intended use, it can be very costly to reason with. Constraint inheritance can reduce the overhead associated with reasoning with this
RESEARCH MOTIVATIONS
This work is part of a research program that is investigating the different types of knowledge and mechanisms that cause design problem solving to become routine. There are many different types of knowledge and problemsolving mechanisms that are used cooperatively when a designer solves a routine problem. A major motivation of this piece of the research is to determine possible origins of design constraints. If they can be pinpointed, then it should be possible to understand the content and effect of this knowledge, as well as understanding the process of learning new knowledge of this type.
We refer to knowledge compilation as the process by which design knowledge becomes routine. Knowledge compilation is a human mental activity that involves incremental learning from experience (Brown, 1989a; Goel, 1991) . Knowledge compilation transforms existing knowledge into new forms, with the intent being to improve problem-solving efficiency. In this work the transformation method is constraint inheritance.
This research also addresses the issue of how an expert designer's knowledge is continually refined and expanded through experience. We have built and demonstrated a simple learning mechanism in a routine design system that simulates an expert designer's ability to incrementally adjust her knowledge about design constraints when presented with slightly new problems. The power of incremental learning is that as all design problems vary slightly with time, the design knowledge should be automatically enhanced.
A further goal of this research is to produce mechanisms that are reasonable hypothesis about human behavior. It is apparent that a reminding and a memory reorganization process runs parallel with problem-solving processes (Schank, 1982) . This research integrates dynamic modification of design knowledge, and a form of reminding, with problem-solving processes.
A final research goal is to decrease the brittleness of expert systems. Many of today's expert systems have rigid boundaries. They need to know in advance the types of situations that will occur. These expert systems, when faced with a situation that is not anticipated, may apply inappropriate knowledge, or fail. Such expert systems have been labeled as brittle. These expert systems must be able to recognize their own boundaries and be able to expand these boundaries thus increasing their competence.
Expert systems that are emulating human behavior must be able to emulate learning processes, transform their existing knowledge, and degrade gracefully when missing or incorrect knowledge is encountered (Davis, 1989) . Constraint inheritance is a learning mechanism that can decrease the brittleness of a design expert system by automatically improving its problem-solving performance, as well as its competence. The expected result is that as new design constraints are inherited, less time will be spent on incorrect design decisions that eventually lead to design failures and large amounts of backtracking.
ROUTINE DESIGN
We consider a design routine when the design knowledge, problem-solving strategies, and problem-solving alternatives (plans) are known prior to the beginning of the design process . This is not the case for other kinds of design, with labels such as "creative" or "innovative." Brown and Chandrasekaran (1989) state that problem decompositions, attributes, and actions to handle failures also need to be known in advance for routine design. The most common form is referred to as routine parametric design, where values are produced for a predetermined set of design parameters.
Design is called routine because the design has been performed repeatedly before, but each time with slight variations in the design requirements, resulting in known design structures and known control patterns. Because of this past experience, the problem-solving knowledge is transformed into an efficient form for the solution of similar problems. Although this form is highly efficient, routine design may still involve complex knowledge-based problem-solving activity, involving selection and failure handling.
DESIGN SPECIALISTS AND PLANS LANGUAGE
The Design Specialists and Plans Language (DSPL) is a domain-independent expert system building language for expressing routine design knowledge (Brown, 1985) . It can also be thought of as a modeling language since it represents the design process. It is a non-rule-based hierarchical knowledge representation language and is capable of expressing many different types of routine design knowledge. The actual design is carried out when the DSPL code is executed. DSPL uses a generic form of knowledge-based reasoning called Plan Selection and Refinement. A major portion of design is "situation recognition," and DSPL captures the knowledge and heuristics that are necessary for the recognition of familiar situations.
DSPL allows declaration of type, structure, and associations between a wide variety of cooperating entities, referred to as agents. We use the term "agent" because they cooperate, they communicate by passing messages, and because each one has a particular role to play during design. These agents can be specialists, plans, sponsors, selectors, tasks, steps, constraints, failure handlers, and redesigners. Captured within these agents is the "how to" design knowledge. DSPL agents are organized into a hierarchy that reflects the expert designer's conceptual view of the design object. This view is most probably a functional decomposition of the design object. As form tends to follow function, this leads to a strong relationship between the form of the design object and the form of DSPL. The important point here is that the DSPL language can mimic the expert designer's problem-solving abilities.
Of the design agents mentioned above, the constraint is the most important for this research, as we are concerned with the automatic construction of new DSPL constraints. Constraints play a key role in determining the correctness of design, and in triggering backtracking.
This research is concerned with enhancing the performance of DSPL by having DSPL knowledge adjust itself as a result of experience, using a simple learning mechanism. The gradual extension of DSPL to incorporate machine learning will allow for more powerful and flexible design expert systems to be built.
The ball point pen (BPEN) domain
DSPL was developed after studying routine design problem solving in the domain of air-cylinder design. A ball point pen (BPEN) was chosen to be an alternative, simple test domain for this research. A major reason for selecting the BPEN domain was that the topology of BPEN was very clear. Figure 1 depicts the structure of the BPEN. BPEN is not overly complex, yet it was not obviously simple either. The possible components, their interconnections, and their relationships were all known in advance, thus making BPEN a good domain for routine design. In addition, the dependencies between the BPEN component attributes provide many design constraints.
SURFACE AND DEEP LEVELS OF KNOWLEDGE
Several researchers have made the distinction between surface and deep models of expertise (Klein & Finin, 1987; Brown & Sloan, 1987; Chandrasekaran & Mittal, 1983) . However, there are varying degrees of knowledge "depth," and such terms are relative. Surface knowledge is mainly based on heuristics and associations. It is built up from experience. This is the level where one can find expert knowledge and problemsolving strategies that have been tightly organized and reduced. DSPL is a form of surface knowledge. An important feature of surface knowledge is that solution methods tend to be selected and executed rather than constructed. Once a situation is recognized, the associated action is performed. Surface knowledge tends to be brittle.
In contrast, deep knowledge is a more abstract and powerful level of knowledge. For routine design, the cor- responding deep knowledge could be about the shape, structure, behavior, or function of the design object. Deep knowledge may be task independent. It may come from first principles, axioms, laws, or other information found in textbooks or reference manuals. One must inspect deep knowledge and reason with it. Because of this, deep level knowledge can handle problems that are not explicitly anticipated; problems that are unexpected or deviant. Deep knowledge implicitly underlies, and can be used to explain, patterns of surface knowledge. Therefore, this deep knowledge plays a very important role in the incremental restructuring of existing surface knowledge, or the creation of new surface knowledge.
For example, in a knowledge base about a simple, routine ball-point design, the constraint REFILL COM-PONENT OUTER DIAMETER < SPRING COM-PONENT INNER DIAMETER ensures that the refill component fits inside the retraction spring component. This is an example of surface knowledge. In its deeper form, it is equivalent to an instance of a SURROUNDS relation that refers to the general descriptions of the RE-FILL component and the SPRING component.
An expert system that can represent both surface and deep levels of knowledge, and automatically generate surface knowledge from deep knowledge, should be able to learn on its own. An expert system that can represent both deep and surface levels of knowledge allows the possibility of accessing deeper knowledge when surface knowledge is inadequate. Expert systems of this type will be able to solve new design problems more efficiently.
THE COMPILATION PROCESS
Learning is the normal situation, rather than the exception. Experts are continually reorganizing knowledge as part of their problem-solving activity. We believe human expert designers perform knowledge compilation while they design (Ericsson & Smith, 1991) . Not all researchers agree on the definition of knowledge compilation (Fisher et al., 1992) . We have based our work on the definition given in Section 2.
Compilation transforms existing knowledge into new forms in order to improve problem-solving efficiency. Problem-solving efficiency is increased since compilation produces short-cuts in reasoning, that is, deep reasoning is replaced with shallow (surface) reasoning.
Knowledge compilation involves a shift in both the knowledge representation used and the problem-solving required. The shift in knowledge representation is to a form appropriate for immediate use. The shift in problemsolving causes different forms of reasoning to occur. For example, deep reasoning involves processes such as functional reasoning, three-dimensional visualization, and reasoning from first principles. This type of reasoning is costly. After compilation, the reasoning process is much simpler, with highly efficient, script-like structures being used for problem solving.
As more complex expert systems evolve, it will be necessary to have access to domain knowledge that is stored at a deep level. Knowledge compilation can reduce the overhead associated with reasoning with this deep knowledge by transforming it into structures that are highly specialized, tuned, and most effective for a given type of problem-solving task (Chandrasekaran & Mittal, 1986; Keller et al., 1989) .
Knowledge compilation also refers to the process of adding, from experience, new knowledge that improves the performance of existing knowledge (Pazzani, 1986) . Design systems need to be able to react to requirements that may change slightly over time. Upon failures, these reactive systems should make adjustments that allow the system to continue to be useful and efficient (Brown, 1989a) .
There are different views of whether the system should produce the same results after compilation or not (i.e., does it still produce the same designs? Are those designs correct?). In the work reported here, for a given set of requirements, the system can produce a different design after compilation. Improvement is not just in speed. In work that is more in the machine learning "mainstream," for example (Laird, 1992) , pre-and postcompilation equivalence is taken as normal.
Compilation can be viewed as having two logical phases: a formation phase and an adjustment phase. The formation phase is concerned with the initial assembly and structuring of deep knowledge by experience into surface form. The adjustment phase is associated with the modification and relocation of surface knowledge for greater efficiency (Brown & Sloan, 1987) . Constraint inheritance both adds to and modifies surface knowledge, thus having characteristics from both the formation and adjustment phases.
THE CONSTRAINT INHERITANCE PROBLEM
In this research we are concerned with constraints that may be missing from routine design knowledge. In such a situation, a designer may make an incorrect design decision but not discover her mistake until later. We hypothesize that this discovery will often occur immediately after deciding a related design attribute's value. The designer mentally "steps back" and notices that the design decision is not consistent with her general knowledge of the design object (Brown, 1989b) . She will use her own general object knowledge to allow her to "figure out" a solution to the current design problem. As she is reasoning with this general knowledge, she may locate a piece of design knowledge that is important to her problem solving.
Once the constraining general knowledge has been identified, the designer can include this knowledge as a design constraint into her surface knowledge of how to design that object. The constraint is inherited from the general object knowledge to a specific location within the routine design knowledge about that object. Once this constraint has been noted as being necessary for this situation, it can be used for all future design activity (see Fig. 2 ). This improves subsequent problem solving by avoiding similar failures.
The term "inheritance" has been used to suggest the transfer of information (constraints) from a general level to a specific level. The problem is how to implement this general description in the context of DSPL problem solving.
CONSTRAINT INHERITANCE DESIGN
Constraint inheritance uses several components and related, but distinct, design knowledge bases. Each plays a unique and important role in the entire design. We will first define the characteristics of each component and then discuss how they combine to form the constraint inheritance mechanism.
Design knowledge bases
To design an object, one must know all the components and the relationships between them. Hence part decomposition and spatial relationships are essential for object representation. Currently, in "vanilla" DSPL, there is no explicit knowledge that indicates how and where components fit together. Yet this is exactly the deeper type of knowledge that experts depend on for guidance during less routine problem solving.
In addition, in order to perform constraint inheritance, once must inherit from a deeper knowledge level to the DSPL (surface knowledge) level. Consequently, a general knowledge base about the design object is required. We will refer to this as the Generic Object Knowledge Base, or GOKB.
Originally, DSPL utilized only two main collections of knowledge, the DSPL knowledge base and the Design Data Base (DDB). The DSPL knowledge base is the surface knowledge, that is, the DSPL code that represents "how to" do the design. The DDB contains the current state of the design as the design progresses. The DDB will eventually contain the final design, that is, the design attributes and their final values. Note that the GOKB is not the same as either of these collections. The GOKB contains declarative, general knowledge about design objects. This research included the task of designing and building a small GOKB. This knowledge is in the form of a hierarchy of object schema. This representation contains varying levels of detail. The DDB can be considered an instance of a portion of the GOKB.
The GOKB represent, or has pointers to, the structure, shape, behavior, function, features, and material hierarchies of the design object. Not all of these aspects were implemented in the work reported here. The GOKB is intended to model what the designer knows about the components and materials that will be used during the design. It is stored without regard to its intended usage.
Design constraints
Design constraints play a crucial role in any design process. This is because constraint knowledge is the primary method of detecting design failures. Constraints provide a way of declaratively representing the knowledge an expert has that confirms that a design decision should lead to a correct design. Constraints may refer to design attributes of the design object. Constraints may also refer to the process of assembling the design object or to the design process (Brown & Chandrasekaran, 1989 ). At a more abstract level, constraints may test for plausibility, feasibility, legality, or consistency of a design decision (Sloan, 1988) .
Some constraints are qualitative. Such constraints are typically found in deep knowledge since this is what qualitative reasoning generally uses. Examples of structural qualitative constraints found in the GOKB are "attachedto," "serially-connected-to," "above," and "surrounded by." These relationships are not dealing directly with actual dimensions, compared to relationships such as "greater-than" or "less-than." General functional relationships of the design object or physical law relationships can also be found in the GOKB.
In contrast, surface knowledge (e.g., DSPL) typically contains quantitative constraints. A quantitative (numeric) constraint generally involves some type of calculation. These calculations can vary in complexity. DSPL constraints are generally quantitative constraints. The constraints in DSPL are represented as agents and are activated (i.e., asked for their response) by other agents.
Our hypothesis is that in routine design, general, qualitative knowledge about an object's structure and function have become transformed into a fixed series of calculations and constraints. Some additional evidence for this idea is provided by Liu's research on generating decompositions from functional and structural knowledge (Liu & Brown, 1992) .
Varieties of design constraint
There are a large number of constraint types. They can be classified by their content, purpose, or locationwhere by "location" we mean where the constraints are placed in the "how to" knowledge. For examples of different categories of constraints see Sriram and Maher (1986) , Brown and Breau (1986) , and Stauffer and Slaughterbeck-Hyde (1989) .
Hard versus soft is one category. Hard constraints are either satisfied or violated. There are no degrees of satisfaction. If a hard constraint is violated, then the design decision becomes unacceptable. These types of constraints are rigidly enforced; they cannot be relaxed or ignored.
Soft constraints may produce results such as "poorly satisfied," "satisfied," or "well satisfied," perhaps by testing against a range of values. Soft constraints may be relaxable [see, for example, Meehan & Brown (1990) ; Descotte & Latombe (1981) ]. Error tolerances may be associated with soft constraints. These tolerances provide bounds in which the tested value of a constraint must fall.
If error tolerances are involved, a constraint's importance may grow as a tolerance limit is approached.
DSPL design constraints
In DSPL, constraints are distinguished from other kinds of design knowledge, that is, a constraint is a distinct DSPL entity. DSPL constraints can determine the suitability of incoming requirements or design attribute values, and can determine the applicability of some design knowledge.
Constraints can be explicitly associated with agents in the design knowledge hierarchy. Thus they can decide the ultimate success of any DSPL agent. This association is predefined and is not something that occurs at runtime. Constraints are tested, not posted or propagated. In DSPL, constraints are satisfied during a form of search, not by using a consistency algorithm.
The type of DSPL constraint with which this research is concerned tests a single relationship between two or more design attributes to see if it is within some limit. The design attributes and other knowledge needed to perform the test are immediately available, can be calculated, or can be retrieved from the design data base (DDB). The constraints are preconditions to the decision to store a design attribute value in the DDB. This decision is located at the end of every Step agent.
DSPL constraints are considered to be hard constraints. When DSPL constraints are violated, a failure message is returned to the calling design agent. Decisions are made at that point as to what to do about the failure. Constraints can provide suggestions about what to do in failure situations.
Design expectations
A design expectation is a designer's prediction about a design attribute's value. Since expectations are produced by experiences they inevitably reflect the design knowledge. However, they are likely to be approximations of the actual values. For example, for BPEN an expectation might be "expect the length of the body component to be four times the length of the head component." Expectations do not involve complicated calculations, unlike the decision making within a DSPL step. This is because expectations are simply predictions based on past design observations. In our system, expectations may consist of a default value, a range of possible values, or a simple relation between design attribute values.
The function of expectations is not to constrain but rather to alert. Great confidence should not be placed on the expectation value. Since expectation values are not precise, we use positive and negative tolerances attached to expectations to provide a potential range within which the value should fall.
In this research, simple expectation rules that relate design attributes are used as the source for expectations. We are using the term "rule," in the context of expectations, to mean a predicted relationship. An expectation rule may be triggered when a value for a key design attribute has been decided. There will exist another attribute that is in some way dependent upon the key design attribute. The expectation reflects the dependency that exists between both design attributes. The expectation value, which the expectation rule produces, is for the dependent design attribute. In the above example, "body length" is the dependent attribute, while "head length" is the key attribute. That is, deciding the head length will produce an expectation about the body length.
Note that expectations and constraints are two very distinct types of knowledge. They serve different purposes. Expectations produce a value, or a range of values. In contrast, a constraint tests a value.
We have observed that a designer's past experiences produce significant background knowledge about a domain. Expectations are an important source of knowledge because they prime the design system with some of that background knowledge. This knowledge can help control the design process.
Another motivation for the use of expectations is that this is routine design research. As routine design requires the design knowledge to be known in advance, there should be a wealth of expectations within the design knowledge. Therefore, routine design provides an excellent environment in which to use and study expectations.
It is worth noting at this point that the use of expectations is quite common in AI systems. For example, Chandrasekaran and Punch (1987) use "diagnostic expectations" to carry out expectation-based data validation. Other uses have been during parsing and for vision. Wellfounded expectations reduce the amount of computation required during situation recognition.
Design expectation components
In summary, there are four design expectation components used in constraint inheritance. The first is the key design attribute on whose value other design attributes will depend. Expectations are triggered or evaluated upon decision of a key attribute's value. The second is the dependent design attribute, which is the target of the expectation.
The third and fourth components of an expectation are the expectation rule and the expectation value. The expectation rule is associated with the key design attribute. This rule is a calculation that is performed when the key design attribute has been decided. It calculates the expectation value, which is then associated with the dependent attribute.
For example, consider again the expectation that predicts that the length of the body component is four times the length of the head component. The expectation rule is "head length x 4." When the key design attribute, head length, is decided, the expectation rule will be evaluated.
The expectation value is the result of the evaluation of the expectation rule. For this example, consider the head component length to be 1.5 inches. The expectation rule yields an expectation value of 6 inches. This value will then be associated with the body length attribute. The expectation value will be used for comparison at a later point in the design when the value of the dependent design attribute (body length) is being decided.
Design expectation types
There are three basic types of expectations that a human expert designer might use. The first type is a Context Independent (CI) expectation, where the expectation is not dependent upon the current state of the design. This type of expectation does not require a key design attribute. Hence, they do not have an expectation rule. These expectations are predictions of default values (Minsky, 1975) . In routine design, certain values may be expected in advance, regardless of design specifications. For example, a CI expectation could be that the material of the BPEN body component should always be "plastic."
The second type of design expectation depends upon the initial design requirements. We refer to these as Context Dependent on Requirements (CDR) expectations. Again, these expectations do not make use of the current state of the design. The key design attribute is always an attribute of the initial requirements.
The final type is referred to as Context Dependent upon the Design (CDD). These expectations depend on the current state of the design. This type of expectation has both a key and dependent design attribute (see Fig. 3 ). Our sample BPEN expectation, described above, is an example of this expectation type.
Design expectation evaluation time
Different design expectation types are used at different times. All of these expectation evaluations occur prior to finalizing the design decision for the dependent design attribute. Once the evaluation occurs the expectation value is stored in the DDB, associated with the dependent design attribute. This allows for easy access to the expected value when the design decision is being made for the dependent design attribute.
In the case of CI expectations, evaluation occurs prior to the beginning of the design. When DSPL is initialized it loads the design expectations. The CI expectation eval-
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Step: Dependent Attribute KB-STORE uation is immediately made and the expectation values are stored with their associated dependent design attributes. The evaluation of CDR expectations also occurs prior to the beginning of the design. These evaluations are performed immediately following the loading of the initial requirements. Once the requirements have been loaded, the CDR expectations, dependent upon requirement attributes, access them and perform any calculations that might be required by the expectation rule. As before, the expectation values are stored with their associated dependent design attributes.
The CDD expectation evaluation occurs during the actual design. It is performed at the time when the key design attribute is decided. Once again, the expectation values are stored in the DDB with their associated dependent design attributes.
An alternative time for expectation evaluation could be at the time when the dependent attribute is decided. This might be referred to as "late evaluation," as opposed to evaluating the expectation when the key design attribute is decided, which would be "early evaluation." The problem with this scheme is that the expectation no longer plays the role of a prediction, but acts more as a constraint. We prefer the scheme of early evaluation because of its predictive role and since one can imagine a human expert designer using a similar problem-solving mechanism.
Expectation violations
It has been said that "The greatest opportunity for learning takes place when an expectation that you have is violated by experience" (Edelson, 1992 ). An expectation violation occurs when an inconsistency is noticed between a design attribute's value and its expectation value. This research uses expectation violations as a signal to start reasoning with the deeper GOKB knowledge. Here we are concerned with expectation-failure-driven learning. Violations alert the system that there maybe an inadequacy with the surface knowledge. Inherited constraints should act to reduce those inadequacies.
When an inconsistency is detected, an appeal is then made to the GOKB. If relevant constraining knowledge is found, it can cause a constraint to be compiled out of this general knowledge into surface knowledge. The function of this new constraint will be to test the value of the design attribute for which there was an expectation.
Thus, expectation failures lead to a revaluation of the current design knowledge. The result is the realization that knowledge may be missing, which may lead to the addition of a constraint. This leads to earlier detection of faulty decisions in subsequent design attempts. This new constraint will circumvent the need to refer back to the deeper knowledge from which this constraint originated. This is efficient because the more costly deeper knowledge need only be accessed after an expectation violation (see Fig. 4 ).
Triggering mechanism
Constraint inheritance should occur during the design phase of a session with DSPL. The inheritance mechanism invoked should interrupt DSPL, perform constraint inheritance, and then control should be returned to DSPL again. The constraint inheritance triggering mechanism that this research chose to model is triggered when expectations about a dependent design attribute value are in conflict with the dependent attribute's newly decided value.
An alternative triggering mechanism might have been that before updating any design attribute value to the DDB, one might browse the GOKB, allowing the value to be validated against the general object knowledge. If the value passes inspection, then the update to the DDB could occur, otherwise constraint inheritance would be triggered. Unfortunately, this is not the type of behavior that one could imagine an expert designer doing.
Design features
Design features are very important to the design process and should also be represented in the GOKB. Design features are considered to be any geometric form or entity used in reasoning during design activities. These features have originated in the reasoning processes associated with these activities (Dixon et al., 1987) . Features are extremely important to design and to manufacturing, because features provide more information than the basic primitives that are found in solid modeling systems. Features often relate directly to the functions of the object. By representing information at the feature level, these higher level abstractions can be treated as entities that can be reasoned about. Features also enhance an object's description.
This research uses features to provide an alternative view of the object's structure. Features are used to focus reasoning in the GOKB when an expectation is violated. Expectations are tied to features. A feature contains a list of the components that are involved with designing that feature. For example, the slot in the body (see Fig. 1 ) is a feature of that component. The BPEN components that are involved with this feature are the body component, refill component, and pushing component. The scope of reasoning is controlled by only allowing those components in the list and their interrelationships to be analyzed. Thus, features provide an indexing mechanism from the expectation violations into the GOKB.
CONSTRAINT INHERITANCE SOLUTION
An expectation violation is the noticing mechanism that signals the possibility of missing knowledge in the DSPL design knowledge. What follows is an algorithm that summarizes our Constraint Inheritance Solution. Details are presented in the following sections. Design Attribute is decided.
Constraint inheritance system architecture
Inheritance takes place in three phases: Design Initialization, Task Initialization, and KB-STORE Processing (see Fig. 5 ). Each phase interrupts the DSPL interpreter, and is triggered by a unique event. Design initialization is triggered only when the design knowledge is loaded. Task Initialization is triggered at the start of every DSPL task. KB-STORE Processing is triggered every time a design decision is made for a design attribute value. The following sections will describe these phases in more detail.
Design Initialization
This phase executes prior to the beginning of the design and performs the function of priming the DSPL system with the knowledge needed (i.e., the DSPL agents and the three different types of expectations).
The key design attribute of each Context Dependent on Design (CDD) expectation is traced to the feature to which it belongs. The system will link the expectation knowledge to the feature object. Each feature will maintain a list of pointers to all the expectations that will be evaluated during its design. This provides a means of packaging all expectations together with their associated feature. Since a DSPL Task is responsible for designing one small logical, structural or functional section of the design component (corresponding to a feature), it is appropriate to package CDD expectations in the same coherent manner. Thus, when a new DSPL Task is entered (i.e., to design a new feature), the system will focus on only the appropriate expectations.
Once all the expectations have been loaded and all the relevant structures have been initialized, the system is ready to begin the design. At this point, the CI and CDR expectations have been evaluated and have primed the design system. CDD expectations must, of course, be evaluated during the course of the design.
Task Initialization
DSPL Task Initialization is the second phase. It identifies the design feature associated with a task. It occurs on entry to every DSPL Task. Once the feature has been determined, the associated CDD expectations will be retrieved. The grouping of all the expectations about the attributes of a given feature with a representation of that feature has the effect of modularizing the expectation knowledge. Otherwise, expectations would be independent bodies of knowledge that just "float around" in the DSPL system.
KB-STORE Processing
KB-STORE is recognized by the DSPL interpreter as a command to update the DDB with an attribute's value. It is at this point, immediately prior to the KB-STORE command's execution, that constraint inheritance will be triggered upon an expectation violation. The KB-STORE processing phase is comprised of the following functions: Expectation Value Query, GOKB Reasoning Strategy, DDB update, and Expectation Rule Query (see the following subsections). The burden of the constraint inheritance mechanism on the DSPL system is minor. The two queries, Expectation Value Query and Expectation Rule Query, check to see if their respective preconditions are met. The precondition for Expectation Value Query is that an expectation value is present. The precondition for Expectation Rule Query is met when an expectation rule is present. In the case where both preconditions are not met, then the KB-STORE function will execute as normal.
Expectation Value Query
This function identifies if there is an expectation value for the newly decided design attribute. If an expectation does not exist, control is directly passed to the DDB update function for normal processing.
If an expectation value is discovered in the DDB, then it is examined. There are two types of expectation value: numeric and symbolic. Numeric expectation values have positive and negative tolerances associated with them. By using tolerances, the range of expected values may be defined. For example, if an expectation value for the width of the body component is 0.5", it may have positive and negative tolerances of 0.2", which translates into an expected value range from 0.3" to 0.7".
We use tolerances, since expectations are intended to be approximate values. Both the positive and negative tolerances have to be considered when testing for a violation. If the value falls within the tolerance range, then constraint inheritance will not be triggered, and control will be passed directly to the DDB Update function.
Tolerances are not assigned for symbolic expectation values. In this case, the expected value must match the design attribute's value. If the values are equal, constraint inheritance will be bypassed.
When expectation value (of either type) is found to be inconsistent with the design attribute's value, then a DSPL expectation violation structure is created. This structure holds information about the violation, including the key and dependent attributes and their values. It also records the relationship between the attributes (i.e., the expectation rule), the name of the DSPL Step in which the expectation violation was discovered, as well as a list of related components that may be involved when design-ing the current feature. It is at this point that the GOKB Reasoning Strategy is invoked.
GOKB Reasoning Strategy
The GOKB Reasoning Strategy is comprised of the following components: the Reasoner, the Transformer, the Inheritor, and the Executor. These components are detailed below. In summary, a subset of the GOKB knowledge is analyzed. If relevant constraining knowledge is found, it will be transformed into a DSPL constraint. This new constraint is put into the DSPL Step where the expectation violation occurred and then the new constraint is executed.
The Reasoner
The Reasoner first analyzes the role descriptors (RDs) of the dependent (target) attribute, since the expectation was for this attribute. RDs describe the potential values for a design attribute. They may enumerate the possible values (e.g., the value must be a member of (steel, iron, tin)) or specify bounds for possible values (e.g., the value must be within the range from 5 through 15).
If the relevant knowledge discovered was an enumerated role descriptor, the Reasoner will pass this knowledge to the Transformer with the instructions to create a constraint that performs a membership test.
If the relevant knowledge discovered was a bounded role descriptor, the Reasoner will instruct the Transformer to create two new constraints. One of these constraints will test the lower bound, while the other constraint will test the upper bound. An alternative would have been to construct one constraint with two tests, but the current DSPL constraint format forbids that.
If the RDs do not contain relevant knowledge, then the relationships of the key and dependent attributes are analyzed to see if a relationship exists between them. If one does, then it is examined to see whether it is similar to the relationship that the expectation had been testing. If such a relationship is discovered, then a constraint can be built from this mutually agreed upon knowledge. Figure 6 illustrates an example of a structural description (SD) called SPRING-SURROUNDS-REFILL. This SD points to a relation called SURROUNDS. SDs represent relationships between RDs. The SURROUNDS relation points to the "surrounded" part which is the RE-FILL RD. The "surrounding" part is the SPRING RD. Thus, this relationship is in common between these two design attributes.
If no relations are found to be in common between the key and dependent attributes, then the related components that came from the current feature will be analyzed. It is possible that these related parts may provide a link, through transitive structural descriptions, between the key and dependent attributes. Figure 7 illustrates some of the GOKB relations for the following example. Assume the expectation "BodySize should be greater than RefillSize" was violated. There are no SDs between REFILL and the BODY in this example. So the current feature being designed is accessed, that is, BODYSIZE-FTR. This feature's knowledge states that the REFILL, BODY, and SPRING are in- volved in the design of BODYSIZE. A connection is established between the REFILL and the BODY by the SDs SPRING-SURROUNDS-REFILL and BODY-SURROUNDS-SPRING. The knowledge contained within the SDs will be integrated with other GOKB knowledge to form the DSPL constraint.
The new constraint would test the following relationship: BodySizelD > RefillOD. We conclude this since Body surrounds Spring and Spring surrounds Refill. In addition, we associate a quantitative test of ">" with the symbolic relation SURROUNDS. We also use the deeper knowledge, which states that outer diameters are larger than inner diameters and that these diameters are involved in the SURROUNDS relation.
If no relationships are found, then a negative report would be made to the DSPL system, constraint inheritance would terminate and the DSPL design process would continue. This is done for two main reasons. First, it is possible that the expectation is erroneous. Remember, we do not put great confidence in expectations. Expectation violations only initiate the GOKB reasoning strategy. Constraints are only inherited from the GOKB when a relevant explanation has been found by the reasoner. Second, extensive reasoning in the GOKB can be time-consuming and costly, leading to inefficient problem solving.
The Transformer
The Transformer component supervises the transformation of the relevant GOKB knowledge into a DSPL constraint structure. This component must also verify that similar constraints do not already exist.
In this prototype system the creation of a DSPL constraint is kept simple. The constraint will contain only bare essentials, such as the constraint body (the test to be performed), the name of DSPL Step that calls this constraint, and a failure message that indicates, among other things, that the constraint was inherited. This provides a link back to the originating deep knowledge. Failure suggestions have not been included, as they are the results of experience. Kwauk's approach to automatic suggestion generation in DSPL could be used to add these suggestions (Kwauk & Brown, 1988) . The GOKB may also be a source for these DSPL suggestions.
The Inheritor
The Inheritor component modifies the DSPL step in which the expectation violation occurred, by adding a command that will execute the new constraint. The location of this command will always be immediately prior to the KB-STORE command. This has the desired effect of verifying the design decision immediately before the DDB update.
The Executor
The Executor component has the task of executing the newly inherited constraint. Since control is still within the constraint inheritance system at this point, the DSPL interpreter will need to be told the result of the constraint execution, just as if the constraint had always been there. Generally, the result will be a failure, as we expect the expectation violation to predict the result of the constraint. Control is returned to the DSPL interpreter along with the constraint result.
If the result of an inherited constraint's test is "failure," failure handling will be initiated. As the failure of an inherited constraint is not a routine failure, it is unexpected, hence failure correcting suggestions and redesign knowledge will not be available. If the design eventually does succeed, it will probably be because other key design attributes were redesigned, causing modification of the dependent design attribute's value. A successful design also means that the newly inherited constraint will have been tested and passed, ensuring that the new design attribute's value is valid.
DDB update
This function simply updates the DDB with the design attribute's value. It can be sure that no expectations or constraints have been violated due to this design decision.
Expectation Rule Query
The last component of the KB-STORE processing is the Expectation Rule Query. It is responsible for checking if any expectations are triggered by the new value. This is accomplished by accessing the current task's expectation list. If there are no expectations for the newly decided attribute, then KB-STORE processing is successfully completed and the design process continues.
If an expectation is found that needs to be triggered, the expectation rule is used, and the expected value is attached to the DDB location of the dependent design attribute. The value of a design attribute in the DDB is a pointer to a structure that has two fields, for the design attribute's value and the expected value.
This function can insert a pointer to the expected value, that is, to an expectation structure. The benefit of this method is that all the information concerning an expectation is localized into one structure. Once the expectation structure and the expected value of the design attribute in the DDB have been updated, then KB-STORE processing terminates and control is returned to the design process.
CONSTRAINT INHERITANCE SYSTEM PERFORMANCE
Constraint inheritance increases efficiency in two ways. First, the missing or inadequate surface knowledge needs only to be discovered once. Hence, reasoning in the GOKB occurs only once. Second, it is probable that prior to constraint inheritance an incorrect decision can remain undetected for a while. Once constraint inheritance occurs, a test will be made to try to prevent this decision. Thus, constraint inheritance can prevent a design decision error from propagating through the design process. This has the effect of reducing the amount of backtracking required by the design system, thus eliminating unnecessary effort. Constraint inheritance may influence the execution path through the DSPL. It can prohibit an unacceptable design from being produced and produce a correct design instead. An inherited constraint that fails when tested may force the design process to follow a different and perhaps more efficient path.
When performing empirical evaluation, details such as execution time, the number of data base fetches and stores, or the amount of memory required could be considered. For DSPL, one should consider the amount of backtracking, failure handling, or redesigning needed, or the number of design agents needed to produce a valid design. The expectation is that the time spent backtracking, failure handling, and redesigning will be reduced after constraint inheritance, as problems will be detected earlier. Consequently, on average, the total number of agents used in the trace should be reduced.
A goal of the constraint inheritance system is to improve the quality of future problem-solving inferences. Constraint inheritance improves the problem solving by providing immediate access to new, usable problemsolving knowledge. However, the design run time may not always be reduced, since the GOKB may have to be explored. Reasoning in deep knowledge is time-consuming and costly. Knowledge compilation produces the benefits of using deep knowledge without the penalty of repeated deep reasoning.
Constraint Inheritance works in a domain-independent manner. As long as the design knowledge is encoded in DSPL, and the GOKB uses the same representations, then the methods described will be able to work. Its performance will vary depending on how many expectations are encoded, how many get violated during a design run, and how complete the design knowledge is to start with. Performance also varies depending on the requirements given, and how much inheritance has already been done.
THE PROTOTYPE IMPLEMENTATION
Both DSPL and the constraint inheritance prototype are implemented in Common LISP. The knowledge within the GOKB is represented in PCL-ONE, a prototype system that provides the basic knowledge representation functionality of KL-ONE (Brachman & Schmolze, 1989) . PCL-ONE utilizes a structured semantic network. The PCL-ONE system and the DDB were implemented in Portable Common Loops (PCL), which provides objectoriented programming. PCL is a predecessor of the CLOS, the Common LISP Object System (Keene, 1989) . CLOS was not available at implementation time. Figure 8 depicts the entire system implementation. The bottom layer is Common LISP. The next layer up consists of two distinct interpreters: the DSPL interpreter and the PCL interpreter. The design knowledge for the BPEN domain is supported by the DSPL interpreter. The PCL interpreter supports both PCL-ONE and the DDB for BPEN. Likewise, PCL-ONE supports the BPEN GOKB.
EVALUATION OF COMBINED
COMPILATION Constraint inheritance (CI) is concerned with adding new constraints to DSPL. Constraint absorption (CA) is concerned with removing ineffective constraints from DSPL (Meehan & Brown, 1990) . Constraint absorption is also a form of adjusting knowledge as a result of past experiences. An evaluation of design system performance, with both of these compilation systems running, was produced recently (Spillane & Brown, 1992) . The Combined Compilation Method System (CCMS) was developed to study the compilation effects, both alone and together, of these two mechanisms. The BPEN domain was used. The CCMS results indicate that, in general, and in this domain, knowledge compilation does enhance design expert system performance.
For CI the execution time for some runs was longer after CI than it was before. This is due, in part, to a different and longer design path being used. The longer paths are caused by the increased number of constraints in the knowledge base.
At least one of the designs that would have been produced before the constraint was inherited was unacceptable. The design produced after CI was correct because the inherited constraint found the error during the design process. This forced the system to backup and use another plan, thus correcting the design.
Several design runs failed both before and after CI. However, after CI the failure was found earlier in the design process because of the inherited constraints. This resulted in reduced execution time for these runs.
The averaged results show that the execution time was shorter after CI and CA than it was before [see Spillane & Brown (1992) for more details]. This indicates that the knowledge base was more efficient after it was compiled by either or both compilation methods. In the evaluation tests, Inheritance resulted in a 9.64% speed up in the execution time.
FUTURE WORK
Expectations and their implementation have raised many issues. The first issue is to determine how expectations can be produced from previous experience using induction and generalization. Another set of issues is concerned with discovering conflicts concerning the expectations themselves. Assume that a decision is made, an expectation rule evaluated, and it is discovered that the resulting expected value is in conflict with the initial design specifications. This conflict may be caused by the fact that the expectation is erroneous, or that it needs to be context dependent. What should happen in this case? Should the design fail or just continue on after making a note of this discovery? The discovery in this case is now much more than an expectation violation.
The situation where multiple expectations exist for the same target (dependent) design attribute is also of interest. What happens if there are multiple expected values and these values are in conflict? Does one expected value have priority over another? If so, why, and does it depend on the expectation's triggering (key) attribute? Does a certainty factor for expectations need to be introduced? Is an expectation resolver required to investigate and resolve the multiple conflicting expected values?
If an expectation violation occurs and constraint inheritance fails, could the expectation be converted into some sort of weak constraint? This would probably require use of some form of certainty factor for expectations, as a weak expectation would make a terrible constraint.
Another issue is whether constraint inheritance should be triggered by just a single expectation violation. One of the attributes of an expectation is the violation count. Although this attribute has not been used in the prototype, its purpose is to trigger constraint inheritance only after the number of violations has passed some threshold. It could indicate whether the expectations were compelling enough to require constraint inheritance or whether violations were just "flukes" and should be recorded and ignored.
A Possible Solutions Knowledge Base (PSKB) would be a very efficient way of making explicit some knowledge that is currently only implicit within DSPL. The type of knowledge that could be represented within the PSKB would be knowledge of what kinds of designs this routine knowledge could lead to. Currently, this is implicit in DSPL, and inadequately represented in the DDB. The PSKB would be associated with both the DDB and the GOKB. The DDB and all its design attribute values would be an instance of part of the PSKB. On the other hand, the PSKB would contain better specified descriptions of the design object and its components then the GOKB. Case-Based Reasoning could also be used in conjunction with a PSKB. One could even imagine that the PSKB could be yet another source of design expectations.
ROLE OF MACHINE LEARNING
In general, learning is associated with some degree of improvement of a given task, due to past experience. Learning changes knowledge to allow improved performance.
Constraint inheritance is a form of learning since there is a transformation from a less efficient to a more efficient representation of knowledge.
The main role of machine learning in this system has been that of automatic knowledge base refinement. The system developed has demonstrated that errors or inadequacies can be detected in reasoning that uses compiled knowledge. An explanation for this error or inadequacy is then sought in a deeper level of knowledge. If an explanation can be constructed from relevant deep knowledge, then a transformation occurs. This operationalization causes a task to be carried out better than before.
More specifically, constraint inheritance can be viewed as a form of failure-driven learning. Two important facets of learning are associated with failure-driven learning. These are "when to learn" and "what to learn" (Pazzani, 1986) . Constraint inheritance knows that the time of learning begins upon an expectation violation, and that it is surface knowledge that is missing or inadequate.
Note that constraint inheritance as a form of learning is related to EBL (Ellman, 1989) , is in the spirit of knowledge-base refinement (Ginsberg et al., 1985) and is related to incremental learning (Cohen & Feigenbaum, 1982; Carbonell, 1986, pp. 384-390) . .
CONCLUSIONS
This research has provided a better understanding of mechanisms in routine design problem solving. This should contribute to a better understanding of design in general. Experience plays a crucial role in the adjustment of routine design knowledge. Constraint inheritance is an incremental learning system that improves its problem-solving knowledge through problem-solving experiences.
It has been shown that the DSPL interpreter can use constraint inheritance to improve the performance of a DSPL knowledge base. By gradually extending DSPL to incorporate machine learning capabilities, such as constraint inheritance, more flexible and powerful design expert systems can be built.
The prototype system developed has demonstrated that some errors or inadequacies can be detected in compiled knowledge. An explanation can be sought for this problem by searching in a deeper form of knowledge. If an explanation is found in the relevant deep knowledge, then a transformation can occur, resulting in a new constraint. This can result in improved performance.
Expert systems have emerged into real world applications including government, medicine, engineering, finance, and manufacturing. If these knowledge-based expert systems are going to be of continued use in the future, they must possess the ability to monitor and adjust themselves in a changing environment. With knowledge compilation, the rigid boundaries of expert systems can be changed, and systems can become less brittle. ber of AAAI. Her research interests include model-based reasoning, distributed AI, and machine learning. 
