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ABSTRACT
Hydrogen is considered to become a main energy vector in sustainable energy systems to
store large amounts of intermittent wind and solar power. In this work, exergy efficiency
and cost analyses are conducted to compare pathways of hydrogen generation (PEM, alkaline
or solid oxide electrolysis), storage (compression, liquefaction or methanation), transportation
(trailer or pipeline) and utilization (PEMFC, SOFC or combined cycle gas turbine). All processes
are simulated with respect to their full and part-load efficiencies and resulting costs. Further-
more, load profiles are estimated to simulate a whole year of operation at varying loads.
The results show power-to-power exergy efficiencies varying between about 17.5 and 43 %.
The main losses occur at utilization and generation. Methanation features both lower efficiency
and higher costs than compressed hydrogen pathways. While gas turbines show very high
efficiency at full load, their efficiency drops significantly during load-following operation , while
fuel cells (especially solid oxide) can maintain their efficiency and exceed the combined cycle
gas turbine full-load efficiency. Overall specific costs between 245 e/MW h and 646 e/MW h are
resulting from the simulation. Lower costs are commonly reached in chains with higher overall
efficiencies. Installation costs are identified as predominant because of the low amount of
full-load hours.
To decrease the energy storage overall costs of the process chains, the options to use
revenue generated by by-products such as oxygen and heat as well as changing the system
application scenario are investigated. While the effect of the oxygen sale is negligible, the
revenue generated by heat can significantly decrease overall costs. An increase of full-load by
accounting for an electrolysis base-load to provide hydrogen for vehicles also shows a signifi-
cant decreases in costs per stored energy down to 151 e/MW h at 2337 h/a full-load hours.
The optimization of the exergy efficiency is performed by analysing physical and heat exergy
recovery options such as expansion machines in the gas grid, the use of additional thermody-
namic cycles (both Joule and Clausius-Rankine), as well as providing heat for steam electrolysis
from compression inter-cooling, methanation or stored heat from a solid oxide fuel cell. The
analysis shows that at full-load, process chains using solid oxide electrolysis, compressed hy-
drogen and a combined cycle gas turbine or a solid oxide fuel cells with a heat exergy recovery
cycle can reach exergy efficiencies of 47 % and 45.5 %, respectively. A reversible solid ox-
ide cell systems with metal-hydride heat and hydrogen storage can also reach 46.5 % exergy
efficiency. The energy storage costs for these processes can be as low as 35 to 40 e/MW h
at full-load. At load-following operation the efficiency of the fuel cell systems is expected to
increase.
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KURZZUSAMMENFASSUNG
Wasserstoff wird als einer der wichtigsten Energieträger zur Speicherung von fluktuierender
Wind- und Solarenergie in einem nachhaltigen Energiesystem betrachtet. In dieser Arbeit wer-
den Exergieeffizienz und Kostenanalysen durchgeführt, um verschiedene Pfade von Wasser-
stoffherstellung (PEM, alkalische oder Festoxidelektrolyse), -speicherung (Verdichtung, Verflüs-
sigung oder Methanisierung), -transport (Trailer oder Pipeline) und -rückverstromung (PEM-,
Festoxidbrennstoffzellen oder Gas- und Dampfkraftwerke (GuD)) zu vergleichen. Alle Prozess-
ketten werden für Voll- und Teillast simuliert und ihr Wirkungsgrad sowie die Kosten berechnet.
Weiterhin werden Lastprofile abgeschätzt, um ein gesamtes Betriebsjahr unter schwankender
Last zu simulieren.
Die Ergebnisse zeigen exergetische Strom-zu-Strom-Wirkungsgrade von etwa 17.5 % bis
43 %. Die größten Verluste treten bei der Rückverstromung und bei der Herstellung von Was-
serstoff auf. Methanisierung zeigt sowohl niedrigere Wirkungsgrade als auch höhere Kosten
als Pfade mit reinem Wasserstoff. Während GuD-Kraftwerke sehr hohe Wirkungsgrade bei
Volllast aufweisen, zeigen Brennstoffzellen im Lastfolgebetrieb über ein Gesamtjahr höhere
Wirkungsgrade. Spezifische Gesamtkosten zwischen 245 e/MW h und 646 e/MW h werden durch
die Simulation berechnet. Niedrigere Prozesskettengesamtkosten sind gemeinhin mit einem
hohem Wirkungsgrad verbunden. Installationskosten sind auf Grund der niedrigen Volllaststun-
denzahl der hauptsächliche Treiber der Gesamtkosten.
Um die Energiespeicherkosten der Prozessketten zu verringern, werden die Kostenredukti-
on durch den Verkauf von Nebenprodukten wie Sauerstoff und Wärme, sowie die Erweiterung
der Anwendung untersucht. Während der Effekt des Erlöses durch den Verkauf von Sauerstoff
gering ist, kann der von Wärme die Gesamtkosten signifikant verringern. Eine Erhöhung der
Volllaststudenzahl durch das Einbeziehen einer Elektrolyse-Grundlast für die Bereitstellung von
Wasserstoff für die mobile Anwendung zeigt auch eine deutliche Verringerung der Gesamtkos-
ten auf bis zu 151 e/MW h bei 2337 h/a Volllaststunden.
Die Optimierung des Wirkungsgrades wird durch die Analyse von physischer sowie Wär-
meexergierückgewinnung durchgeführt. Dafür wird die Nutzung von Expansionsmaschinen im
Gasnetz, der Einsatz von zusätzlichen Joule- und Clausius-Rankine-Prozessen, wie auch die
Bereitstellung von Wärme für die Dampfelektrolyse aus der Methanisierung, der Kühlung zwi-
schen Verdichtungsstufen und der Speicherung von Wärme analysiert. Die Berechnung zeigt,
dass bei Volllast Prozessketten, die Wasserstoff mit Hilfe von Festoxidelektrolyse herstellen
und diesen dann in einem GuD-Kraftwerk oder einer Festoxidbrennstoffzelle mit Clausius-Ran-
kine-Prozess rückverstromen, exergetische Wirkungsgrade von 47 % bzw. 45.5 % erreicht wer-
den können. Eine reversible Festoxidbrennstoffzelle, die Wärme und Wasserstoff in einem
Metallhydrid speichert, kann exergetische Wirkungsgrade von 46.5 % erreichen. Die Energie-
speicherkosten für diese Systeme können bei Volllast 35 bis 40 e/MW h betragen. Es kann ange-
nommen werden, dass über ein Betriebsjahr der Wirkungsgrad steigen wird.
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1 INTRODUCTION
Mankind is shaping the planet earth. We live in the Anthropocene, the earth age influenced by
human civilization. We change the outer crust of the earth with cities, agriculture, mining and
industry. Our civilizations’ reach encompasses not only the continents, remote islands and the
oceans but also the stratosphere and space.
Today, more than 7.4 billion people live on earth and by 2050 this number will probably grow
up to 9.5 billion. This growth relies on our easy access to energy. Each person in an industrial
country like Germany is supplemented by an effective workforce of 100 times more “people”
in the shape of energy. While about 700 million people live in the heavily industrialized western
countries, 2.5 billion people living in emerging countries like Brasilia, Russia, India and China
strive to live by the same standards as the western countries. The resulting increase of demand
in resources and energy will probably bring our planet ever closer to its natural capacity limits.
Today, our rapid expansion and increase in material wealth depends on fossil energy resources.
This carbon-based energy system is the main emitter of anthropological carbon dioxide. The
increase of carbon dioxide emission is influencing the carbon dioxide cycle of the earth. The
concentration of CO2 in the atmosphere is much higher than before the industrial age. The
average temperature is rising constantly and at an increasing speed. Our carbon-based energy
system is changing the grand equilibria of our planet.
The United Nations are coming to realise that a drastic and fast change needs to happen,
but still no consensus has been reached. Some countries are trying to be trailblazers of a
new carbon-free energy system. Among them Germany follows a plan called “Energiewende”.
The goal is to shut-down both all the nuclear power plants by 2022 and to reduce carbon
dioxide emissions by at least 35 % in 2020 compared to 1990 and by 80 to 95 % in 2050.
Furthermore, energy efficiency shall be increased and primary energy consumption reduced
by 20 % in 2020 and 50 % in 2050, compared to 2008. Germany’s current power production
(year 2015) consists of 51.8 % fossil-based power, 14.1 % nuclear-based power and 30.1 %
renewable power, with the remaining 4.1 % being non-renewable waste and others. The main
contributor is wind power with 13.5 % followed by biomass with 6.8 %, sunlight with 5.9 %
and hydro power with 3 %. The long-term aim is to increase the content of renewable power
generation to 80 to 100 % by 2050.
This goal of a sustainable energy infrastructure in Germany requires the dominant sources of
electric power to be wind or sunlight. Hydro power and biomass are too limited by Germany’s
landscape and amount of arable land. However, these sources provide energy intermittently
and independently of need. Therefore both long term and high capacity storage systems will
be required. A favourable energy carrier to meet these requirements appears to be hydrogen
generated through electrolysis. A hydrogen-based energy storage system is capable of storing
enough energy to provide power for several days up to weeks even for large demand energy
systems such as the German one. Unlike other energy storage systems like batteries, pumped
22
hydro power stations or compressed air energy storage facilities, hydrogen as an energy carrier
is flexible. It can store energy for stationary and mobile applications such as cars, boats or
even planes as well as distributed back-up power generators. Due to the easily scalable size
of galvanic cells used for hydrogen production and utilization the final hydrogen economy can
consist of both large scale power plants and small scale domestic systems as well as anything
in between.
Already today hydrogen is used in many parts of our economy. However, it is mainly gen-
erated from fossil hydrocarbons and then used in chemical or metallurgical industry. But the
existing knowledge and infrastructure can facilitate the establishment of a hydrogen-based
energy storage system.
The many options of hydrogen technology for hydrogen production, hydrogen storage, hydro-
gen transport and hydrogen utilization are being rapidly developed and new, promising technolo-
gies continue to emerge. This complex amount of techniques necessitates a broad overview
based upon comparable parameters for each energy transforming process. The most impor-
tant parameter is the efficiency, both concerning the thermodynamic as well as the economic
side. A very energy efficient system might overall be too cost intensive while a seemingly
cost-effective technology path might be wasting too much energy along the energy transfor-
mation route making it more expensive overall. Once these efficiencies are determined the
main sources of efficiency reduction can also be identified and thus, possibilities to optimize
the efficiency can be conceived. By analysing these optimization possibilities new and im-
proved hydrogen-based energy storage pathways with higher thermodynamic and economic
efficiency will be developed.
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2 OBJECTIVE AND STRUCTURE
Hydrogen appears as an effective energy carrier to provide both long term and large scale
energy storage even for energy systems of industrial countries such as Germany. However,
thermodynamic and economic analyses of each process are necessary. This work aims to
perform exergy and cost analyses of all conceivable storage pathways. This will be achieved in
the following structure:
In the first and second chapters the scientific knowledge gap is formulated and the structure
to answer it is outlined.
The third chapter is giving an overview of existing studies with a similar research focus and
compare the differences and similarities to this one.
The fourth chapter introduces hydrogen-based processes for hydrogen generation, storage,
transportation and utilization. These are assessed according to their applicability for large scale
electrical energy storage. The feasible processes are analysed more in detail explaining their
advantages and disadvantages, state-of-the-art design and efficiency.
In the fifth chapter the models used in this study are explained. The submodels of the
components of the investigated processes are shown in detail. In addition the models used
for the exergy as well as cost analyses are discussed. Finally, the assumptions to simulate one
year of intermittent operation of a hydrogen-based energy storage process chain are shown.
The aim of the sixth chapter is to explain and analyse each simulated process. The process
diagrams are explained in detail including the assumptions required to simplify the simulation
compared to a real device. The results are compared to the behaviour of real devices. Sensi-
tivity analyses are used to evaluate the simulation results and their respective dependency on
the assumptions made.
Chapter seven shows the partial and overall exergy efficiency and costs for ten different
chains of processes for large scale energy storage. The process chain analyses consider both
full load as well as part-load operation to identify advantages and disadvantages as well as
optimization opportunities.
In the eighth chapter the identified potentials for optimization are discussed and their respec-
tive process designs and state-of-the-art are explained.
In chapter nine the optimized process diagrams are again explained and their results are
analysed similar to chapter six. Where applicable, sensitivity analyses are conducted once
more.
Chapter ten is then going to summarize and compare the optimized process chains with
the improved processes. It will also investigate the effect of combining both hydrogen-based
electrical energy storage as well as hydrogen production for mobile applications.
Finally in chapters eleven and twelve the results of this study will be summarized and recom-
mendations for future work will be given.
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3 HYDROGEN AS AN ENERGY VECTOR
The discussion about the possible role of hydrogen as an energy carrier or energy vector in a
future energy system will be outlined in the following chapter. Hydrogen-based energy storage
is seen as a possible key enabler for a sustainable energy economy. While around the turn
of the millennium the focus has been put on investigating the feasibility of hydrogen as a fuel
for passenger cars it has since been extended by a stationary approach in order to store large
amounts of electric energy generated intermittently by renewable power plants. Accordingly,
system studies were conducted estimating efficiency and costs as well as greenhouse gas
emissions. Consideration was given to well-to-wheel process chains as well as estimation of
necessary infrastructure investments, overall process chain energy efficiency and overall costs
for stationary supply of hydrogen. Predictions of the minimal share of wind and solar power
in an energy system that would require large scale storage were calculated. In the same
scope also the required storage capacity in renewable energy systems were estimated. In the
following a short overview on important studies from both local and global viewpoints in this
field will be given.
3.1 MOBILE APPLICATION FOCUS
WELL-TO-WHEEL ENERGY USE AND GREENHOUSE GAS EMISSIONS OF ADVANCED
FUEL/VEHICLE SYSTEM - NORTH AMERICAN ANALYSIS
General Motors, the Argonne National Laboratory, British Petroleum, ExxonMobil and Shell
published a well-to-wheel study comparing a wide variety of processes for advanced fuel and
vehicle systems [18] for the North American context. They investigated 75 different pathways
for hybrid electric vehicles and fuel cell vehicles with respect to energy consumption and green
house gas emissions. The analysis contains petroleum-based (e.g. gasoline, diesel, naphtha),
natural gas-based (e.g. compressed natural gas, methanol, liquid hydrogen, compressed hy-
drogen), electricity-based (US energy mix, combined cycle gas turbines), electrolysis-based
(electricity as before, liquid and compressed hydrogen) and ethanol-based (from corn, herba-
ceous cellulose and woody cellulose) fuels. The considered engine systems comprised several
different ignition engines and fuel cell systems including some with fuel reformer e.g. for gaso-
line.
The authors conclude that hydrogen generated from fossil sources either through electrolysis
or steam reforming can be energy inefficient and generate large amounts of green house gas
emissions and was shown to be inferior to petroleum-based fuel supply. The analysed engine
architectures show the expected high efficiency of fuel cells due to the intrinsically higher
efficiency of the fuel cell stack. They also note that hydrogen-based fuel cell vehicles exhibit
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significantly higher efficiency than those with a fuel reformer.
WELL-TO-WHEELS ANALYSIS OF ADVANCED FUEL/VEHICLE SYSTEMS - A NORTH
AMERICAN STUDY OF ENERGY USE, GREENHOUSE GAS EMISSIONS, AND CRITERIA
POLLUTANT EMISSIONS
In a follow-up study the models used before were updated to the latest power-train maps,
some additional propulsion systems were added (e. g. hydrogen internal combustion engines)
and the pollutant emissions were expanded by several chemical compounds [19]. It is shown
that the efficiency of the considered power-train is the most important influence on pollutant
emissions and thus the key activity for well-to-wheel analyses. The authors underline that
direct hydrogen fuel cell vehicles or direct hydrogen hybrid fuel cell vehicles achieve a much
higher fuel economy increase than those with a reformer in the vehicle and both show much
higher efficiency than combustion engines. Additionally, they conclude that hydrogen gen-
erated through electrolysis from the current electric energy generation mix can yield higher
greenhouse gas emissions than current vehicles and accordingly only electricity from renew-
able sources should be considered. Furthermore the low efficiency of the electrolysis plants
is detrimental for the overall efficiency and the resulting greenhouse gas emissions, so ac-
cordingly an increase in electrolysis efficiency can show large effects on the well-to-wheels
emissions.
GMWELL-TO-WHEEL ANALYSIS OF ENERGY USE AND GREENHOUSE GAS
EMISSIONS OF ADVANCED FUEL/VEHICLE SYSTEMS - A EUROPEAN STUDY
A study similar to those explained before has been performed for the European market [20].
It analyses mainly energy efficiency and greenhouse-gas emissions. This study was lead by
General Motors and Ludwig Bölkow Systemtechnik, a German system study institute. The
scope of the study was to analyse fuel pathways for Europe in 2010 based on crude oil, natural
gas, electricity and biomass. The analysed hydrogen pathways were: (1) natural gas used in
either central or decentral steam-methane reforming for 700 bar compressed gas hydrogen or
(2) liquid hydrogen, biomass-based pathways from (3) residual wood, (4) wood from plantation
or (5) steam reforming of biogas followed by a 700 bar storage, or electricity-based hydrogen
generation with regional electrolysis using the (6) EU electricity mix, (7) wind power, with
central electrolysis again with (8) the EU mix, (9) wind power, or (10) on-site at a CCGT plant.
All of these pathways consider a 700 bar storage system while the (11) central EU-mix and (12)
wind are also analysed with a liquefaction plant and liquid hydrogen storage.
The results show that the wind power electrolysis pathway on-site is the most energy ef-
ficient pathway of all the investigated pathways with less than 2 MJ/km. Steam-reforming of
methane followed by high pressure hydrogen storage was almost as efficient with slightly
more than 2 MJ/km. Biomass-based hydrogen pathways showed similarly good results with the
wood pathways slightly above 2 MJ/km and the organic waste steam-reforming pathway above
2.5 MJ/km. Using water electrolysis to generate hydrogen with the EU electricity mix instead
of direct wind power reduces the energy efficiency to almost 5.5 MJ/km, making this the least
efficient pathway overall.
WELL-TO-WHEELS ANALYSIS OF FUTURE AUTOMOTIVE FUELS AND POWER TRAINS
IN THE EUROPEAN CONTEXT
Similar investigations for a European context have been done by the European Commission
Joint Research Centre [21]. The investigated hydrogen pathways show huge differences in en-
ergy efficiency and greenhouse gas emissions. Hydrogen generated through electrolysis with
electricity from wind power plants was again shown to be the most efficient and greenhouse
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gas neutral pathway, while electricity from the European energy mix showed a huge decrease
in efficiency and increase in greenhouse gas emissions. The results for different power-trains
also showed similar results to those found by General Motors.
HYDROGEN STORAGE TECHNOLOGY OPTIONS FOR FUEL CELL VEHICLES:
WELL-TO-WHEEL COSTS, ENERGY EFFICIENCIES, AND GREENHOUSE GAS
EMISSIONS
This study examined five different hydrogen vehicle storage technologies on a well-to-wheel
basis [22]. The authors evaluated costs, energy efficiency and greenhouse gas emissions and
the overall performance of the system. The analysis modeled hydrogen production, delivery
and use in light-duty passenger vehicles. The examined production methods are: (1) steam
methane reforming, (2) electrolysis and (3) biomass gasification. The electricity source was
either the United States grid mix, 100 % natural gas or 100 % renewable. The delivery of
hydrogen was considered to be either: (1) in a hydrogen gas pipeline, (2) tube trailers, (3) a
pipeline to the city gates and then tube trailers to the refilling station, (4) liquid hydrogen trucks
or (5) a gas pipeline to the city gates, liquefaction at the city gate and transport by truck to
the refuelling station. The storage technologies on-board the vehicles were either: (1) 350 bar
gaseous, (2) 700 bar gaseous, (3) cold gas at 500 bar and 90 K, (4) cryo-compressed hydrogen
at 275 bar and nearly liquefaction temperature and (5) storage in a metal-organic framework
MOF-177.
As a result 700 bar, cold gas and cryo-compressed hydrogen were identified as the best
options with trade-offs between each technology in terms of their attractiveness for fuel cell
electric vehicles. Considering steam-methane reforming the most energy efficient delivery and
storage pathway was a storage at 350 bar with 56.7 % efficiency, followed by 700 bar with
54.4 %, cold gas with 52.5 %, cryo-compressed hydrogen with 42.7 % and MOF-177 at 42.7 %
as well. The large difference in efficiency between the high pressure and the cryogenic storage
options is due to the low liquefaction efficiency. The authors also showed that the 350 bar and
the cryo-compressed systems are the cheapest for the car owner due to their lower pressure
requirements. However, because the cryo-compressed system needs liquid hydrogen, the
costs of ownership for the hydrogen supplier were very high. Considering greenhouse gas
emissions it became clear that steam methane reforming is responsible for more than 50 %
of the overall emissions which can be reduced with the other hydrogen generation options.
While biomass gasification showed only slightly higher costs than steam-methane reforming,
electrolysis was much more expensive due to high amounts of electricity that are required
for the hydrogen production. The electrolysis efficiency was also much lower than biomass
gasification or steam-methane reforming due to the low efficiency of the considered electricity
production mix.
ON-BOARD AND OFF-BOARD PERFORMANCE OF HYDROGEN STORAGE OPTIONS
FOR LIGHT-DUTY VEHICLES
Another broad study on different storage options was performed for the US Department of En-
ergy at the Argonne National Laboratory [23] . Although the focus was mainly on the storage
performance in terms of volumetric and gravimetric energy density and other mobile applica-
tion specific parameters, as well as on-board efficiency and costs, a well-to-engine efficiency
and costs performance analysis was also executed. The compared storage options were: (1)
compressed gas hydrogen at 350 or 700 bar, (2) liquid hydrogen, (3) cryo-compressed hydro-
gen, metal hydride storage in (4) sodium alanate and (5) alane, sorption storage in (6) AX-21,
a high surface-activated carbon, and (7) MOF-177, a metal-organic framework at cryogenic
temperature, and chemical hydrogen storage options in (8) sodium borohydride, (9) n-ethylcar-
bazole, a liquid organic hydrogen carrier, and (10) ammonia borane. The delivery pathways
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of hydrogen were always based on steam-methane reforming for the generation, followed by
liquefaction (options 2, 3, 6 and 7), compression (options 1 and 4) or two-way delivery with
central regeneration (options 5, 8, 9 and 10), as applicable.
Their well-to-engine efficiency analysis showed that compressed hydrogen was the most
efficient option with up to 57 % for the 350 bar option and 54 % for the 700 bar option. It was
followed by sodium alanate, alane, n-ethylcarbazol, the sorption options and cryo-compressed
hydrogen at 42 % to 45 %. Liquid hydrogen and sodium borohydride show much lower ef-
ficiency at 25 % and 21 %. The efficiency of ammonia borane ranged from 12 % to 37 %
depending on the regeneration route. The projected costs of ownership for all options were
ranging between 11 and 18 US cents per mile. The lowest costs were associated with the
liquid hydrogen, sodium alanate and n-ethylcarbazol options, while sodium borohydride was by
far the most expensive one.
3.2 STATIONARY APPLICATION FOCUS
ENERGY LIFE CYCLE ANALYSIS OF HYDROGEN SYSTEMS
A study done by the Technical University Munich investigated primary energy and cost effi-
ciencies for 1995 and 2020, considering the availability of power or fuel for the production
of hydrogen, the production itself, the conversion and storage, the transport as well as the
following power generation from hydrogen [24]. Different pathways were compared based on
available literature data. Assessed process chains included photovoltaic, wind, hydro or nuclear
power combined with (alkaline) electrolysis, steam reforming, the Kvaerner process (splitting
of hydrocarbons into carbon and hydrogen at temperatures above 1600 ◦C), biomass gasifica-
tion and chemical residual hydrogen. The hydrogen was then considered to be either liquefied
or compressed and is distributed to the customers. A comparison considering efficiency and
costs between providing hydrogen or the initial electricity for households was also done.
The authors concluded that electrolysis was the most promising process to generate hydro-
gen when only renewable sources were considered with hydro power providing the cheapest
electricity. They stated that the distribution should be handled with gaseous hydrogen when-
ever possible while emphasizing that liquid hydrogen might be absolutely necessary in road
or air traffic application. Unfortunately the authors neglected the conversion of hydrogen back
to electricity which makes the final results barely comparable to other studies. Also, only so-
called technically interesting process chains were chosen to be assessed and thus a complete
comparison was not shown.
HYDROGEN AND ELECTRICITY STORAGE IN AN ENERGY SYSTEMWITH LARGE
AMOUNTS OF RENEWABLE ENERGY: ANALYSIS OF SHORT AND MEDIUM-TERM
PERSPECTIVES (WASSERSTOFF- UND STROMSPEICHER IN EINEM ENERGIESYSTEM
MIT HOHEN ANTEILEN ERNEUERBARER ENERGIEN: ANALYSE DER KURZ- UND
MITTELFRISTIGEN PERSPEKTIVE)
The Institut für Energie und Umweltforschung Heidelberg GmbH (ifeu, institute for energy and
environmental research Heidelberg GmbH) have conducted a study for the Federal Ministry of
Environment, Nature Conservation, Building and Nuclear Safety [25]. They have investigated
pathways for stationary storage of energy considering energy efficiency, greenhouse gas emis-
sions and costs. The analysed processes include pumped hydro, compressed air, hydrogen and
battery storage for both the electricity grid and fuel for traffic. The process chains are investi-
gated with tabular minimal and maximal values as well as an estimation for short, medium and
long-term development.
28
In conclusion a mix of different energy storage options was proposed according to the spe-
cific advantages and drawbacks. Hydrogen, due to its high gravimetric (33.3 kW h
kg
and high
volumetric energy storage density (0.53 kW h
l
when pressurized at 200 bar), could see use
in both mobile and long-term stationary storage even despite high costs and relatively low
round-trip efficiency between 21 and 43 %. Especially once very high amounts of renewable
energy are introduced into the electricity grid.
ENERGY STORAGE IN ENERGY SUPPLY SYSTEMS WITH A LARGE SHARE OF
RENEWABLE ENERGY (ENERGIESPEICHER IN STROMVERSORGUNGSSYSTEMEN MIT
HOHEM ANTEIL ERNEUERBARERN ENERGIETRÄGER)
Another technology comparison was done by the VDE Association for Electrical, Electronic & In-
formation Technologies [26]. The considered technologies include pumped hydro, compressed
air, flywheel, thermal, capacitor, superconducting coil, battery and hydrogen-based storage sys-
tems. Again tabular minimal and maximal values for energy efficiency and specific costs were
employed.
They concluded that most energy storage options show high investment costs and low op-
erating costs. Just like the ifeu [25] they saw hydrogen-based pathways despite their high
cost and low efficiency as the most promising long-term energy storage options due to their
very high energy density. The short and mid-term storage though should be done with other
options. Furthermore, they emphasized that Europe-wide competition between different stor-
age options, load management and grid expansion is necessary to reduce costs both of the
technologies itself and due to reduced installation demands that result of a better grid intercon-
nection.
DEVELOPMENT OF MODULAR CONCEPTS FOR GENERATION, STORAGE AND
INJECTION OF HYDROGEN AND METHANE INTO THE NATURAL GAS GRID
(ENTWICKLUNG VON MODULAREN KONZEPTEN ZUR ERZEUGUNG, SPEICHERUNG
UND EINSPEISUNG VONWASSERSTOFF UND METHAN INS ERDGASNETZ)
A study from the Deutscher Verein des Gas- und Wasserfaches e.V. investigated concepts to
store excess electrical energy in the natural gas grid [27]. They compared different electrolysis
concepts with and without methanation and following injection of hydrogen or methane into
the grid and a following use in either central combined cycle power plants, in condensing boil-
ers or for mobility. The used tabular values for energy efficiency were considered conservative
and the estimated costs for the developed plant models were scale dependent.
The admissible amount of hydrogen in the natural gas grid was also investigated by ques-
tioning relevant experts. The results for each technology in the gas grid or relying on the gas
grid were explained. Especially existing gas turbines are limited to 1 to 5 %-vol of hydrogen
by the manufacturers to prevent damaging of the machines, specifically the burners due to
smaller and hotter flames with increasing hydrogen content. The same is true for the transport
and storage compressors in the gas grid, that are often combined with a gas turbine. Another
relevant issue are the tanks of vehicles using compressed natural gas which also only admit up
to 2 %-vol. of hydrogen due to hydrogen embrittlement of the tanks. In conclusion, the given
values are often conservative estimates and a lot of research is still required to find out how
much hydrogen exactly is admissible in the natural gas grid.
Based on the previous gas grid investigations four energy storage plant concepts were then
compared: one was in the north of Germany and used excess power from multiple parks to
generate gas that was injected into a regional transport pipeline, one used the same power to
inject gas into a national pipeline, one was limited to one onshore wind park in central Germany
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with gas injection into a regional pipeline, and the last used excess photovoltaic power in the
south of Germany and injected gas also into a regional pipeline.
The results of this analysis showed that for each application a site-specific analysis needs to
be conducted. The electrolysis full-load hours at each site were identified as a key indicator for
the commercial success of a plant. The site in central Germany was therefore disregarded for
further analysis. In dependence of the site different electrolysis power should be installed: the
sites in northern Germany could support up to 60 MW of electrolysis while the site in southern
Germany could only support up to 1.5 MW.
The profitability of a site and used technology was also shown to be dependent on the
admissible hydrogen content at the local injection point. If an electrolyser can inject all the
generated hydrogen into the pipeline, it was generally favourable compared to methanation.
Therefore, the site with injection into the national pipeline in northern Germany and the site in
southern Germany should not use methanation. The site in northern Germany at the regional
pipeline however was unable to feed enough hydrogen into the grid because it quickly reached
the admissible volume percentage. Therefore, methanation for this site was advised.
The economic evaluation showed that when a cost of 0.05 e/kW h of electricity is assumed,
hydrogen could be generated for 63.4 to 24.7 e/kW h1 at 1200 full-load hours and conservative
plant investment costs and lifetime. Assuming a 30 % improvement in technology, hydrogen
would be available at 41.7 to 17.4 e/kW h. The costs for the generation of methane from hydrogen
would be 46 to 69 % higher, depending on the plant scale.
STUDY ON PLANNING A DEMONSTRATION PLANT FOR HYDROGEN FUEL
GENERATION THROUGH ELECTROLYSIS WITH INTERMEDIATE STORAGE IN SALT
CAVERNS UNDER PRESSURE (STUDIE ÜBER DIE PLANUNG EINER
DEMONSTRATIONSANLAGE ZUR WASSERSTOFF-KRAFTSTOFFGEWINNUNG DURCH
ELEKTROLYSE MIT ZWISCHENSPEICHERUNG IN SALZKAVERNEN UNTER DRUCK)
The recent study Plan-DelyKaD by the DLR, LBST, Fraunhofer ISE and KBB Underground Tech-
nologies theoretically investigated a demonstration plant for hydrogen generation by electrol-
ysis with intermediate storage in salt caverns under pressure by doing a techno-economic
analysis [28]. The scope of the study was to assess a large-scale long-term hydrogen energy
storage system used to store photovoltaic and wind energy as hydrogen in high pressure cav-
erns. The study consists of six steps: (1) the design of a current 5 MW and a future 100
MW alkaline electrolysis plant, (2) the design of a current 5 MW and a future 100 MW pro-
ton exchange membrane electrolysis plant, (3) the assessment of locations for underground
hydrogen storage in salt caverns, (4) the boundary conditions for large-scale hydrogen storage
generated from wind power, (5) a comparative assessment of the integration of central or de-
central hydrogen generation for Germany and (6) the operation of an electrolysis system in
combination with other electrical grid users.
Parts (1) and (2) explain the technical design of the two different electrolysis types at the
two power scales. The systems were assessed considering actual today’s and estimated fu-
ture efficiency, stack size, operating pressure, operating temperature, stand-by losses, lifetime,
load range and stack number. The whole system including the stack, balance of plant, piping,
analysis equipment, operating equipment as well as the required building were designed or
estimated and costs were assigned to each component. This resulted in total costs of owner-
ship in relation to their nominal electrical power for all four systems. The results are given in
table 3.1. The PEM electrolysis system was described as advantageous in almost all regards
compared to the alkaline electrolysis system except for the lifetime of the stack.
The analysis of the potential for hydrogen underground storage caverns discussed the techni-
cal details and described existing salt cavern locations. The analysis led to the conclusion that
1Based on higher heating value
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PEM electrolysis system Alkaline electrolysis system
Year [-] 2016 2030 2016 2030
Power
[MW]
5 100 5 100
Efficiency
(LHV)
0.56 0.68 0.68 0.68
Stack life-
time [h]
30,000 70,000 60,000 100,000
Specific
costs [e/kW]
1006 396 1070 520
Table 3.1: Results of study Plan-DeLyKaD
more salt caverns can be built near existing hydrogen infrastructure. Re-using existing natural
gas storage caverns up to almost 8 billion Nm3 or almost 24.000 TWh (lower heating value) of
hydrogen can be stored.
The boundary condition analysis for large scale hydrogen storage generated from wind power
investigated the use of the hydrogen for mobility, industry, injection into the gas grid and
re-electrification as an electrical energy storage system. The results showed that the optimal
design and operation of the system depend on the capital expenditures and the electricity
costs for the electrolysis. Only the application of hydrogen in the mobility sector will yield
profitable results in the medium and long-term application. Due to the assumptions based
on the first two electrolysis system design chapters the PEM electrolysis was economically
advantageous compared to the alkaline electrolysis. The cost of the hydrogen storage system
had a low influence on the overall costs.
The comparison of centralised and decentralised hydrogen generation analysed the effects
on the electricity system of a cavern-based, large-scale hydrogen generation and storage in-
frastructure and those of a hydrogen fuelling station-based decentralised infrastructure. The
generation of hydrogen increases the amount of solar and wind power that is fed into the grid
because less power needs to be curtailed. A more centralised approach required less con-
ventional power plant operation for residual load compensation. A centralised approach can
increase the workload of the electricity transmission grid when a lot of distributed power gen-
eration is used. A main advantage of a cavern-based system was the much larger and cheaper
storage capacity.
The last part of the study examined the influence of the electrolysis system in combination
with other grid users. It was shown that hydrogen generation can help in using surplus electric-
ity production which can reach 60 TWh in 2050. Using the electrolysis system for secondary or
minute frequency stabilization could increase its profitability and could become another busi-
ness case next to the hydrogen generation and sale itself. Due to the increase in fluctuating
power generation a 9 % demand increase of secondary control loads and 100 % demand
increase of minute control loads was expected until 2030.
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3.3 STUDIES ON ENERGY SYSTEMS
LONG TERM SCENARIOS AND STRATEGIES FOR THE EXPANSION OF RENEWABLE
ENERGY IN GERMANY UNDER CONSIDERATION OF THE DEVELOPMENT IN EUROPE
ANDWORLDWIDE (LANGFRISTSZENARIEN UND STRATEGIEN FÜR DEN AUSBAU
DER ERNEUERBAREN ENERGIEN IN DEUTSCHLAND BEI BERUECKSICHTIGUNG DER
ENTWICKLUNG IN EUROPA UND GLOBAL)
This study was performed mainly by the German Aeronautics and Space Centre (DLR) and anal-
ysed different scenarios to transition the Germany energy supply towards climate protection
[29]. The designed scenarios were target-oriented and consider economic, political and social
boundary conditions and interests. The following description will only focus on the hydrogen-re-
lated aspects. Scenario A was the average scenario for the renewable energy installation and
considers storage of electricity in the form of hydrogen, that was also used in fuel cell electric
vehicles. Scenario B was similar to A but methanation of hydrogen was used to utilize the
existing natural gas infrastructure. Scenario C considered no use of hydrogen in the mobility
sector, hydrogen was only required for long-term energy storage.
The authors stated that a hydrogen gas grid shows 50 % higher costs compared to a natural
gas grid due to increased compression power demand. Also the storage capacity of gas cavern
storage would be a third less with hydrogen. A hydrogen grid similar to the methane grid was
considered as prohibitively effortful. However, an extensive hydrogen infrastructure might not
be necessary when decentralised storage is used. The considered efficiency of electrolysis
systems were 67 to 77 % for advanced alkaline electrolysis, 75 % for membrane electrolysis
and 78 % for solid oxide electrolysis with costs only given for the alkaline type of 600 to
800 e/kW. Methanation required about 20 % more energy. The overall costs for a complete
pathway were calculated as 10 to 25 ct/kW h and efficiency of close to 40 % (65 % hydrogen
generation, 97 % storage, 60 % re-electrification). For a market introduction the mobility
sector was considered the most promising, especially when battery electric vehicles continue
to show strong range limitations.
The comparison of the scenarios 2011 A and B showed the differences between using
pure hydrogen and methanated hydrogen. Both pathways showed the same carbon-dioxide
emission reduction. For the same amount of stored energy to ensure a sufficient supply, the
methane pathway required more electrical energy (i.e. showed a lower storage efficiency)
than hydrogen and therefore more renewable energy power plants needed to be installed. For
the hydrogen scenario 110 TW h/a of energy needed to be used for storage while the methane
scenario requires 148 TW h/a. The increased energy requirement for methanation needed to be
compensated by the reduced costs for infrastructure. This trade-off could not be assessed
sufficiently in the study and therefore remains an open question. In general, both technologies
were not mature enough and their large-scale deployment would be required from the year
2030 onwards.
ENERGY STORAGE FOR THE ENERGIEWENDE (ENERGIESPEICHER FÜR DIE
ENERGIEWENDE)
An in-depth study on the required storage capacities necessary to stabilize the electricity grid
when large amounts of renewable energy are introduced was done by the VDE [30]. The study
focused on the amount of storage needed to balance a future renewable energy dominated en-
ergy system. It also considered flexibility of remaining thermal power plants and flexibilisation
of renewable power necessary to integrate them in to the system. In addition, a complement-
ing extension of the transmission grid was examined.
Energy storage technology is separated into two parts: (1) short-term storage with a high
efficiency (≥ 75 %) but low energy storage capacity, e.g. pumped hydro, compressed air or
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battery energy storage, and (2) long-term storage with a lower efficiency (≤ 40 %) but high
storage capacity, e.g. chemical storage with hydrogen or methane.
The analysed scenario variants were differentiated by energy storage classes: (1) no new
energy storage capacity is built and all flexibility is provided by thermal power plants, (2) adding
only short-term energy storage capacity to use all operationally usable potential, (3) adding only
long-term energy storage capacity to use all operationally usable potential, (4) adding short and
long-term energy storage capacity to use all operationally usable potential, and (5) adding short
and long-term energy storage capacity to use all operationally usable potential with half the
capacity of (4).
A result of the study was that the devices in the electricity system have to be used more
flexibly due to increased shares of renewable power generation in the energy system. This
included supply as well as consumption sides. The flexibility could be provided by conventional
power plants, curtailment of renewables or short and long-term energy storage. Up to 40 %
renewable power generation thermal power plants and curtailment could efficiently and cost-
effectively provide this flexibility. At a share of less than 40 % renewables only 44 h of 8760
h per year showed negative residual loads. Therefore, energy storage was mainly used to op-
timize the utilization of thermal power plants instead of storing renewable power. When the
share of renewables exceeds 80 % a combination of short and long-term energy storage as
well as curtailment is advisable, according to the study. This lead to additional 14 GW and 70
GWh of installed storage capacity in Germany in addition to currently existing short-term stor-
age, and 18 GW or 7.5 TWh (17 days) of necessary long-term energy storage. When installing
these storage plants they should be designed according to energy amounts and not power
peaks. Curtailing the rare but large power peaks of renewables is generally more economical
than storing all available power. The exact amount though was yet unclear.
The installed storage devices would aid in climate protection by about 10 % of the overall
greenhouse gas emission goal at 80 % shares of renewable power. The costs for power supply
would only rise by about 10 % compared to 2010 considering the 80 % scenario. This is
especially due to cost reductions for renewable power plants. When 100 % of renewables are
used in the energy system the short and long-term storage demand would be tripled compared
to 80 %. This also results in 19 % increased energy supply costs.
Finally the authors declare that power plants and long-term energy storage would provide
energy supply security in the future. Mainly gas power plants, fuel cells and combined heat
and power plants would form the backbone of the energy supply security. In the scenario
of 80 % renewables the installed power of these devices would be about the same amount
as the peak demand. The installed storage capacities would not take significant strain off of
the transmission grid without considering the grid operation and grid extension. Under this
assumption there was also no preference between supply or demand-side energy storage
installation.
HYDROGEN AS AN ENABLER FOR RENEWABLE ENERGIES
In [8] a scenario for a drastic reduction of CO2 emissions in Germany was analysed. They
assumed that the number of onshore wind turbines remains constant at the 2011 level which
is about 22500. Instead their capacity was increased from 1.23 to 7.5 MW per turbine and the
utilization increases from 1400 to 2000 full-load hours due to high turbine pylons. Furthermore,
offshore wind energy was expanded to about 70 GW of installed capacity with 4000 full-load
hours per year. Photovoltaic power was also kept constant at the level of 2011 at 24.8 GW.
The feed-in of renewables was considered as a time-dependent variable and balanced with the
time-dependent demand in the German electric transmission grid. Variations in wind and solar
power were balanced as needed by gas power plants while other fossil fuels were no longer
used. Combined cycle gas turbine power plants’ reduced efficiency at part-load was accounted
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Figure 3.1: Hydrogen pipeline system for Germany according to [8]. The grid covers enough
area to setup a hydrogen station network for fuel cell vehicles. It can, however,
also be used for energy storage. The grid is not as widespread as a the currently
existing natural gas grid, which distributes gas to single households.
34
for with -15 %. They operated for more than 700 h per year. Excess electrical energy was used
to generate hydrogen through electrolysis, pumped through pipelines to filling stations and
then used in fuel cell electric vehicles. The efficiency of electrolysis was considered to be
70 % based on the lower heating value of hydrogen. A minimum of 1000 full-load hours was
considered to be required for an electrolyser. Any power peaks that would result in lower
full-load hours were curtailed. Salt caverns provided seasonal storage of hydrogen. The study
used only static assumptions.
The authors concluded that the demand for electricity in Germany could be relatively easy
covered when nuclear power, coal and mineral oil were no longer used while not increasing
natural gas imports. Hydrogen was seen as the most suitable energy storage option because
others like pumped hydro or batteries do not provide enough potential capacity and methana-
tion of hydrogen is not economically feasible. In the scenario renewable power from wind and
photovoltaic power plants accounted for 90 % of electricity generation and 34 % of the gener-
ated electricity was converted into hydrogen. That means that of the 745 TWh of generated
wind power 257 were used for electrolysis. This was enough to supply 28 million fuel cell elec-
tric vehicles. The investments for the hydrogen infrastructure were considered manageable.
A complete hydrogen infrastructure including a pipeline grid as shown in figure 3.1, electroly-
sers, storage systems and refuelling stations is estimated to cost around 100 billion Euros. For
comparison, 37 billion Euros were spent on the natural gas grid between 1995 and 2010.
RE-ENVISIONING THE ROLE OF HYDROGEN IN A SUSTAINABLE ENERGY ECONOMY
In this study the role which hydrogen might play in a global sustainable energy strategy was
analysed [31]. The focus was on an energy strategy relying on renewables and high efficiency.
In this vision, the time of a pure hydrogen economy has passed and instead hydrogen would
have a crucial role among electricity and batteries. It would be used in road and rail vehicles
due to its high energy density and resulting high driving range, in coastal and international ship-
ping, in air transport and for long-term seasonal storage for electricity grids. Hydrogen electric
vehicles would be used for long range driving while plug-in battery vehicles serve just for short
trips. Hydrogen supply would be enabled through a hierarchy of spatially distributed centres
that relied on local renewable energy sources and feedstock to limit the required hydrogen
pipelines. Bulk hydrogen storage provided the strategic energy reserve to guarantee national
and global energy security.
THE ROLE OF HYDROGEN IN THE ENERGIEWENDE (DIE ROLLE VONWASSERSTOFF
IN DER ENERGIEWENDE)
This study [32] aimed to analyse the intelligent interconnection of electricity, gas (methane
and hydrogen), heat and fuels for mobility as a prerequisite for a robust, sustainable and fit
for the future energy supply of Germany. The authors stated that a coordination between
generation, transport, distribution, storage and consumption of electrical energy allowed an
efficiency integration of renewable energy into the energy supply system as well as a safe
transition into a regenerative energy age. Furthermore, a robust but flexible energy strategy
would be required to provide security of planning for all market players.
Large scale energy storage was going to become a necessary and growing part of a future
energy system. Due to their higher energy density especially power-to-gas plants to generate
hydrogen and methane from electricity offered the option to store large amounts of energy
over long periods. Therefore, the coupling of electricity and gas grids was an option to become
a solution for long term storage on a national scale. The main advantage of hydrogen was that it
could not only be used to generate power but could also serve in economically more valuable
areas especially such as fuel in the mobility sector. These synergistic effects could lead to
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improved economic feasibility and new business areas depending on the utilization form, full
load hours and scale.
Electrolysers were the key component of renewable hydrogen generation. If power-to-gas
was to operate in large scale, high power and low cost electrolysers needed to be developed.
Further research and development work was necessary, especially to allow dynamic operation
with intermittent energy sources. Serial production would significantly reduce costs in the
framework of a broad commercialisation.
Hydrogen distribution and infrastructure had a key meaning in connecting the energy sources
with their final applications. National subsidy programs in Europe to establish a refuelling infras-
tructure for hydrogen cars showed, that industry was preparing a broad market introduction of
refuelling infrastructure and beginned to realise it. Combining hydrogen-based energy storage
with mobile applications enabled synergies in the infrastructure establishment through both
centralised as well as decentralised concepts. By integrating refuelling stations into local distri-
bution approaches that combine power, heat, cold and hydrogen new business models could
be developed that were driven by the mobile application.
Stationary fuel cell applications ranged from domestic energy supply through emergency
power supply to industrial energy supply. Their deployment increased energy efficiency by
combining heat, power and cold supply. These devices could be operated with either fossil
or perspectively hydrogen. The main challenge was a further reduction in costs. In Japan the
market introduction program Ene-Farm had established a mass production of fuel cell system
to be used in domestic applications. Furthermore, uninterruptible power supply or emergency
power supply for telecommunication applications was assumed to become a more and more
attractive and internationally growing market for developers of small fuel cell systems. Fuel
cells for industrial power supply with combined cooling, heating and power as well as preven-
tive fire protection appeared as a market with good prospects which was being supported by
subsidies especially in the USA and South Korea.
A high continuity of activities in industry and politics was seen as the basis for a success-
ful market integration in all areas. Market integration programs and subsidies were deemed
essential to ramp up production and support hydrogen technology.
3.4 CONCLUSION
The shown studies emphasize the possible role of hydrogen as an energy vector in a sus-
tainable energy system with very low greenhouse gas emissions. Many older studies were
performed for the mobility sector, while others are even focused on only a single process such
as storage. Almost all discussed studies focus on energy efficiency and use data from literature
for the process efficiency. Often the studies compare specific scenarios and do not start from
an open technology review. Also, there is no study that considers the part-load efficiency of
the processes, although both mobile and stationary hydrogen applications will operate mostly
in off-design points.
The literature analysis also shows great hindrances for a broad utilization of hydrogen as
an energy vector due to relatively low electricity to electricity efficiency and high costs. To
overcome these obstacles, in-depth analyses to increase efficiency of both single processes
as well as whole process chains are necessary.
Starting from a broad technology review, the goal of this study is to put emphasis on the
exergy and cost efficiency of single processes and process chains, to point out optimization
potentials. All processes need to be simulated in detail for both rated power and part-load to
find and evaluate these optimization potentials in a realistic application scenario. The exergy
method combined with a cost model is the most useful method to investigate ways to utilize
these potentials in the single processes as well as to show their effect on the whole process
chain.
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4 HYDROGEN TECHNOLOGY OVERVIEW
In this chapter an overview of hydrogen processes and their usability for energy storage appli-
cations is given. The sections are separated as follows: (1) hydrogen production, (2) hydrogen
storage, (3) hydrogen transport and (4) hydrogen utilization. The current developments, tech-
nical specifications and advantages and disadvantages of the processes are discussed. The
most promising processes are then chosen to be further investigated in the next chapters.
4.1 HYDROGEN PRODUCTION
Hydrogen can be produced through many different processes. These include but are not lim-
ited to electro-chemical, thermo-chemical and biological processes such as electrolysis, hydro-
carbon reforming, pyrolysis, plasma reforming, aqueous phase reforming, ammonia reforming,
biomass gasification, biological hydrogen generation, photoelectrolysis and thermochemical
water splitting [33]. In the past and up to today mostly hydrocarbon reforming processes,
mainly steam methane reforming, are used to generate hydrogen for the chemical and met-
allurgical industry. But since purification processes after the reforming steps either cannot
achieve near 100 % purity or would be very cost-intensive, electrolysis is also already used
commercially since the 1890s. Other emerging technologies like photoelectrolysis or biological
hydrogen generation, that provide a carbon-free hydrogen source, might also become impor-
tant when creating a sustainable energy system and establishing a hydrogen economy.
While hydrogen can be generated in many ways only some of them are applicable for the
storage of electrical energy. These processes will be explained in more detail below. The most
important is obviously electrolysis since electricity is directly converted into hydrogen. But also
thermochemical water splitting can be an interesting way to store otherwise wasted energy
when a high temperature heat source is available, e.g. from high temperature nuclear reactors
[34] [35].
4.1.1 ELECTRO-CHEMICAL HYDROGEN PRODUCTION
Currently alkaline and proton exchange membrane (PEM) as well as high temperature solid
oxide electrolysers are being investigated [36] [33]. Alkaline electrolysers have been well es-
tablished for nearly a century to produce very high purity hydrogen for the chemical industry
in large capacity plants. PEM electrolysers are currently becoming market ready, while high
temperature electrolysers are still in research. But the cell design principle allows pretty much
any solid oxide fuel cell to also act as a solid oxide electrolysis cell. The overall reaction is
2H2O ⇀↽ 2H2 + O2 (4.1)
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for all electrolysis types. In table 4.1 the most important aspects of these three technologies
are compared. They will be discussed further in the following sections. The main differences
between the three electrolysis technologies are the operating temperature, the current den-
sity respectively the voltage, the used materials for catalysis, the pH value and the type of
electrolyte and its according electrolysis system configuration [37].
PROTON EXCHANGE MEMBRANE ELECTROLYSIS
Proton exchange membrane (PEM) or solid polymer electrolyte (SPE) electrolysers use a sul-
fonated tetrafluoroethylene based fluoropolymer-copolymer (tradenames Nafion or Fumapem)
membrane that provides high proton conductivity, low gas crossover, compact system design
and high pressure operability (see section 4.4.2). In figure 4.1 a high-pressure PEM electrolyser
for up to 80 bar is shown. The membranes low thickness of about 20 to 300 µm is a part of
the advantages of PEM electrolysis cells [12]. The reaction equations are
H2O ⇀↽ 2H
+ + 12O2 + 2e
− (4.2)
2H+ + 2e− ⇀↽ H2 (4.3)
for the cathode and anode side, respectively.
They are operated at pressures up to 200 bar at 60 to 80 ◦C with a high design current density
of 0.6 to 2 A
cm2
. The low thickness of the membrane while showing high proton conductivity
results in low Ohmic losses in the cell which in turn allows high current densities at equal
voltage. This allows a higher energy density as well as increased hydrogen production per cell
area compared to conventional electrolysers.
The low gas crossover results in high purity hydrogen production as well as a wide part-load
operating range that reaches down to nearly 0%. However, this also results in very low effi-
ciencies at very low loads due to the mostly constant power demand by the balance of plant
as well as due to a reduced rectifier efficiency. The proton transport through the membrane
responds very quickly to the power input compared to liquid electrolytes [12].
Due to the solid electrolyte a compact system design with strong structural properties is
possible allowing high operational pressures. A high operating pressure generates high pres-
sure hydrogen which will save energy since no or less downstream compressing stages will be
required. However, the increased pressure also increases the cross-permeation phenomenon
which at more than 100 bar makes thicker membranes necessary [12] [38]. The increased
pressure also increases the cell voltage1 which decreases the efficiency of the electrolyser.
The corrosive acidic regime provided by the proton exchange membrane makes the use
of expensive materials necessary. They must resist low pH values in the range of 2 as well
as relatively high voltage around 2 V especially during high loads and accompanying current
densities. This applies not only to the used catalysts but also to the current collectors and
separator plates. Accordingly, scarce and expensive materials are needed for the components
such as noble catalysts of the platinum group metals like platinum, iridium and ruthenium, as
well as titanium-based current collectors and separator plates [12]. The cell usually consists of
a platinum coated cathode and an iridium or ruthenium coated anode [39].
The current primary challenges of PEM electrolysis systems are the reduction or substitution
of noble catalysts, increase of the catalyst utilization, development of low cost current collec-
tors and separation plates, improvement of long-term stability of all components, improvement
of overall membrane characteristics, development of advanced models and development of
MW range stack concepts [40].
1this is explained in section 5.1.1
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Name
Proton exchange
membrane elec-
trolysis cell
Alkaline electroly-
sis cell
Solid oxide elec-
trolysis cell
Abbreviation PEMEC AEC SOEC
Electrolyte
polymer mem-
brane
potassium hy-
droxide solution
ceramic
Cell voltage[
V
] >1.8 >1.9 >1
Current
density[
A/cm2
] >1 <0.5 <0.8
Operating
pressure[
bar
] <200 <30 <25
Operating
tempera-
ture
[
◦C
] 60 to 80 60 to 80 500 to 1000
Electrode
material
Pt, Ir, Ru Ni
YSZ+Ni,
YSZ+LSM or
other
Anode
reaction
equation
(4.3) (4.5) (4.6)
Cathode
reaction
equation
(4.2) (4.4) (4.7)
Typical effi-
ciency
0.6 to 0.8 0.65 to 0.8 0.8 to 0.9
Part-load
range
0 % to 100 % 20 % to 100 % to
Dynamic
behaviour
very good good good
Stack cool-
ing
necessary necessary not necessary
Costs high relatively low high
State of de-
velopment
reaching maturity
mature for
full-load
starting to reach
maturity
Typical ap-
plications
Energy storage,
astronautics
Energy storage,
astronautics,
chemical industry
Energy storage
Example
manufactur-
ers
Hydrogenics,
Siemens, Pro-
ton On-Site,
Giner, ITM, h-tec
systems
Etogas, NEL,
Hydrogenics,
ELT, GE
Sunfire, Cera-
matec, Haldor-
Topsoe
Table 4.1: Overview of electrolysis types (values given for typical systems and subject to new
research and products)
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Figure 4.1: High-pressure PEM electrolysis stacks by ITM Power [9]. The are kept sealed by
pressing the cells together. The three stacks are setup into one stack module and
are used for a 1 MW system that can be used to provide hydrogen for hydrogen
refuelling stations.
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ALKALINE ELECTROLYSIS
Alkaline electrolysers use a potassium hydroxide aqueous solution as the electrolyte between
two perforated metal sheets as electrodes separated by a diaphragm. The KOH-solution usually
contains about 20 % potassium hydroxide. The diaphragm is also permeable for the hydroxide
ions and water. They operate at usually 60 − 80 ◦C and from ambient pressure up to 30 bar .
Current densities range between 0.2 − 0.4 A
cm2
and single cell areas reach up to 4 m2. The
occurring reactions are
2H2O + 2e
− ⇀↽ H2 + 2OH
− (4.4)
2OH− ⇀↽ 12O2 + H2O + 2e
− (4.5)
at the anode and cathode, respectively.
Strengths of alkaline electrolysers are their long lifetime and independence from noble cat-
alysts. However, their main shortcoming is the low operating current density. It is limited
by bubble formation during the hydrogen and oxygen evolution reactions which results in an
increase of electrolyte resistance and decreases the active area of the electrodes [41].
Though being developed for base-load operation, alkaline electrolysers can also be operated
in wide part-load ranges which is mandatory for storing intermittent power. The minimal load is
capped at around 20 % of the nominal load [12]. This is due to the fact that oxygen constantly
diffuses from the cathode side to the anode side and thus dilutes the hydrogen. This diffusion
mass flow is dependent on the partial pressures of the gases and accordingly constant at all
load points. Thus, when reducing the load and decreasing the generated hydrogen mass flow
the oxygen concentration in the anode side rises and can generate a combustible mixture at
low enough hydrogen generation mass flows [12]. The same effect increases the hydrogen
content at the cathode. To prevent this a minimal hydrogen generation mass flow and thus
a minimal load must be maintained for safety reasons. Notably advances in design seem
promising to remedy that problem and allow a larger load range [36]. Furthermore, when
operating several identical modular electrolysers in parallel it is possible to reduce the plants
minimal load by consecutively shutting down electrolysis modules as the load decreases. A
plants minimal load operating in this way is the minimal load of a module devided by the
amount of modules it consists of. Thus, considering for example a 30 MW plant with 20 1.5
MW electrolysis modules the minimal load is 0.3 MW or 1 % of the plants nominal load.
SOLID OXIDE ELECTROLYSIS
Solid oxide electrolysis cells are high temperature electrolysis cells with only solid components.
The transmitted charges are oxide ions as shown in the anode reaction 4.6 and cathode reaction
4.7.
H2O + 2e
− ⇀↽ H2 + O
2− (4.6)
O2− ⇀↽ 12O2 + 2e
− (4.7)
The high operating temperature results in a reduction of the Gibbs free energy as shown
in table 5.2 in the next chapter. This allows the partial utilization of heat instead of electricity
to generate hydrogen, compared to PEM and alkaline electrolysis cells which rely only on
electricity. Thus, if heat can be provided for free, e.g. as waste from a power plant or industrial
complex, the efficiency can be near 100 %.
The cells are either in cylindrical or planar form, with the latter being recently favoured by
all research and commercial developers. The main advantage of tubular cells was to provide
easier sealing options. This issue has been addressed for planar designs and now the easier
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cell manufacturing as well as stack design favour the planar type. The cell components usually
consist of ceramic materials. Yttria-stabilized zirconia (YSZ) is the most commonly used elec-
trolyte for SOEC applications. Other promising ceria-based ceramics for medium temperature
applications are Sm-doped Ceria (SDC) and Gd-doped Ceria (GDC). Sr or Mg doped lanthanum
gallates (LSGM) [37]. Although the high operation temperature allows for high reaction rates
without catalyzation, precious metals are used for very thin electrical contact layers to increase
the activity.
Anode materials are usually composite electrodes of YSZ with perovskite type mixed oxides
like Sr-doped lanthanum manganite (LSM), Sr-doped lanthanum cobalt-oxide (LSC), Sr-doped
lanthanum ferrite (LSF) or Lanthanum strontium cobalt ferrite (LSCF). Cathodes commonly con-
tain Ni which promotes the hydrogen evolution reaction. However, it only conducts electrons
which limits the reaction zone to the cathode-electrolyte interface. To remedy this, Ni is often
mixed with electrolyte material making Ni/YSZ the standard type for cathodes.
The interconnectors between the cells to form a stack are typically made of ceramics or
metal with either glass, glass ceramics or glass composite sealings. A solid oxide electrolysis
cell stack is shown in figure 4.2.
The cells themselves can be fabricated with very thin planar layers of the electrodes and
membranes, however a mechanically supporting structure is required. This support can ei-
ther be achieved by creating a thick electrolyte layer (electrolyte-supported cells), extra anode
substrate (anode-supported cells) or by adding a metal structure to the cell (metal-supported
cells). Each of the designs has different advantages and disadvantages and currently a clearly
favourable design has been established, yet. Electrolyte-supported cells show relatively high
resistance due to the thick electrolyte layer while anode-supported cells can reach higher ef-
ficiency at higher power densities. However, the used materials are expensive and making a
thicker layer increases the costs. Metal-supported cells can offer more robust and low-cost
solutions when stainless steel is used. However, corrosion needs to be prevented by using
extra diffusion protection layers [42].
Although these cells are reversed solid oxide fuel cells [13] (see section 4.4.2) still a lot of
research needs to be conducted to develop market ready systems. While some companies are
developing solid electrolysis systems, most of the available information is based on laboratory
tests. Especially electrolysis operation at higher current densities increases the anyway prob-
lematic degradation of the cells [43]. Research projects, again similar to solid oxide fuel cells,
are investigating the possibilities to reduce degradation by stabilizing the existing materials,
developing new materials and reducing the operating temperature while keeping high voltage
efficiency. Pressurized solid oxide electrolysis cells have been developed to operate at up to
25 bar [44] [45].
While solid oxide cells are commonly perceived as showing slower dynamic response be-
haviour compared to PEM or alkaline cells due to their high operating temperature and sus-
ceptibility to temperature changes, it has been shown that these cells, too, can provide quick
responses to changing loads like those generated by wind and solar power plants [46].
Another interesting feature of solid oxide electrolysis cells is co-electrolysis of both water and
carbon dioxide to generate hydrogen and carbon monoxide. During the co-electrolysis process
the equilibrium of the water gas shift reaction (see section 4.1.2) is reached and therefore CO
is produced in addition to hydrogen [47]. This mixture can then readily be used as syngas for
fuel synthesizing such as methanation (see section 5.1.5) or for liquid fuels for example through
Fischer-Tropsch synthesis.
4.1.2 THERMO-CHEMICAL HYDROGEN PRODUCTION
Thermo-chemical hydrogen production processes generate hydrogen from hydrocarbons. This
includes both endothermic and exothermic reactions which results in endothermic, exothermic
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Figure 4.2: Solid oxide electrolysis cell stack shown at FC Expo 2017 by a Japanese manufac-
turer. On the left the stack with a power output below 1 kW operating at 650 ◦C is
exhibited. On the right the inconnector plates with the characteristic flow channel
patterns are shown.
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or combined autothermic processes. Often water or steam is also used as another source of
hydrogen. The processes include steam reforming, gasification, partial oxidation and autother-
mal reforming.
There are also other hydrogen generation processes such as pyrolysis, plasma reforming,
aqueous phase reforming or ammonia reforming [33] which are not discussed here due to
their relatively low significance in industrial or fuel cell reforming application.
The efficiency of the following processes is defined by the ratio of the heating value of output
hydrogen gas and the input heating value of fuel, including fuel consumed to provide heat e.g.
for steam generation.
STEAM REFORMING
Steam reforming can be used for a wide range of hydrocarbons which determine the reaction
temperature. Methanol, DME and other oxygenated hydrocarbons are usually reformed at low
temperatures above 180 ◦C while most others such as methane are reformed at temperatures
above 500 ◦C. Steam methane reforming is the most commonly used hydrogen production
process today [33]. The reaction equation for steam reforming is
CmHn +mH2O ⇀↽ mCO+
(
m + 1/2n
)
H2 ∆HR = hydrocarbon-dependent, endothermic (4.8)
It does not require any oxygen but an external heat source. The ratio of carbon monoxide to
hydrogen is very high with about three to one. However, the emissions are higher than for
partial oxidation or autothermal reforming.
The catalysts used can be divided into two types: (1) non precious metal, typically nickel and
(2) precious metals from group VIII elements, typically platinum or rhodium [33]. Due to severe
mass and heat transfer limitations conventional reformers are limited to an effectiveness factor
for the catalyst of less than 5 %. Accordingly, the limiting factor of a steam reformer is rarely
the effectiveness of the catalyst and thus nickel is often used due to its low cost. These mass
and heat transfer limitations can be overcome by using micro-channel reactors which allow the
intrinsic kinetics of steam reforming to be exploited [33]. This makes the reactors smaller and
the use of precious catalysts more worthwhile.
The intermediate and high temperatures required for steam reforming can promote carbon
formation which necessitates steam-to-carbon ratios above the stoichiometric value, often re-
sulting in ratios between two and three to gasify the coke when nickel-based catalysts are
used [33] [48].
In large-scale industrial applications thermal efficiencies up to 85 % based on the higher
heating values are achieved [33].
PARTIAL OXIDATION
Partial oxidation generates hydrogen by partially oxidizing the hydrocarbon with oxygen. The
heat is provided by a controlled combustion, it requires no catalyst for operation, has mini-
mal methane slip and is more sulfur tolerant than other processes [33]. The general reaction
equation is
CmHn + 1/2mO2 ⇀↽ mCO + 1/2nH2 ∆HR = hydrocarbon-dependent, exothermic (4.9)
It delivers a carbon monoxide to hydrogen ratio between one or two to one. Either an air
separation unit to provide pure oxygen is required for the reaction or the product gas will be
diluted by nitrogen.
The reaction temperature of a partial oxidation reaction is usually very high at around 1300 to 1500 ◦C
due to the flame temperatures required to ensure complete conversion and reduce carbon for-
mation. However, by using catalysts such as nickel or rhodium the reaction temperature can
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be decreased significantly. Unfortunately it is difficult to control coke formation and hot spots
due to the exothermic nature of the reaction.
Typical thermal efficiency of partial catalytic oxidation reactors is around 60 to 75% based on
the higher heating values [33].
AUTOTHERMAL REFORMING
Autothermal reforming is the combination of endothermic steam reforming and exothermic
partial oxidation resulting in a thermo-neutral reaction:
CmHn + 1/2mH2O + 1/4mO2 ⇀↽ mCO +
(
1/2m + 1/2n
)
H2 ∆HR = thermo neutral (4.10)
It has a low methane slip 2 and a carbon monoxide to hydrogen ratio between partial oxidation
and steam reforming. Similar to partial oxidation the product gas is diluted by nitrogen if air is
used to provide oxygen for the reaction.
The reactor consists of two zones: (1) the partial oxidation or thermal zone that provides
heat for (2) the following steam reforming or catalytic zone. This allows the process to operate
without any external heat sources which simplifies the system and reduces start-up time.
It can also be stopped easier than a steam reforming process. On the flip-side the steam to
carbon ratio and the oxygen ratio need to be controlled at all times to keep the overall thermally
neutral reaction in its operating boundaries. The efficiency of autothermal reforming is similar
to partial catalytic oxidation at 60 to 75 %.
WATER-GAS SHIFT
All three previously described processes generate large amounts of carbon monoxide which is
usually reduced with a water-gas shift reaction
CO + H2O ⇀↽ CO2 + H2 ∆HR = −41.1kJ/mol. (4.11)
The process typically consists of a low and high temperature reactor. The high temperature
reaction is used as a first stage to utilize high reaction kinetics, but is limited by the amount of
carbon monoxide that can be shifted. It operates at > 350 ◦C with usually an iron catalyst. The
second stage operates at lower temperatures between 200 to 330 ◦C with usually a copper
catalyst [48] [33] [49] [50] [51] [52]. It is an exothermic reaction and needs a cooling system.
GASIFICATION
Gasification of solid fuels (e.g. coal) or biomass to produce hydrogen is executed at high
temperatures between 700 ◦C and 1400 ◦C at increased pressures. Oxygen and steam are
supplied for the reactions. Among hydrogen also carbon dioxide, carbon monoxide and other
species are generated:
C + aO2 + bH2O ⇀↽ cCO2 + dCO + eH2 + other species (4.12)
The carbon-rich fuel first undergoes devolatilization, i.e. a portion of the fuel thermally decom-
poses into a complex gaseous mixture while a porous solid char residue remains. The gaseous
mixture undergoes a combination of partial oxidation, steam reforming and water-gas shift
reactions. The residue char is carbon-rich and will undergo oxidation to carbon monoxide
C + 1/2O2 ⇀↽ CO (4.13)
2Methane slip is the amount of methane that is not reacted and escapes into the atmosphere
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and steam reforming of carbon
C + H2O ⇀↽ CO + H2 (4.14)
with some of the carbon monoxide reacting in a water-gas shift reaction. The many simulta-
neously occurring reactions are both endo- and exothermic and provide energy for each other
e.g. the energy for the endothermic steam reforming reaction is typically supplied by the partial
oxidation reaction of carbon [53].
The efficiency of the gasification process depends strongly on the amount of steam provided
for the reaction. On one hand it can reduce greenhouse gas emissions by reducing the carbon
dioxide content in the flue gas but on the other hand heat is needed to generate steam. Thus,
if waste heat e.g. from a fuel cell can be used a higher efficiency can be achieved. Accordingly
medium and high temperature fuel cells are considered to be used for fuel that needs to be
gasified.
Thus, coal gasifiers reach up to 75 % efficiency (based on higher heating value) with the
remaining energy being converted to heat. Furthermore there is also a loss in form of electrical
power consumption of about 6 % of the input heating value especially for the air separation
unit to provide oxygen for the gasification reactions. This requires 5 % of the input heating
value in form of electrical energy [53]. The gasification reaction is important for fuel processing
for molten carbonate fuel cells.
4.1.3 BIOLOGICAL HYDROGEN PRODUCTION
Biological hydrogen production processes are used to generate hydrogen directly through e.g.
bacteriae or algae. The used microorganisms usually do not generate much hydrogen naturally
but need to be modified to improve their capacity and efficiency to be feasible for technical
use. They can transform both water in photolysis processes or biomass in fermentative pro-
cesses. The processes include photolytic hydrogen production from water by green algae or
cyanobacteria (direct photolysis), dark-fermentative hydrogen production during the acidogenic
phase of anaerobic digestion of biomass, photo-fermentative processes, microbial electrolysis
cells [54] and hydrogen production by water gas shift [33] [55].
Since all these hydrogen production processes rely on a biomass feedstock, they are not
suitable for use in electrical energy storage systems.
4.1.4 OTHER HYDROGEN PRODUCTION PROCESSES
Other hydrogen production processes include thermochemical water splitting and photo-elec-
trolysis. Photo-electrolysis uses sunlight to directly split water into hydrogen and oxygen. The
cells are built of similar materials as photovoltaic cells. However, since the process is not suit-
able for energy storage it is not explained in more detail here. Thermo-chemical water splitting
however can be used for energy storage if there is either excess high temperature heat from
an energy conversion process (e.g. high temperature reactor nuclear power plants) or if excess
electrical energy is converted into heat.
THERMO-CHEMICAL WATER SPLITTING
Thermochemical water splitting or thermolysis uses only heat to generate hydrogen and oxygen
from water. The temperature to decompose water is above 2500 ◦C which requires special
materials that are stable at this temperature. To reduce the temperature to technically feasible
values chemical reagents were proposed. More than 300 water splitting cycles are known in
literature with some more promising than others [33]. Criteria are (1) the Gibbs energy of the
individual reactions must be close to zero, (2) the number of steps should be minimal, (3) each
step must show fast reaction rates which are similar to those of the other steps, (4) there
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must be no chemical by-products in any reaction and separation of the products must require
minimal energy and costs, and (5) intermediate products must be easily handled.
Some of the most promising processes are the UT-3 process
CaBr2 + H2O ⇀↽ CaO + 2HBr T = 1000K (4.15)
CaO + Br2 ⇀↽ CaBr2 + 1/2O2 T = 338K (4.16)
2HBr + plasma⇀↽ H2 + Br2 (4.17)
and the iodine-sulfur-process:
2H2SO4 ⇀↽ 2SO2 + 2H2O + O2 T = 830
◦C (4.18)
I2 + SO2 + 2H2O ⇀↽ 2HI + H2SO4 T = 120
◦C (4.19)
2HI ⇀↽ I2 + H2 T = 320
◦C (4.20)
achieving 36 to 40 % and 47 % theoretical efficiency, respectively [35]. However, these pro-
cesses require large inventories of hazardous corrosive materials as well as still high tempera-
tures and pressures. This still puts enormous requirements on the used reactor materials.
4.1.5 GAS CLEANING
Since the discussed hydrogen generation processes often also generate undesired gases, the
gas needs to be cleaned to achieve high hydrogen concentration or low pollutant concentration
as required by the following process steps. One of the gas cleaning as well as hydrogen gen-
eration process is the water gas shift reaction, which was already discussed in section 4.1.2.
Other options are preferential oxidation, pressure swing adsorption and membrane separation.
PREFERENTIAL OXIDATION
Preferential oxidation describes the process of oxidizing mainly the remaining carbon monoxide
content in order to decrease the concentration to admissible levels for e.g. a PEM fuel cell.
The reaction
CO + 1/2O2 ⇀↽ CO2 ∆HR = 283 kJ/mol. (4.21)
must be catalyzed with noble metals, typically platinum, ruthenium or rhodium supported alu-
minum oxide. The kinetics of the carbon monoxide oxidation must be very fast while those for
the hydrogen oxidation reaction must be very low in order to keep a high amount of hydrogen
in the product gas.
PRESSURE SWING ADSORPTION
Pressure swing adsorption is widely used to separate gas species from a gas mixture. Figure
4.3 shows an existing system. The gases are adsorbed into an adsorbent material (e.g. ze-
olites, activated carbon or molecular sieves) under pressure utilizing the different affinity for
certain gas species to adsorp into the material. Depending on the material, pressure, temper-
ature and length of the flow-bed gas purities between 95 and 99.999 % can be achieved [56].
After the adsorption process the material needs to be restored by desorbing gas species at
reduced pressure. Accordingly, the pressure swing adsorption devices are usually built with
several adsorption beds to enable continuous operation. To prevent water condensation in the
adsorption bed the gas is pre-cooled in upstream heat exchangers to condense water. Typical
operating parameters are around ambient temperature and pressures between 1 and 10 bar
[56] [57].
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Figure 4.3: Pressure swing adsorption system [10] by CanGas GCS.
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Dense
polymer
Microporous
Ceramic
Dense
Ceramic
Porous
Carbon
Dense
Metallic
Temperature
range
< 100 ◦C 200 to 600 ◦C 600 to 900 ◦C 500 to 900 ◦C 300 to 600 ◦C
H2
selectivity
low moderate very high low very high
H2 flux low high moderate moderate high
Poisons
HCl, SO2,
CO2
H2S
Strong
vapors,
organics
H2S, HCl,
CO
Materials polymers
silica, alu-
mina, zirco-
nia, titania,
zeolites
SrCeO3−δ′ ,
BaCeO3−δ
carbon
palladium al-
loys, Pd-Cu,
Pd-Au
Transport
mechanism
solution/
diffusion
molecular
sieving
solution/
diffusion
surface diffu-
sion, molec-
ular sieving
solution/
diffusion
Table 4.2: Overview of membrane types [1]
MEMBRANE SEPARATION
Membrane separation uses materials that show a high separation selectivity for hydrogen due
to their inherent properties. There are five types of membranes: (1) dense polymers, (2) mi-
croporous ceramic, (3) dense ceramic, (4) porous carbon and (5) dense metallic membranes.
Their temperature range, hydrogen selectivity, hydrogen flux, known poisons, example materi-
als and transport mechanisms are shown in table 4.2. While especially dense metallic mem-
branes show high selectivity and flux they are expensive and prone to poisoning. Ceramic
membranes are cheaper and more resistant to poisoning but show either lower selectivity or
flux.
4.2 HYDROGEN STORAGE
Hydrogen can be stored in many ways using physical or chemical storage techniques. Hydro-
gen’s gravimetric energy density is very high compared to other fuels though its volumetric
energy density at standard conditions is very low. Since the latter would lead to large stor-
age tanks which is not feasible especially in mobile application, many different physical and
chemical options are currently being investigated [23].
4.2.1 CHEMICAL COMPOUNDS
Generally hydrogen can be stored in hydrocarbons of any kind. The general reaction equation
is
A H2 + B COn ⇀↽ C CxHyOz + D H2O (4.22)
where COn is carbon monoxide or carbon dioxide and A, B, C, D, x, y and z can vary. This
general reaction oft requires intermediate reactions especially for more complex liquid hydro-
carbons. These reactions are usually exothermic which leads to inherent exergy losses as a
part of the exergy stored in hydrogen will be converted into heat. In the following paragraphs
the most important chemical process for stationary applications, methanation, is explained
further.
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METHANATION
Methanation is the process of converting hydrogen into methane by using carbon monoxide
or carbon dioxide. The chemical reaction is called the Sabatier-reaction. Since carbon dioxide
is generally more easily available and cheaper the main focus in research lies on methanation
with this gas. The reactions
4H2 + CO2 ⇀↽ CH4 + 2H2O ∆HR = −165.2kJ/ mol (4.23)
3H2 + CO ⇀↽ CH4 + H2O ∆HR = −206kJ/ mol (4.24)
are strongly exothermic. The generated heat, if not used at the site, is the main loss for the
energetic efficiency of a methanation plant. Since methane is the desired main product and
the used hydrogen the energetically interesting reagent, the ideal efficiency can be determined
by using the net heating values ∆Hn of the usable fuels
ηmeth,id,n =
∆Hn,CH4
∆Hn,H2
(4.25)
which leads to ηmeth,id,n = 0.83. In real applications though, there are further losses through
incomplete conversion of hydrogen in the reactor, providing carbon dioxide and in the balance
of plant. Plant efficiencies given in the literature range from 75 % to 80 % [58] [59] [27].
The design of reactors is a current field of research [60]. Many different concepts are being
analysed and optimised today including fixed-bed reactors [61] [62], honeycomb reactors [63]
and bubbling column reactors [64] as well as biological reactors [65] [58]. A main task is to
efficiently handle heat in the reactor, in order to achieve high reaction rates and yields, as
well as being able to utilize the waste heat for another process [64]. As there are different
types of reactors, there are different kinds of catalysts that are efficient at different reaction
temperatures: Ru-T iO2 at 160◦C [66], Ni at 200◦C [67] and Ni-La2O3 at 380◦C [68].
A challenge for methanation is a reliable, large scale and cheap source of high purity carbon
dioxide [27]. Although carbon dioxide is already broadly used in chemical and food industries
the quantity needed to store large amounts of electrical energy is not readily available today
[58]. Possible environmentally friendly sources might be carbon dioxide sequestrated from the
flue gas after burning carbon-rich fuel in a gas turbine like in the IGCC process [69] or even using
sequestrated carbon dioxide from the air [70]. Although these sources for carbon dioxide are
appealing, any energetic use of methane will again require an energy intensive sequestration
process after the fuel cell or gas turbine power plant to counteract global warming. Thus,
an artificial carbon dioxide cycle needs to be established including possible investments into
infrastructure for transportation.
4.2.2 METAL HYDRIDE
At elevated temperatures hydrogen reacts with many transition metals and their alloys to form
hydrides [23]. The most reactive ones are the electropositive elements such as scandium,
yttrium, lanthanides, actinides and members of the titanium and vanadium groups. Binary
hydrides (MHn) of transition metals are predominantly metallic in character and referred to as
metallic hydrides. The compounds show large deviations from ideal stoichiometry (n = 1, 2, 3)
and can exist as multiphase systems. Their lattice structure is similar to typical metals with
hydrogen atoms on the interstitial sites [71].
Metallic hydrides of intermetallic compounds form the ternary system ABxHn with variations
of elements for A and B. This allows the properties of these hydrides to be tailored to their use.
A is usually a rare earth or an alkaline earth metal that tends to form a stable hydride while B
is often a transition metal that only forms unstable hydrides [71].
Hydrogen adsorption into the metal structure is divided into two stages as shown in figure
4.5: (1) the forming of the α-phase where hydrogen is exothermically dissolved in the metal
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Figure 4.4: Metal hydride storage system components by MaHyTec exhibited at Hannover
Messe 2017. On the left is a model of a conceivable hydrogen energy storage
consisting of an electrolyser, a metal hydride storage tank and a fuel cell. On the
right the structures formed by the specific used metal hydride are shown. On the
bottom an example storage cylinder containing the metal hydride is exhibited.
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Figure 4.5: Pressure composition isotherms for hydrogen absorption in a typical intermetallic
compound. The left side shows the formation of the α-phase while the β-phase
is shown on the right. In between the region of coexistence of both phases is
depicted. The line on the right shows the Van't-Hoff plot where the slope is the
enthalpy of formation divided by the gas constant and the intercept is the entropy
of formation divided by the gas constant
causing the metal lattice to expand proportional to the hydrogen concentration, and (2) the
forming of the β-phase where hydrogen-hydrogen interaction becomes important and the hy-
dride phase nucleates and grows. The volume expansion during absorption can equal 10 to
20 % of the metal lattice [71].
The entropy change during the formation of the hydride is roughly equal to the entropy
change between molecular hydrogen gas and dissolved solid hydrogen (S0 = 130 J/Kmol). Each
metal hydride is characterized by its specific heat of formation ∆Hformation. This energy is
released as heat during the hydrogen absorption process (exothermic) and required during the
desorption process (endothermic). Thus, heat needs to be removed from or supplied to the
hydride storage tank during operation, respectively.
A metal hydride for technical applications needs to be reversible, store reasonable weight-%
of hydrogen, adsorb and desorb at feasible pressures and temperatures and be available for
low capital expenditures. Accordingly, for stationary applications especially manganese-based
hydrides such as MgHn, Mg2NiHn, Mg2FeHn or Mg2Fe3Hn are used.
Examples of components of a metal hydride hydrogen storage system are shown in figure
4.4.
4.2.3 PHYSICAL STORAGE
Physical storage describes technologies that only change the physical properties of hydrogen
to increase the volumetric energy density. Accordingly two possibilities exist: (1) increasing
the pressure through compression and (2) reducing the temperature of the gas including liq-
uefaction and sometimes (partial) solidification. It is also possible to combine both increased
pressure and reduced temperature to so-called cryo-compressed hydrogen storage which is
preferred to liquid hydrogen in mobile applications since it can store boil-off hydrogen instead
of venting it.
COMPRESSION
Hydrogen compression is usually conducted with multi-stage piston compressors [72] up to
very high pressures at 700 bar for mobile applications. Although there is current research on
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Figure 4.6: High pressure compressed gas hydrogen tank for mobile applications as shown at
FC Expo 2017. The cut open storage cylinder shows a metallic core to contain
the hydrogen and prevent hydrogen migration through the tank walls. Outside of
the metal cylinder the synthetic liner material is used to reinforce the structure and
allow the storage vessel to be operated up to 700 bar.
ionic liquid piston compressors which promise to increase energy efficiency [73], these are
currently deployed only by Linde AG and in low amounts. Compressed hydrogen is the main
storage used for hydrogen fuel cell electric vehicles like the Toyota Mirai or the Honda Clarity.
In figure 4.6 a high pressure hydrogen tank for mobile applications is shown.
UNDERGROUND STORAGE
Saltcaverns are large artificial cavities in salt domes in 1000 m to 1500 m depth with a size
of 70, 000 to 700, 000 m3 [74] [75]. This storage technology is currently used for natural gas
and feedstock gas for chemical process such as oxygen, nitrogen and also hydrogen. Existing
hydrogen salt caverns exist in (1) Teesside in the United Kingdom with three caverns with
70, 000 m3 each at constant pressure of 45 bar in 370 m2 depth and (2) two near the Gulf of
Mexico in the United States of America with 580,000 m3 each in a depth of 1,000 m and with
a third being built [74]. It should be noted that such caverns not only require salt domes in the
ground but also a brine drain in the proximity (e.g. the sea) for the brine that is created when
the cavity is hollowed out with water.
The maximum pressure is determined by the depth of the cavern z and the strength of the
surrounding bedrock with approximately
pmax = z · 0.18 bar/m (4.26)
and a minimal pressure of about
pmin = 1/3 · pmax (4.27)
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to prevent collapsing of the cavern. Accordingly, pressures around 180 bar to 200 bar can be
reached in Germany for underground hydrogen storage in salt caverns [74] [76] [75]. The losses
due to hydrogen diffusion through the salt and bedrock are negligible at less than 0.02 %/a [75].
LIQUEFACTION
Liquefaction of hydrogen is a very promising storage technique to transport large amounts
of hydrogen over long distances. The relatively high energy density of about 2.359 kW h/ l 3 is
786 times larger than that of hydrogen at standard conditions. However, hydrogen liquefies at
20.39 K at standard pressure and accordingly a large amount of energy is required to provide
cooling.
Modern cycles for hydrogen liquefaction in development aim to reduce the current state of
the art efficiency of about 11 to 15 kW h/kg [77] [78] down to less than 7 kW h/kg [72] [78] [79].
The energy required to liquefy hydrogen with a feed pressure of 20 bar in a 40 to 50 tonnes
per day plant at full load is reported to be 6.4 kW h/kg with the process recently developed in
the IDEALHY project [80]. Auxiliaries, flash gas management and boil-off as well as hydrogen
losses increase the specific electricity consumption to about 6.76 kW h/kg.
The IDEALHY process consists of five stages: (1) compression of the feed hydrogen to 80
bar with piston compressors, (2) chilling of the feed hydrogen and refrigerants to 279 K before
entering the cold boxes with a single-component refrigerator, (3) pre-cooling down to about
130 K with a mixed refrigerant4, (4) cryogenic cooling with Brayton cycles to 26.8 K and (5)
final expansion and liquefaction in two expansion stages resulting in liquid hydrogen at 2 bar.
Notable process advancements are the use of a mixed refrigerant in the pre-cooling stage
instead of nitrogen which increases efficiency, allows gliding temperatures and is already es-
tablished technology in liquefying natural gas. The expanders used in the overall five-stage
Brayton cycles are directly coupled to the one-stage turbo-compressors. The flash gas cycle
from the wet expander is going to recycle hydrogen gas that arises from the final liquefaction
stage.
All cryogenic components are housed in two vacuum insulated cold boxes of 4.5 m diameter
and 10 m length. They are supposed to be installed vertically and hang in a steel construction.
The generated liquid hydrogen is considered to be stored in a storage vessel capable of holding
three weeks worth of production [80]. The designed plant is assumed to cost 105 million e.
4.3 HYDROGEN TRANSPORT
Since the site of the generation of hydrogen is not necessarily the same as the place of its
utilization, the energy carrier needs to be transported. Generally two technologies are feasible
to transport medium to high amounts of hydrogen: (1) a gas grid and (2) trailers.
4.3.1 GAS GRID
There are two conceivable ways to use a pipeline grid to transport hydrogen in its gaseous form.
One is to establish a pure hydrogen grid and the other to inject hydrogen into the natural gas
grid up to an admissible concentration. This also concerns the underground storage options as
discussed in 4.2.3 since these are integrated into the gas grid.
Hydrogen gas grids already exist for chemical and petrochemical industrial applications. A
large several 100 km long gas grid connects the hydrogen salt caverns in the Gulf of Mexico
described in the previous section [74]. In Germany two large grids exist: one in the Ruhr district
with nearly 200 km length and one near Leuna with about 150 km length [81]. Either of these
3based on lower heating value
4Consisting of nitrogen, methane, ethane, propane and butane
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Low pressure Medium pressure High pressure
Positive pressure bar 0.03 to 0.1 0.1 to 1 1 to 120
Nominal diameter mm 50 to 600 100 to 400 300 to 900
Volume flow m3/h 24.7 to 10,000 508 to 16,285 81,430 to 325,720
Flow velocity m/s 0.5 to 10 7 to 18 ≤ 20
Table 4.3: Overview of the German natural gas grid pressure levels [2]
grids can be used as a nucleus to establish an even larger, country spanning grid for hydrogen
distribution [82].
The natural gas grid in Germany spans the whole country. It is subdivided into a high pressure
grid with positive pressures between 1 bar and up to 120 bar and a length of 101,250 km, a
medium pressure grid with positive pressures between 100 mbar and 1 bar with 142,500 km
and a low pressure grid up to 100 mbar positive pressure and a length of 131,250 km [2]. Table
4.3 shows a comparison of technical parameters of the natural gas grid including pressure,
nominal diameter, volume flow, admissible pressure drop and flow velocity.
Hydrogen has for a long time been the major component of city gas and was transported
by grids in metropolitan areas [27] and a hybrid hydrogen and natural gas grid option is already
realised today. The E.ON Ruhrgas AG is currently injecting electrolytically generated hydrogen
into the German natural gas grid in Falkenhagen [83]. According to current rules up to 2 %-vol
of hydrogen is admissible in natural gas [84]. Recent studies by the DVGW have shown that
these limits can relatively easily be increased up to 10 % [27]. The main challenges for this
increase are the tanks of compressed natural gas vehicles [85] and gas turbine power plants
[86]. Considering a switch to 10 % hydrogen concentration up to 3.730.000.000 einvestment
is required mainly to replace the recompression gas turbines and compressors near storage
sites. This does not includes new pipes, storage, power plants or adjustments by consumers
[87].
Although these higher hydrogen concentration limits already allow large amounts of hydro-
gen in the overall grid, other aspects need to be considered. A significant decrease of the
theoretical capacity is expectable because the injected hydrogen will not spread evenly over
the whole grid but a concentration gradient will occur with peaks at injection points and troughs
far away from those. Assuming the expected increase in installed wind energy power stations
will mostly occur in the north of Germany and electrolysers will be built close to these power
plants to reduce the amount of required electricity transport lines, a gradient of hydrogen con-
centration roughly from the north to the south can be expected. When injecting hydrogen
at two points in northern Germany with 10 % hydrogen concentration about 30 % of the in-
jected hydrogen is still detectable at southern points [87]. This raises the issue of hydrogen
being transported over the borders to neighbouring countries such as France, Switzerland and
Austria who might also have to make their gas grids ready for larger amounts of hydrogen or
require ways to remove the hydrogen from the grid at the exit points from Germany.
Furthermore, the concentration will also be fluctuating over time according to the excess re-
newable energy used in electrolysers which is depending on the weather. This might also lead
to difficulties for gas consumers as e.g. the process industry requires a fixed concentration
of natural gas to operate certain plants. This issue however can be addressed by using buffer
storage tanks or caverns that compensate for the fluctuating hydrogen input but would in turn
require additional investment.
Since injecting hydrogen into the natural gas grid shows some difficulties, establishing a
new pure hydrogen grid might be a more feasible option [88]. This grid would, at least in
the beginning, not have to cover the whole country or lead to every small village or even
household. A coarse grid to transport gas from the north to the south and provide hydrogen
for large power plants and gas stations would already enable establishing a hydrogen-based
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energy storage system [89]. Such a grid would require about 12,000 km of transmission grid
and 31,000 to 47,000 km of distribution grid. The whole grid is estimated cost about 19 to 25
billion Euros which is significantly more than the estimated costs for refitting the natural gas
grid but would allow easy utilization of pure hydrogen. When building a hydrogen gas grid for a
hydrogen-based energy economy existing grids, currently used to provide gas for the chemical
industry [81] can be used as starting points [82].
In a more distant future, it might also be feasible to build a liquid hydrogen grid [90]. The
low temperatures required in such a grid would necessitate intermediate re-cooling stations
and powerful thermal insulation to prevent boil-off when transporting hydrogen over large dis-
tances. However, the low temperature could also be used to refrigerate superconductors and
thus create a high performance hybrid electricity and hydrogen grid. This, however, would
require advances in both technologic solutions as well as a high demand of hydrogen.
4.3.2 TRAILER
Trailers are commonly used to transport liquid or compressed hydrogen from the production
sites to consuming facilities. On the trailers, either a large liquid hydrogen tank or several
smaller compressed gas hydrogen cylinders bound together into racks are mounted. Trailers
are the only technology to transport liquid hydrogen but their capacity is limited due to relatively
high investment costs for trucks and loading docks. They are limited to provide hydrogen for
niche applications, and were once used to fuel space crafts [91]. It appears infeasible to use
this technology to transport large amounts of hydrogen required for large scale, long-term
energy storage. However, trailers might be used to supplement a coarse or growing hydrogen
gas grid and to enable hydrogen as an energy carrier in rural areas that are not yet connected.
4.4 HYDROGEN UTILIZATION
Hydrogen can be used for many different purposes. While its main use today is in chemical
and metallurgical industry sectors as a reagent, its high gravimetric heating value of 33.3 kW h
kg
makes it interesting for thermochemical and electrochemical energetic utilization. Since hydro-
gen can also be stored in chemical compounds as described in section 5.1.5, processes using
e.g. methane are also considered hydrogen utilization processes in the following.
4.4.1 THERMOCHEMICAL UTILIZATION
For thermochemical utilization hydrogen or methane gas is combusted with the oxygen content
of air to drive a thermodynamic cycle process. The released heat increases the temperature
of the gas mixture in the burning chamber of a gas turbine or inside a reciprocating engine.
Reciprocating engines show low efficiency compared to gas turbines in large scale applications
(above 10 MW) and compared to fuel cells in small scale applications (below MW). Their energy
efficiency ranges up to 41.5 % [92] compared to >60 % for large-scale combined cycle gas
turbines [93] and kW-range SOFC systems [94]. This low effiency makes them an inferior
hydrogen utilization technology for energy storage systems.
COMBINED CYCLE GAS TURBINES
Gas turbines are the most important devices to use combustible gases to provide electrical
power in stationary applications. Since their exhaust gas temperature is very high the heat
can be used in a heat recovery steam generator (HRSG) to generate steam which can then be
used in a bottoming steam cycle to generate even more electric power. These power plants
are called combined cycle gas turbine power plants.
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Figure 4.7: Fusina Power Plant near Venice [11]. This power plant burns waste hydrogen gas
from a close-by oil refinery in a combined cycle gas turbine. The electrical power
output is about 10 MW.
57
The thermodynamic cycle process of a gas turbine is the Joule process. Its ideal form con-
sists of an isentropic compression, an isobaric heat addition, a following isentropic expansion
and an isobaric heat removal. The process can either be open or closed, meaning that there
is an exchange of mass with the environment or not. This also determines whether a heat
exchanger to remove the heat is required or not.
The exhaust gas of a Joule process after the isentropic expansion is still at a very high tem-
perature but low pressure. To use this potential, a steam turbine process is often used as
a following bottoming cycle. The ideal cycle process is called the Clausius-Rankine process
which consists of an adiabatic compression, an isobaric heat addition (including evaporation),
an adiabatic expansion and a final isobaric heat removal (including condensation). This sim-
ple process can be improved e.g. by adding pre-heating, tapping or optimizing the deaerator
placement [95] as well as going towards supercritical process design. The heat from the Joule
process is used in a heat recovery steam generator (HRSG) to generate steam for the Clau-
sius-Rankine process. The overall efficiency of a combined cycle gas turbine power plant can
reach up to 61.5 % [93].
For a one-shaft gas turbine, which is common for large gas turbine power plants, the part-load
can be controlled by either (1) closing the variable guide vanes at the compressor inlet, or (2)
reducing the fuel mass flow. Closing the guide vanes, i.e. changing the flow area of the first
few stator rows and thus decreasing the air mass flow, allows the turbine inlet temperature to
be kept constant by also reducing the inlet fuel flow. This results in higher part-load efficiency
in the turbine compared to immediately reducing the fuel mass flow. However, the guide
vanes cannot be closed arbitrarily but only down to about 40 % of mass flow. To increase the
part-load range, or increase the gap between the minimal and maximal power operation points,
it is necessary to also reduce the fuel flow while keeping the air flow constant at lower loads
once the guide vanes are closed as much as possible. The air mass flow is then kept constant
while the fuel mass flow decreases which results in a lower turbine inlet temperature and thus
a lower process efficiency [96]. Thus, the efficiency curve of a gas turbine at first falls slowly
from full load efficiency but the gradient increases the lower the load gets.
The steam cycle part-load is usually controlled by a sliding pressure mode, i.e when load
is lowered the steam is reduced in correspondence to the swallowing capacity of the steam
turbine. This can be done down to about 50 % of the design pressure, afterwards the pressure
is held constant by closing the steam turbine control valves which results in throttle losses.
The steam cycle efficiency is also dependent on the steam temperature in the HRSG which
depends on the gas turbine exhaust gas temperature and the gas mass flows [97]. The steam
cycle generally shows higher relative part-load efficiency than a gas turbine cycle which leads
to overall less steep efficiency curves for the combined cycle compared to a single gas turbine.
Hydrogen can generally be used as a gas turbine fuel and pure hydrogen gas turbines already
exist today [98]. When using hydrogen or a mixture of methane and hydrogen as the fuel
for a gas turbine process, several considerations need to be made. In table 4.4 the relevant
properties of hydrogen and methane are compared. Hydrogen in general burns faster and
hotter than methane which results in higher combustion temperatures and shorter flames. This
increases the temperature close to the burner and necessitates a changed burner geometry
as well as air handling [3], [99], [100]. The hydrogen combustion also leads to a lower mass
flow rate and to a higher water content in the product gas. This influences the molecular
weight and the specific heat capacity of the mixture. This effects in turn the enthalpy drop in
the expansion, the matching of the turbine and compressor and the heat exchange along the
turbine blades and thus their cooling [101].
The higher combustion temperature also increases the generation of nitrogen oxides (NOx)
from the acceptable range5 of 20 to 200 ppm to 600 to 700 ppm [101]. Since the normally used
systems to remove NOx are either not efficient enough, would require too much electricity or
5Before treatment
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Property Unit Hydrogen Methane
Boiling Point [◦C] -252.8 -161.5
Auto-ignition temperature [◦C] 500 537
Max. adiabatic flame temperature [◦C] 2200 2000
Specific gravity (versus air) 0.07 0.55
Flammable limits in air % 4 to 75 5.0 to 15.4
Stoichiometric air to fuel ratio [kg/kg] 34.1 16.9
Max. burning velocity [m/s] 2.89 0.37
Higher heating value [MJ/kg] 141.80 119.96
Lower heating value [MJ/kg] 55.50 50.00
Table 4.4: Properties relevant for cumbustion of hydrogen and methane [3]
would be a lot larger for this increased NOx amount, other solutions are required 6. By injecting
steam and using a diffusive combustor, the flame temperature can be decreased to values
similar to those reached in methane-fired gas turbine power plants. This means that a different
combustor compared to the standard dry low-emission combustors needs to be used [101].
However, this also changes the gas composition again to a higher water content and a higher
mass flow as well as reducing the steam that is available for the bottoming Clausius-Rankine
cycle since high or medium temperature steam needs to be injected.
To compare a hydrogen-fired combined cycle gas turbine power plant to an existing methane-
fired power plant, the same components should be used and the system should only be
adapted to the changed fuel. The higher gravimetric energy density of hydrogen results in
a higher equivalence ratio if the turbine inlet temperature is to be kept constant. Accordingly,
either a higher pressure ratio of the engine or an increase in the cross-sectional area of the
turbine nozzle guide vanes is required. Since the compressor shall be the same as for the
methane-fired turbine to ensure comparability as well as reduce possible redesign costs, the
former option shall be discarded. Thus, the turbine shall be redesigned to keep the compres-
sor as close as possible in its reference operating envelope (i.e. pressure ratio and mass flow)
when using the rated turbine inlet temperature. 6 to 12 % increase in nozzle guide vane area
increase are commonly reported in the literature [102], [101]. In figure 4.7 the Fusina Power
Plant near Venice is shown which uses 100 % hydrogen in a 10 MW gas turbine and a 6 MW
steam turbine.
4.4.2 ELECTROCHEMICAL UTILIZATION
Fuel cells use electrochemical energy conversion to produce electrical power and heat. An
overview over the different current fuel cell types is given in table 4.5 for low temperature fuel
cells and table 4.6 for high temperature fuel cells 7. For energy storage PEM and solid oxide
fuel cells are currently the most important ones due to their operability, efficiency and technical
advantages over other cell types.
The molten carbonate fuel cell is also a prominent technology for large scale applications with
different hydrocarbons as fuel, but currently cannot use pure hydrogen. This application would
require a redesign of the fuel cell system with a closed cycle of carbon dioxide to keep the
system running. Accordingly, the technology is currently not considered for hydrogen-based
6Although a gas motor generates less NOx due to its lower combustion temperature, the discussed solutions’
effect on the efficiency is not severe enough, as will be shown in the simulation.
7The data required for the simulation will be given in chapter 6
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energy storage systems. The reaction equations are
H2 + CO
2−
3
⇀↽ H2O + CO2 + 2e
− (4.28)
1
2O2 + CO2 + 2e
− ⇀↽ CO2−3 (4.29)
The alkaline fuel cell, although being cheap and efficient, requires pure hydrogen and oxygen
to operate, which rules out the use of ambient air to provide the oxidant unless great effort
is done to either clean the air or make the cell more resistant to impurities. The cell type is,
however, used in space applications e.g. in reversible cells to provide energy storage for space
crafts [103]. The reaction equations in an AFC are
H2 + 2OH
− ⇀↽ 2H2O + 2e
− (4.30)
1
2O2 + H2O + 2e
− ⇀↽ 2OH− (4.31)
Direct methanol fuel cells also use a polymer electrolyte membrane like the PEM cells as
described in sections 4.1.1 and 4.4.2. However, since they directly convert methanol and not
hydrogen the cell potential is lower resulting in lower voltages and accordingly lower efficiency
than PEM fuel cells. Their advantage is their ability to use the easily storable methanol which
also has a high energy density. That makes these cells prevalent in long-term operation of
remote devices like monitoring or communication systems [104]. The reaction equations8 are:
CH3OH + H2O ⇀↽ CO2 + 6H
+ + 6e− (4.32)
2H+ + 12O2 + 2e
− ⇀↽ H2O (4.33)
The phosphoric acid fuel cell was considered very promising but its limitations in efficiency
while also putting materials into acidic, increased temperature and high current and voltage
operating parameters made the cell too expensive and kept its life time too short.
The reactions in a PAFC (as well as PEMFC) are
H2 ⇀↽ 2H
+ + 2e− (4.34)
2H+ + 12O2 + 2e
− ⇀↽ H2O (4.35)
PROTON EXCHANGE MEMBRANE FUEL CELL
A proton exchange membrane or polymer electrolyte membrane, both can be used synony-
mously, fuel cell is a low to medium temperature fuel cell that uses a proton conduction mem-
brane made of a polymer as the electrolyte. The polymer is based on polyethylene that is
fluorinated by substituting hydrogen for fluor. This creates polytetrafluoroethylene (PTFE) also
known as Teflon. It is resistant to chemicals and very hydrophobic which drives water out of
the fuel cell and prevents flooding. By sulphonating the polymer a side chain is added that ends
with sulphonic acid HSO3. These side chains can be added in different places and in different
ways creating several possible kinds of polymers. The created sulphonated fluoroethylene is
well known as Nafion. The polymer shows high chemical stability, provides good mechanical
strength that allows thin electrolytes and it has acidic properties [6].
The HSO3-group is ionically bonded which makes the end of the chain an SO−3 ion. The
presence of the H+ and SO−3 ions creates an attraction between the respective ions of each
molecule. This results in cluster formation of the side chains in the overall material structure.
Furthermore, sulphonic acid is hydrophilic and thus hydrophilic clusters are created in an other-
wise hydrophobic material. Within these clusters water will gather and the hydrogen ions are
relatively weakly bonded and can move relatively freely. Thus, with increasing water content a
higher proton conductivity is reached [6].
8The anode reaction for the DMFC is simplified
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Name
Proton exchange
membrane fuel
cell
Alkaline fuel cell
Direct methanol
fuel cell
Abbreviation PEMFC AFC DMFC
Electrolyte
polymer mem-
brane
Potassium hy-
droxide solution
in a fixed matrix
polymer mem-
brane
Operating
tempera-
ture
[
◦C
]
0 to 120 (LT),
120-200 (HT)
0 to 80 30 to 120
Electrode
material
Pt Ni, Ni-Al Pt, PtRu
Anode
reaction
4.34 4.30 4.32
Cathode
reaction
4.35 4.31 4.33
Typical Fuel H2, CH3OH, CH4 H2 CH3OH
Typical effi-
ciency
0.5 to 0.68 (LT),
0.35 to 0.53 (HT)
0.6 to 0.7 0.2 to 0.3
Typical appli-
cations
Military, fuel cell
vehicles, small
scale stationary
power supply
Military, astronau-
tics, small scale
power supply
small scale sta-
tionary power
supply, inde-
pendent power
supply
Manufac-
turers
Toshiba, Pana-
sonic, Ballard,
Siemens,
Doosan, Plug
Power, Hydrogen-
ics, Viessmann,
Proton Power
Systems
AFC Energy Oorja
Table 4.5: Overview of lower temperature fuel cell types (LT..low temperature, HT..high temper-
ature)
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Name
Phosphoric acid
fuel cell
Molten carbonate
fuel cell
Solid oxide fuel
cell
Abbreviation PAFC MCFC SOFC
Electrolyte
concentrated
phosphoric acid
sodium and
potassium car-
bonate
ceramic
Operating
tempera-
ture
[
◦C
] 120 to 200 550 to 650 500 to 1000
Electrode
material
Pt-carbon Ni, Ni-Cr, Ni-Al
Ni-YSZ, YS-
M-LSM
Anode
reaction
4.34 4.28 4.36
Cathode
reaction
4.35 4.29 4.37
Typical Fuel H2, CH4 CH4 H2, CH4
Typical effi-
ciency
0.55 0.65 0.6 to 0.65
Typical appli-
cations
small scale
power supply
large scale sta-
tionary power
supply
small and large
scale stationary
power supply
Manufac-
turers
- Fuel Cell Energy
Aisin Seiki, LG,
Bloom Energy,
Hexis, Vaillant,
Ceres Power,
Ceramic Fuel
Cells
Table 4.6: Overview of higher temperature fuel cell types (LT..low temperature, HT..high tem-
perature)
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Figure 4.8: LT-PEM fuel cell stack system shown at Hannover Messe 2017. The stack has a
power output in the low kW-range. The sealing as well as the pressure screws are
well discernible.
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The catalyst used for both the anode and cathode is platinum. To decrease the amount of
this precious metal needed to build a PEM fuel cell, very small particles of platinum are fixed
onto carrier material like carbon powders. The power is then fixed onto a carbon cloth or paper
which not only provides stability for the catalyst but also diffuses the gas onto the catalyst and,
thus, is called the gas diffusion layer. It is important to note that platinum not only dissociatively
adsorbs hydrogen on its surface but also adsorbs carbon monoxide [105]. Carbon monoxide
is a main product of hydrogen reforming reactions from hydrocarbons, as described in section
4.1.2, and needs to be removed as much as possible from the reformate before entering a
PEM fuel cell (see section 4.4.2).
The proton conductivity requires that a PEM fuel cell always needs to be kept humid during
operation. However, if the cell is flooded the pores at the electrodes are blocked and the
reactivity decreases. Water management becomes even more complex as water is created
in a fuel cell according to reaction 4.35 and the air used to provide oxygen in the fuel cell
also carries a certain humidity. It has been shown that the humidity of the cathode off-gas
should be between 80 to 100 % but never exceed 100 % [6]. The humidity can be controlled
by the air stoichiometry number λ, which is usually between two and three, the fuel cell and
corresponding gas temperatures, and by pre-humidifying air with the cathode-off gas. Since the
air also needs to be preheated before it enters the fuel cell to establish a uniform temperature
profile, air humidifiers that transfer both heat and water from the cathode off-gas to the feed
air are used [6].
PEM fuel cell stacks are formed by connecting the membrane electrode assemblies with
bipolar plates. These bipolar plates are responsible for collecting the current of one anode
and providing it to the next cathode while also distributing the gases evenly over the cell area.
Because the membranes and electrodes are very thin, for a PEM fuel cell these bipolar plates
are also the main volume and weight contributors to the stack [6]. They are usually made of
stainless steel or steel foam and contain flow patterns to distribute the gases evenly [106].
PEM fuel cells usually operate at about 60 to 80 ◦C but can also be started from low temper-
atures which makes them interesting for mobile applications. The low operating temperature
allow PEM fuel cells to start up very quickly and react to sudden load changes [6]. The waste
heat of the fuel cell needs to be transported away from it to keep it in it’s operating parameters.
Due to the low temperature this can be done either with water or with air cooling. Water is
usually used for larger fuel cell stacks while air is used for smaller ones and mobile applica-
tions. The cooling medium can either be moved outside of the stack, when the cell stack is
small enough, or needs to be led through parts of the stack. This is achieved by creating extra
channels in the bipolar plates through which the cooling medium is pumped or blown [6].
PEM fuel cells are used for stationary and mobile applications. They are pre-dominantly used
in hydrogen fuel cell electric vehicles [107] such as the Toyota Mirai shown in figure 4.9. Figure
4.10 shows the fuel cell stack system, figure 4.8 shows a PEMFC stack.
HIGH TEMPERATURE PEM FUEL CELL
The HT-PEMFC is operated at higher temperatures of 140 to 200 ◦C compared to its low
temperature counterpart. To differentiate between the two types, the previously described
PEM fuel cell will be called a low temperature PEM fuel cell or LT-PEMFC.
The electrolyte of an HT-PEMFC is also a polymer membrane but usually acid-base high tem-
perature materials are used, e.g. phosphoric acid doped polybenzimidazole (PBI) membranes
[105]. These membranes however provide lower proton conductivity which in turn increases
the Ohmic losses of the cells. Accordingly, the voltage of an HT-PEM is significantly lower at
the same current density compared to an LT-PEM fuel cell. This leads to both reduced power
density and efficiency of the fuel cell system (see section 5.1.1).
The higher operating temperature allows the cell catalyst to be more resistant to carbon
monoxide [105] which allows a simpler reforming system (see section 4.4.2). Furthermore,
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Figure 4.9: A cut open Toyota Mirai shown at FC Expo 2017. In the front the fuel cell stack,
the air heat exchanger, the battery and the electrical engine of the front left wheel
can be seen. In the back in yellow is the high pressure storage vessel under the
passenger seats.
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Figure 4.10: LT-PEM fuel cell stack system of the Toyota Mirai shown at FC Expo 2017. It
has an electrical power output of about 110 kW. Notable components are the fuel
cell boost converter on the right, the hydrogen recirculation pump driving cable in
orange and the auxiliary component assembly on the left.
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Figure 4.11: Solid oxide fuel cells and cell stack shown at FC Expo 2017 by Fraunhofer IKTS.
The electrolyte-supported stack is shown before sintering. In the front the stack
layer consisting of the metallic CFY interconnector, the white sealing material and
the green cell ceramics are shown. In the back on the right the characteristic flow
channels of the interconnecter are depicted.
the operating temperature far above 100 ◦C solves the flooding problem of LT-PEM fuel cells
by evaporating all water. The cooling system also needs to be reconsidered because water
would evaporate and therefore can no longer be used. Instead, more expensive heat transfer
fluids like e.g. alkylated benzenes need to be used in stationary applications. In mobile appli-
cations, however, the increased temperature allows a higher temperature gradient toward the
environment and the use of mature equipment previously developed for combustion engines.
SOLID OXIDE FUEL CELL
Solid oxide fuel cells (SOFC) are high temperature fuel cells. They consist of a solid oxide ion
conducting electrolyte made of ceramic material. Unlike other fuel cells they only consist of
gas and solid phase material without any liquids, making the concept simpler than others. They
are built just like the solid oxide electrolysis cells described in section 4.1.1. Accordingly, the
reaction equations are also similar to solid electrolysis fuel cells:
H2 + O
2− ⇀↽ H2O + 2e
− (4.36)
1
2O2 + 2e
− ⇀↽ O2− (4.37)
SOFC also face similar problems regarding degradation, however due to the lower current
densities and voltages, the degradation rate can be significantly lower. Figure 4.11 shows solid
oxide fuel cells and figure 4.12 shows materials used for SOFC production.
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Figure 4.12: Solid oxide fuel cell materials and frame shown at FC Expo 2017. The first three
powders from left to right are used for the cathodes and electrolyte, while the
powder on the outer right is used for sealing the stack.
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REFORMING FOR FUEL CELLS
For many fuel cell applications it is necessary to reform a hydrocarbon fuel, i.e. convert it into a
hydrogen-rich gas, which is done by hydrogen production processes described in section 4.1.2.
The choice of the fuel and reforming system are important parameters for a fuel cell systems
efficiency [108]. In general, five major types of reforming for fuel cells, with or without a
catalyst, are available: (1) steam reforming, (2) partial oxidation, (3) autothermal reforming,
(4) gasification and (5) anaerobic digestion. These are followed by further reforming steps to
either increase the hydrogen concentration or reduce the concentration of other gases that
can damage the fuel cell. A water-gas shift reaction is used to increase the hydrogen content
after the bulk conversion of the hydrocarbons while carbon monoxide is cleaned up either with
selective reactions like preferential oxidation or physical processes, such as pressure swing
adsorption or membrane separation [53].
Due to the high system temperatures, steam methane reforming is often used to generate
hydrogen from methane in solid oxide fuel cell systems, either in an external reformer or with
internal reforming inside of the fuel cell itself [17]. The steam methane reforming catalyst
nickel is already present in solid oxide fuel cell assemblies which promotes the use of internal
reforming. Internal reforming also decreases the amount of cooling air required for the fuel cell
since the reaction is endothermic.
Steam methane reforming can also be used for low temperature fuel cells but due to the
lower fuel cell operating temperature, it is often preferred to use low temperature reforming
processes like partial oxidation with following water gas shift reaction [7] [49]. Because LT-PEM
fuel cells are also very susceptible to carbon monoxide poisoning, further gas cleaning is nec-
essary with e.g. preferential oxidation. For a high temperature PEM fuel cell this gas cleaning
is not required.
4.5 INVESTIGATED ENERGY CONVERSION PROCESSES
To analyse energy storage options with hydrogen technology, a number of processes needs
to be chosen to be analysed based on their validity for this application and their probability of
being used in the future. The developed analysis methodology however can be applied for any
other existing and in the future developed processes.
An overview of the processes and their resulting process chains considered in the following
chapters are given in figure 4.13. Each process chain starts with the generation of regenerative
electricity, which is then either directly or via the transmission grid fed into an electrolysis
system and there used to split water into hydrogen and oxygen.
Considering the wide variety of possible future storage options, only a few have been cho-
sen for this study. The criteria to choose the processes are technical maturity, long time use
(compression, liquefaction) and very promising synergies with already existing infrastructure
(methanation). Thus, the options are high pressure tanks for stationary small scale and mobile
application, salt caverns for stationary large scale storage, liquefaction for mobile application,
metal hydrides due to their concurrent hydrogen and heat storage ability and methanation with
injection into the current natural gas grid for stationary applications.
The hydrogen then is either transported to a high-pressure large scale storage facility (e.g.
salt caverns), injected into a hydrogen gas grid, into the current natural gas grid or methanated
with CO2 by the Sabatier-reaction and injected into the natural gas grid as well. When in a
hydrogen gas grid it may be stored in small scale storage facilities (e.g. at high pressure or in
liquid state) such as hydrogen gas stations where it may be used for fuel cell cars. Otherwise
the hydrogen can either be used in micro combined heat and power plants in houses or districts
(e.g. proton exchange membrane fuel cells or solid oxide fuel cells) for district heating and
power supply or may be used in large scale power plants (e.g. combined cycle gas turbine
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plants) which should aim to combine the use of power and heat either for industrial or district
heating purposes as much as possible. The mentioned processes will be discussed in detail
concerning their principle of operation and efficiency calculation in chapter 6.
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Figure 4.13: Considered processes, classified by process step and typical nominal power
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5 MODEL DESCRIPTION
In this chapter the used system components and their respective simulation models are de-
scribed. Furthermore, the employed exergy and cost models are explained and the part-load
profiles are discussed.
The previously explained processes are simulated in Matlab with self-programmed code.
All plant models are solved iteratively to adjust mass flows, gas compositions and property
data. The simulation flow diagram of an SOFC system is shown in figure 5.1. Since many
components discussed here are still in early development stages and literature is usually about
small size prototypes the values are extrapolated when modelling larger plants unless stated
otherwise. This approach is conservative since larger scale plants are commonly assumed to
be more efficient than small scale plants. All empirical models are based on a similar power
scale and thus comparability between different applications is established. The piping and
instrumentation diagrams for the plants are simplified and omit all devices that have a negligible
impact on plant efficiency.
The combination of processes into process chains is performed according to the simulation
flow diagram in figure 5.2.
5.1 COMPONENTS
In the following, the used models of all used components are described in detail. All sim-
ulations are performed with zero-dimensional models, using mass and energy balances and
thermodynamic equations of state. The components’ behaviour is based on either analytical
or empirical functions or experimental data, where appropriate. Pressure drop and heat losses
are neglected except for the electrochemical cells and burners. In table 5.1 the relevant com-
ponents are shown.
5.1.1 ELECTROCHEMICAL CELLS
The galvanic cells (i. e. fuel cells and electrolysis cells) are simulated based on their respective
polarization curves. The used curves are shown in figure 5.3 for electrolysis cells and figure
5.4 for fuel cells. The resulting voltage depending on the current density are given by the
polarization curves and thus, both the efficiency and power density of a cell can be determined
in every operating point. The polarization curve is the result of the different voltage losses (or
irreversibilities) occurring when operating a cell [6]. The theoretical voltage Vth of a loss-free
cell is
Vth =
−∆gf
2F
(5.1)
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Figure 5.1: Simulation flow diagram of an SOFC system.
Figure 5.2: Simulation flow diagram of process chains.
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Component Illustration Component Illustration
Electrochemical cell Burner
Turbo machine (compressor
or turbine)
reciprocating compressor or
blower
Jet compressor Pump
Heat exchanger Heat exchanger (alternative)
Grid connector Generator
Separator Membrane
Air filter Water filter
Mixer Splitter
Valve Piping and transmission lines
Metal hydride reservoir Reservoir for substance xx
Reactor Reactor with heat exchanger
Reversible Rectifier Rectifier or Inverter
Electric heater Power transformer
Table 5.1: Overview of the used components and their illustration [4][5]
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T
[
◦C
]
80 100 200 400 600 800 1000
∆gf
[
kJ/mol
]
-226.1 -225.2 -220.4 -210.3 -199.6 -188.6 -177.4
s
[
kJ/molK
]
-0.0461 -0.0466 -0.0489 -0.0522 -0.0542 -0.0555 -0.0567
Table 5.2: Overview of Gibbs free energy ∆gf and specific entropy s for reaction 4.1 [6]
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1.1
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1.7
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]
AEC
PEMEC
SOEC
Figure 5.3: Used polarization curves for electrolysis cells [12] [13] [14]
where ∆gf is the Gibbs free energy and F is the Faraday constant. The Gibbs free energy is
strongly temperature dependant and decreases with higher temperatures as shown in table
5.2.
The Gibbs free energy is also affected by changes in pressure and concentration of the
reactants and the difference in voltage ∆Vp is expressed by the Nernst Equation
∆Vp = −
R̃T
2F
ln
pH2p
1
2
O2
pH2O
(5.2)
for the partial pressures in bar.
The open circuit voltage VOCV in a realistic fuel cell is usually smaller than the theoretical
reversible value determined by the Gibbs free energy. Increasing the current density in a
cell further decreases the voltage due to four different sources of irreversibility: (1) activation
losses, (2) fuel crossover and internal currents, (3) Ohmic losses and (4) mass transport or
concentration losses.
Activation losses occur due to the slowness of the reaction occurring on the electrodes’
surface. A proportion of the voltage is lost in the chemical reaction driving the ions to and from
the electrode. It is a highly non-linear irreversibility and mainly influences the voltage at very
low current densities.
Fuel crossover and internal currents occur due to fuel passing through the electrolyte as
well as the electrolyte conducting some current. Although the electrolyte is supposed to only
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Figure 5.4: Used polarization curves for fuel cells [15] [16] [17] [13]
transport ions, some fuel will usually diffuse through and some electrons will flow as well. This
loss is usually negligible and only relevant for direct methanol fuel cells [6].
Ohmic losses are irreversibilities due to the electrical resistance of the electrodes, electrolyte
and interconnectors. According to Ohms law this is a linear loss
ROhm =
V
I
(5.3)
Mass transport or concentration losses result from the change in concentration of the reac-
tants at the surface of the electrodes as the fuel is used. The rate of reaction is then dependent
on the ability of the charge-carriers to reach the electrode surface. The effect of concentration
or partial pressure is shown in equation 5.2.
Although the previous explanations were made for fuel cells, they also apply for electrolysis
cells by increasing the voltage required at a certain current density. Only the concentration
losses do not occur in an electrolyser due to its different design.
The curves used for the simulation were derived from experiments on single cells or small
stacks. An extrapolation of their behaviour to a large stack is done to evaluate large scale
systems. The results show small deviations from real large stack behaviour [105]. The curves
are taken from measurements in literature as shown in figures 5.3 and 5.4. Values between
discrete points are linearly interpolated.
To simulate the cell stack efficiency and mass flows, the electrochemical behaviour of the
cell is simulated for fixed temperature and pressure. The transported charge per cell area is
directly proportional to the transported atoms. Thus the hydrogen mass flow density converted
in the cell ṁH2 is given by
ṁH2 =
iwp · MH2
z · F
(5.4)
with iwp being the current density in the working point, MH2 the molar mass of hydrogen, z the
number of charges per single reaction (usually 2) and F the Faraday constant.
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The power density Φcell of a cell is given by
Φcell = iwp · Vcell (5.5)
with Vcell as the cells voltage.
The temperature in a cell is assumed to be constant in all directions except for the cooling
medium. Fluids in direct contact with the membrane exiting the cell are assumed to be at
cell temperature. Cooling fluids without direct contact to reaction zones leave at a fixed mini-
mum temperature difference towards the cells temperature to ensure cooling in all areas. The
pressure drop is assumed to be 0.1 bar in the cell stacks [109].
The off-design behaviour is estimated by a changed current density with corresponding
changes in voltage according to the underlying polarization curve. All cells off-design tem-
perature is assumed to be equal to the design case.
In practical applications not all fuel can be used in a fuel cell, therefore, the fuel utilization
FU needs to be introduced as
FU = 1 −
ṁfuel,out
ṁfuel,in
(5.6)
From that follows that this factor has a major influence on the overall plant efficiency. It’s value
is usually 0.8 for solid oxide fuel cells [110] and 0.9 to 1 in PEM fuel cells [111]. Although
nearly all fuel can theoretically be used in a fuel cell stack [110] the reduced partial pressure
of reactants in downstream cells leads to reduced voltage [6] and thus reduced efficiency.
Since all cells are electrically connected the voltage over a whole stack is constant [6] and
the decrease in efficiency is usually higher than the loss due to unused fuel. Furthermore, to
compensate the loss due to unused fuel the anode exhaust gas is recirculated after exiting the
cell stack. This is relatively straight forward for PEM fuel cells when pure hydrogen is used as a
fuel. The gas exiting the anode is only hydrogen which can readily be recirculated with a blower
or small compressor. For solid oxide fuel cells and PEM fuel cells with methane the process
is more complex. On one hand the anode-side exhaust gas consists of hydrogen and water
or even a mixture of methane, hydrogen, water and more residuals of the reforming reaction
(depending on the fuel) and on the other hand a high temperature blower or injector [48] is
needed for high temperature anode off-gas. Since high temperature sequestration of the fuel
(hydrogen or hydrogen and methane) from the exhaust gas is difficult and cost intensive, only
a fraction of the exhaust gas mass flow is recycled.
The energy balance for each electrochemical cell is performed to calculate the coolant mass
flow. For low temperature cells this is usually a liquid cooling with either water or a thermal
oil as coolant while for high temperature solid oxide cells the cooling is achieved with air stoi-
chiometry. The generic energy balance is
∑
i
(
ṁi · hi
)
+
∑
j
(
ṁfuel,j · ∆Hj
)
− Q̇loss − Pcell = 0 (5.7)
with positive values for ingoing mass flows and negative for outgoing mass flows, Qloss as-
sumed according to the fuel cell temperature, Pcell the cell power and ∆Hj determined either
by
∆H = Tcell · s + ∆ḡf (5.8)
for hydrogen with values for the entropy s and Gibbs free energy ∆ḡf as given in table 5.2 or
the heating value for methane.
5.1.2 RECTIFIER AND INVERTER
The required rectifiers and inverters are simulated with an energy balance reducing the ingoing
power Pin
Pout = Pin · ηel (5.9)
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Figure 5.5: Normalized efficiency versus load for rectifiers and inverters
by the electrical efficiency ηel . This efficiency strongly depends on the power and voltage.
In smaller applications of inverters at around 1 kW of electric power the efficiency is around
90 % [17] while for systems at around 100 kW of electric power it increases to roughly 97 %
[112] while in MW-scale systems it reaches around 98.5 % [113]. For rectifiers the efficiency
is similarly dependent on the systems power reaching 96 % at 100 kW [114]. For the simula-
tion model the efficiency according to the assumed size of the simulated technical system is
chosen.
Figure 5.5 depicts the used normalized part-load efficiency curves. The efficiency stays rela-
tively constant for an inverter dropping to around 94 % at 10 % load [112] while the efficiency
of a rectifier drops down to 83 % [114].
5.1.3 METAL HYDRIDE STORAGE
The metal hydride storage tanks are considered to operate at constant pressure and ideal
distribution of hydrogen inside the tank and the metal hydride. The enthalpy of formation ∆Hf
is determined by the metal or alloy used to absorb hydrogen. The temperature of the heating
or cooling medium required to heat during desorption and cool during absorption is determined
with an energy balance.
5.1.4 LIQUID HYDROGEN STORAGE
Liquid hydrogen storage over time and its losses due to evaporation are not modelled. However
it can be assumed that evaporated hydrogen in stationary fuel cell application will not simply
be vented to the surroundings but will be used either in the fuel cell itself or in a burner.
5.1.5 CHEMICAL REACTORS
The simulation of chemical reactors is either done by using experimental data gained from
literature with similar starting conditions as in the considered model or by using a simplified
minimal Gibbs enthalpy approach. The heat exchangers needed in some reactors are not mod-
elled explicitly but are assumed to be big enough to provide enough heat flux to stabilize the
temperatures as needed and the change in enthalpy in the cooling medium is determined by
an energy balance.
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METHANATION REACTOR
The methanation reactor is simulated with a simple chemical model using the reaction given
in equation 4.24 and determining the mass flows, gas concentrations and specific enthalpies
at the inlet and outlet of the methanation reactor. In accordance with the literature [60] [115] it
can be assumed that 95 % of the inlet hydrogen are reacted.
STEAM REFORMING
The Gibbs minimal enthalpy approach is used for solid oxide fuel cell steam reforming and
water gas shift reactions. It calculates the resulting chemical equilibrium according to the
equilibrium constants for the occurring reactions depending on the reaction temperature. The
main reactions in either external or internal steam reforming considered in the used model [48]
are the steam reforming reaction itself
CH4 + H2O ⇀↽ CO + 3H2 ∆HR = 207kJ/ mol (5.10)
and the water gas shift reaction
CO + H2O ⇀↽ H2 + CO2 ∆HR = −41kJ/ mol (5.11)
and for internal reforming the hydrogen oxidation reaction occurring in the fuel cell is also
considered
2H2 + O2 ⇀↽ 2H2O ∆HR = 241, 83kJ/ mol (5.12)
Other reactions [33] that occur during reforming are neglected while retaining sufficient accu-
racy. The reached chemical equilibrium is calculated with the reaction constants (concentration
quotient) 1 [116] K for steam reforming
KSR =
nH2
3 · nCO
nCH4 · nH2O
· (p/ pref )
3 (5.13)
and for the water gas shift reaction
KW GS =
nH2 · nCO2
nCO · nH2O
. (5.14)
These constants are dependent on the reaction temperature as shown in figure 5.6. Defining
nCH4,reacted as the reacted methane, nCO,reacted as the reacted carbon oxide and nH2,reacted as
the reacted hydrogen the following equations are developed
KSR =
(nH2,rem + 3nCH4,reacted + nCO,reacted − nH2,reacted )
3 · (nCO,rem + nCH4,reacted − nCO,reacted )
(nH2O,rem − nCH4,reacted − nCO,reacted + nH2,reacted ) · (nCH4,rem − nCH4,reacted ) · (ntot + 2nCH4,reacted )2
·
(5.15)
KW GS =
(nH2,rem + 3nCH4,reacted + nCO,reacted − nH2,reacted ) · (nCO2,rem + nCO,reacted )
(nH2O,rem − nCH4,reacted − nCO,reacted + nH2,reacted ) · (nCO,rem + nCH4,reacted − nCO,reacted )
(5.16)
with the subscript rem for remaining and tot being the total amount of substances. The
amount of reacted hydrogen is given by
nH2,reacted = FU · (nH2,r + 4nCH4,r + nCO,r ). (5.17)
The equation system is solved with an analytical solver and only one of the eight solutions
is realistic as it yields only positive values for the remaining amounts of substances and the
results add up to the correct value of ntot .
1The concentrations in an ideal gas are equal to their partial pressure. By using the ideal gas law and normalising
the pressures to a reference pressure pref the concentration quotient can be expressed an amount of substance
quotient.
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Figure 5.6: Reaction constants for steam reforming (SR) and water gas shift (WGS)
Species H2 CH4 CO CO2 N2
Molar fraction χ 35.9 0.1 17.5 2.0 44.5
Table 5.3: Mole fractions after partial catalytic oxidation (dry base) [7]
PARTIAL CATALYTIC OXIDATION
The subroutine for partial catalytic oxidation uses data provided in the literature [7] and can be
found in table 5.3. The reactions
2CH4 + O2 ⇀↽ 2CO + 4H2 ∆HR = −165.2kJ/ mol (5.18)
and
2CO + O2 ⇀↽ CO2 ∆HR = −283.2kJ/ mol (5.19)
and the overall conversion rate is constant over differing loads [7].
WATER GAS SHIFT
The partial catalytic oxidation is usually followed by a water gas shift reactor (see equation 5.11)
whose characteristics are also described by experiments [49]. The assumed carbon monoxide
conversion rate is 0.96 with a steam to carbon ratio2 rsc,W GS of 2. The conversion rate is shown
to be almost constant in part-load.
2Based on carbon monoxide.
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PREFERENTIAL OXIDATION
Similar to the previously described partial catalytic oxidation and water gas shift reactions the
preferential oxidation subroutine also uses data from experiments [49]. The assumed conver-
sion rate is 0.9975 at an air-fuel equivalence ratio 2 of λPrOx = 1.88. The parasitic hydrogen
oxidation reaction and reverse water gas shift were not recorded in the experiments. For
modelling purposes these reactions have been omitted since their influence on overall plant ef-
ficiency was estimated to be a minor factor 3 The conversion rate is again shown to be almost
constant in part-load.
5.1.6 CATALYTIC BURNER
The simulation module for a catalytic burner assumes complete combustion of all combustible
substances. The ingoing streams are assumed to be mixed, reacted and heated according to
a mass and energy balance
∑
ṁi ,in =
∑
ṁout (5.20)
∑
ṁi ,in · hi ,in +
∑
ṁi ,in · ∆Hu,i,in =
∑
ṁi ,out · hi ,out (5.21)
with ∆Hu,i the lower heating value of the combustible species going into the burner. The
reaction equations are
CH4 + 2O2 ⇀↽ CO2 + 2H2O (5.22)
H2 + 0.5O2 ⇀↽ H2O (5.23)
CO + 0.5O2 ⇀↽ CO2 (5.24)
(5.25)
with the lower heating value determined at the corresponding inlet temperatures.
5.1.7 BLOWER
The electric power Pe,blower necessary for blowers to create a given pressure difference is
calculated considering an isentropic process in the blower:
Pblower = ṁblower · ∆hblower (5.26)
and
∆hblower =
(
h′′blower,s − h
′
blower
)
ηs,blower
(5.27)
with ṁblower the mass flow through the blower, h′blower the specific enthalpy of the gas en-
tering the blower, h′′blower the specific enthalpy of the gas exiting the blower and ηs,blower the
isentropic efficiency of the blower. The electrical and mechanical losses are calculated as de-
scribed in section 5.1.10.
The off-design behaviour of blowers is estimated using the fan laws [] [117]:
ṁoff
ṁdes
=
noff
ndes
(5.28)
πoff
πdes
=
(
noff
ndes
)2
(5.29)
Poff
Pdes
=
(
noff
ndes
)3
(5.30)
3Assuming one fourth of the reacted substance amount of carbon dioxide is equal to the amount of reacted
hydrogen [49]
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with either πoff or ṁoff assumed as needed by the plant or given by the characterstics of the
machinery.
5.1.8 COMPRESSOR
Compressors are modelled as reciprocating machinery using an ideal gas approach [117]. The
pressure ratio π is given as
π =
pout
pin
(5.31)
with input pressure pin and output pressure pout determined by the application. The isentropic
specific work ws is then determined by
ws =
κ
κ − 1
· pin · vin ·
(
π
κ−1
κ − 1
)
(5.32)
with vin as the input specific volume and κ the heat capacity ratio. The discharge temperature
Tout after the compression is determined with
Tout = Tin · π
κ−1
κ (5.33)
with Tin as the input temperature. The output temperature must not exceed an admissible
temperature Tmax (usually 160◦C) [117]. If the simulation returns a higher temperature, a multi-
-stage compressor needs to be modelled. This is done by determining a maximum admissible
pressure ratio πmax depending on the maximum temperature
πmax =
Tmax
Tin
κ
κ−1
(5.34)
and distributing the pressure ratio onto stages with equal pressure ratios πstage
stages =
logπ
logπmax
(5.35)
πstage = π
1
stages (5.36)
with π the overall pressure ratio over the multi-stage compressor. The required cooling power
between the stages is determined through an energy balance.
When calculating off-design efficiencies of an assumed plant the compressors are consid-
ered to deliver a constant pressure difference with a bypass for excess mass flow or being
operated with reduced rotational speed [117].
5.1.9 TURBINE
The power turbines are simulated with an isentropic process and an isentropic efficiency ηs
h′′turbine = h
′
turbine −
(
h′turbine − h
′′
s,turbine
)
· ηs,turbine (5.37)
with h′turbine the turbine inlet enthalpy and h
′′
turbine the turbine outlet enthalpy. The isentropic
efficiency depends on the considered machinery and application.
5.1.10 ELECTRICAL ENGINE AND GENERATOR
Electrical engines and generators are simulated with a energy efficiency equation
Pel,generator = ηgenerator · Pmech (5.38)
Pel,engine =
Pmech
ηengine
(5.39)
where Pel is the electrical power, Pmech the mechanical power and eta the engine or generator
efficiency. Constant efficiency values are assumed in the considered part-load ranges [117].
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5.1.11 HEAT EXCHANGER
The heat exchangers used for the simulated processes are assumed to be plate heat exchang-
ers. They are calculated using a pinch-point approach. For each exchanger a minimal tempera-
ture difference ∆Tmin is assumed according to requirements of the system (i. e. pre-heating)
or given through a minimal technically feasible temperature difference according to the phase
states of the given fluids. Usually all heat exchangers are assumed to be operated in counter
flow with a constant, average specific heat capacity cp for each fluid and no pressure loss. The
starting conditions to calculate the heat exchangers are the ingoing temperatures and mass
flows for the two fluids at opposite sides flowing in counter flow. To determine on which side
the pinch-point lies first the heat capacity flows Ċi need to be calculated for each fluid i through
Ċi = ṁi · cp,i (5.40)
with the specific heat capacity taken from the starting condition. Since the fluid with the
lower heat capacity flow will undergo a larger temperature change the pinch-point will be at
its outflow of the heat exchanger. Thus the outgoing temperature of this fluid can readily be
calculated through
T ′′1 = T
′
2 ± ∆Tmin (5.41)
with plus or minus depending on whether the fluid is cooled down or heated up. To determine
the remaining temperature the logarithmic mean temperature difference method is used which
determines a mean temperature difference ∆Tm of the heat exchanger
∆Tm =
(
T ′1 − T
′′
2
)
−
(
T ′′1 − T
′
2
)
ln (
T ′1−T
′′
2 )
(T ′′1 −T ′2)
(5.42)
With the energy balances for both fluids
Q̇i = ṁi · cp,i · ∆Ti (5.43)
the outlet temperature T ′′2 can be determined. Since the specific heat capacities cp,i are de-
pendent on the temperature and thus change their values when heat is transferred over the
length of the heat exchanger, an iterative calculation of all temperatures is conducted with
mean specific heat capacities between inlet and outlet of the heat exchanger.
The product of the necessary heat-transmission coefficient k times the heat exchange area
A can be determined by an energy balance
Q̇ = Q̇i = k · A · ∆Tm (5.44)
which will then be needed for the off-design calculation.
The off-design performance of heat exchangers without a phase change is done via the kA or
also called UA method [118]. The product of heat-transfer coefficient and heat exchanger area
is changed according to a change in heat transfer in the fluids. Because the area is constant,
only the heat-transfer coefficient needs to be adapted. The heat-transfer resistance R is given
by
R =
1
kA
=
∑ 1
αi · Ai
+
∑ δj
λj · Aj
(5.45)
with α the heat-transfer coefficient, δ the wall thickness, λ the heat conductivity, subscript
i denoting the fluids and j the different layers of separating material. Assuming a constant
heat conductivity for the material and similar heat exchange areas AHX as well as characteristic
lengths for channels of the fluids in a plate heat exchanger, the relative change of the heat
transfer resistance simplifies to
Rdes
Roff
=
koff
kdes
=
1
α1,des·AHX
+ 1
α2,des·AHX
1
α1,off ·AHX
+ 1
α2,off ·AHX
(5.46)
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The heat-transfer coefficients for flows in plate heat exchangers are calculated by the Nusselt
number Nu with an experimental correlation [119]
Nu =
α · L
λ
= 0.299Re0.645Pr
1
3 (5.47)
with the Reynolds number and Prandtl number given by their definitions
Re =
ρ · u · d
η
=
ṁ · ρ2 · d
η · Athrough
(5.48)
Pr =
η · cp
λ
(5.49)
with ρ as the density, u as the flow velocity, d as the characteristic distance, η the dynamic
viscosity, Athrough as the area through which the liquid flows and λ as the thermal conductivity.
The heat-transfer coefficient can readily be simplified to
α = B ·
(
ṁ · ρ2
η
)0.645 (η · cp
λ
) 1
3
= B · f
(
T, p, ṁ
)
(5.50)
which only depends on the constant B that contains all geometry-based parameters
B = 0.299 ·
d
Athrough
0.625
(5.51)
and a function based on fluid and flow properties f. Inserting 5.50 into 5.46 yields
kAoff
kAdes
=
1
f1,des·B1·AHX
+ 1
f2,des·B2·AHX
1
f1,off ·B1·AHX
+ 1
f2,off ·B2·AHX
(5.52)
=
B1·AHX
B2·AHX
·
(
f1,des + f2,des
)
· f1,off · f2,off
B1·AHX
B2·AHX
·
(
f1,off + f2,off
)
· f1,des · f2,des
(5.53)
and considering similar geometry for both channels
B1 · AHX ≈ B2 · AHX (5.54)
the off-design kA-value can be determined only through fluid and flow parameters
kAoff
kAdes
=
(
f1,des + f2,des
)
· f1,off · f2,off(
f1,off + f2,off
)
· f1,des · f2,des
(5.55)
which then need to be determined iteratively since a change in the calculated outlet flow
temperature changes the mean fluid properties in the heat exchanger.
5.1.12 MIXER AND SPLITTER
Mixers and splitters are calculated by energy and mass balances
∑
ṁi ,in =
∑
ṁout (5.56)
∑
ṁi ,in · hi ,in =
∑
ṁi ,out · hi ,out (5.57)
the mixing temperature is calculated at the lowest pressure of the ingoing streams with the
species mass fractions and the resulting specific enthalpy of the outgoing stream.
For splitters the temperature, pressure and mass fractions are constant for the in and outgo-
ing streams.
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5.1.13 SOURCES AND SINKS
The environment and other systems are considered both sources and sinks for the models.
Usually air is sucked in from the environment to provide oxygen for the reactions in the cells.
Water is taken from an outside connection as well. The sinks are also the environment for
exhaust gases or heat that might not be used for another purpose like combined heat and
power. Generated hydrogen and oxygen are either stored, vented or transported according to
the considered technology path. If a heat and power system is integrated the supply and return
temperatures are fixed and all provided heat is assumed to be used.
5.2 COMBINED CYCLE GAS TURBINE
The combined cycle gas turbines were not simulated in Matlab but with GTPro and GTMaster
from Thermoflow for the design point and off-design behaviour, respectively. The program uses
physical models to simulate all components of a combined cycle gas turbine plant without using
numerical methods. It uses correlations for pressure drop, steam turbine efficiencies and heat
exchangers. The gas turbines are simulated with gas turbine maps from the manufacturers and
can be adjusted internally. The chosen gas turbine is the Siemens SGT5-4000F which delivers
power at a very high efficiency. The simulated steam cycle uses three Siemens steam turbine
stages with reheating.
As supply temperature of the district heating system is 80 ◦C, the return temperature of
60 ◦C is selected.
Conventional NOx flue gas treatment was shown to be insufficient, therefore, steam injec-
tion from the low pressure steam turbine into the burner is simulated. To keep the turbo
machinery in its operating envelope the nozzle area of the turbine guide vanes is increased
according to keep the mass flow and pressures as close to the methane-case as possible (see
section 4.4.1).
5.3 ELECTRICITY GRID
Although the electricity grid is not a part of the hydrogen process chains it needs to be con-
sidered when comparing centralised options to decentralised ones since losses occur when
transporting alternating current over a long distance. These losses mainly comprise of those
due to transformation in between the low, mid and high voltage grid, Ohmic losses along the
lines as well as losses due to the electromagnetic fields.
5.4 THE EXERGY METHOD
To evaluate the exergy efficiencies of the processes the exergy model given by T. J. Kotas is
used [120]. At first a definition of a thermodynamic system and process need to be established.
“A system is an identifiable collection of matter whose behaviour is the subject of study. For
identification, the system is enclosed by a system boundary, which may be purely imaginary or
may coincide with a real boundary. The term closed system is sometimes used to emphasize
that there is no flow of matter across the system boundary. [...] When motions are involved,
the system definition must include a reference frame to which velocities and displacements
are related. The most commonly used reference frame is the inertial reference frame in which
a free particle moves at constant velocity4.” A process is defined by changing the state of a
system [120]. Since a system can enclose areas of different sizes, this definition of process is
4[120], page 1
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applicable both for the hydrogen processes described in section 4 as well as thermodynamic
state changes such as e.g. an isentropic compression.
Exergy is defined as the maximum energy of a system capable to perform work in respect
to the environment as a universal reference system. Work can only be performed when two
systems are not in the same state, meaning the systems are not in equilibrium. From this
definition it follows that states of equilibrium with the environment with no exergy need to be
defined. The first state is the environmental state, where the considered system is in thermal
and mechanical equilibrium with the environment, thus, both temperature and pressure of the
system are the same as the environment’s reference temperature Tref and pressure pref . The
second state is the dead state, in which additionally to the environmental state a chemical
equilibrium is reached. Thus, the chemical potentials of the considered substances in the
system and the reference substances in the environment are in equilibrium.
To calculate the exergy flows of a process the state points have to be determined as dis-
cussed in the simulation model descriptions. The respective exergy flows Ėi at each state
point i are the sum of the single types of exergy
Ėi = ĖW + ĖQ + Ėkin + Ėpot + Ėph + Ėch (5.58)
consisting of exergy of work transfer ĖW , heat transfer ĖQ, kinetic exergy Ėkin, potential exergy
Ėpot , physical exergy Ėph and chemical exergy Ėch at this specific state point. The kinetic,
potential, physical and chemical exergy are always bound to a stream of matter and so can be
combined into the exergy of a steady stream of matter ĖS.
WORK TRANSFER
Work transfer Ẇ as well as electrical power Pel are both considered pure exergy of work
transfer ĖW by definition of exergy, thus:
ĖW = Ẇ (5.59)
ĖW = Pel (5.60)
HEAT TRANSFER
The exergy of heat transfer is defined by considering a closed system with a heat source, the
environment and a control surface in between both. The exergy of the heat transferred over
the control surface is defined as the work that could ideally be utilized using the environment
as a heat sink. Thus a heat transfer rate Q̇ over a surface with temperature Tsurface may create
a maximum work Ẇmax of
ĖQ = Ẇmax = Q̇ ·
(
1 −
Tref
Tsurface
)
(5.61)
with Tref the reference temperature of the environment.
STEADY STREAM OF MATTER
The exergy ĖS of a steady stream of matter consists of the sum of its four components: the
kinetic exergy Ėk , the potential exergy Ėpot , the physical exergy Ėph and the chemical exergy
Ėch.
86
KINETIC AND POTENTIAL EXERGY
Kinetic and potential energy are both ordered forms of energy and thus fully convertible to
work. When velocity and height are given in relation to the environment the exergy then is
given by
Ėk = ṁ ·
c2
2
(5.62)
Ėpot = ṁ · g · z (5.63)
with ṁ the mass flow, c the speed relative to the environment, g the gravitational acceleration
and z the altitude above sea level.
PHYSICAL EXERGY
Physical exergy is the maximum amount of work obtainable when the stream of matter is
brought from its initial state to the environmental state using processes with only thermal
interaction with the environment. The physical exergy can be calculated by
Ėph = ṁ ·
(
hinit − href + Tref · (sinit − sref )
)
(5.64)
with h being the specific enthalpy, s the specific entropy and the subscripts init and ref being
initial and reference state, respectively.
CHEMICAL EXERGY
Chemical exergy is the maximum amount of work obtainable when the stream of matter is
brought from the environmental state to the dead state using processes with heat transfer and
substance exchange with the environment. To evaluate the exergy based on this definition it
is necessary to define a general scheme of standard reference substances in the environment
(e.g. oxygen, nitrogen, carbondioxide, ...). Their molar chemical exergy ǫ̃0 is defined by
ǫ̃0 = R̃Tref ln
pref
patm
(5.65)
where R̃ is the universal gas constant and patm is the partial pressure of this substance in
the atmosphere. The exergy of a non-reference substance is the sum of its molar composing
reference substances and its molar Gibbs function of reaction. Resulting molar exergies for
different substances are given in the literature [120].
For a mixture of several substances the chemical exergy is calculated by accounting for each
individual substances molar fraction in the mixture:
Ėch =
ṁ
M
·
(
∑
i
χ̃i ǫ̃0i + R̃Tref
∑
i
χ̃i ln χ̃i
)
(5.66)
with M the molar mass of the mixture and xi the molar fractions of components i.
EXERGY EFFICIENCY
Once the exergy of each state point around a process is determined the rational exergy effi-
ciency ηex can be calculated with
ηex =
∑
Ėout∑
Ėin
(5.67)
87
where
∑
Ėin and
∑
Ėout are the sums of input and output exergy streams of the process,
respectively.
If the exergy of a single thermodynamic state change such as compression is calculated the
exergy efficiency is instead determined by
ηex =
∑
Ėout −
(∑
Ėin − Ėwork,in
)
Ėwork,in
(5.68)
with Ework,in as the exergy associated with the work needed for the state change.
5.5 PROPERTY DATA
All properties that have not been determined through the previously described process equa-
tions were calculated with REFPROP 9.1 [121] to provide data for all relevant properties at
every discrete state point. REFPROP stands for REFerence fluid PROPerties and was devel-
oped by the National Institute of Standards and Technology, an agency of the U.S. Department
of Commerce. It utilizes three different most accurate models for pure fluids: (1) equations of
state explicit in Helmholtz energy, (2) the modified Benedict-Webb-Rubin equation of state, and
(3) an extended corresponding states model (ECS). To determine the properties of mixtures a
model is used that applies mixing rules to the Helmholtz energy of the mixture’s components
and applies a departure function to account for the departure from ideal mixing. Furthermore
viscosity and thermal conductivity are modelled depending on the fluid with either fluid-specific
correlations, an ECS method or sometimes the friction theory method.
5.6 COST MODEL
To calculate the overall costs of the processes and process chains the annuity method is used
[122]. The overall costs KO consist of capital expenditures (costs for installation) Ki , fixed
operational expenditures (operating costs) Kf and variable operational expenditures Kv .
The costs for the installation of a plant are spread over the service lifetime ts with the annuity
factor a. Since fuel cell stacks currently have a lower service life time expectancy than the
balance of plant systems the installation costs are split into two parts
Ki =
(
I0,1 · a1 + I0,2 · a2
)
· Pinst (5.69)
with Pinst as the installed power and I0,i the specific installation costs. The specific installation
costs are always based upon inlet energy for processes for hydrogen generation, storage and
transport and based upon outlet electric power for hydrogen utilization. The annuity factor is
given by
a =
qts · (q − 1)
qts − 1
(5.70)
with
q = 1 + i (5.71)
where i is the interest rate. An interest rate (or yearly return) of i = 0.07 is commonly used in
literature and is applied in the following analyses [123].
The fixed operating costs occur independently of plant service and consist of costs for oper-
ating the plant, cleaning, maintenance, customer service and monitoring. The yearly costs can
be estimated with a factor kf = 0.01
1
a
times the specific installation costs [123]
Kf = I01 · kf · Pinst (5.72)
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The variable operating costs depend on the time the plant is actually operating and mainly
consist of the ingoing streams of energy or reactants such as electrical energy, hydrogen or
carbon dioxide. The sum of the costs of each stream are then the variable operating costs
Kv =
∑
Πin,i · γin,i (5.73)
with γin,i the amount of goods, i.e. electrical power, hydrogen-bound power or mass stream
of reactants. The price Πin,i for each stream is either set externally or is the minimal price (i.e.
costs) Πout,1 of the previous step in the process chain. Since no reliable prediction for the price
of carbon dioxide for methanation in the future could be found due to many strongly influencing
factors such as carbon dioxide emission trading [124], carbon capture and storage [125] and
chemical industry demand, a value had to be assumed. It appears probable that excess carbon
dioxide will be available then and carbon dioxide producers might have to pay to e. g. store it
underground. Thus 0 e
m3
seems a justified assumption even for relatively high purity gas.
Finally the overall annual costs are given as the sum of the previously discussed annual costs
Ko = Ki + Kf + Kv (5.74)
The overall annual costs determine the minimal price for the primary generated product
Πout,1 (e. g. hydrogen is the primary product of an electrolyser, electricity is the primary
product of a fuel cell) for each step in the process chains
Πout,1 =
KO − γout,2 · Πout,2
γout,1
(5.75)
with Πout,2 being the assumed price achievable from side products such as oxygen from elec-
trolysers or heat from combined heat and power plants. Selling these secondary products
requires a demand in the market. Unfortunately, the amount of oxygen produced by large
amounts of installed electrolysers might quickly oversaturate the market or the produced heat
might not be needed in the vicinity of the plant. Accordingly, the price for the secondary
products is 0e in the following analyses unless stated otherwise.
To estimate the specific installation cost values for each kind of plant a broad literature survey
was conducted. Since most of the considered energy conversion processes are still in research
or early market integration stages it is difficult to find reliable values. Furthermore, the scope
of this work is not to discuss an immediate integration of the analysed technology into the
energy economy, but is to evaluate ways to store energy in the future. Although learning
curves and predictions for specific costs are available, these values can not be verified easily
since the predicted values are but fractions of current specific costs. To make a reasonable
compromise and to provide comparability between the results, cost values for the near future
with early market integration were chosen. In 5.4 the chosen specific installation costs I0 for
each considered machine or machine part as well as the service life time ts are given. The
liquefaction plant costs are taken from a demonstration plant without assuming a learning
curve for large hydrogen liquefaction infrastructure roll-out and excluding trailers and increased
storage capacity for long term energy storage. It is assumed that both influences level each
other out, which appears as a conservative assumption. The value for SOEC plants had to be
estimated because no fitting data could be found in the literature survey. Its specific investment
costs were calculated by assuming general similarity between fuel and electrolysis cells:
I0,SOEC =
I0,PEMEC · I0,SOFC,stack
I0,LT−PEMFC,stack
(5.76)
which delivers a reasonable estimate. The specific installation costs for the CCGT plants were
taken from the values in GTPro.
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Installation costs
[
e
kW
]
Source ts [a]
Plant Stack Reformer Plant Stack
AEC 510 - - [28] 25 -
PEMEC 396 - - [28] 25 -
SOEC 356 - - estimate 25 -
Methanation 300 - - [89] 25 -
Cavern 165 - - [89] 60 -
Hydrogen gas grid 300 - - [89] 60 -
Liquefaction 1400 - - [78] 25 -
CCGT 745 - - GTPro 25 -
SOFC 90 270 - [126] 25 8
HT-PEMFC 90 560 220 [126] 25 8
LT-PEMFC 90 300 250 [126] 25 8
Table 5.4: Overview of used specific installation costs and lifetimes
Figure 5.7: Calculated load profiles for (a) hydrogen generation and (b) utilization
5.7 LOAD PROFILES
The load profiles used to simulate the load following operation for both hydrogen generation
and utilization are derived from actual data from the four transmission grid operators in Ger-
many: 50Hertz [127], Amprion [128], TenneT [129] and TransnetBW [130]. The vertical grid
load as well as actual solar and wind power feed into the grid from both 2012 and 2015 are
used. The results are shown in figure 5.7 5. The data are given in 15 minute intervals. This
is a sufficiently fine resolution to estimate a year of operation without requiring any dynamic
simulations since all considered processes require less than 15 minutes to reach their steady
state operation points even during large load gradients. High temperature electrochemical cells
need to be kept warm anyway in order to avoid strong degradation and the combined cycle gas
turbines’ dynamic behaviour was simulated with GTPro.
Today’s relatively low amount of installed wind and solar power is not large enough to ne-
cessitate long-term energy storage systems and so the load profiles need to be adjusted. This
is done by setting the current installed power in relation to the installed power necessary for
5A larger version can be found in the appendix on page 176
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a scenario with 100 % renewable energy feed-in for 2050 [30] [26]. The real solar and wind
power of today is then linearly extrapolated accordingly while the vertical grid load is consid-
ered constant [29]. By subtracting the resulting feed from the load a load profile with both
positive (excess of power) and negative (lack of power) values is created. The profile is then
separated into one for generation and one for utilization of hydrogen, respectively, and both
are normalized. It is not economically viable to install enough storage capacity to store all of
the generated wind and solar power. Thus, in order to increase the full-load hours of the gen-
eration processes, the generation profile is curtailed at 70 % of the maximum power and then
normalized again. The profile for utilization cannot be curtailed since the power is needed and
cannot be provide otherwise. The heat provided by the CHP systems is considered to always
be used or stored with 100 % efficiency.
The load profile will not be a realistic load profile for the year 2050 because most of today’s
wind power plants are built on land while new ones will most likely be built offshore [29]. This
will result in a more steady wind power generation. Furthermore, the vertical load will probably
change due to adjusting the demand to the generation with smart grids. Also a larger European
grid will be able to smooth some of the peaks in the load profiles. Therefore, the generated
synthetic load profiles provide a conservative assumption and can be used to estimate the
effects of the part-load operation on the efficiency of the process chains.
To characterize a load profile the full-load hours tf are used. This parameter is defined as
the amount of hours a plant would run in full load during the year to provide its overall load.
Accordingly, it is the ratio of the sum of the energy that is actually used (or provided) to the
maximum amount of energy that could be used (or provided) during constant full load:
tf =
∑
i Pi ,prof ile * ti∑
i Pfull−load * ti
* 8760
h
a
(5.77)
where Pi ,prof ile is the power for each time interval in the load profile, ti is the duration of each
time interval and Pfull−load is the power of the system at full load. The shown load profile for
hydrogen generation has a full-load hours amount of 1427 h/a and for hydrogen utilization of
1768 h/a. A change of ± 10 %-points of the curtailment to 60 % or 80 % changes the full load
hours for the hydrogen generation load profile to 1639 h/a, and 1255 h/a, respectively.
91
6 PROCESS ANALYSIS
In the following chapter the results of the single process simulations are shown. The employed
piping and instrumentation diagrams are described and different conceivable plant layouts are
discussed. The resulting plant exergy efficiency curves are analysed. Furthermore to estimate
the influence of several variables on the electric exergy efficiency sensitivity analyses are con-
ducted [131] 1. Analyses are conducted for the most prominent parameters influencing the
efficiency for all processes and exemplary for all parameters for a solid oxide fuel cell system.
The process models are simplified compared to realistic plants. Devices that are not relevant
for, or with very little influence on, the energetic and exergetic efficiency are omitted. All elec-
tric energy is assumed to be taken from an interconnected network although not all connectors
e.g. for pumps and blowers are depicted.
6.1 PRODUCTION
6.1.1 ALKALINE ELECTROLYSIS
The piping and instrumentation diagram used to simulate the efficiency of an alkaline electroly-
sis cell is shown in the drawing on page 202 in the appendix. It is a simplified diagram omitting
the KOH− cycle since its impact on the overall efficiency is negligible.
Filtered water is introduced into the system at point 1 and then pumped to the design cell
pressure of 20 bar. A high cell pressure reduces the cell voltage as shown in equation 5.2.
However, hydrogen and oxygen will be produced at the cells pressure. Since all considered
storage options require pressures at or above 20 bar, less energy is required for compression.
Pumping the feed-water to 20 bar requires a lot less energy than compressing the hydrogen
and a significant reduction of energy needed for storage is observable. This increases the
overall exergy efficiency of the considered process chains.
The pumped water is then preheated with excess heat from the cell stack in HX-1 to pro-
vide a uniform temperature profile over the whole stack. The assumed temperature difference
between inlet and stack is 10 K. At the cathode the water split according to the hydrogen
evolution reaction 4.4 and hydrogen is formed. The generated OH− ions travel through the
electrolyte and create oxygen and water at the anode. The design current density is defined as
0.34 A/cm2. The crossover of oxygen through the membrane is negligible for energetic consider-
ations and thus omitted in the model [12]. The hydrogen and oxygen then leave the cell stack
at the cathode and anode exits, respectively. Both gases are cooled down and dried and exit
the system at points 6 and 9, respectively.
1A sensitivity analysis of the CCGT process was not conducted due to the limitations posed by the proprietary
simulation code.
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Parameter Value Source
Design cell current density 0.34 A/cm2 [14]
Design cell voltage 1.71 V result
Design stack operating temperature 65 ◦C [14]
Design cell pressure 25 bar assumption
Pump efficiency 0.8 [117]
Motor electric efficiency 0.95 [117]
Converter and transformer efficiency 0.97 [117]
Pressure drop in the cell 0.4 bar estimate
Pressure drop in the remaining components 0 bar assumption
Heat exchanger minimum temperature difference 10 K assumption
Heat transferred from stack to environment 0.5 % estimate
Cooling fluid supply temperature 55 ◦C assumption
Cooling fluid return temperature 60 ◦C assumption
Parasitic power loss 2 % [6]
Table 6.1: Overview of important parameters and assumptions for the alkaline electrolysis sys-
tem
The excess heat generated in the cell stack is cooled by a water cooling system consisting
of a pump P-2, the cooling flows around the cell stack, the pre-heater HX-1 for the inlet water
and a heat exchanger HX-4 that is cooled by a generic cooling system.
The energy required for the electrolysis is taken from the grid E-1 and brought into the
system at point 19, transformed and rectified at E-2 and then fed to the cell stack.
All parameter assumptions and important boundary conditions are shown in table 6.1.
The part-load operation mode is considered to be at constant pressure and reduced current
density which leads to a reduction in voltage according to the polarization curve shown in figure
5.3.
Figure 6.1 shows the resulting exergy efficiency curve over %-load, when only considering
the generated hydrogen as a usable product. The full-load efficiency is 69.5 %. Reducing
the load results in increased efficiency down to 35 % load with 74 % efficiency due to the
increased cell voltage efficiency. Afterwards the parasitic loads in the balance of plant take up
relatively more power than is gained by the voltage efficiency increase and thus the system
efficiency curve starts dropping off. The part-load range is down to about 20 % of the nominal
load due to safety issues caused by oxygen diffusion as described in section 4.1.1.
In the following, the sensitivity of all relative parameters (e.g. fuel utilization, steam utiliza-
tion, converter efficiency, etc.) is actually performed inversely as shown in equation 6.1:
∆Eff iciency = 1 − Reduction · Factorsensitiv ity (6.1)
Not the parameter itself is therefore changed, but its difference to 100 %. This is necessary
because some parameter’s values are close to 100 %. Increasing an efficiency of 97 % (Re-
duction=3 %) by 10 % would lead to 106.7 %, which is impossible. Therefore, an performed
value increase of efficiency parameters results in a reduction of overall system efficiency, while
a reduction of such parameters results in an increase of system efficiency.
In figure 6.2 the results of the sensitivity analysis for the alkaline electrolysis cell system is
shown. The cell voltage has the largest influence on the system efficiency followed by the
current density, which also results in a voltage change according to the polarization curve. A
10 % reduction of the voltage results in 8.5 %-points or 12.3 % change while a similar increase
in voltage results in 7 %-points or 10 % efficiency reduction. Reducing the current density by
10 % achieves 1 %-point higher efficiency at almost 10 % reduced power density.
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Figure 6.1: Load curves for AEC
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Figure 6.2: Full load exergy efficiency sensitivity analysis for AEC
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Parameter Value Source
Design cell current density 2A/cm2 [12]
Design cell voltage 1.73 V result
Design stack operating temperature 80 ◦C [12]
Design cell pressure 25 bar assumption
Pump efficiency 0.8 [117]
Motor electric efficiency 0.95 [117]
Converter and transformer efficiency 0.97 [117]
Pressure drop in the cell 0.4 bar estimate
Pressure drop in the remaining components 0 bar assumption
Heat exchanger minimum temperature difference 10 K assumption
Heat transferred from stack to environment 0.5 % estimate
Cooling fluid supply temperature 70 ◦C assumption
Cooling fluid return temperature 75 ◦C assumption
Parasitic power loss 2 % [6]
Table 6.2: Overview of important parameters and assumptions for the PEM electrolysis system
The other investigated parameters show nearly no effect on the overall system efficiency.
The value for an increase of current density by 5 % and 10 % are based on an extrapolated
polarization curve and thus only limitedly reliable.
The load curves for changed voltage and current density shown in figure 6.1 show a similar
trend as those in the base case.
6.1.2 PROTON EXCHANGE MEMBRANE ELECTROLYSIS
The used diagram for the proton exchange membrane electrolysis process is shown in the
drawing on page 203 in the appendix. It is similar to the diagram for the alkaline electrolysis
process.
Filtered water enters the system at state point 1 at ambient pressure and ambient temper-
ature. It is then pumped to 20 bar in the feed water pump P-1 and pre-heated to 10 K below
the stack operating temperature in the heat exchanger HX-2. The water enters the proton ex-
change membrane cell stack EC-1 at the anode side where it is split according to the oxygen
evolution reaction 4.3. The cell stack operates at 20 bar and 80 ◦C with a design current den-
sity of 2 A/cm2. The hydrogen ions migrate through the membrane electrode assembly and form
hydrogen at the cathode according to the hydrogen evolution reaction 4.2. The oxygen and
hydrogen then exit the cell stack at points 4 and 7, respectively. They are cooled down in HX-3
and HX-1 and then dried in S-2 and S-1, respectively.
The cooling system is simulated in the same way as the system for the alkaline electrolysis:
water is pumped in P-2, enters the cell stack at 10, is heated up inside the stack, heats the
feed water in HX-2 and is cooled again inside of HX-4.
The electrical energy required for the electrolysis reaction is taken from the grid at E-1 and
transformed and rectified in E-2 to be fed into the stack at point 18.
Table 6.2 shows the assumptions made for the simulation.
The part-load operation mode is the same as for the alkaline electrolysis but since oxygen
can not migrate through the polymer membrane the part-load range theoretically reaches near
0 %.
The resulting efficiency curve for the PEM electrolysis system is shown in figure 6.3 for the
base case. A full load exergy efficiency of 69 % is reached and in part-load it increases up to
73 % around 30 to 43 % load. Afterwards it drops very low due to the parasitic loads of the
balance of plant as explained for the alkaline electrolysis system. Since a minimal power for
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Figure 6.3: Load curves for PEMEC
the balance of plant is required even if no hydrogen is generated the minimal part-load is larger
than 0 %.
Figure 6.4 shows the results of the sensitivity analysis for the previously described simu-
lation model. The results are similar to those discussed for the alkaline electrolysis system
with voltage and current density showing the largest influence while other parameters are
negligible.
Reducing the voltage by 10 % results in 8 %-points higher efficiency while a reduction by
the same amount results in around 6 %-points reduced efficiency. A current density decrease
by 10 % results in only 1 %-points efficiency increase while a current density increase by the
same amount yields almost 3 %-points less exergy efficiency.
The part-load efficiency curves shown in figure 6.3 again show similar trends as in the base
case.
6.1.3 SOLID OXIDE ELECTROLYSIS
The model for the solid oxide electrolysis is different from the previously described electrolysis
processes. Its diagram is shown in the drawing on page 204 in the appendix.
Filtered water enters the system at point 1 and is mixed with recycled water from the cath-
ode side in mixer M-1. The water is then pumped in P-1 to the operating pressure of 20 bar.
To use as much heat from as many sources as possible, the temperature of the water entering
the heat exchangers needs to be at as low a temperature as possible, to achieve the largest
temperature gradient. To this end, the feed-water is split in S-1 according to the amount of
heat available. The stream going to the cathode heat recovery steam generator HX-3 is about
41 %. Another part of the feed-water is led to the anode heat recovery steam generator HX-4
and amounts to 16.8 %. The remaining water is led to the hydrogen compression unit T-1.
The compressor units heat exchangers for inter-cooling between the compression stages are
depicted with only one heat exchanger. The amount of stages required is determined by the
pressure ratio that needs to be reached and this simplified illustration allows one drawing for
all possibilities. The number of stages also determines the heat transferred to the feed-water
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Figure 6.4: Full load exergy efficiencies for PEMEC
Parameter Value Source
Design cell current density 0.8 A/cm2 [13]
Design cell voltage 1.26 V result
Design stack operating temperature 805 ◦C [13]
Design cell pressure 20 bar assumption
Steam Utilization 0.8 [13]
Pump efficiency 0.8 [117]
Motor electric efficiency 0.95 [117]
Converter and transformer efficiency 0.97 [117]
Pressure drop in the cell 0.5 bar estimate
Pressure drop in the remaining components 0 bar assumption
Heat exchanger minimum temperature difference 10 K assumption
Heat transferred from stack to environment 1.5 % estimate
Parasitic power loss 3 % [6]
Table 6.3: Overview of important parameters and assumptions for the solid oxide electrolysis
system
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Figure 6.5: Load curves for SOEC
but in the reasonable pressure ratio ranges it is never enough to reach the boiling point. After
the feed-water stream is preheated and all remaining heat sources are used the remaining
heat required for steam generation is provided by an electrical boiler E-4. If the hydrogen is not
considered to be compressed the heat transferred from the compression unit is simply zero
and more heat needs to be provided by the electrical boiler. All three streams are then rejoined
in the mixer M-1. The required steam temperature is determined iteratively through an energy
balance over the electrolysis stack EC-1.
Before the feed-water enters the stack a part of the generated hydrogen is considered to be
fed back into the steam as a reduction agent in M-2 [13] to prevent degradation. This is usually
3 %-vol. The fluid then enters the electrolysis cell stack at the cathode, where the water is split
and molecular hydrogen is formed. Oxide ions migrate through the ceramic and form oxygen
at the anode. Since not all steam can be used in the electrolysis cell stack [13] a mixture of
hydrogen and steam exits the cathode. The amount of steam used is the steam utilization rate
SU similar to the fuel utilization rate in fuel cell applications. The steam utilization rate in this
simulation is SU = 0.8.
The oxygen exits the electrolysis cell stack at state point 23, heats the feed water in HX-4
and exits the system at point 24. It can either be stored for later use or be vented to the
environment.
The hydrogen-steam mixture exits the stack at point 13 and also heats feed water in HX-3.
The remaining steam is condensed and added to the feed water stream.
The remaining hydrogen is split at S-1 into a recycled amount to be fed into the feed water
and the produced hydrogen that is then put into the compression unit T-1, where its pressure
is increased. This increase depends on the following process steps. This is usually storage in
an underground cavern at 200 bar.
The recycled hydrogen needs to be compressed in T-2 and heated in E-3 to then be injected
into the feed water at M-2.
The required electrical energy for the steam electrolysis is taken from the electricity grid at
28 and then transformed and rectified inside of E-2 to be fed into the electrolysis cell stack at
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Figure 6.6: Full load exergy efficiencies for SOEC when generating compressed hydrogen
27.
To keep the operating temperature of the solid electrolysis cell stack constant, electrical
heating is required. The whole system design aims to recuperate as much heat as possible in
order to reduce the required electric power. The inlet temperature of steam is determined by
an iterative energy balance over the whole stack.
The assumptions for important parameters of the system are shown in table 6.3.
In figure 6.5 the efficiency curve for the solid oxide electrolysis system is shown. The exergy
efficiency at full load is about 84.5 % without any external heat being used2. Unlike the other
electrolysis systems its efficiency drops as soon as the load falls below the design point. This
happens because an electrical heating system needs to supply heat to keep the cell at its
operating temperature. If the voltage drops at reduced current density, the relative amount of
electrical energy put into the cell decreases and needs to be supplied as heat. If the heat can
be supplied by other means but electrical heating, e.g. with a high temperature heat pump,
the efficiency would increase. The decrease in efficiency is accordingly caused by constant
power requirements for the balance of the plant.
The curve ends at about 20 % load due to simulation instabilities caused by too large tem-
perature differences between the cell and its ingoing fluids.
Similar to the effect that causes the solid oxide electrolysis system to decrease in efficiency,
changing the operating parameters causes nearly no change in exergy efficiency as shown in
figure 6.6. The largest change occurs due to a change of voltage by -10 % resulting in about
0.5 %-points increase in efficiency. A change in voltage, either due to changing current den-
sity, operating temperature or directly, results in an increased power required in the electrical
heating system and thus causes nearly no efficiency change. Furthermore, any extra heat gen-
erated due to less efficient devices is saved in the electric heating system. Only the efficiency
of the heat exchangers and energy dissipation that cannot be recuperated are actual sources
of increased losses.
2This includes previously explained heat from compression.
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Parameter Value Source
Reactor temperature 320 ◦C [68]
Reactor pressure 15 bar [68]
Yield after reactor 0.95 [68]
Pump efficiency 0.8 [117]
Motor electric efficiency 0.95 [117]
Pressure drop in the reactor 0.1 bar estimate
Pressure drop in the remaining components 0 bar assumption
Heat exchanger minimum temperature difference 10 K assumption
Cooling fluid supply temperature saturated design
Cooling fluid return temperature saturated design
Heat transferred from reactor to environment 1.5 % estimate
Parasitic power loss, including gas cleaning 5 % estimate
Table 6.4: Overview of important parameters and assumptions for the methanation system
6.2 STORAGE
Methanation, compression and liquefaction are the investigated storage paths and their respec-
tive simulation approaches are described in the next section.
6.2.1 METHANATION
The methanation process is simulated according to the diagram given in the figure on page 206
in the appendix. Hydrogen and carbon dioxide enter at points 1 and 3, respectively, and are
compressed in their respective compressor before they are mixed together in mixer M-1. The
gas mixture is preheated in heat exchanger HX-1 up to 134 ◦C and then enters the reactor R-1 at
point 6. The gases react and the gas exits the reactor at point 7 with a methane concentration
of 29.3 %-mass. The gas is cooled in heat exchanger HX-1 and steam generated during the
process is condensed in HX-2 and all remaining water, steam, hydrogen and carbon dioxide
is considered to be removed in the generic separator3 S-1. The purified methane exits the
system at point 10 while the remains are removed at point 11.
To cool the reactor during the exothermic reaction, water close to its boiling temperature is
brought into the system at point 12 and pumped in pump P-1. It enters the reactor at point 13
and is evaporated inside of it to keep a uniform temperature profile inside of the reactor. The
steam exits the reactor and the system at point 14. The steam is condensed or used outside
of the system.
Important assumptions for the model of the methanation are shown in table 6.4.
The overall exergy efficiency of the methanation process is given by
ηmeth,ex =
ex10
ex1 + ex3 + exel
(6.2)
with the electric power required for the plant consisting of the power for the compressors and
pump as well as power to control the plant and the separation device assumed to be 5 % of
the exergy influx associated with the hydrogen stream4.
3This is usually a pressure swing adsorption unit.
4This value was determined by fitting the efficiency to existing plants and appears plausible considering pressure
swing adsorption is required for gas cleaning.
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6.2.2 COMPRESSION
Compression of hydrogen or methane is assumed to be done with large reciprocating com-
pressors with an isentropic efficiency of 0.8. The gas is stored in high pressure salt caverns at
200 bar and thus multi-stage compressors with inter-cooling are required. Their part-load effi-
ciency is assumed to be identical to their full-load efficiency either by changing the revolution
speed [117], utilizing multiple compressor cascades or by using an intermediate pressure stor-
age to operate the compressors only when required depending on the mass flow of generated
hydrogen.
6.2.3 LIQUEFACTION
To determine the losses occurring during hydrogen liquefaction the values given by [80] for a
novel highly efficient hydrogen liquefaction process of 6.74 kW/kg were used. These are only
correct for inlet hydrogen of 20 bar and in full load. Because no verified part-load efficiencies
for the process are available, the facilities are assumed to always operate in full-load. This is
enabled by using a temporary hydrogen storage tank during low hydrogen production rates and
operating the liquefaction facility once the storage is full.
6.3 TRANSPORT
The compressed hydrogen and methane are considered to be transported by a gas grid while
the liquefied hydrogen is assumed to be transported by trailers. The assumptions for both
options are described in this section.
6.3.1 GAS GRID
For both the hydrogen and natural gas grid the exergy losses due to transport are caused by
the pressure drop in the pipelines due to friction between the gas molecules and the gas and
the boundary walls. This pressure drop generally increases with smaller inner diameters and
increasing length. Recompression stations that burn a part of the transported gas to power
their compression turbines, are built every 100 to 200 km of pipeline for transportation over
land. Since it is unclear where exactly the hydrogen is going to be produced and how far away
the utilization is going to occur, it is difficult to quantify the losses. However, the difference
between the storage pressure in the salt cavern and the inlet gas pressure at the utilization
site will always be the same. This pressure drop will be in part due to throttling or expansion
to reach the lower pressure level depending on the pipelines’ admittance and in part due to
transportation of the gas itself. It is used as an indicator for the pressure loss and thus exergy
destruction due to transport.
6.3.2 TRAILER
The losses associated with hydrogen transportation in a trailer are estimated by assuming a
large truck with 45000 l capacity. The truck is considered to require 35 l of diesel per 100 km.
The energy density of liquid hydrogen is eLH2 = 10.1 MJ/ l and the energy density of diesel is
eLH2 = 38.7 MJ/ l. Setting both values in relation, the diesel-bound energy required to transport
the hydrogen-bound energy is 0.000028 1/km which results in 2.8 % of hydrogen energy in the
tank required for transportation over 1000 km or a so-called efficiency of 97.2 %. If the more
reasonable distance of 100 km needs to be overcome, the efficiency rises up to 99.72 %
based on the transported hydrogen. Furthermore, this result is difficult to bring into an overall
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Figure 6.7: Load curves for CCGT using different fuels
exergy balance when considering a hydrogen process chain to store energy since the diesel is
an external exergy source.
Recently, new developments in PEM fuel cells for heavy duty applications have been made.
Hydrogen-powered trucks can become a realistic alternative to diesel. However, the technology
is still too immature for this analysis [132], [133].
This estimation also disregards any losses due to hydrogen evaporation which is reasonable
to assume due to the short transport distance and time.
6.4 UTILIZATION
In this section the results of the models used for combined cycle gas turbines, low and high
temperature PEM fuel cells and solid oxide fuel cells are described. Different fuel compositions
are used including hydrogen, methane and a mixture of hydrogen and methane.
6.4.1 COMBINED CYCLE GAS TURBINE
The combined cycle gas turbine processes are simulated in thermoflow as explained in 5.2.
The nozzle area was increased by 4 % and 11 % for the hydrogen-methane mixture and pure
hydrogen, respectively. The pressure ratio and mass flow in the air compressor are 16.66 and
626 kg/s for pure methane, 16.61 and 607.4 kg/s for hydrogen-methane mixture, and 16.65 and
578 kg/s for hydrogen.
The mass flow of high pressure steam that is taken from the steam cycle and injected into
the hydrogen combustor is iteratively determined to keep the final NOx concentration after
treatment below 40 ppm. The steam mass flow for the hydrogen-methane mixture turbine is
8 kg/s while the mass flow for the hydrogen turbine is 28 kg/s.
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Figure 6.8: Load curves for CCGT turbines using different fuels (GT..gas turbine, ST..steam tur-
bine)
In figure 6.7 the resulting exergy efficiency curves based only on electrical power and ingoing
fuel exergy are shown. They start at 58.3 % (methane), 57.7 % (mixture) and 56.0 % (hydro-
gen) efficiency and fall off at part load to 42.7 %, 39.6 % and 39.3 %, respectively. Load range
is different due to the restrictions given by the simulation program to ensure realistic operation
and the load steps for the part load simulation were 5 % of full load. The different slopes of
the efficiencies are mainly due to the steam injection. This can be explained by showing the
efficiencies of the gas and steam turbines depending on their load which is depicted in figure
6.8. Since the steam mass flow is taken from the very efficient high pressure steam turbine
and put into the relatively less efficient gas turbine, both the power of the steam cycle and the
efficiency of the whole process during part load drop off.
ELECTRICITY GRID
Losses in the electricity grid need to be taken into consideration when large, centralized power
plants such as combined cycle gas turbines are considered. Although they can sometimes be
found in the middle of large cities like Dresden [134] it is more likely that hydrogen powered
gas turbines will be built near salt caverns that store large amounts of compressed hydrogen
[76]. To estimate the losses occurring in the high voltage power transmission grid the average
losses in the German grid from 2012 of 4 % were used [135] [136]. This value includes all
losses between supply and distribution points as well as distribution to the consumers and
even pilferage.
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Parameter Value Source
Design cell current density 0.6A/cm2 [15]
Design cell voltage 0.74 V result
Design stack operating temperature 80 ◦C [15]
Design cell pressure 1.5 bar assumption
Fuel Utilization 0.9 assumption
Air-to-fuel ratio, hydrogen 2 design
Air-to-fuel ratio, methane 3.4 design
Pump efficiency 0.8 [117]
Blower efficiency 0.8 [117]
Motor electric efficiency 0.95 [117]
Converter and transformer efficiency 0.97 [117]
Pressure drop in the cell 0.1 bar [137]
Pressure drop in the remaining components 0 bar assumption
Heat exchanger minimum temperature difference 10 K assumption
Heat transferred from stack to environment 0.5 % estimate
Parasitic power loss 2 % [6]
Table 6.5: Overview of important parameters and assumptions for the LT-PEM fuel cell system
6.4.2 PROTON EXCHANGE MEMBRANE FUEL CELL
In the following the low and high temperature PEM fuel cell system models are described and
analysed.
LOW TEMPERATURE PEMFC
The simulated low temperature proton exchange membrane fuel cell system depends on the
fuel that is used in the process. It can either be compressed gas hydrogen, liquefied hydrogen
or methane, as outlined in the previous sections.
COMPRESSED GAS HYDROGEN
The simplified process diagram for a low temperature PEM fuel cell operated with compressed
gas hydrogen is given on page 207 in the appendix.
The hydrogen enters the system at point 1 and is compressed to 1.5 bar in the compressor
T-2. It is assumed that the hydrogen is taken from a low pressure grid to allow comparability
between the different fuels. If hydrogen is supplied at a higher pressure then no energy is
required to reach the operating pressure. It is still called compressed gas hydrogen because
the considered storage option was in a salt cavern. The hydrogen is humidified in M-2 with
water in point 5 to prevent exceeding 100 % humidity at the anode exit [6] and to ensure a
humid fuel cell. This is not a component of real fuel cells but for simulation purposes it is
necessary to bring water into the fuel stream because the water handling inside the fuel cell is
not modelled. This water can also be obtained from the electrodes’ off-gas and no extra water
is required. Furthermore pumping the water requires very little power and has a negligible
effect on the resulting exergy efficiency.
The humidified hydrogen is pre-heated up to 70 ◦C to reduce the temperature gradient over
the fuel cell. Recycled hydrogen is added in M-3 and at point 7 the fuel is fed into the anode of
the fuel cell where it is split into hydrogen ions that migrate through the membrane electrode
assembly. To reduce concentration losses the fuel utilization is defined to be 90 %. The
remaining fuel exits the anode in point 8 and excess water is removed. Since the anode
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off-gas is not contaminated the whole gas can be recycled in M-3 if the pressure drop that
occurred in the cell is overcome with the blower T-3.
Air from the environment is used to provide oxygen for the reaction the air number is chosen
to be λ = 2 to provide enough oxygen to prevent concentration losses but also not too high to
keep the energy required by the air blower at a minimum. The air enters through a filter and
is introduced into the system at point 11 after which it is compressed in T-1. The air is also
humidified and preheated in a membrane humidifier for fuel cells M-1 that uses a portion of
the water generated in the fuel cell itself. The humidity at the inlet into the cathode side of the
fuel is chosen so that the cathode off-gas humidity is between 0.8 and 1. The oxygen reacts
with the hydrogen ions at the cathode and water is formed. The gas then exits the cathode
and humidifies the inlet air. Afterwards the remaining heat of the cathode off-gas is used for
the combined heat and power system in heat exchanger HX-3.
The fuel cell is cooled with a water cooling loop. Water is pumped in P-2 and enters the fuel
cell at point 17. In the fuel cell it is heated to 5 K below the fuel cell operating temperature
and exits the cell at point 18. After preheating the fuel in HX-1 its remaining heat is used for
the combined heat and power system in HX-2. To prevent large temperature gradients inside
of the fuel cell the water is cooled down to 70 ◦C at point 20.
The electrical energy generated in the fuel cell is transferred at point 24 to the inverter and
transformer system E-2. At point 25 it is fed into the electricity grid connection.
The combined heat and power system is heated with waste heat from the fuel cell and
the cathode off-gas. The water enters the system at point 21 and is heated in the two heat
exchangers HX-2 and HX-3. Its return temperature is considered to be 60 ◦C and its supply
temperature is 80 ◦C. The pump for the water is assumed to be out of bounds of the model
because it is out of the scope of this analysis how far the water needs to be transported i.e.
how big the district heating system needs to be.
Table 6.5 shows the assumed parameters for all low temperature PEMFC systems while
table 6.6 shows the parameters for the high temperature systems.
For part-load operation, the fuel cell stack is assumed to operate at lower current densities.
This determines reduced fuel and air mass flows at a constant air ratio as well as changed
efficiency in the balance of the plant.
The exergy efficiency over the load of the described system is shown in figure 6.9 for the
base case and for a change of ± 10 % of voltage and current density. The efficiency slightly
increases until about 40 % of load are reached and then drops rapidly. For the base case the
maximum efficiency is 55 %. This is due to an increase in cell efficiency due to higher voltage
with lower power. After the maximum the efficiency drops because the increase in voltage
is counteracted by the relative increase in power demand for balance of plant systems. All
curves show a similar slope. The relative efficiency difference between ± 10 % voltage is
constant until about 10 % of load. The effect of the change of current density is decreasing
with decreasing load. This is also due to the fact that the power required for the balance of
plant becomes relatively higher compared to the power of the cell stack.
In figure 6.10 the results of the full-load sensitivity analysis for the discussed system is
shown. The system efficiency at full load is 52.7 %. The largest influence is shown by the
voltage. A change of ± 10 % results in % 6 %-points of system exergy efficiency. The second
largest influence is the current density which results in ± 0.8 %-points when changed by ±
10 %.
LIQUEFIED HYDROGEN
The model for liquefied hydrogen as a fuel for low temperature PEM fuel cells is very similar
to the one for compressed gas hydrogen described in the previous section. The diagram is
shown in the drawing on page 208 in the appendix. The only difference is that no hydrogen
compressor is needed because the required hydrogen is pushed out of the tank by evaporating
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Figure 6.9: Load curves for LT-PEMFC using compressed hydrogen
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Figure 6.10: Full load exergy efficiencies for LT-PEMFC using compressed hydrogen
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some of the liquid hydrogen. This can also be used to increase the pressure in the tank to the
desired level.
The results of the sensitivity analysis are similar to those for an LT-PEMFC with hydrogen
and shown in figures 6.9 5 and 13.3 in appendix I.
METHANE
The process design for a fuel cell operated with another fuel than hydrogen is significantly
more complex because the fuel needs to be reformed first to provide hydrogen. In the P&I
diagram on page 209 in the appendix the process layout is shown.
Pure methane enters the system at point 1 and its pressure is increased in the blower T-2.
In the mixer M-1 air is added to the fuel stream and in HX-1 the mixture is preheated to 167◦C
as required for the partial catalytic oxidation reactor. After the PCOX reactor the gas enters
the next heat exchanger HX-2 to evaporate the water required for the following water-gas shift
reaction in reactor R-3. The reacted gas then again is cooled down by the cooling system in
HX-3 and enters the final reforming step in reactor R-4 where the preferential oxidation reaction
takes place to reduce the carbon monoxide content below 5 ppm. After this the reformate is
again cooled down in HX-4. Before the gas enters the anode side of the fuel cell the recycled
anode-off gas is added to the stream.
Only hydrogen reacts at the anode inside of the fuel cell and the fuel utilization is again
considered to be 90 %. The remaining gas exits the anode-side and 10 % of the gas are split
off in S-3 to be re-compressed in T-3 and re-fed to the fuel stream in M-2. The remaining
anode off-gas is fed into the catalytic burner R-1 to burn all remaining combustible substances.
The heat is also used to preheat the fuel in heat exchanger HX-1 and afterwards transfer its
remaining usable heat in HX-5 towards the combined heat and power system before exiting
the system at point 16.
Filtered water required for the water-gas shift reaction enters the system at point 17 and
is pumped to the required pressure in P-1. In HX-2 it is vaporized by the heat of the already
reformed fuel and then enters the water-gas shift reactor R-3.
Air is required for the partial catalytic oxidation, the preferential oxidation and inside the fuel
cell itself. It is filtered and enters the system at point 20 and is compressed to the required
pressure in T-1. At S-1 the air required for the PCOX reaction is split from the remaining stream
and it is mixed with the fuel in M-1. The remaining air mass flow is split again at S-2 to provide
oxygen for the preferential oxidation reaction in R-4. Afterwards only the air required for the
fuel cell is left. It is humidified and heated in the membrane humidifier M-1 and then fed into
the cathode side of the fuel cell after point 24. At the cathode the oxygen of the air reacts with
the hydrogen transported through the membrane and forms water. The cathode off-gas exits
the fuel cell again at point 25 and humidifies and heats the ingoing air in M-1. The off-gas is also
used to cool the water-gas shift reactor R-3 to keep it at its operating temperature. Afterwards
the remaining air is used to burn the remaining combustible substances in the catalytic burner
R-1.
The fuel cell is cooled by a water cooling system. The water is pumped in P-2 and enters
the fuel cell after point 32 with a temperature difference of 10 K compared to the fuel cells
operating temperature. The water is then used to cool the reformate in HX-4 and also cool
the preferential oxidation reactor R-4 as well as the gas entering the PrOX reactor in HX-3.
Afterwards it is used to heat water in the combined heat and power systems’ second heat
exchanger HX-6. At point 37 the water is recycled into the pump of the cooling loop.
The water heated in the combined heat and power system enters the system at point 38 at
its designed return temperature of 60 ◦C and is then heated in the two aforementioned heat
5The efficiency for compressed gas hydrogen and liquid hydrogen is nearly identical
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Parameter Value Source
Design cell current density 0.3A/cm2 [16]
Design cell voltage 0.64 V result
Design stack operating temperature 170 ◦C [16]
Design cell pressure 1.5 bar assumption
Fuel Utilization 0.9 assumption
Air-to-fuel ratio, hydrogen 2 design
Air-to-fuel ratio, methane 3 design
Pump efficiency 0.8 [117]
Blower efficiency 0.8 [117]
Motor electric efficiency 0.95 [117]
Converter and transformer efficiency 0.97 [117]
Pressure drop in the cell 0.1 bar [137]
Pressure drop in the remaining components 0 bar assumption
Heat exchanger minimum temperature difference 10 K assumption
Heat transferred from stack to environment 0.5 % estimate
Parasitic power loss 2 % [6]
Table 6.6: Overview of important parameters and assumptions for the HT-PEM fuel cell system
exchangers HX-5 and HX-6 to its supply temperature of 80 ◦C before it exits the system at
point 40.
The electrical energy supplied by the fuel cell is conducted at point 41 and then inverted and
transformed in E-2 before it is fed into the grid at E-1.
The part-load strategy is similar to a PEM fuel cell supplied with hydrogen. The reforming
system operates at the same efficiency.
Figure 13.5 in appendix I shows the results of the sensitivity analysis for the described
low temperature PEM fuel cell system operated with methane as fuel. The full-load exergy
efficiency is about 34.8 %. The results are similar to those for an LT-PEMFC system operated
with hydrogen.
HIGH TEMPERATURE PEMFC
The simulation models for the HT-PEMFC systems are equal to those for the LT-PEMFC sys-
tems. The difference is that instead of water a thermal oil is used for the cooling of the fuel
since water would evaporate at the increased temperature. Furthermore the methane reform-
ing system for a high temperature PEMFC does not require a preferential oxidation reactor
since this type of fuel cell is more resistant to carbon monoxide. Important parameters for the
simulation are shown in table 6.6
The exergy efficiency curves resulting from the simulations of the fuel cell systems with
different fuels are shown in figure 6.11. The full-load exergy efficiencies are 44.6 % and 30 %
for hydrogen or liquid hydrogen and methane, respectively. The reformation of methane and
its inherent exergy destruction are the reason for the lower exergy efficiency compared to the
utilization of pure hydrogen. This includes the occurring reactions as well as the required heat
exchangers, blowers and pumps. The curves show a similar part-load behaviour compared to
low temperature PEM fuel cells with the maximum efficiency occurring at about 40 % with
48.8 % and 34.5 % exergy efficiency for the three different fuels, respectively.
The absolute efficiency difference between LT and HT curves is larger for pure hydrogen
systems compared to methane systems. However, the relative difference is almost the same
at ηLT−PEMFC = 1.17 · ηHT−PEMFC for methane and 1.18 for pure hydrogen. The difference
between both can be explained by the difference in the reforming system, i.e. the preferential
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Figure 6.11: Load curves for PEMFC using different fuels, the curves for CgH2 and LH2 are
almost identical
oxidation reactor that is not used in an HT-PEMFC system. The reactor requires air that needs
to be compressed which reduces the overall efficiency. The difference has to be a constant
relative difference since it results from different voltages and current densities in the fuel cell
stacks which are the basis for all further losses in the balance of plant. Furthermore, this also
explains the reduced difference at decreasing loads. Since the HT-PEMFC system operates
at lower nominal current density, the reduced load also reduces the absolute power density
compared to an LT-PEMFC system. This brings the current densities of both kinds of systems
closer together resulting in reduced efficiency differences.
The results of the sensitivity analyses for each fuel are shown in figures 13.6 to 13.11 in
appendix I. The results are similar to those for the LT-PEMFC systems.
In figure 6.11 the exergy efficiency load curves of all PEMFC systems are shown. It is shown
that low temperature PEMFC systems show higher efficiency than high temperature PEMFC
systems. The exergy efficiency between hydrogen and methane as fuel are due to the anergy
generation in the reforming of methane.
6.4.3 SOLID OXIDE FUEL CELL
The simulated solid oxide fuel cell system is considered to be operated either by hydrogen or
methane. The liquid hydrogen option is not simulated explicitly because it can be expected
that, similar to the PEM fuel cell system described before, the efficiency does not change
considerably.
HYDROGEN
The used P&I diagram of a solid oxide fuel cell using hydrogen as fuel is shown on page 211 in
the appendix. Hydrogen enters the system at point 1 with ambient temperature and pressure
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Parameter Value Source
Design cell current density 0.6A/cm2 [17]
Design cell voltage 0.70 V result
Design stack operating temperature 700 ◦C [17]
Design cell pressure 1.5 bar assumption
Fuel Utilization 0.8 assumption
Pump efficiency 0.8 [117]
Blower efficiency 0.8 [117]
Motor electric efficiency 0.95 [117]
Converter and transformer efficiency 0.97 [117]
Pressure drop in the cell 0.1 bar [137]
Pressure drop in the remaining components 0 bar assumption
Feed air and fuel temperature difference to fuel cell stack 150 K design
Heat exchanger minimum temperature difference 10 K assumption
Heat transferred from stack to environment 1 % estimate
Heat transferred from burner to environment 0.5 % estimate
Parasitic power loss 2 % [6]
Table 6.7: Overview of important parameters and assumptions for the solid oxide fuel cell sys-
tem
and is then compressed in the blower T-2 up to 1.5 bar at point 2. It is humidified to 3 %-vol
humidity in M-1 and then preheated to 150 K below the fuel cells operating temperature in the
heat exchanger HX-3. In M-2 an optional recycled fuel stream is fed into the main fuel stream
before the fuel flows to the anode side of the fuel cell stack FC-1 at point 7.
Filtered water for humidification is brought into the system at point 3 and it is pumped in
P-1 before entering the humidified M-1. Similar to the hydrogen humidification explained for a
PEM fuel cell system in section 6.4.2 this is a simulation aid not necessarily required in a real
system and its effect on the systems efficiency is negligible.
Inside of the anode side of the fuel cell stack the hydrogen reacts with the oxygen ions
transported through the fuel cells ceramic electrolyte. The anode off-gas exits the stack at
point 12 heated up to the fuel cell stacks operating temperature. Since the fuel cell uses
fuel according to its fuel utilization of FU = 0.8, a fraction of the off-gas can be recycled to the
ingoing fuel stream in the splitter S-1. This amount is considered to be 20 % of the overall mass
flow. The remaining off-gas is fed to the catalytic burner R-1. The split off-gas is re-compressed
in the high temperature blower T-3 to be fed into the fuel stream in M-2.
The required air is filtered in filter F-1 and enters the air blower T-1 at point 8. It is com-
pressed to the same pressure as the ingoing fuel and pre-heated to 150 K below the operating
temperature of the fuel cell stack in the heat exchanger HX-10. At point 10 it enters the cathode
side of the fuel cell stack FC-1 where the oxygen migrates through the electrolyte to combine
to water at the anode side. The remaining air exits the stack at point 11 at cell stack tempera-
ture and then enters the catalytic burner R-1. The air is used as the cooling medium for a solid
oxide fuel cell system. The air amount is determined by an energy balance over the fuel cell as
shown in equation 5.7.
Inside the catalytic burner all remaining combustible substances are burned and the flue
gas leaves the burner at point 16. After pre-heating both the hydrogen and the air in heat
exchangers HX-3 and HX-2, respectively, the flue gas enters the combined heat and power
heat exchanger HX-1 and exits the system at point 19.
The electricity generated by the fuel cell stack exits the stack at point 20, is inverted and
transformed in E-2 and fed to the grid at E-1.
The water of the combined heat and power system enters the system at return temperature
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Figure 6.12: Load curves for SOFC with or without anode off-gas recycling and different
amounts of internal reforming
60 ◦C at point 22, is heated in the heat exchanger HX-1 to 80 ◦C and then exits the system at
point 23.
In table 6.7 the assumed parameters for the solid oxide fuel cell systems are shown. The ful-
l-load efficiency is calculated as 44.8 % in the configuration with an anode off-gas recirculation
system.
The part-load strategy used for the considered solid oxide fuel cell systems is a constant
cell temperature at all load points to keep temperature gradients and thermal stresses which
cause degradation minimal. Accordingly, decreasing the load causes relatively more energy
to be converted to electric energy due to an increase in voltage and relatively less into heat
energy. The air stoichiometry needs to decrease because less heat is available to heat the fluid
to the same temperature and to keep the energy balance [138].
In figure 6.12 the load curves for solid oxide fuel cell systems with hydrogen as fuel and
with or without anode off-gas recycling are shown. The system with 20 % mass flow recycling
is about 3 %-points more efficient during full load operation. The slope of the curves during
part-load operation is similar to that of PEMFC systems, although with a steeper slope. This is
due to a relatively larger increase in voltage at decreased current density. The highest efficiency
of 57 % is reached at around 50 % part-load. The distance between the curves with and
without recycling changes due to the increased power required for the recirculation blower
according to the fan laws in equation 5.29 and following.
Figure 6.13 shows the load curves for the simulated solid oxide fuel cell system using hy-
drogen with recirculated anode off-gas for the design case as well as increased and decreased
voltage and current density. The slopes of all curves are similar. The lower the exergy effi-
ciency the more heat is produced inside the fuel cell. According to the heat balance, more air
is subsequently required for cooling. If the air stoichiometry is increased the simulation break
condition of an air stoichiometry below λ = 1.5 is reached. This boundary is required to avoid
increased concentration irreversibility in the fuel cell and to stay close to the conditions of the
used polarization curve.
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Figure 6.13: Load curves for SOFC using hydrogen, with anode off-gas recycling
-10 % -5 % +5 % +10 %
Cell voltage 0.85 0.92 1.07 1.15
Current density 1.03 1.02 0.99 0.98
Cell Temperature 1.00 1.00 1.00 1.00
Inverter efficiency 1.00 1.00 0.99 0.99
Preheating Temperature 0.98 0.99 1.01 1.01
Cell pressure 1.02 1.01 0.99 0.98
Fuel Utilization 1.02 1.01 0.99 0.98
Recycling mass flow 0.99 0.99 1.00 1.00
Recycle blower efficiency 0.99 1.00 1.00 1.00
Cell Pressure drop 1.00 1.00 0.99 0.99
Cell heat loss 0.99 0.99 1.00 1.00
Burner heat loss 1.00 1.00 1.00 1.00
Power for not simulated BoP 1.00 1.00 1.00 0.99
Electric motor 0.98 0.99 1.01 1.02
Blower efficiency 0.98 0.99 1.01 1.02
Pump efficiency 1.00 1.00 1.00 1.00
CHP return temperature 1.00 1.00 1.00 -
CHP supply temperature - 1.00 1.00 1.00
Heat exchanger temperature difference 0.98 0.99 1.01 1.02
Table 6.8: Sensitivity analysis for SOFC system with hydrogen as fuel and activated anode
off-gas recycling
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Figure 6.14: Full load exergy efficiencies for SOFC using compressed hydrogen, recirculation
activated
A comprehensive sensitivity analysis of all parameters of the simulated solid oxide fuel cell
system with hydrogen as fuel and activated anode off-gas recirculation is given in table 6.8.
The cell voltage shows the largest influence on the overall system efficiency with a voltage
reduction of 10 % showing only 85 % of the base case system efficiency while an increase
by the same amount also increases the efficiency by 15 %. This increase of course depends
on the used polarization curves and can be different for different fuel cell stacks. The cur-
rent density has the second largest influence on the overall system efficiency followed by the
heat exchanger temperature difference, preheating temperature difference, electric motor and
blower efficiency, fuel utilization and cell pressure with similar influence of around ± 2 % effi-
ciency change at ± 10 % parameter change. The CHP return and supply temperature, the heat
loss, the power required for the not simulated parts of the balance of plant, the pressure drop,
the inverter efficiency, the pump efficiency and the recycling systems efficiency and mass flow
parameters have a marginal influence on the overall exergy efficiency. This is due to the value
of the parameters in the design case and if e.g. the inverter efficiency would be 90 % instead
of 97 %, a 10 % relative change of the parameter would result in three times larger absolute
change which would in turn have a larger influence on the overall system. It should also be
noted that the cell temperature has no influence on the polarization curve in the simulation
because no additional data for this stack is available.
Figure 6.14 shows the exergy efficiency values for some parameters of the sensitivity anal-
ysis for the described fuel cell system. Values are similar to the parameters discussed for the
other process simulation models.
METHANE
On page 212 the diagram used to simulate a solid oxide fuel cell system with methane as fuel
is shown. To simulate different operating modes of the system in respect to the reforming
of methane, it is either possible to have all fuel be reformed in an external reformer, all fuel
113
reformed with internal reforming inside of the fuel cell itself, or to use a combination of both.
The fuel enters the system at point 1 at ambient conditions and is compressed in the blower
T-2 to 1.5 bar. Afterwards it is preheated in the heat exchanger HX-4 and then reaches the
splitter S-1 where, depending on the operating mode, portions of the fuel is either sent to the
external steam reformer R-1 or to the fuel cell FC-1. If fuel is reformed in the external steam
reformer it is mixed with steam in M-1 and then enters the reformer R-1 at point 8.
Filtered water enters the system at point 4 and is pumped to the required pressure in P-1.
The pumped water enters the steam generator HX-3 and exits as steam at state point 6.
Afterwards it is mixed with the fuel entering the external steam generator in M-1. If no fuel
is considered to be reformed externally the steam just passes through to point 9 without any
change in conditions and is mixed with the fuel in M-2.
In the reformer the steam methane reforming mixture reacts and the reformate exits the
reactor at point 9. Since the reaction is endothermic heat is provided to the reactor by the
catalytic burner. Furthermore, the concurrently occurring exothermic water gas shift reaction
also provides heat. The temperature inside the reactor is determined by a heat balance over
the whole reactor. The heat balance is solved by using an iteration loop. In the mixer M-2
unreformed fuel is added to the stream, if applicable, and then the gas enters the fuel cell
stack FC-1 on the anode side at point 10.
Filtered air enters the system at point 12 and is compressed in the blower T-1 before it is
heated to the required temperature in preheater HX-2. It enters the fuel cell stack FC-1 on
the cathode side at state point 14 at 1.5 bar and 200 K below the fuel cell stack operating
temperature in the design case.
Inside the fuel cell stack the oxygen ions are transferred from the cathode to the anode side
where they react with hydrogen. Furthermore, fuel is internally reformed at the anode side.
Thus, in contrast to the solid oxide fuel cell using hydrogen, both the air and the reforming
reaction are heat sinks for the fuel cell. Since the desired fuel cell operating temperature is
given, first the internal reforming reactions are simulated and then the energy balance of the
fuel cell is conducted to determine the required air mass flow. The fuel utilization is considered
to be 80 %.
The cathode off-gas exits the fuel cell at a lower pressure and fuel cell operating temperature
at state point 19 and then enters the catalytic burner R-2. The anode off gas exits with the
same temperature and pressure at point 15. If an anode off-gas recycling system is considered
the stream is split in S-2 according to the recycled fraction. Since the usable fuel cannot
be easily separated from the carbon dioxide and steam only a small fraction of fuel can be
recycled, in the design case it is considered to be 20 %. The recycled off-gas is considered
to be re-compressed in the high temperature blower T-3 and joins the fuel stream in M-2. A
high temperature blower is used instead of an injector for better part-load [131]. The remaining
off-gas enters the catalytic burner R-2.
In the burner the remaining combustible substances are completely reacted which results
in a temperature increase of the off-gas. The gas then enters the external steam methane
reforming reactor R-1, if applicable, and proceeds to pre-heat the fuel, the water and the air
in HX-4, HX-3 and HX-2, respectively. This order is chosen in ascending heat capacity to keep
the temperature of the off-gas high which results in high temperature differences in the heat
exchangers and thus smaller required heat exchanger areas. Finally, the remaining heat of the
off-gas is used in the combined heat and power systems’ heat exchanger HX-1 and it exits the
system at point 25.
The combined heat and power systems water enters the system at point 26 at return tem-
perature 60 ◦C and exits the system at point 27 at supply temperature 80 ◦C. The mass flow
is determined by a heat balance over the heat exchanger.
The electrical energy generated in the fuel cell stack at point 28 is fed to the inverter and
transformer system E-2 and is then fed into the grid at point 29.
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Figure 6.15: Full load exergy efficiencies for SOFC using methane, recirculation activated,
100 % bypass, data from [13]
Figure 6.12 shows the efficiency versus load curves for the different cases of reforming and
anode off-gas recycling. Anode off-gas recycling always shows better efficiency compared to
the systems without recycling. The load ranges for internally reforming cases are very small
but increase as the amount of externally reformed methane increases. This is due to the
limitations set for the air stoichiometry λ. Since the endothermic methane reforming reaction
cools the fuel cell stack as well as the air and the steam-methane mixture that is fed to the
fuel cell, the calculation of the heat balance in the fuel cell results in relatively lower air mass
flows compared to an operation with pure hydrogen. As more fuel is reformed outside of
the fuel cell the air stoichiometry number increases. Since a reduction in load increases the
voltage as shown by the polarization curve, more fuel energy is converted into electric power
and less into heat. Thus, heat produced relative to the load decreases and the air stoichiometry
number decreases. When it falls below a certain threshold of λ = 1.5, the simulation is stopped
because a high enough reagent amount needs to be provided to stay in the boundaries of the
polarization curve. Otherwise losses due to concentration irreversibilities (see section 5.1.1)
would become more prominent and the voltage given by the polarization curve would no longer
be representative for the real fuel cell system.
This can be counteracted by using a different part-load strategy like constant air stoichiom-
etry, which would result in reduced fuel cell temperature. This will decrease the voltage and
efficiency of the cell. Alternatively, a higher pre-heating temperature of air or fuel outside of
the fuel cell could be chosen. This, however, would require changing heat exchanger areas.
A similar relation between preheating temperature and efficiency can be observed in the
sensitivity analysis shown in figures 6.15, showing the sensitivity of parameters for a system
with activated anode off-gas recycling and internal reforming. The same can be observed in
6.16, showing the sensitivity of parameters for a system with external reforming and deacti-
vated recycling. The other sensitivity analysis diagrams are shown in the appendix on page
177 and following. The influence of the preheating temperature difference between the ingo-
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Figure 6.16: Full load exergy efficiencies for SOFC using methane, recirculation deactivated,
no bypass, data from [17]
ing streams and the fuel cell stacks operating temperature results in ± 1 %-points efficiency
at ± 10 % difference. This is due to increased or decreased power required in the blower to
provide air for the fuel cell system.
The stack temperature has the largest influence on the efficiency of the system because
it directly influences the voltage as well as the energy balance of the stack. Thus, a 10 %
decrease reduces the system efficiency from from 35.9 % to 26.9 % in figure 6.16. This result
is for a different stack [17] than used in the other analyses. The data for this stack includes
polarization curves for different temperatures. The other stack [13], however, provides data for
both electrolysis and fuel cell operation at the same temperature, which is needed to analyse a
reversible fuel cell in the following chapters. To provide comparable results in the final process
chains, the reversible stack data is used for all other analyses. If the temperature does not
change the polarization curve, i.e. the data for the reversible stack is used, a lower temperature
by -10 % increases the temperature from 46.7 % to 49.6 % as shown in figure 6.15. This due
to a reduced air flow required for cooling.
The second largest influence is the cell voltage itself where a reduction by 10 % reduces
the efficiency to 37.5 % or 28.6 %, respectively. A change in operating current density results
in a change in voltage as well with a resulting increase of efficiency at lower current densities.
However, this also reduces the power density of the cell stack and thus increases costs for the
system to achieve a certain nominal power.
The influence of the fuel utilization for both systems shown here is about 1 % point of
efficiency at ± 10 % change. While the absolute difference is almost identical, the relative
difference is not. The fuel utilization has a larger influence on a system without anode off-gas
recirculation compared to a system including recirculation. The reason for this difference is that
if the fuel utilization in the fuel cell stack is reduced, the fuel content of the off-gas increases.
If it is not recirculated, this increased content is lost. If a part of the anode off-gas is recycled,
then the reduced fuel utilization has a diminished effect, the extra fuel content in the recycled
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Figure 6.17: Load curves for SOFC using methane, with anode off-gas recycling, external re-
forming
stream is just kept in the circulation. In theory, if all off-gas could be recirculated, the fuel
utilisation would have no effect at all on the efficiency6.
In figure 6.17 the part-load sensitivity analyses for the cell current density and voltage are
shown compared to the base case. The slope of all graphs is similar,while the part-load range
is not. This is again due to the restrictions to the air stoichiometry as explained before. The
curves for the current density quickly get closer to the base case since the absolute difference
in current density decreases as the load decreases.
6Except for the power required for the recirculation blower.
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7 PROCESS CHAIN ANALYSIS
After the single processes were explained in detail in the previous chapter the complete pro-
cess chains for the different conceivable hydrogen generation, storage, transport and utilization
options are discussed. Both exergy efficiency and overall costs for full and part load operation
with the explained part load profiles are shown and discussed. Finally the sensitivity analysis
for the calculated overall costs is shown and discussed.
The analysed process chains are shown in table 7.1. Only one liquid hydrogen process chain
is simulated, because the conclusions drawn from the differences between compressed gas
and liquid hydrogen is the same for all types of fuel cells.
7.1 EXERGY EFFICIENCY
The exergy efficiency of the considered process chains is illustrated in normalized concate-
nated bar diagrams. First, an unconcatenated version of a single process chain for full load
operation is shown in figure 7.1. The depicted process chain consists of an alkaline electrolysis
cell system followed by a methanation reactor. The generated methane is compressed and
injected into the natural gas grid. A combined cycle gas turbine takes the methane from the
grid to generate electricity and heat. The electricity is then supplied to the transmission grid
while the heat is used in a local district heating system. The single bars represent the exergy
going into the single process. Since the output exergy of a process is equal to the input exergy
of the next process, the exergy efficiency of a single energy conversion process is the ratio of
the normalized exergy amounts (as shown by the bar lengths) of both processes
ηex,i =
lengthbar,i+1
lengthbar,i
(7.1)
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Figure 7.1: Full load exergy efficiencies for process chain 1.1.1 (AEC + methanation + compres-
sion (cavern) + natural gas grid + CCGT) from table 7.1
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Number Generation Storage Transport Utilization
1.1.1 AEC
Methanation + compression (cavern) Natural gas grid CCGT1.1.2 PEMEC
1.1.3 SOEC
1.2.1 AEC
Methanation + compression (cavern) Natural gas grid SOFC1.2.2 PEMEC
1.2.3 SOEC
1.3.1 AEC
Methanation + compression (cavern) Natural gas grid HT-PEMFC1.3.2 PEMEC
1.3.3 SOEC
1.4.1 AEC
Methanation + compression (cavern) Natural gas grid LT-PEMFC1.4.2 PEMEC
1.4.3 SOEC
2.1.1 AEC
Compression (cavern) Natural gas grid CCGT2.1.2 PEMEC
2.1.3 SOEC
2.2.1 AEC
Compression (cavern) Hydrogen gas grid CCGT2.2.2 PEMEC
2.2.3 SOEC
2.3.1 AEC
Compression (cavern) Hydrogen gas grid SOFC2.3.2 PEMEC
2.3.3 SOEC
2.4.1 AEC
Compression (cavern) Hydrogen gas grid HT-PEMFC2.4.2 PEMEC
2.4.3 SOEC
2.5.1 AEC
Compression (cavern) Hydrogen gas grid LT-PEMFC2.5.2 PEMEC
2.5.3 SOEC
3.1.1 AEC
Liquefaction Trailer LT-PEMFC3.1.2 PEMEC
3.1.3 SOEC
Table 7.1: Overview of analysed process chains
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where i is the process for which the exergy efficiency is to be determined and i+1 is the follow-
ing process. Thus, the exergy efficiency of the alkaline electrolysis process is 0.687 divided by
1 which equals 0.687. The difference to the efficiency of 0.695 as described in section 6.1.1
stems from the allocation of ingoing electric power to both the hydrogen generation as well as
the hydrogen storage process and the allocation of the exergy in form of the generated pure
oxygen stream as anergy (because the oxygen is not used).
The efficiency of the combined cycle gas turbine is the normalized amount of exergy for the
CCGT before transmission (0.305) divided by the normalized amount of exergy for the transport
with a gas grid (0.535) which equals 0.57. This is the same as described in section 6.4.1 for the
corresponding case. The exergy efficiency of the whole process chain up until this point can
be described as the ratio of the normalized amount of exergy (i.e. ingoing exergy) of the first
process, i.e. the alkaline electrolysis cell system, and the normalized amount of exergy before
transmission grid, which is 0.305 divided by 1, which equals 0.305. The overall efficiency of
the energy storage process chain is the remaining exergy after all processes shown in the
“Remaining” part of the stacked diagram, the rest is anergy.
The following diagrams concatenate the same information as described above for one pro-
cess chain into a single diagram for 10 different process chain groups. This allows an at-a-glance
comparison of all different options without any loss of information.
7.1.1 EXERGY ANALYSIS FOR FULL LOAD OPERATION
In figure 7.2 the full load exergy efficiencies of the considered process chains are shown. The
first concatenated bar plot represents the process chain previously discussed in the example
(AEC, methanation, compression, natural gas grid, CCGT, transmission grid). The following
two concatenated bars are the same process chain except for a different hydrogen production
process. The second plot uses a PEM electrolysis system and the last uses a solid oxide elec-
trolysis cell system. These three hydrogen production processes are always grouped together
when the identical following process chains are depicted.
The next three grouped concatenated bar plots all represent a methanation process following
the hydrogen production. The methane is injected into the natural gas grid and used in either
a low or high temperature PEM fuel cell system, or a solid oxide fuel cell system. Since the
reforming of methane is a significant source of exergy destruction, it is represented by its own
bar to emphasize its influence on the whole chain’s exergy efficiency.
All remaining process chain groups consider pure hydrogen with the first five considering
compressed gas hydrogen and the last one liquefied hydrogen. The first assumes hydrogen
being injected into the natural gas grid up to 30 %-vol. This is a higher amount than currently
admissible but is used here to illustrate the low difference in overall exergy efficiency compared
to a pure methane grid. The utilization of the natural gas-hydrogen mixture is considered to
occur in a combined cycle gas turbine. Note that while the gas turbine burns both natural
gas and hydrogen and shows the same exergy efficiency for both gas components, only the
exergy of the hydrogen component is considered. All exergy entering the system in the form
of natural gas is equal to the exergy of the heat and power generated with the natural gas plus
the produced anergy by using the natural gas. Thus, the additional exergy and anergy flows
into and out of the system boundaries are equal and have no effect on the process chain’s
exergy efficiency. The only influence, which is visible in this analysis, is that the changed fuel
influences the power plant’s performance.
The following four process chain groups all use pure hydrogen that is injected into a hydrogen
gas grid. They differ among each other in the hydrogen utilization processes. These are, similar
to those with methanated hydrogen, first a combined cycle power plant, then a solid oxide fuel
cell system and finally low and high temperature PEM fuel cell systems. The last process
chain group considers liquefied hydrogen that is used in a PEM fuel cell system. Because
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Figure 7.2: Exergy efficiency of the processes in full load operation, three grouped concate-
nated bar diagrams show the results for the process chains, the first in each group
is for alkaline electrolysis and marked with A, the second is PEM electrolysis and
marked with P and the third in each group is for solid oxide electrolysis and marked
with S
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the efficiency (and also overall cost) difference between a process chain using liquefied or
compressed gas hydrogen is small and very similar for all hydrogen generation and utilization
processes, the three depicted process chains suffice for this analysis.
The comparison of the full load exergy efficiencies of the process chains, as depicted in fig-
ure 7.2, shows large differences. The overall exergy efficiency ranges from 17.5 %1 to 43 %.
There are clear differences between the hydrogen generation, storage and utilization process
paths. The largest exergy destruction, or anergy generation, occurs during the hydrogen utiliza-
tion, as shown by the length of the red (or red and light blue in case of necessary reforming)
bars. The generation of hydrogen follows directly afterwards, storage is the third largest exergy
destruction step and the transportation of both the hydrogen and, if applicable, electricity are
minor exergy destroyers.
The exergy efficiency of the previous process steps is not influenced by the following ones
except for the concurrent use of electricity for hydrogen generation and storage. The reason-
ing behind this is that both steps occur simultaneously when a surplus of electrical energy is
available in the electricity grid. If electrical power is used in the electrolysis process the gen-
erated hydrogen also needs to be stored by using more electrical power. Since only a certain
amount of power is available, it needs to be shared between both steps. Because liquefaction
requires more power than compressing hydrogen which in turn needs more electrical power
than compressing methane, the power available for electrolysis varies accordingly. Thus, when
less electrical power is used in electrolysis, less anergy is generated in this step. This can
be observed by comparing the lengths of the bars for hydrogen generation for process chains
with methanation, compressed gas hydrogen and liquefied hydrogen. Although less exergy is
destroyed in the generation process, more is destroyed during the storage process and thus
the overall exergy efficiency is reduced.
Another important aspect is the influence of electrical power required for the storage process
on the overall hydrogen production. When more electrical power is required for the storage
process (e.g. liquefaction), overall less hydrogen is generated compared to a more efficient
storage process (e.g. compression).
The exergy destruction during transport is relatively small for all process chains that consider
using a gas grid. The loss only consists of pressure reduction from the 200 bar in the storage
cavern down to about ambient pressure in the low pressure part of the gas grid. Although it
is necessary to recompress the gas to transport it over long distances as described in section
4.3.1, the losses are very low compared to the overall transported chemical energy and are
accordingly neglected. Furthermore, a lot of the exergy destroyed due to decompression can
instead be saved by using expansion machines, which will be described further in the next
section.
While the losses when transporting gases are small, those associated with transporting
liquid hydrogen are large in comparison. This is due to the fact that the evaporation of the
hydrogen is considered a transportation loss in order to make the process chains comparable,
i.e. consider hydrogen at the same state which in this case is ambient temperature and pres-
sure, i.e. the environmental state. The losses due to transporting the liquid hydrogen with
a trailer are neglected because, as shown in section 6.3.2, they are in most cases less than
one percent of the overall transported exergy and furthermore an external energy carrier is re-
quired to drive the trailers. This leads to an extra input of exergy with the fuel of the truck and
an output of exergy and anergy due to exergy destruction in the engine and overcoming the
wind and rolling resistance. These flows must be equal or the system would violate the first
law of thermodynamics. Thus, the overall exergy in the hydrogen tank is not changed in any
way, when boil-off of liquid hydrogen is omitted. This can be assumed, because the transport
itself is only a short period of time. Also, the exergy destroyed in the transport step due to
bringing the hydrogen into the environmental state can be saved by utilizing the cryo exergy of
1All results are rounded to the next 0.5 %.
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the liquefied hydrogen.
The exergy destroyed when utilizing hydrogen consists of losses from (1) reforming a hy-
drocarbon, (2) energetic conversion and electricity generation and (3) electricity transmission.
The reforming step is obviously only necessary when considering a fuel cell that can not use
methane directly, i.e. PEM fuel cells, while gas turbines burn it directly and solid oxide fuel
cells are considered to reform it internally.
The loss due to energy transmission is only applicable when considering power plants far
away from the consumer, e.g. large combined cycle power plants next to hydrogen storage
caverns. Medium-sized combined heat and power plants close to an industrial or domestic con-
sumer only require energy distribution. Thus, the loss associated with energy transmission is
rather applicable for the combined cycle power plants and accordingly is only shown for them.
If these plants are instead built close to a consumer the exergy content before the destruction
in the energy transmission system can be considered for the overall exergy efficiency.
GENERATION
As discussed in the previous chapter, the exergy efficiency of a solid oxide electrolysis plant is
higher than that of an alkaline or PEM-based plant. The exergy efficiency for the generation is
69 % for alkaline electrolysis, 68 % for PEM electrolysis and 84 % for solid oxide electrolysis.
Alkaline and PEM electrolysis are similarly efficient while solid oxide electrolysis shows the
least exergy destruction. Note that so far no waste heat is utilized in the generation process.
This is going to be analysed in the next chapters.
STORAGE
The most efficient hydrogen storage option is compression of pure hydrogen with an overall
process chain exergy efficiency until storage of 68 %, when following alkaline electrolysis,
67.5 % when following PEM electrolysis, and 83.5 % when following solid oxide electrolysis.
In the following analyses this order of process chains will be kept. Slightly less efficient than
compression is the liquefaction of hydrogen with 64 %, 63 % and 76.5 %, respectively, and
the least efficient process chains are those with methanation after electrolysis with 54.5 %,
54 % and 67 %, respectively.
TRANSPORT
The losses associated with transport result in overall exergy efficiencies of 63 %, 62 % and
76 % for process chains with compressed hydrogen. If the compressed gas hydrogen is
used in a combined cycle gas turbine power plant without a fuel compressor the exergy chain
efficiency up to this point is 2 %-points higher. The chain exergy efficiencies for liquefaction
are 49.5 % , 49 % and 57 % and for process chains with methanation they are 53.5 %, 53 %
and 65.5 %.
The losses during storage and transport in processes chains with solid oxide electrolysis are
relatively higher, because more hydrogen is produced compared to low temperature electroly-
sis.
UTILIZATION
After the energy carrier is transported it is used in the different utilization processes. At first
the most efficient ones using compressed hydrogen are described. This is followed by the
liquefied hydrogen process chains and methanated hydrogen utilization being the last.
The highest process chain exergy efficiency or most remaining exergy or the ones with the
least created anergy (or destroyed exergy) in full-load operation are those with combined cycle
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gas turbine power plants shown in the fifth and sixth groups in figure 7.2. Those using the
hydrogen-methane mixture when injecting hydrogen into the natural gas grid (up to 30 %-vol.)
are the most efficient ones with 37 %, 36.5 % and 45 % overall exergy efficiency. Process
chains using pure hydrogen from a hydrogen gas grid follow directly afterwards with almost
equal efficiencies. CCGT power plants using a hydrogen-methane mixture remain the most
efficient even when considering the losses in the energy transmission grid associated with
remote power plants far away from the power consumption centres with 35.5 %, 35 % and
43 %, respectively.
Process chains using fuel cell systems with pure hydrogen are the next most efficient ones.
The LT-PEM fuel cell systems lead with 34 %, 34 % and 41.5 % followed by the SOFC systems
with 31 %, 30.5 % and 37.5 % and finally the high temperature proton exchange membrane
fuel cell systems with 29.5 %, 29.5 % and 36 % overall process chain exergy efficiency.
Process chains with liquefied hydrogen used in a PEM fuel cell system are the next most
efficient ones with 27 %, 26.5 % and 31 % exergy efficiency. The relative difference between
those process chains with liquefied hydrogen and compressed hydrogen is very similar for each
utilization process and thus only the ones with PEM fuel cells are given as an example 2.
The most efficient process chains with methanated hydrogen are, similar to compressed
hydrogen, those with combined cycle gas turbines. They reach efficiencies of 30.5 %, 30 %
and 37.5 % and again are more efficient than process chains with fuel cell systems even when
considering the electricity transmission grid with 29.5 %, 29.5 % and 36 %. Although all
process chains with fuel cells are similarly efficient the SOFC-based ones take the lead with
21 %, 20.5 % and 25.5 %, the LT-PEM follow with 20 %, 19.5 % and 24.5 % and the high
temperature PEM systems are the least efficient with 18 %, 17.5 % and 22 % overall exergy
efficiency. The reason why PEM fuel cell systems are less efficient with methane compared
to hydrogen is because of the reforming system and the reduced effect of the anode off-gas
recycling. Furthermore, the SOFC systems can utilize their waste heat to reform the methane
which is not equally well possible with PEM fuel cells due to the lower temperature level.
7.1.2 EXERGY ANALYSIS FOR LOAD FOLLOWING OPERATION
As explained before the considered systems will not constantly operate at full load but need
to follow the load according to the influx of renewable electrical energy. To simulate one year
of operation of each process chain the load profiles developed in section 5.7 are used. Each
of the 35.040 15 min intervals is assigned values for all relevant exergy flows according to
the previously simulated part-load behaviour of each process. The overall exergy efficiency is
then calculated. The results are presented in figure 7.3 in the same way as those for full load
efficiency were shown.
Each process shows a different part-load behaviour regarding both efficiency and load range.
Because a system can not operate with loads below its respective minimal load, each load
profile has to be adapted to the system. This leads to differences in e.g. the overall generated
hydrogen because a PEM electrolyser can reach lower loads than an alkaline electrolyser. How-
ever, this is not considered in the results here and only the actually used power is considered.
Additionally, a PEM electrolyser has a much lower efficiency at its lowest load than an alkaline
electrolyser at its respective lowest load. Accordingly, because the PEM electrolyser can oper-
ate in this low load, the efficiency there is also lower and the exergy efficiency of this process
will also be reduced by a larger amount.
The most efficient hydrogen production process is again the solid oxide electrolysis cell sys-
tem with an efficiency of 77.5 % (81 % for 3.1.33). However, its efficiency is lower than when
2This example was chosen because PEM fuel cells are also used in fuel cell electric vehicles and liquid hydrogen
is discussed as a possible energy carrier for this application
3Process chains 3.1.x show a higher efficiency for the electrolysis since a lot of electrical energy is required for
the liquefaction process and so less energy is available for the hydrogen generation which results in less exergy
124
operated only in full load. The alkaline and PEM electrolysis follow relatively closely with 72 %
and 70 % exergy efficiency, respectively. These values are slightly higher compared to those
during full load operation. The alkaline electrolyser is more efficient due to the larger flexibility
of the PEM electrolysis system, as outlined in the previous paragraph. The difference between
the low and high temperature electrolysis processes is much less than in load following oper-
ation compared to full load operation mostly because of the reduced efficiency of the SOEC
system.
The efficiencies of the storage and transportation processes are similar during load following
operation to those during full-load operation. The exergy efficiency for methanation process
chains are, again first for alkaline, then PEM and then solid oxide electrolysis, 57.5 %, 55.5 %
and 61.5 % (0.5 % more for CCGT operation due to higher feed-gas pressure to the burning
chamber), those for compressed gas hydrogen process chains are 69 %, 67.5 % and 74.5 %
for combined cycle gas turbines and 67 %, 65 % and 72 % for fuel cells, and the results for
the liquefaction storage process chains are 51.5 %, 50.5 % and 58 %. These results only differ
compared to those in the full load analysis due to the differences in the hydrogen generation
processes. A higher or lower efficiency during hydrogen generation again also reflects in the
energy that is required to store the increased or decreased amount of hydrogen and thus
increases or decreases the power required and resulting efficiency for this process step.
The overall exergy efficiency of the process chains are for methanation with a CCGT 29.5 %,
28.5 % and 31.5 % (roughly 1 % more if no electrical grid is considered), for a SOFC system
25.5 %, 25 % and 27.5 %, for a LT-PEMFC 23.5 %, 23 % and 25.5 %, and for a HT-PEMFC
22.5 %, 22 % and 24 %. For process chains with compressed hydrogen the resulting exergy
efficiencies are with a CCGT process with a pure hydrogen grid 33 %, 32 % and 35.5 % (2 %
more if the hydrogen is injected into the natural gas grid), for a LT-PEMFC system 37.5 %,
36.5 % and 40.5 %, for a SOFC system they are 39 %, 38 % and 42 %, and for a HT-PEMFC
system the efficiencies are 34.5 %, 33.5 % and 37 %. When using liquid hydrogen the overall
efficiencies are 29.5 %, 29 % and 31.5 % in combination with a LT-PEMFC system.
7.2 OVERALL COSTS
In addition to the exergy efficiency the overall costs for the process chains have been es-
timated. Exergy efficiency alone, although being an important parameter for a sustainable
energy system, can not be the sole deciding factor. The costs of an energy storage system
are possibly even more important for a broad infrastructure roll-out since only a cost efficient
system will be broadly accepted by industry.
7.2.1 COST ANALYSIS FOR FULL LOAD OPERATION
The results of the overall costs analysis for full load operation is shown in figure 7.4. The
plots are organized identically to those for exergy efficiency. The bars for the three electrol-
ysis options are grouped together for each storage and utilization pathway. At first the four
methanation pathways are shown, followed by the five pure hydrogen options with the liquid
hydrogen storage path being the last. Unlike the previous stacked bar plots the cost plots are
not normalized. They show the actual overall costs after each process chain step for the prod-
uct of that step (e.g. hydrogen, compressed hydrogen, electricity, ...). Since the costs of the
product of one process directly influence the costs of the product of the following process due
to the increased variable costs (equation 5.73), the costs of the product in the exactly same
process will vary according to e.g. the chosen electrolysis option and its associated costs.
being destroyed in this process compared to other storage options.
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Figure 7.3: Exergy efficiency of the process chains in load following operation during one year
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The bars represent the specific costs of the exergy stream going out of the process step.
Just like the exergy diagrams, the bars are laid over one another. The yellow bar for elec-
tricity is always 10 e/MW h, because no additional process has been gone through. The blue
bar represents the specific costs for the exergy of hydrogen after the generation process, i.e.
electrolysis, is performed. This continues until the last bar shows the specific costs for the
electrical exergy going out of the whole energy storage process chain.
All results are based on the exergy of the stream of matter exiting the process. Accordingly,
not only the heating value of hydrogen or methane is included in the per MWh costs, but also
possible existing physical exergy, such as the exergy of a compressed gas or the cryo exergy
of liquid hydrogen. This is relevant for the results of the storage processes. If a large stream of
exergy exits an electrolyser its cost per MWh is very high. When it is compressed its exergy
increases further but this time using the relatively low cost per MWh electrical exergy. This
can lead to very low increases or even decreases in cost due to the relative costs between the
ingoing exergy streams. However, once the hydrogen is transported, its exergy is decreased
due to a reduction in pressure and this leads to a very large increase in costs per unit exergy.
An analysis of the same processes with disregard of the change in physical exergy has shown
the same cost results after the transport. To keep the model mathematically and physically
cohesive the actual exergy values were used. The economically difficult to grasp discussion of
reduced relative costs following a process is averted by considering storage and transport as a
unit in the following analysis.
If the exergy exiting a process is separated into two different stream, e.g. oxygen and
hydrogen or electricity and heat, both streams are considered separately. Accordingly the final
value of the overall costs after the utilization process is per MWh exergy and electrical energy
as these values are identical. Thus, the final cost value of a process chain is based on the same
unit as it is commonly used in economic science literature.
As outlined in section 5.6, the by-products oxygen (during hydrogen generation) and heat
(during hydrogen utilization) can be assigned a cost value in the model to decrease the overall
costs of a process chain. In accordance with the very low cost for excess electrical energy, the
cost for these excess products is considered to be 0 e/MW h in this first step.
The most cost efficient hydrogen generation process is the solid oxide electrolysis which is
also the most exergy efficient one. The produced hydrogen costs 18 e/MW h. It is followed by
the PEM electrolysis system with 23 e/MW h and then by the alkaline electrolysis process with
26 e/MW h (about 2 e/MW h less for each type for liquefied hydrogen since again less electricity is
used for electrolysis) of generated hydrogen due to its higher installation costs.
The lowest costs associated with transportation and storage of hydrogen occur when inject-
ing hydrogen into the existing natural gas grid infrastructure. Only the extra storage caverns
need to be built which results in 29 e/MW h, 27 e/MW h and 21 e/MW h for alkaline, PEM and solid
oxide electrolysis process chains, respectively. The second most cost efficient storage and
transport option is building a new hydrogen gas grid which results in 36 e/MW h, 33 e/MW h and 26
e/MW h per generated, stored and transported MWh of hydrogen exergy. The methanation and
liquefaction options are relatively close to each other concerning the overall costs in full load
operation. Methanation has slightly lower costs with 45 e/MW h, 42 e/MW h and 33 e/MW h for stored
and transported liquefied hydrogen while liquid hydrogen costs 45 e/MW h, 42 e/MW h and 37 e/MW h.
Both process chains require expensive infrastructure facilities as well as a lot of energy to store
the hydrogen, as discussed in the exergy efficiency analysis.
A combined cycle gas turbine operated with a mixture of natural gas and hydrogen from the
natural gas grid, with hydrogen generated by solid oxide electrolysis is the most cost efficient
process chain with 50 e/MW h. Table 7.2 shows the process chains ranked according to their
overall costs. The costs for a following process do not just increase the costs after the previous
process by a fixed amount, but the increase depends on the value of the previous costs. Thus,
the costs for a reconversion process are not constant but strongly depend on the generation,
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Figure 7.4: Overall costs for the process chains in full load operation
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Rank Process chain number Full load Load following
[e/MW h] [e/MW h]
1 2.1.3 50 250
2 2.5.3 58 265
3 2.2.3 61 340
4 2.1.2 62 266
5 2.3.3 64 257
6 2.1.1 66 306
7 2.5.2 71 278
8 2.4.3 71 321
9 1.1.3 72 391
10 2.2.2 75 355
11 2.5.1 76 318
12 3.1.3 78 482
13 2.2.1 79 402
14 2.3.2 79 270
15 2.3.1 84 309
16 2.4.2 88 335
17 3.1.2 88 423
18 1.1.2 89 411
19 3.1.1 92 474
20 2.4.1 93 381
21 1.2.3 93 373
22 1.1.1 95 463
23 1.4.3 105 466
24 1.2.2 117 394
25 1.2.1 125 450
26 1.3.3 126 539
27 1.4.2 132 493
28 1.4.1 140 565
29 1.3.2 157 568
30 1.3.1 167 649
Table 7.2: Overall costs of the different process chains
storage and transport costs. An expensive fuel is increasing the overall costs significantly.
The costs for a PEM fuel cell operating with methane compared to one operating with pure
hydrogen (compressed and liquefied) increase enormously due to the required reformer. This
effect can not be seen for the internal reforming solid oxide fuel cell, because no reformer is
required. However, as described in section 4, the system can also be designed with an external
reforming system which would of course increase the costs, but not as significantly as for a
PEM system, since the reformer design is simpler4 and the used materials (e.g. catalysts) are
cheaper. Overall, if the cost reductions assumed in this model can be realized, fuel cells can
compete with a conventional combined cycle power plant.
7.2.2 COST ANALYSIS FOR LOAD FOLLOWING OPERATION
The overall costs in full load operation consider a full year operation of the plant i.e. the plant
runs 8760 hours a year. This is a strong simplification since not only does each system require
some maintenance but also because the fluctuating wind and solar energy input will make the
4A PEM fuel cell requires a much cleaner reformate in order to prevent catalyst poisoning
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Process Chain number Full-load hours
[
h/a
]
AEC x.x.1 1278.3
PEMEC x.x.2 1424.4
SOEC x.x.3 1078.2
CCGT
1.1.x 1124.4
2.1.x 1197.7
2.2.x 1363.7
SOFC
1.2.x 157.9
2.3.x 1702.4
HT-PEMFC
1.3.x 1768
2.4.x 1767.9
LT-PEMFC
1.4.x 1768.1
2.5.x 1768.1
3.1.x 1768.1
Table 7.3: Overview of full-load hours (x can be any number between 1 and 3)
plants operate in part-load most of the time. Accordingly, the discussed results for the full-load
operation underestimate realistic costs and can only show a general comparison between
the process chains. The part-load analysis shows much more realistic results and these are
depicted in figure 7.5.
The reduced full-load hours due to load following operation have a large influence on all
process steps. Since single unit systems with no connection are discussed here, the full-load
hours for each process vary greatly depending on the load range of each process step. Thus,
a process with a larger load range like a PEM fuel cell will be able to run more often when the
load profile demands it, compared to a combine cycle gas turbine with a smaller load range.
Maintenance is considered to be done during zero load times that can be predicted accurately
enough by weather forecasts and thus leads to no further reduction of the full-load hours.
However, a combined cycle gas turbine power plant requires relatively long maintenance time
of several days per turbine. This simplification accordingly overestimates the full-load hours by
a certain amount. This influence should be small because according to the load profile long
times of very low power demand for a gas turbine power plant exist during the summer. The
results of the simulated full-load hours for each process are given in table 7.3. The values range
between 157.9 h/a and 1768.1 h/a.
The low full-load hours of each process combined with the high capital expenditures of the
technology result in very large differences between the overall costs for full load operation and
those for load following operation. However, the difference in the full-load hours between the
processes can be remedied by modular electrolysis and power plants, whose modules can be
activated in steps as explained in section 4.1.1. An increase of the full-load hours by changing
the load profile by changing the curtailment percentage or adding other uses for the facilities
aside from long-term energy storage appear very promising. Both options will be discussed in
the next chapter.
The overall cost values for the process chains operated in load-following operation are shown
in table 7.2. Due to the strong differences in full-load hours the rankings changed. However,
the most economically efficient process chain still consists of a solid oxide electrolysis system,
hydrogen injected into a hydrogen gas grid and a CCGT system with 250 e/MW h. The most
expensive one is the process chain with a alkaline electrolyser, methanation and a solid oxide
fuel cell with 649 e/MW h. Note that all of the resulting costs exceed by far the costs for electricity
generation in any European country today.
The solid oxide fuel cell process chains have very low full-load hours which drastically in-
creases the costs. Their part-load range can also be increased with a different part-load strat-
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Figure 7.5: Overall costs for the process chains in load following operation during one year
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Figure 7.6: Sensitivity analysis of overall costs for process chain consisting of PEM, Methana-
tion, CH4 and SOFC (chain 1.2.2)
egy. However, changing from constant temperature to e.g. constant air stoichiometry could
strongly increase degradation of the cell due to increased temperature variations. That would
then reduce the lifetime of the cell and thus increase the capital expenditures over the life-
time of the system. This effect counters the cost reduction and it is out of the scope of this
work whether the different part-load strategies would reduce or increase the overall costs, con-
sidering that this also strongly depends on the actually considered system, its materials and
operating temperature.
SENSITIVITY ANALYSIS
The influence of parameters in the cost model on the overall process chain costs needs to
be assessed. This is done similarly to the sensitivity analyses for the efficiency of the single
processes described in the previous chapter. The investigated parameters are the specific
investment costs I and the lifetime t for each process step denoted with the subscripts Gen
for generation, St for storage, Tr for transport and Use for utilization. The other investigated
parameters are the internal rate of return i, the relative fixed operational expenditures kf and the
cost for input electricity cIn. The results for the process chains 1.2.2, 2.2.3 and 3.1.1 are shown
in figures 7.6 , 7.7 and 7.8, respectively, while the remaining ones are shown in appendix II
from page 187 onward. All sensitivity analyses were done with load following operation to
obtain a more realistic result than with full-load operation.
The results of all cost sensitivity analyses are somewhat similar. The largest influences on
the overall costs are the capital expenditures for the generation system IGen, the costs of the
input stored electrical energy cIn and the internal return factor i. The change in assumed lifetime
of any process has a relatively low influence on the overall costs.
The results of the sensitivity analysis for a process chain consisting of a PEM electrolyser,
methanation of hydrogen with following injection into the natural gas grid and electricity gener-
ation with a solid oxide fuel cell shown in figure 7.6 is one of the most expensive options. A
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Figure 7.7: Sensitivity analysis of overall costs for process chain consisting of SOEC, CgH2 and
CCGT (chain 2.2.3)
change of ± 20 % of IGen results in ± 8.5 % change in overall costs. This is followed by ± 5 %
change due to the same relative change in the internal return factor and ± 5 % due to change
in electricity costs. Since existing infrastructure can be used the costs due to transportation
have a very low influence. Similarly the capital expenditures for the solid oxide fuel cell system
show a minor influence due to the low part-load range of the considered system and due to
the low assumed installation costs for a solid oxide fuel cell system.
Figure 7.7 shows the sensitivity analysis results for the process chain using a solid oxide
electrolysis cell, a hydrogen gas grid and a combined cycle gas turbine. The results are similar
to the previously explained process chain except that the expenditures for the installation of
the transportation process (hydrogen gas grid) show an influence of ± 5 % on the overall costs
when changed by ± 20 %.
The sensitivity analysis for the process chain using alkaline electrolysis, liquid hydrogen and
a PEM fuel cell is shown in figure 7.8. The main difference is that the capital expenditures for
the liquefaction plant have an influence on the overall costs as large as the influence of the
investment for the hydrogen generation plant. A change of either by ± 20 % results in a ±
8 % change of the overall costs. This large difference compared to other process chains also
changes the relative influence of the other factors accordingly.
133
-20 % -10 % base +10 % +20 %
-20 %
-10 %
base
+10 %
+20 %
O
ve
ra
ll
co
st
s
I0,Gen
I0,St
I0,Tr
I0,Use
tGen
tSt
tTr
tUse
i
kf
cIn
Figure 7.8: Sensitivity analysis of overall costs for process chain consisting of AEL, LH2 and
PEMFC (chain 3.1.1)
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8 WASTE EXERGY RECOVERY
OVERVIEW
The previous chapter described the exergy efficiency of the process chains from electrical
energy to hydrogen storage and back to electrical energy by considering each process on its
own. They are discussed without any other energy streams in between processes except for
the chemical energy carrier hydrogen or methane and commonly used combined cycles and
combined heat and power systems. In this chapter innovative ideas to use otherwise wasted
exergy are discussed.
Although the production of some anergy cannot be avoided, there also is exergy that is not
used and simply “wasted”. Examples of such exergy can be found in several heat flows, e.g.
when compressing the energy carrier in a non-isothermal process or when a heat source of
high exergy value is used to provide low exergy heat like in a combined heat and power system
for a high temperature fuel cell. Also, the exergy used to store hydrogen in compressed or
liquid form can be recovered due to its potential in regards to the environment.
Many concepts and processes exist to recover waste exergy, however only a few fit to the
presented application or are efficient enough. Most of them are still in research and devel-
opment or in a very early market introduction phase. Since hydrogen technology is currently
in the same phase, a similar timespan of five to ten years put into development and market
introduction can be assumed. This results not only in uncertainty of technical aspects, but also
in very high uncertainty regarding necessary capital expenditures.
Concepts considered in the following use the recovery of heat exergy to provide additional
heat for the high temperature electrolysis, the utilization of physical exergy stored in com-
pressed gas hydrogen or methane, the recovery of cryo exergy of liquid hydrogen and the
production of extra electrical exergy by a more efficient use of high-grade heat exergy sources
of fuel cells. All of these concepts do not rely on other systems outside of the considered en-
ergy storage process chain. The respective process diagrams will be given in the next chapter.
This excludes common concepts like using waste heat from another power plant, e.g. a high
temperature nuclear reactor, that could provide heat for the high temperature electrolysis, or
using waste cold from the heating up of e.g. liquefied natural gas (LNG) at large LNG terminals
to provide pre-cooling for hydrogen liquefaction. Furthermore, no extra energy streams shall
be considered except for electricity and heat. This excludes combined cold heat and power
systems as well as fuel production. Although, these ideas are very promising to increase the
overall exergy efficiency of the energy economy, they are very specific and sometimes only
niche applications and, thus, out of the scope of this general analysis. In the following analyses
it can be assumed that the concepts for a process or process chain, that are themselves
optimised, are also optimised when interaction with other systems is applied.
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8.1 WASTE HEAT EXERGY RECOVERY
Waste heat exergy recovery is probably the most widely discussed, analysed, optimised and
used exergy recovery method in both research and economy. The most common application
is using the waste heat of an electricity generating process to heat another system, called
combine heat and power. It is also possible to use the exhaust heat of a high temperature
process as the inlet heat of a bottoming cycle process that operates at a lower temperature
e.g. in combined cycle gas turbine power plants as described in section 4.4.1.
This section discusses the efficiency optimization of solid oxide electrolysis by using waste
heat from compression and methanation, and by using stored waste heat from a solid oxide
fuel cell in a combined, reversible system. It also covers the recovery of waste heat with
(organic) Rankine cycles for solid oxide and high temperature PEM fuel cell systems and the
use of supercritical CO2 joule cycles to recover exergy from the waste heat of solid oxide fuel
cell systems.
8.1.1 SOLID OXIDE ELECTROLYSIS
As described previously in section 4.1.1 electrolysis at high temperatures can utilize more heat
energy in relation electrical energy to split water into hydrogen and oxygen. This also means
that heat needs to be provided to maintain the common operating temperatures around 800
◦C. This heat can be provided by electrical heating or by using waste heat. This waste heat
can be “internal” waste heat provided by cooling down the hydrogen and oxygen streams
exiting the cell stack, or it can be external waste heat from either other processes in the
process chain like compression, methanation or utilization of hydrogen, or even from unrelated
waste heat sources like close-by industrial plants. However, it is important that not all waste
heat can be utilized since heat can only be transferred spontaneously from a system of higher
temperature to a system of lower temperature. Considering the high required temperature for
the electrolysis cell, it is important to perform a waste heat utilization analysis for each system
in respect to the provided and required enthalpy of each fluid stream.
For the following analysis, the heat is utilized during the electrolysis process. Therefore, the
exergy efficiency increase is completely attributed to the hydrogen generation process. The
efficiency of the storage process is kept constant.
When waste heat of the following compression (i.e. a process chain with pure hydrogen)
or compression and methanation processes can be utilized, it is possible to preheat the water
or even to generate steam for the electrolysis. However, compression and methanation heat
and temperature are not high enough to provide the high temperature steam for the steam
electrolysis alone and an additional heat source is still required.
Another source of heat is the waste heat from a solid oxide fuel cell. Depending on whether
it is taken directly from the exhaust of the burner or after the preheating stages, its temperature
differs accordingly. The design depends on an optimization according to the required enthalpy
for the steam generation. Because it does not makes sense to run the fuel cell consuming
hydrogen and the electrolysis cell producing hydrogen at the same time, it is necessary to
store the waste heat in a thermal energy storage system. This needs to be a high temperature
energy storage system operating at e.g. about 300 to 400 ◦C. This excludes common heat
storage systems based on water tanks. Furthermore, to keep the efficiency of the heat uti-
lization high, the temperature that is provided by the heat storage system should be constant.
Thus, a high temperature phase change material thermal energy storage or a thermo-chemical
heat energy storage system is required [139]. Because of their relatively mature development
stage, high operating temperature and concurrent ability to also store the produced hydrogen
at a high density, manganese-based metal hydrides are identified as a potentially promising
candidate for this application.
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When utilizing the waste heat of a solid oxide fuel cell through a thermal energy storage
system, it is also possible to further improve the system by making use of the reversibility of
a solid oxide cell. This reduces the capital expenditures for the overall process chain by elimi-
nating one electrochemical cell stack, which is one of the main overall cost drivers. However,
the overall design of the balance of plant of the system becomes more complex. The result-
ing reversible solid oxide cell system with a metal hydride storage shall be called rSOC-MH
system.
8.1.2 CLAUSIUS RANKINE CYCLES
Clausius Rankine Cycles are well known in energy industry to generate power in conventional
fossil and nuclear power plants. These plants usually use water as the working fluid due to its
abundance, low cost and high heat capacity. However, recently also cycles using other fluids
are becoming technically mature. These working fluids usually consist of organic compounds
which leads to the name Organic Rankine Cycle (ORC). The working fluid is an important input
to determine the operating temperatures, pressures and mass flows and thus influences the
thermodynamic performance and the required machinery.
The working fluids can be further subdivided into three groups: (1) dry, (2) isentropic and (3)
wet. As show in figure 8.1 this differentiation is based on the slope of the saturated vapor line
in a temperature-entropy diagram. If the line’s slope is positive, an expanding vapor can not
reach the two phase area and thus stays “dry”. If the slope is about vertical, it is considered an
“isentropic” fluid because the saturated vapor line is on an isentrope. If the slope is negative,
an expanding vapor will reach the two-phase area at a certain temperature and is thus consid-
ered “wet”. Water is an example of the wet category. This distinction is important because a
two-phase flow in a turbine can lead to cavitation which significantly lowers the life-time of a
turbine. If the fluid is isentropic or dry, this can not occur.
Widely used working fluids are toluene, pentane and Solkatherm because they allow effi-
cient process designs with low cost components and fluids. Several companies like ORMAT,
Triogen or Turboden use these in commercial plants and are specialized on a certain type of
fluid and process. However, to determine which fluid is the most efficient for the waste heat
utilization of fuel cells, it is necessary to not rule out any fluids beforehand, because current
ORC designs are not tailored to this application. For that reason all in Refprop available operat-
ing fluids, including the most broadly used ones, were used for a preliminary study to analyse
the most promising design [140]. Different fluids show better results with different process
designs. It is therefore necessary to include the process design into the analysis when deter-
mining the most efficient fluid for each specific application.
The process design and optimization of Clausius-Rankine cycles has been studied exten-
sively. Modern coal-fired power plants use complex processes to increase the overall efficiency
as much as possible. However, these complex designs are usually only feasible for very large
scale power plants of several hundreds megawatts due to their complexity, capital expendi-
tures and device efficiency that depends on the scale, e.g. the heat loss in a heat exchanger
towards the environment due to its volume to surface area ratio.
To simplify the choice of the process five different layouts were considered: (1) the basic
Clausius-Rankine process with superheated steam, (2) using a regenerator for pre-heating,
(3) re-heating after the high pressure turbine stage, (4) a combination of (2) and (3), and (5) a
supercritical process. A regenerator is only usable when the fluid is dry or isentropic, otherwise
there would be no usable temperature difference.
The most efficient fluid and process design combination does not necessarily yield the high-
est overall system electrical efficiency. A combination that shows a high cycle exergy efficiency
might actually only be able to use a low amount of waste heat exergy in the evaporator. Ac-
cordingly, less heat exergy is used to be converted into electrical exergy and thus the overall
137
−0.5 0 0.5 1 1.5 2 2.5
280
300
320
340
360
380
400
420
440
460
480
500
520
540
560
580
600
s [kJ/kgK]
T
[K
]
Ethanol, wet
R1234yf, isentropic
Octane, dry
Figure 8.1: Saturation lines in a T-s diagram for ethanol (wet), R1234yf (isentropic) and octane
(dry) ORC working fluids
system efficiency can be lower. It follows that the optimized variable is not cycle efficiency but
cycle power. Fortunately both values are often very close to each other when determining the
super-heating temperature and pressure. This is also especially important when analysing the
pinch-point in the evaporator.
The costs for an Organic Rankine Cycle vary greatly depending on process design, applica-
tion, fluid and scale. However, a value of less than 1000 e/kWel appears reasonable at the current
maturity state for waste heat recovery applications [141]. With increasing market penetration
this will certainly be reduced and can in some specific cases already be significantly less. When
projecting this value to fit the assumptions of costs for fuel cells, which are currently two to
three times more expensive than an ORC, it can be assumed that the specific costs for the
ORC system will at most be the same as those for the fuel cell system. The combined system
specific costs are therefore assumed to be the same as those for the fuel cell system alone.
The ORC therefore only increases the system exergy efficiency without increasing the specific
costs.
8.1.3 JOULE CYCLES
The Joule Cycle with its two isentropic and isobaric state changes is also known as the Brayton
Cycle. The most commonly used working fluid is air due to its abundance (which allows open
processes, e.g. negating the need of a heat exchanger for the isobaric cooling), efficient pro-
cess design and air content, that allows for direct combustion during the isobaric heat supply.
For (waste) heat utilization with closed cycles, however, helium or carbon dioxide can show
better performance results, especially at medium temperatures, than nitrogen or air [142]. Fur-
thermore, supercritical carbon dioxide Joule Cycles (sCO2JC) are advantageous for their very
compact turbo machinery design and the high efficiencies achieved with simple process lay-
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outs [143].
A very efficient supercritical carbon dioxide Joule Cycle is reported to be one using a recom-
pression turbine [143] [144]. The main influences on the efficiency are identified as the turbine
and compressor efficiency, the maximum pressure, the maximum temperature, as well as the
minimum temperature and pressure, which should be as close as possible to the critical point.
While experimental setups show an turbine inlet temperature of around 550 ◦C [143], future
systems are expected to realise temperatures in excess of 700 ◦C [144].
Devices for the supercritical carbon dioxide Joule cycle are still in an early development
stage. There is little to no reliable and established data on their costs. Assuming a further
market introduction and penetration similar to that of fuel cells the same approach used for
Organic Rankine Cycles is used, i.e. their specific costs are considered to be in the same
range of the fuel cell system resulting in no change in specific costs compared to the system
without the waste heat recovery system.
8.1.4 COMBINATION OF JOULE AND CLAUSIUS RANKINE CYCLES
The combination of a Joule and a Clausius Rankine cycle is well known for gas fired power
plants commonly called combined cycle gas turbines as described in section 4.4.1. However,
it is also possible to include a high temperature fuel cell within the process to even further
increase efficiency. The concept is called a SOFC-GT-ST plant and was promoted by Mitsubishi
Heavy Industries [145]. The fuel cell is put after the compression stages and replaces the
burning chamber of the gas turbine process. That results in a direct electrical conversion of a
large amount of fuel before it enters the turbine at a temperature of 1000 ◦C and pressures
around 15 to 20 bar. The exhaust gases of the fuel cell still contain combustible gases which
are burned in a catalytic burner afterwards to further increase their temperature to about 1200
to 1300 ◦C before entering the turbine. After the gas turbine a heat recovery steam generator
is used to provide energy to the bottoming steam turbine process which is then followed by a
combined heat and power system to maximize the energy efficiency. The electrical efficiency
of such a plant operated with natural gas can exceed 70 % [145].
Although the concept is appealing due to its high energy conversion efficiency, technical
limitations of especially the fuel cell have prevented it from entering the market at a large
scale. At 1000 ◦C the solid oxide fuel cell materials degrade faster than at lower temperatures.
To reduce the lifetime of the cells the operating temperature of new solid oxide fuel cells is
aimed to be below 800 ◦C or even 600 ◦C as described in section 4.4.2. If the temperature
in the fuel is lower, also the temperature after the burner is lower and thus the turbine inlet
temperature also decreases. A turbine inlet temperature of around 800 ◦C is very low for an
air operated Joule cycle and the efficiency of the gas turbine will be much reduced, which in
turn decreases the overall efficiency.
The temperature of the solid oxide fuel cell stack should also be kept constant to reduce
stress in the material due to unsteady thermal expansion. Gas turbines, however, can be oper-
ated quite flexible in part-load by reducing e.g. the turbine inlet temperature. This advantage
will be less prominent if the fuel cell temperature needs to be kept constant, allowing only
the following burner to regulate the gas temperature. But not only is the temperature range
reduced, also the system’s electrical efficiency drops faster, because less fuel is utilized in the
burner and proceeds through the turbine uncombusted. This also poses a hazard potential for
the overall system and is generally unadvisable.
Another difficulty is the high pressure required in gas turbines. Because the air and fuel
need to be compressed at ambient temperature to achieve a high compression efficiency, the
fuel cell needs to be able to operate at high pressures up to 20 bar. This necessitates high
temperature and high pressure sealing materials which make the cells more expensive and
promote the U-shaped tubular design to reduce the amount of sealing area.
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Finally, the currently available fuel cells have a far lower rated power than the most efficient,
large scale combined cycle gas turbines. Fitting fuel cell systems in the kW range with more
than 100 MW combined cycle gas turbines is technically challenging considering the heat and
fluid management. However, at least this issue is already being addressed by developing larger
solid oxide fuel cell systems.
In conclusion, although this process combination appears as a promising option for a very
high efficiency system, the temperature, part-load and pressure issues make this design cur-
rently less appealing.
8.2 PHYSICAL EXERGY RECOVERY
Physical exergy recovery options consider the conversion of physical exergy in the compressed
hydrogen or methane into electrical exergy. This is usually done by using reciprocating or turbo
expansion machines. Due to the high pressure ratios when storing gas in compressed form,
reciprocating machines are more suitable for this case [117]. Furthermore, it is also possible
to use reversible reciprocating machines that are able to both compress and expand gas while
performing work [146]. Reversible reciprocating machines are in general still technically imma-
ture, especially when considering very large machines that are used e.g. to compress gas into
a salt cavern.
While both hydrogen and methane are stored at high pressures, the volume of hydrogen is
generally four times as much as that of methane, assuming the ideal gas law and considering
that four mol of hydrogen are turned into one mol of methane according to equation 4.24.
This means that while the same mol flow of generated hydrogen requires more energy to be
compressed than an equivalent methane flow, it is also possible to utilise more exergy from
the compressed hydrogen gas.
8.3 CRYO-EXERGY RECOVERY
Cryogenic exergy recovery from liquid hydrogen is generally possible either by storing the cryo
exergy from heating up the hydrogen when it is utilized and providing the exergy to produced
hydrogen when it is stored; or by using the hydrogen at cryo temperatures as a heat sink for
a thermodynamic cycle that uses the ambient air as a heat source [147]. The cycles them-
selves are again the well known Joule or Clausius Rankine Cycles. However, with decreasing
temperatures the number of usable working fluids decreases as many are solid at cryogenic
temperatures. Some usable fluids include nitrogen, oxygen, neon and helium, or mixtures
thereof.
Because cryogenic exergy recovery to obtain work is not used in the industry, this technology
is very immature and only concepts exist. More widely used is the recuperation of cryo exergy
for pre-cooling or cryo exergy storage, which is used e.g. in liquid air energy storage systems
[148]. But for the here considered application this is not a promising option. The advantage of
liquefied hydrogen compared to compressed gas hydrogen is its 4.4 times1 higher volumetric
energy density which is achieved by using more exergy to store it. This is only useful when the
hydrogen is transported from a large-scale production site to a small-scale utilization site and
thus the locations of hydrogen liquefaction and re-heating are considered to be far away from
each other. Accordingly, a storage of cryo exergy at the utilization site and transporting it to the
production site appears quite inefficient.
1Compared to 200 bar compressed gas hydrogen.
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9 PROCESS OPTIMIZATION
In the following chapter, the previously as feasible considered concepts to increase the exergy
efficiency within the process chains are discussed in more detail. A process diagram is de-
veloped for each concept and the results of the system simulation are discussed. At first the
process of physical exergy recovery with expansion machines is described. Then the waste
heat exergy recovery concepts with a solid oxide electrolysis cell are analysed. Finally, the
exergy efficiency increases with a thermodynamic cycle process using waste heat from a solid
oxide fuel cell or a high temperature PEM fuel cell are analysed.
9.1 PHYSICAL EXERGY RECOVERY
Physical exergy recovery aims to utilize the exergy stored in compressed, liquefied or other
kinds of physical storage for hydrogen. In the following, the use of expansion machines within
the gas grid will be described in detail.
EXPANSION MACHINES
The expansion process is simulated similarly to the compression process used throughout the
study. The most important parameter to consider is the ratio between the storage pressure
and the outlet pressure of the expander. This is determined by the considered use case. The
pressure of the storage is always the same at 200 bar. The expander outlet pressure is given
by the following step in the process chain. If the following step is injection of hydrogen into the
high pressure, long distance gas grid, then the pressure is assumed to be 80 bar which results
in a ratio of 2.5. If the hydrogen is used directly in a gas turbine, the pressure is assumed to
be 20 bar which results in a 4 times larger ratio of 10. And if it is injected into the medium
pressure grid, its pressure is 2 bar and the ratio is again 10 times higher with a value of 100.
The pressure ratio has a large influence on the exergy that can be extracted and accordingly
on the overall process chain exergy efficiency. Therefore, it is important to define a reasonable
use case. Because hydrogen might need to be transported over long distances, the injection
into the medium pressure grid, although it would yield the best efficiency, is not considered.
Expanding hydrogen to 20 bar before it is used in a gas turbine, however, appears to be rea-
sonable, if large scale hydrogen storage caverns and similarly large combined cycle gas turbine
power plants are built. The most conservative case of injecting the expanded hydrogen into
the high pressure gas grid is considered for all other process chains.
The isentropic efficiency of the expansion machines is assumed to be 80 %. For the cost
analysis all devices are considered to be reversible without increasing the installation costs.
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9.2 WASTE HEAT EXERGY RECOVERY
In this section the intelligent utilization of waste heat exergy is discussed. At first the use for
the generation of steam for the high temperature electrolysis is analysed. Then the use of
bottoming cycles to increase the exergy efficiency of fuel cell systems is discussed.
9.2.1 SOLID OXIDE ELECTROLYSIS
Using waste heat to increase the temperature of water or even generate the steam for solid ox-
ide electrolysis is possible by using three different heat sources within the process chain itself:
(1) the heat from inter-cooling between compression stages, (2) the heat from the exothermal
methanation reaction and (3) stored heat from the utilization step. (1) and (2) are discussed in
the following, (3) will be discussed together with the SOFC at the end of the chapter.
COMPRESSION HEAT
The heat from the inter-cooling between compression stages can be used by cooling the com-
pressed gas down with the water that is later used for electrolysis. The process diagram is
shown on page 204 in the appendix and was already described in section 6.1.3. Because the
compressor temperature in reciprocating compressors is limited to a maximum of 160 ◦C, it
is not possible to heat water to any higher temperature. Furthermore, to achieve higher tem-
peratures more efficient heat exchangers need to be used which can lead to very high costs.
To use as much heat as possible it is necessary to efficiently share the heating of the water
between different heat sources, i. e. between the inter-cooling heat and the cooling of the
anode and cathode exhausts of the cell stack. The compression inter-cooling can heat 52.7 %
of the feed-water up to 150 ◦C.
The efficiency at full load increases by 1.6 %-points to 84.7 % compared to the process
without using the inter-cooling heat.
METHANATION HEAT
Instead of using only the heat from the compression inter-cooling, heat generated by the
methanation of the produced hydrogen can be utilized to generate steam for the electroly-
sis process. The used design is shown on page 205 in the appendix. The methanation process
is described in section 5.1.5. The water is not only evaporated in the methanation reactor
but also heated in the methane compressor inter-cooling stages as explained in the previous
section.
In figure 9.1 the results of the part-load simulation are shown for both compression and
methanation heat utilization. The efficiency curve labelled “heat not in denominator” means
that the waste heat is not included in the efficiency calculation:
ηwithoutheat =
ĖHydrogen
ĖElectr icity + ĖWater
(9.1)
The “heat in denominator” curve includes the heat in the efficiency calculation:
ηwithheat =
ĖHydrogen
ĖWasteheat + ĖElectr icity + ĖWater
(9.2)
This distinction is necessary because the “heat in denominator” curve shows the actual exergy
efficiency while the “heat not in denominator” curve shows the efficiency used for the process
chain analysis. This is necessary because the heat otherwise would be accounted for twice:
once as anergy in the process providing waste heat and once in the SOEC process.
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Figure 9.1: Load curves for SOEC
In the diagram a clear distinction between both options is visible. Utilizing the heat from the
inter-cooling of the compression stages raises the efficiency slightly and follows a similar slope.
The difference between the curves “heat in not denominator” and “heat in denominator” is
small. Recovering waste heat from the methanation process, however, changes the slope of
the part-load curve drastically. In fact, when the waste heat is not considered, the theoretical
maximum exergy efficiency reaches over 104 %, because a part of the used exergy is not
accounted for. However, when the heat is accounted for in the efficiency calculation, then the
slope approaches 100 %. The maximum-plateau is around the thermo-neutral voltage.
9.2.2 HIGH TEMPERATURE PEM FUEL CELL
When using a high temperature PEM fuel cell in combination with a Clausius Rankine Cycle
the heat of the cooling system defines the maximum heat in the waste heat recovery heat
exchanger. Due to the low maximum heat only organic working fluids appear feasible.
It is important to note that the parameter that needs to be maximized for the best total sys-
tem exergy efficiency in all following bottoming cycle analyses is not the single cycle efficiency
but its power. A process can be very efficient when it uses a high maximum super-heating
temperature of the fluid, however, this might mean that overall less heat is transferred from the
heat source to the Organic Rankine Cycle. A lower transferred heat leads to less convertible
power in the turbine and therefore although the efficiency of the cycle increases, its power
may reduce and the overall system efficiency is lower.
CLAUSIUS RANKINE CYCLE
ORGANIC WORKING FLUID
The different conceivable process designs and available working fluids that can be used with
waste heat of a high temperature PEM fuel cell were analysed in [140] in detail. Based on this
study the process design with a regenerator shown in the figure on page 216 in the appendix
is chosen as the most efficient design.
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Parameter Value Source
Working fluid pentane optimization
Pressure ratio 12 optimization
Maximum temperature 160 ◦C design
Heat exchanger minimum temperature difference 10 K assumption
Pump efficiency 0.7 [117]
Turbine efficiency 0.8 [117]
Generator efficiency 0.95 [117]
ORC energy efficiency 0.17 result
Table 9.1: Overview of important parameters and assumptions for the ORC system
The waste heat is taken from the HT-PEMFC cooling loop shown in the figure on page 207
in the appendix by inserting the heat recovery steam generator into point 18, i.e. between
the fuel cell and the hydrogen pre-heater (HX-1). Furthermore, the working fluid penthane was
used as it showed very good efficiency, very good technical applicability and relatively low cost.
As shown in the process diagram on page 216 the working fluid is pumped to the operating
pressure from point 1 to point 2 in the pump P-1. Afterwards it is preheated in the regener-
ator HX-1 and then heated to its saturation temperature, brought into the gaseous state and
overheated in the heat recovery steam generator HX-3. The gas or fluid used to provide the
heat in HX-3 is the cooling system of the HT-PEMFC, which enters at point 9 and exits the
heat exchanger at 10. Following the overheating the fluid enters the turbine at point 4 where
it is expanded and cooled by performing work. The remaining heat is used for the necessary
pre-heating of the fluid in HX-1 and afterwards the fluid enters the combined heat and power
system heat exchanger HX-2, where the remaining heat is removed. The mechanical work
performed by the fluid in the turbine T-1 is converted into electrical energy in the generator E-2
and then put into the grid at the transformer and grid connection E-1.
The used values for relevant parameters are shown in table 9.1. The fuel cell parameters are
the same as described on page 108.
The results of the simulation are shown in figure 9.2. The overall exergy efficiency of the
system is 50.4 %. The sensitivity analysis shows that the largest change in efficiency is caused
by the generator ranging from ± 1.1 %-points when changing the generator efficiency by ±
10 %-points. Although there is some influence on the overall system’s efficiency of the differ-
ent analysed parameters, the amount is negligible. This is due to the relatively low contribution
of the ORC system towards the overall electric power of the whole system and the very flat
maximum that is observed during the optimization.
9.2.3 SOLID OXIDE FUEL CELL
Due to its high operating temperature a solid oxide fuel cell system can provide heat for differ-
ent thermodynamic cycles and applications as outlined in section 8.1. In the following the com-
bination of a solid oxide fuel cell with a following Joule Cycle and two different Clausius-Rankine
Cycles will be described.
JOULE CYCLE
The recompressing supercritical carbon dioxide Joule Cycle is used for the simulation due to
its high efficiency. The process diagram is shown on page 214. The fuel cell system is the
same as previously described. The heat exchanger HX-4, that is used to transfer heat from the
solid oxide fuel cell system cycle to the Joule Cycle, is put directly after the burner, where the
gas has a temperature of 890 ◦C, in order to achieve a high heat transfer and reach the design
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Figure 9.2: Full load exergy efficiency sensitivity analysis for HT-PEMFC with ORC
temperature of 700 ◦C of the carbon dioxide to achieve a high system efficiency. The heated
and already compressed carbon dioxide exits the heat exchanger and enters the expansion
turbine TM-1 at point 25. It is expanded isentropically and exits the turbine at point 26 at 584
◦C . It then enters two successive regenerator heat exchangers HX-5 and HX-6. After the
regenerators it enters a splitter at point 28 and is split into two streams with a relative mass
flow of 38 % at point 29 and a flow of 62 % at point 31. The flow from point 29 is compressed
to the maximum pressure of 200 bar in the recompressor TM-2 and then flows at state point 30
to the mixer M-3. The other flow at point 31 is cooled down to almost the critical temperature of
31 ◦C in the heat exchanger HX-7 and then compressed in the main compressor TM-3. It leaves
the turbine at state point 33 and then enters the low temperature regenerator. Afterwards the
streams are rejoined in the mixer M-3 and enter the high temperature regenerator HX-5 at
point 35. After the high temperature regenerator the carbon dioxide enters the heater HX-4 at
point 36.
The mechanical energy of the turbine is reduced by the two compressors and then converted
into electricity by the generator. The turbine, the compressors and the generator are on the
same shaft. The electrical power of the generator is transformed and then fed into the grid at
point 37. The cooler HX-7 is connected to the combined heat and power system. The return is
state point 38 and the flow is point 39.
The assumptions for the simulation are shown in table 9.2. The pressure drops in the cycle
can be neglected while retaining high simulation accuracy [144].
The overall energy efficiency of the system is 58.5 %, 15 %-points more than without the
cycle. The sensitivity analysis results are shown in figure 9.3. The largest influence with
-4.9 %-points at -10 % parameter change is shown by the minimal pressure, i.e. the state
point with pressure close to the critical point of carbon dioxide. Because the cycle operates
very close to this point a reduction of pressure below it quickly results in a loss of efficiency.
Furthermore, it would also not be possible to operate this cycle because the machinery prob-
ably can not handle the wet gas that would be created. The second largest influence with
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Figure 9.3: Full load exergy efficiency sensitivity analysis for SOFC with sCO2JC
-3.2 %-points efficiency at +10 % parameter change is the heater minimal temperature dif-
ference, because the temperature difference of the carbon dioxide towards the gas after the
burner is very high.
CLAUSIUS RANKINE CYCLE
As outlined in section 8.1.2 the Clausius Rankine Cycle designs need to be differentiated ac-
cording to the used working fluid. In the following the distinction is made between water and
organic fluids and the utilization of waste heat of solid oxide is analysed.
Parameter Value Source
Working fluid CO2 optimization
Pressure ratio 2.66 optimization
Recompression rate 0.38 optimization
Minimum temperature 31 ◦C optimization
Maximum temperature 700 ◦C design
Heat exchanger minimum temperature difference 25 K assumption
Compressor efficiency 0.65 [143]
Turbine efficiency 0.8 [143]
Generator efficiency 0.95 [117]
sCO2JC energy efficiency 0.385 result
Table 9.2: Overview of important parameters and assumptions for the sCO2JC system; recom-
pression rate describes the relative amount of mass flowing through the recompres-
sor TM-2
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WATER AS WORKING FLUID
When using water as the working fluid for a Clausius Rankine Cycle in general the same pro-
cesses as those considered for an organic working fluid can be used. Because water is broadly
used as the working fluid in power plants, the used processes have been thoroughly optimized
to increase the overall efficiency. This includes using more than a dozen of steam tapping
and preheating stages which are only reasonable and efficient in large power plants above 100
MW of power. Because a smaller heat exchanger has a relatively high heat loss compared to
a larger one, smaller systems, as those considered in the following, use less heat exchangers
to minimize losses. Furthermore, more devices always mean more manufacturing work and,
thus, higher costs.
The maximization of the overall cycle power requires adjusting the mass flow and superheat-
ing temperature of the fluid. In general, it is advisable to use a very high temperature and,
therefore, also to use the maximum possible enthalpy difference between the fluid inlet and
outlet. This is usually done by using as high a fluid mass flow as admissible by the heat ex-
changers pinch point minimum temperature difference. Therefore the pinch point needs to be
determined because it can be found at the fluid inlet temperature, outlet temperature or at the
saturation temperature of the boiling fluid when it just reaches the saturation line. The cycle
can then be optimized by changing the maximum pressure and therefore also the saturation
line. When high pressure is used the Rankine Cycle efficiency usually is increased. However,
this also changes the maximum temperature, and therefore the mass flow, due to the pinch
point calculation. A lower mass flow will then decrease the power. This multi-dimensional
optimization problem is first solved by creating an efficiency map of the cycle efficiency in de-
pendency of its parameters. Once suitable starting points are found, the final optimization is
done by iterative solving and maximizing the cycle power.
The process optimization showed that using one stage of overheating at maximum pres-
sure and one at an intermediate pressure, but similar temperature, already results in a large
efficiency increase at the expense of only one extra heat exchanger and one more turbine.
The optimization of the overheating temperature and intermediate pressure needs a multidi-
mensional optimization approach. This is solved by first generating a system exergy efficiency
table in dependence of the parameters. This table then is used to choose starting values for
a following iterative solution of the maximum efficiency. The costs of this process design are
considered to be similar to that of the ORC or sCO2JC system, because a similar amount of
components is used.
The used Clausius Rankine Cycle process diagram is shown on page 213 in the appendix.
The water enters the pump P-1 at point 1 and is brought to the maximum pressure at point
2. Then it enters the heat recovery steam generator HX-3, where it is pre-heated, evaporated
and over-heated. The steam then enters the high pressure turbine T-2 at state point 3. After
the expansion the steam exits the turbine at lower pressure and temperature. In the reheater
HX-2 it is overheated again to then enter the low pressure turbine T-1 after point 5. There it is
expanded to the condensation pressure at point 6. In the condenser the remaining, unusable
heat is removed from the steam and the water is provided to the pump at point 1.
The turbines T-1 and T-2 are on the same shaft as the generator E-2. The generated electricity
is transformed and fed to the grid in E-1 after point 8.
Heat is taken from the SOFC system’s off-gas after the burner at point 9 at 890 ◦C and then
used in the heat recovery steam generator HX-2 and the reheater HX-1. The off-gas is then
returned back to the SOFC process system at point 11 at 720 ◦C. The gas needs to be kept at
this minimum temperature in order to provide heat for the pre-heating of air and hydrogen for
the fuel cell.
Although the temperatures allow a super-critical Rankine Cycle to be operated, it is deliber-
ately chosen to be a sub-critical one. The analysis showed only an increase of 0.03 %-points
cycle efficiency when changing the pump outlet pressure from 200 bar to 250 bar. Further-
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Figure 9.4: Full load exergy efficiency sensitivity analysis for SOFC with steam Clausius-Rank-
ine cycle
more, as explained in chapter 4, the trend of the solid oxide fuel cell operating temperatures is
to be further reduced from 800 ◦C towards temperatures of 600 ◦C or even 500 ◦C to reduce
degradation and allow or simplify start-up, flexible operation and shut-down of the fuel cell
stacks. However, if the voltage efficiency and fuel utilization of the fuel cell stack is kept con-
stant, the heat in the anode off-gas after the burner will stay the same. Although it is supplied
at a lower temperature, it will still be enough heat for a sub-critical cycle. That means, that the
analysis here will still be viable.
The water used to condense the steam at 82 ◦C is provided at point 12, takes up heat in
HX-1 and is then returned at point 13.
In table 9.3 the parameters for the simulation are shown.
In figure 9.4 the results of the simulation are shown. The overall system energy efficiency
Parameter Value Source
Working fluid water optimization
Maximum pressure 200 bar design
Reheat pressure ratio 0.1 optimization
Maximum temperature 650 ◦C design
Heat exchanger minimum temperature difference 10 K assumption
Pump efficiency 0.7 [117]
Turbine efficiency 0.8 [117]
Generator efficiency 0.95 [117]
Cycle energy efficiency 0.387 result
Table 9.3: Overview of important parameters and assumptions for the steam Clausius Rank-
ine cycle system; reheat pressure ratio describes the ratio compared to maximum
pressure; the maximum temperature is used for both overheating and reheating
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Figure 9.5: Full load exergy efficiency sensitivity analysis for SOFC with ORC
is 56.6 %. The sensitivity analysis shows that Heat recovery steam generator inlet and out-
let temperatures are the most influential parameters. A change in ± 10 % of temperature
results in ± 5 % points of efficiency change for the inlet temperature and ∓ 4 % points for the
outlet temperature. The remaining parameters show a much lower influence similar to those
described for the Organic Rankine Cycle in section 9.2.2. A change of ± 10 % of the turbine
efficiency results in about ± 0.6 % points of overall system efficiency difference.
ORGANIC WORKING FLUID
The different working fluids and process designs were already investigated and discussed in
another associated study [149]. The results of the study advise the use of a regenerating
Organic Rankine Cycle with toluene as the working fluid. The heat is taken from the solid oxide
fuel cell system after the air preheater HX-2 at point 18 of the diagram shown on page 211. The
process diagram of the Organic Rankine Cycle is given on page 216 and was already outlined
in section 9.2.2. The same optimization principle as discussed in the previous section is used.
The exergy efficiency results of the overall system are shown in figure 9.5. An overall exergy
efficiency of 52.4 % is achieved. Similar to the observations in section 9.2.2, the parameters
have a negligible influence in the investigated range. This also indicates a very flat efficiency
plateau found during the previously outlined power maximization procedure.
The parameters are shown in table 9.4. The fuel cell parameters are the same as described
in table 6.7. The steam temperature of 208 ◦C is relatively low for a toluene ORC. A higher
maximum steam temperature would lead to a higher efficiency but also to a lower power
output and therefore lower overall system efficiency.
9.2.4 REVERSIBLE SOLID OXIDE CELL SYSTEM
The general reversibility of solid oxide cells paired with their high efficiency and low-cost ma-
terials can increase overall energy storage exergy efficiency and strongly reduce costs. The
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Parameter Value Source
Working fluid toluene optimization
Pressure ratio 72 optimization
Maximum temperature 208 ◦C design
Heat exchanger minimum temperature difference 10 K assumption
Pump efficiency 0.7 [117]
Turbine efficiency 0.8 [117]
Generator efficiency 0.95 [117]
ORC energy efficiency 0.22 result
Table 9.4: Overview of important parameters and assumptions for the ORC system
endothermic water electrolysis at high temperature requires heat to generate steam. This heat
can be provided by the waste heat of a solid oxide fuel cell through a thermal storage like a
metal hydride to bridge the time between demand and supply. The systems two operation
modes demand different balance of plant components and devices and although it is the same
overall system the analysis is split into electrolysis and fuel cell operation
ELECTROLYSIS OPERATION
The process diagram of the reversible solid oxide fuel cell system coupled with a metal hydride
storage is shown on page 217 in the appendix. The deionised water enters the system at point
1 and is then joined with the stream of condensate in M-1. Afterwards the fluid is pumped in
P-1 and enters the splitter S-2 after state point 3. The water stream is split in order to increase
the maximum temperature difference in the heat exchangers for several heat sources within
the system. 15 % of mass flow are directed to point 4 and 85 % are directed to point 6. The
mass flow from state point 4 is then put into the heat exchanger HX-4 where it is preheated,
evaporated and overheated by cooling down the oxygen mass flow from the cells anode. It
then enters the mixer M-1 at point 5. The remaining mass flow after S-2 is sent to the metal
hydride storage C-2. There it is heated up with the heat released by absorbing hydrogen into
the metal structure. Then, at state point 7, it enters the metal hydride container and is brought
to saturation temperature. Afterwards it is evaporated and slightly superheated within the
metal hydride container and exits the container at state point 8. The remaining superheating
is done in the cathode exhaust heat exchanger HX-3 and then in the electrical heater E-4 to
provide enough energy to keep the electrolysis cell energy balance. At point 11 both streams
of steam are joined together in mixer M-1 and then hydrogen is added in M-2. Afterwards the
fluid enters the electrolysis cell EC-1 at the cathode side.
In the electrolysis cell the steam is split into hydrogen and oxygen. While the hydrogen
remains at the cathode side, the oxygen ions migrate through the electrolyte and form oxygen
at the anode side. The oxygen then leaves the anode side of the cell at point 23, is cooled down
in the heat exchanger HX-4 and enters the oxygen container C-1. Because the electrolysis cell
is considered to operate under pressure, no further compression is needed.
The hydrogen and remaining steam exit the cell at state point 13 and then enter the heat
exchanger HX-3. Afterwards, at point 14, it enters the condenser HX-2, which is connected
to a heating system through points 25 and 26, and all remaining steam is condensed and
then separated in S-2. The condensed water is re-fed at 19 to the mixer M-1. The remaining
hydrogen is flowing through point 16 to the splitter S-1. There the largest amount is put through
point 17 into the metal hydride container C-2 where it is absorbed into the metal lattice. This
exothermal reaction is used to generate steam from state point 6 to point 8. A small amount of
3%-vol hydrogen is needed in the steam that reaches the cathode. Therefore, at point 20, it is
recycled to the splitter. In T-1 it is re-compressed to overcome pressure losses in the system
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Parameter Value Source
Design electrolysis cell current density 0.8 A/cm design
Design electrolysis cell voltage 1.22 V result
Design electrolysis cell pressure 3.5 bar design
Design fuel cell current density 0.6 A/cm design
Design fuel cell voltage 0.79 V result
Design fuel cell pressure 1.5 bar design
Design stack operating temperature 805 ◦C design
Pump efficiency 0.8 [117]
Motor electric efficiency 0.95 [117]
Converter and transformer efficiency 0.97 [117]
Pressure drop in the cell 0.1 bar assumption
Pressure drop in the remaining components 0 assumption
Heat exchanger minimum temperature difference 10 K assumption
ORC working fluid pentane optimization
ORC pressure ratio 12 optimization
ORC maximum temperature 150 ◦C design
ORC pump efficiency 0.7 [117]
ORC turbine efficiency 0.8 [117]
ORC generator efficiency 0.95 [117]
ORC energy efficiency 0.165 result
Metal hydride temperature 300 ◦C assumption
Metal hydride pressure 3 bar assumption
Metal hydride sorption enthalpy 40 J/molH2 assumption
Table 9.5: Overview of important parameters and assumptions for the rSOCMH system
and reach the required operating pressure of the electrolysis cell. Afterwards it is heated to
the same temperature as the steam in E-3 and then fed towards the steam flow at state point
22 in mixer M-2. 1
The electrical power required in the electrolysis cell and the electrical heaters it taken from
the grid at E-1, transformed and rectified in E-2 and then transmitted to the electrolysis cell at
point 27.
All important assumptions of relevant parameters are shown in table 9.5. The parameters of
the metal-hydride are optimized for the application.
In figure 9.6 the exergy efficiency and sensitivity analysis are shown. The overall efficiency
at the design point is 96 %. An increase of 5 % voltage reduces the system exergy effi-
ciency by 5 %-points. The influence of the current density between ± 5 %-point changes is
∓ 1.2 %-points. The few data points available for the sensitivity of voltage and current density
indicate a low system simulation stability when affecting the energy balance over the stack
and connected heat exchangers.
FUEL CELL OPERATION
The diagram of the fuel cell operation mode of the reversible solid oxide cell system is given on
page 218 in the appendix. The system is almost identical to the system described for a solid
oxide fuel cell with hydrogen as fuel in section 6.1.3. The main changes are: (1) the hydrogen
1The recirculation of hydrogen has no effect on the efficiency of the cell, except for the increased power demand
for re-compression and re-heating, which are negligible. The electrical heater E-3 is needed for a stable simula-
tion because hydrogen-water mixtures can easily lead to errors in the implemented material property calculation.
The hydrogen could also be injected into the steam before E-4 (at point 9) to make E-3 obsolete.
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Figure 9.6: Full load exergy efficiency sensitivity analysis for rSOCMH, electrolysis mode
source, (2) the optional oxygen flow, (3) the metal hydride storage and (4) the heat exchangers
for the Organic Rankine Cycle.
The hydrogen is taken from the metal hydride tank. Because the hydride can be under
pressure, no extra hydrogen blower is needed. Instead, the hydrogen enters a throttle V-2 at 1
and is throttled to the operating pressure at state point 2.
If the oxygen generated during electrolysis is stored, it can later be used to increase the
oxygen content in the feed air stream. The increased oxygen concentration increases the
chemical potential and, thus, the voltage and efficiency. The oxygen is taken from the pressure
vessel C-1 at point 14 and then throttled to the required pressure in V-1 to point 15.
The dehydration of the metal hydride is an endothermic process and therefore heat is re-
quired. The heat is provided by the off-gas at point 21 to enter the metal hydride container
C-2 and exit it at a lower temperature at point 22. Afterwards it enters the heat exchanger
HX-2, which is the heat recovery steam generator for the organic rankine cycle. The Organic
Rankine Cycle is again the same as outlined in section 9.2.2 using pentane as the working fluid.
A different ORC working fluid needs to be used compared to the ORC for an SOFC system,
because the available heat has to be put into the metal hydrid hydrogen storage first to release
hydrogen and only the heat that remains after this step can be used in the ORC. Then the heat
enters the combined heat and power heat exchanger HX-1 and leaves the system at state point
24.
The assumptions for the simulation are shown in table 9.5.
The efficiency during fuel cell operation mode is 48.8 % and the results of the sensitivity
analysis are shown in figure 9.7. The largest influence is the voltage, which when changed
between ± 5 %-points results in an exergy efficiency change of ± 3 %-points. The model is
as unstable as the electrolysis model.
The overall power-to-power efficiency of the whole reversible solid oxide cell system is
46.8 %.
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Figure 9.7: Full load exergy efficiency sensitivity analysis for rSOCMH, fuel cell mode
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10 PROCESS CHAIN OPTIMIZATION
This chapter analyses the optimization approaches proposed in the previous chapters. The
optimized process designs and waste exergy recovery methods that were described are now
used to generate optimized process chains. The analyses will compare the unoptimized chains
from chapter 7 with the improved versions. Therefore, the analysis focuses at first on the
effect of a single improvement and then add multiple improvements in the hydrogen-based
energy storage pathway. Finally, the different combined process chains are compared.
10.1 ECONOMIC OPTIMIZATION
The overall costs of the discussed process chains to store electric power with hydrogen are
high compared to other, more established technologies. In order to reduce these, two options
are analysed in the following: (1) making use of by-products and (2) changing the application
scenario of the used processes.
10.1.1 COSTS FOR BY-PRODUCTS
In order to reduce the overall costs it is possible to assume the sale of by-products of the pro-
cesses. The obvious by-products are (1) very high purity oxygen from the hydrogen generation
stage, and (2) the heat of the combined heat and power system. The developed economic
model can be used to assign a cost value to the by-products to decrease the costs of the main
product (i.e. hydrogen or power). The value used for the oxygen is estimated as 0.049 e/kg [150]
1 and the costs assigned to the generated heat are 0.06 e/kW h [151] assuming the price of heat
from a district heating system2.
When considering by-products the process chain with the lowest overall costs is now con-
sisting of a solid oxide electrolyser, a hydrogen gas grid and using a solid oxide fuel cell with
238 e/MW h. The previously most cost effective process chain with an SOEC, injecting hydrogen
into the natural gas grid and using a combined cycle gas turbine is very close with with 239
e/MW h cost of exergy at process chain outlet. The results of all the remaining process chain
simulations are shown in table 10.1 and can be compared to the previously shown table 7.2
on page 129. The process paths using fuel cell systems could overall improve their cost effi-
ciency more than the CCGT paths because their combined heat and power systems provide
relatively more heat. The methanation process chains show that the internal reforming solid
1The value in the source is 35 $/ ton in the year 1997. Assuming an exchange rate of 1e = 1.06$ and an inflation
rate of 2 % per year the value of 0.049 e/kg is obtained
2The value in the source for 2014 is 0.085 e/kW h, however, this includes taxes and charges which need to be
deducted here
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Rank Process chain number Full load Load following By-products Alt. App. Sc.
[e/MW h] [e/MW h] [e/MW h] [e/MW h]
1 2.1.3 50 250 238 176
2 2.5.3 58 265 251 166
3 2.2.3 61 340 329 229
4 2.1.2 62 266 254 194
5 2.3.3 64 257 239 155
6 2.1.1 66 306 293 212
7 2.5.2 71 278 265 186
8 2.4.3 71 321 291 194
9 1.1.3 72 391 378 261
10 2.2.2 75 355 345 251
11 2.5.1 76 318 305 201
12 3.1.3 78 482 469 289
13 2.2.1 79 402 392 270
14 2.3.2 79 270 251 174
15 2.3.1 84 309 290 189
16 2.4.2 88 335 306 216
17 3.1.2 88 423 410 278
18 1.1.2 89 411 398 289
19 3.1.1 92 474 461 296
20 2.4.1 93 381 352 234
21 1.2.3 93 373 366 246
22 1.1.1 95 463 452 310
23 1.4.3 105 466 429 275
24 1.2.2 117 394 387 275
25 1.2.1 125 450 443 297
26 1.3.3 126 539 475 303
27 1.4.2 132 493 456 311
28 1.4.1 140 565 528 340
29 1.3.2 157 568 505 343
30 1.3.1 167 649 586 375
Table 10.1: Overall costs of the different process chains including by-products and with an al-
ternative application scenario, same ordering as in table 7.2
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oxide fuel cell system improves less than the other process chains. The system provides heat
for the reforming internally which can not be used in the combined heat and power system
and therefore less profit from heat can be achieved.
All following results include the cost reduction for by-products.
10.1.2 APPLICATION SCENARIO
One of the main cost drivers of the analysed hydrogen energy storage pathways is their low
amount of full-load hours. To increase this parameter, changing the the system’s application
to increase the time it is utilized per year is a possible option. Using components of the
hydrogen-energy storage system to be used for the provision of fuel for mobility as an example
to increase full-load hours per year will be analysed in the following.
Electrolysis, hydrogen storage, as well as transport process steps are needed to supply fuel
for refuelling stations for hydrogen electric vehicles. The analysis is performed by changing
the load profile that was introduced in section 5.7. Only the hydrogen generation load profile
is changed while the utilization is left untouched. To simulate the new application a minimum
load of 50 % is introduced. This minimum load is effective whenever any excess electricity is
available. If there is no excess electricity the load is still 0 %. If there is more available, the
load curve is untouched. The resulting load profile is shown in figure 10.1. The full-load hours
increase from 1427 h/a to 2337 h/a. A change of ± 10 %-points to 40 % and 60 % changes
the full load hours to 1957 h/a and 2508 h/a, respectively. The load profile is synthetic and the
performed changes are a simplification of a real application case. A real case would probably
not be able to operate at 50 % load whenever any excess electricity is available simply due
to the fact that there might barely be enough electricity to cover the existing demand without
providing fuel. However, in lack of data for such a case the synthetic load profile can be used
to estimate the effect qualitatively.
In figure 10.2 the results of the exergy efficiency simulation are shown. The change of
load in the hydrogen generation step results in a change of the efficiency according to the
part-load efficiency curves described in section 6.1. These curves are relatively flat in the
area of minimum load to 50 % load and therefore the overall process chain exergy efficiency
compared to figure 7.3 changes very little.
The results of the process chain overall costs simulation are shown in figure 10.3 and table
10.1. The changes compared to the results shown in figure 7.5 are large among all process
chains. The costs for hydrogen after electrolysis is reduced from 86, 67 and 60 e/MW h to 56, 47
and 40 e/MW h for alkaline, PEM and solid oxide electrolysis, respectively. The reduced costs for
hydrogen generation lead to a large decrease in overall costs for the whole process chain. The
best process pathway is now a solid oxide electrolysis system with a hydrogen gas grid and a
solid oxide fuel cell system at 155 e/MW h, which is 20 e/MW h less than the previously best process
chain using a CCGT instead (176 e/MW h). Even the same process chain with a PEM fuel cell in
the utilization step is better at 166 e/MW h. This is caused by the higher full-load hours of the fuel
cell systems compared to the CCGT processes. Because the identical hydrogen generation
steps have a reduced influence on the overall results, the difference in the hydrogen utilization
becomes more pronounced.
10.2 COMPARISON OF OPTIMIZED PROCESS DESIGNS IN PROCESS
CHAINS
This section discusses the exergy efficiency and overall power-to-power costs of the process
chains using the proposed optimization approaches. At first the recovery of physical exergy
from compressed gas is discussed. This is followed by the analysis of recovery of heat exergy,
at first in the solid oxide electrolysis system and then also by using additional thermodynamic
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Figure 10.1: Load profiles for (a) hydrogen generation and (b) utilization
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Figure 10.2: Exergy efficiency of the process chains in load following operation during one year,
load profile considering a minimum production of hydrogen for the mobility sector,
without waste heat recovery
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Figure 10.3: Overall costs for the process chains in load following operation during one year,
load profile considering a minimum production of hydrogen for the mobility sector,
without waste heat recovery
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cycles and combining a reversible solid oxide cell system with a thermo-chemical heat storage.
Finally, the best process chains using all possible improvements are compared in detail.
10.2.1 PHYSICAL EXERGY RECOVERY
The effect on the exergy efficiency of a whole process chain using expansion machines to
recover physical exergy stored in compressed gas is shown on page 220. For fuel cell systems,
the overall efficiency increase is roughly 1 %-point for hydrogen pathways and negligible for
methane pathways. For CCGT process chains, due to the larger expansion pressure ratio, this
effect is increased to 3 %-points. Just like the storage efficiency without expansion machines
this also depends on the overall generated hydrogen in the pathway as explained in chapter 7.
Using expansion machines has only a negligible effect on the the overall power-to-power
costs of the pathways. The results are shown in the appendix on page 221. This, however,
assumes no extra costs to make the compressors reversible.
The results for full-load can also be found in the appendix on page 220.
10.2.2 HEAT EXERGY RECOVERY
In this section the options of exergy recovery with steam generation for solid oxide electrolysis
and with the use of additional thermodynamic cycles is discussed.
STEAM GENERATION FOR SOLID OXIDE ELECTROLYSIS
When coupling the generation and storage process steps through heat exergy recovery the
exergy efficiency of the overall process chains using solid oxide electrolysis systems can be
improved. The results of the exergy efficiency simulation are shown in figure 10.5. The largest
improvement can be observed within the methanation process chains. The generation exergy
efficiency is improved by 14.5 %-points to 98.5 %. This reflects in an overall process chain
exergy efficiency increase of 8 %-points. When using the inter-cooling waste heat provided in
compressed gas hydrogen storage pathways, the efficiency of the generation step increases
by 2.5 %-points to 80 %, while the overall exergy efficiency increases by 2 %-points. The
efficiency of the liquid hydrogen pathways is not changed.
In full-load the efficiency only increases by 10 %-points for methanation and 2 %-points for
compression inter-cooling. These results are shown in the appendix on page 221.
The results of the exergy improvement also reflect in the overall costs as shown in figure
10.6. The costs of hydrogen generation for the methanation pathways are reduced from 7 e/MW h
to 5 e/MW h, those for compressed gas hydrogen are reduced by 1 e/MW h to 6 e/MW h. This cost
reduction is carried through the whole process chain and amplified by the following process
steps. Therefore, different overall power-to-power costs reductions according to each process
chain are realised.
ADDITIONAL THERMODYNAMIC CYCLES
The exergy efficiency when recovering heat exergy from the utilization processes is shown
in figure 10.7. While the previous analyses were performed in load-following operation, the
following ones are only available in full-load, because the part-load simulation of the turboma-
chinery for the ORC, JC and RC is out of the scope of this work. The higher overall exergy
efficiency of 46.5 % is realised in the process chain with the reversible solid oxide cell system
coupled with a metal hydride storage. It is followed by the solid oxide fuel cell coupled with a
steam Clausius-Rankine cycle showing 36 %, 35.5 % and 43.5 % (with alkaline, PEM and solid
oxide electrolysis, respectively) overall exergy efficiency. Then, the solid oxide fuel cell with a
supercritical carbon dioxide Joule cycle with efficiencies of 35 %, 34.5 % and 42.5 % follows.
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Figure 10.4: Exergy efficiency of the processes in load-following operation, use of expansion
machines
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Figure 10.5: Exergy efficiency of the processes in load-following operation, use of waste heat
for solid oxide electrolysis
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Figure 10.6: Overall costs for the process chains in load-following operation, use of waste heat
for solid oxide electrolysis
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Figure 10.7: Exergy efficiency of the processes in full load operation, use of waste heat for
bottoming cycle
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With 31.5 %, 31.5 % and 38.5 % the HT-PEMFC with an organic rankine cycle and finally the
solid oxide fuel cell with an ORC system with 29 %, 28.5 % and 35 % follow.
The results of the cost calculation for full load are shown in figure 10.8. The increase in
efficiency also results in a decrease of overall specific costs. The most efficient utilization
process, the rSOCMH system, also leads to the lowest costs of 35 e/MW h. The next best
results are shown by the process chains using a steam Clausius-Rankine Cycle with 60 e/MW h,
56 e/MW h and 46 e/MW h. Then follow the supercritical carbon dioxide Joule cycle with 61 e/MW h,
57 e/MW h and 47 e/MW h. The SOFC with an ORC shows costs of 79 e/MW h, 73 e/MW h and 55 e/MW h.
Although the HT-PEMFC with an ORC is more efficient than the SOFC system with an ORC,
the assumed high specific investment costs for the fuel cell increase the specific overall costs
significantly to 82 e/MW h, 78 e/MW h and 61 e/MW h.
10.2.3 COMBINATION OF PHYSICAL AND HEAT EXERGY RECOVERY
Finally, in figure 10.9 the most efficient optimized process chains are compared with each other.
The complete results for all the process chains using physical exergy recovery in expansion
machines and heat exergy recovery are shown in the appendix on pages 224, 222 and 223.
The results are in general a summation of the previously described single effects.
All process chains use solid oxide electrolysis as the hydrogen generation process. Although
all chains utilize some form of waste heat for the efficiency improvement of the electrolysis, the
specific heat utilized per mass of generated hydrogen of the methanation or metal hydridiza-
tion is much larger compared to using only the compression inter-cooling. The electrolysis
efficiency when using either methanation or metal hydridization heat is almost identical with
94 % and 95 %, respectively.
Only the first depicted pathway uses methanation and all the others store hydrogen in com-
pressed form. All of these process chains use a gas grid. The last depicted process chain
uses a metal hydride as a combined hydrogen and thermo-chemical heat storage. The storage
efficiency of the rSOC pathway is the best of all discussed pathways with an overall efficiency
of 95 %. This is due to the fact that the sorption enthalpy of the metal hydride is recovered.
The compressed gas hydrogen pathways show an efficiency of 81 % or 78 % after storage
and transport, for CCGT and other pathways, respectively. Although the generation efficiency
of the process chain using methanation is very high, the lower exergy of the stored gas makes
this chain the least efficient after storage and transport with 74 %.
The best overall exergy efficiency after all process chain steps in full load is achieved by
the combined cycle gas turbine using hydrogen injected into the natural gas grid or a pure
hydrogen grid with 47 %. The second best exergy efficiency is achieved by using the reversible
solid oxide fuel cell system combined with a metal hydride storage system at 46.5 %. They
are followed by the SOFC with steam Clausius-Rankine cycle with 45.5 %, the SOFC with an
sCO2JC at 44 % and the LT-PEMFC system with pure hydrogen at 43.5 % exergy efficiency.
The CCGT with methane achieves 41 % and finally the HT-PEMFC combined with an ORC
reaches 40 % exergy efficiency.
The efficiencies are higher than the efficiency of up to 35 to 40 % often given in existing stud-
ies for a hydrogen-based energy storage system as discussed in chapter 3. In load-following
operation, the improved fuel cell processes are expected to become even more efficient and
some of them should beat the combined cycle gas turbine exergy efficiencies. Furthermore,
the operating temperature and current density of the fuel cell stack can be adjusted to increase
the respective efficiency.
Figure 10.10 shows the overall energy storage costs for the best optimized process chains
for full-load. As shown before in section 7.2 the lowest costs correlate in general with the
highest efficiency. The lowest costs of 16 e/MW h for the generation of hydrogen are contained
in those process chains with the highest generation efficiency i.e. using waste heat of metha-
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Figure 10.8: Overall costs for the process chains in full load operation, use of waste heat for
bottoming cycle
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Figure 10.9: Exergy efficiency of the processes in full load operation, comparison of best pro-
cess chains
167
Figure 10.10: Overall specific costs for the process chains in full load operation, comparison of
best process chains
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nation or from the metal hydride in the rSOC system. Those for the other systems are slightly
higher at 17 e/MW h.
The lowest costs after storage and transport are found in the rSOCMH system at 17 e/MW h.
The process chain injecting hydrogen into the natural gas grid shows 20 e/MW h. All the other
considered process chains show overall costs of 24 e/MW h except for the methanation process
chain whose overall costs are simulated to be 25 e/MW h. The methanation pathway, despite
its low costs in hydrogen generation, is therefore the most expensive one after storage and
transportation.
The final power-to-power overall costs still favour the rSOCMH system with 35 e/MW h because
of the large storage and transportation cost advantages and its high efficiency in full-load.
However, the costs for the CCGT with hydrogen injection is very close with 36 e/MW h. Due to
the higher part-load efficiency of the rSOC system, it is expected that this will perform even
better in load-following operation.
The PEM fuel cell system using hydrogen is next with 40 e/MW h. It is followed by that path-
ways with a CCGT with either methanation or pure hydrogen with 45 e/MW h. Due to their high
efficiency, the SOFC systems with waste heat exergy recovery in a steam Clausius-Rankine
cycle and a supercritical carbon dioxide Joule cycle follow with 46 e/MW h and 47 e/MW h, respec-
tively. The HT-PEMFC with ORC system is the most expensive in this comparison with 60
e/MW h.
To conclude, the rSOCMH system shows one of the highest efficiencies and the lowest
specific costs for the overall process chain, consisting of generation, storage, transport and
utilization.
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11 CONCLUSION
This study describes and analyses different pathways to store electric energy by using hydro-
gen. The pathways are combinations of several processes into process chains. Each chain
consists of at least one process during hydrogen generation, storage, transport and utilization.
In a first step, existing studies in this research area are analysed and an overview of con-
ceivable hydrogen processes is given. Out of these processes those suitable for a large-scale
and long-term energy storage application are chosen for further consideration. The considered
processes are: for generation: (1) alkaline electrolysis, (2) PEM electrolysis and (3) solid oxide
electrolysis; for storage: (1) compression, (2) methanation, and (3) liquefaction; for transport:
(1) injection of methane into the natural gas grid, (2) injection of hydrogen into the natural gas
grid, (3) injection of hydrogen into a hydrogen grid, and (4) liquid hydrogen trailers; and for
utilization: (1) combined cycle gas turbine power plants, (2) PEM fuel cell systems, (3) high-
-temperature PEM fuel cell systems, and (4) solid oxide fuel cell systems.
In a second step the processes are modelled in self-developed code in Matlab. For each pro-
cess a diagram is developed and all necessary state points are calculated with a 0-dimensional
approach. This is performed for both the design case as well as for part-load operation. After
each process is modelled, the resulting mass and energy flows are subjected to an exergy
evaluation. The resulting data of all exergy flows is then used to connect the processes into
process chains. Therefore, the overall exergy flows of the energy storage application are avail-
able and an exergy efficiency of each process chain is calculated. Furthermore, an economic
analysis is added onto the exergy analysis by assigning investment and operation costs to the
processes.
The results of the full-load analysis show overall exergy efficiencies between 17.5 % and
43 %. The most efficient generation process is solid oxide electrolysis, the best storage and
transport is compression and injection of pure hydrogen into a gas grid, and the most efficient
utilization process is the combined cycle gas turbine. These processes together lead to an
overall exergy efficiency of 43 %.
The two low-temperature electrolysis options show similar efficiencies which are about
15 %-points lower than the solid oxide electrolysis.
The storage and transport of compressed hydrogen is 9 %-points more efficient than metha-
nation with ensuing compression, which is in turn 4 %-points more efficient than liquefaction.
The most efficient fuel cell process to utilize pure hydrogen from the same generation and
storage source is the PEM fuel cell with an overall chain exergy efficiency of 41.5 %. Using
liquid hydrogen reduces the efficiency to 31 % when utilizing an LT-PEM fuel cell with an
otherwise identical process chain. The use of methane in a PEM fuel cell requires the external
reforming of the fuel leading to an overall efficiency of 24.5 %. The HT-PEM process is inferior
to the investigated LT-PEM system. A solid oxide fuel cell can reform the fuel inside of the
stack leading to less losses between hydrogen and methane operation of 25.5 % compared to
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37.5 %.
The overall energy storage costs of the process chains range from 50 e/MW h to 167 e/MW h. The
analysis shows that the more efficient process chains also result in lower energy storage costs.
Therefore, roughly the same order as explained for the exergy efficiency is found. The lowest
costs are calculated when using a solid oxide electrolysis process, whose generated hydrogen
is injected into the natural gas grid and then used in a combined cycle gas turbine. The costs
for hydrogen with solid oxide electrolysis are 23 e/MW h, other electrolysis processes are more
expensive by about 5 to 8 e/MW h. Methanation with 33 to 45 e/MW h, due to its lower efficiency
and extra capital expenditures, shows higher costs compared to compressed hydrogen with
21 to 29 e/MW h. Using PEM fuel cells instead of a CCGT costs about 6 e/MW h more at 56 e/MW h,
while solid oxide fuel cells increase the costs to 63 e/MW h. However, most of these costs are
associated with using a pure hydrogen gas grid. Operating a CCGT with hydrogen from the
same gas grid results in 60 e/MW h overall costs.
The main source of exergy destruction lies in the hydrogen utilization processes, therefore
this should be the focus of efficiency improvements. Using pure hydrogen results in higher
efficiency and lower costs than using methanation, despite requiring new infrastructure. Due
to the multiplicative nature of the process chain cost calculation, a slightly lower cost for hydro-
gen generation results in greatly reduced costs for hydrogen utilization. Therefore, hydrogen
generation should be the focus of cost reduction.
Because the application of energy storage demands a flexible operation and an according
load-following of the processes, a synthetic load-profile for the generation and utilization of
hydrogen is generated. By using this load profile in conjunction with the part-load exergy flows
of each process as well as their assigned cost values, an exergetic and economic analysis of
the load-following operation for each process chain is established.
Due to the different part-load efficiency curves of fuel cells and combined cycle gas turbines
the load-following operation analysis shows large differences compared to the full-load opera-
tion described before. In general, the efficiency of the low temperature electrolysis processes
increases slightly, the fuel cell system efficiency increases as well, and the CCGT as well as
high temperature electrolysis efficiency drops.
This results in hydrogen generation efficiencies of 77.5 % for solid oxide electrolysis sys-
tems, a drop of 7 %-points compared to full load, 70 % for alkaline electrolysis and 68.5 %
for PEM electrolysis. While the transport and storage efficiencies change on due to the gener-
ation changes, the overall process chain exergy efficiency is largely affected by the utilization
step. The most efficient utilization option is now the SOFC with pure hydrogen from an SOEC
at 40.5 % exergy efficiency. The PEMFC with the same previous process steps is the next
best option with 39 % and even the HT-PEMFC chain reaches with 35.5 % a higher efficiency
than the CCGT with 34 %. For methanation process chains, however, CCGT is still the best
option with 30 % overall exergy efficiency (using SOEC for hydrogen generation). Using liquid
hydrogen instead of compressed hydrogen reduces the overall exergy efficiency by 9 %-points.
The low full-load hours of the processes of maximum 1427 h/a for hydrogen generation and
1768 h/a for hydrogen utilization increase the overall costs in general. Furthermore, each process
provides a different minimum load. Therefore, the less flexible systems show a larger cost
increase from the full-load case, compared to the more flexible ones. The lowest overall costs
are again shown to be generally aligned with the most efficient process chains. However, due
to the differing flexibility, a process that operates only rarely but at high load with corresponding
high efficiency will show much higher costs due to lower full-load hours.
The costs increase by a factor of about 4 to 5, with a larger increase for less flexible systems.
The most cost effective process chain of a solid oxide electrolysis, hydrogen injected into the
natural gas grid and a combined cycle gas turbine is still the most cost effective one with
250 e/MW h. However, the gap towards the SOFC with the same hydrogen generation and a
hydrogen gas grid has decrease from 13 e/MW h to 7 e/MW h at 257 e/MW h, overall. In general, the
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load-following operation favours the fuel cell systems due to their flexibility and high part-load
efficiency.
Enhancements to improve the explained results are performed by three different approaches:
(1) To decrease the energy storage overall costs of the process chains the option to use
revenue generated by by-products is investigated. The considered by-products are oxygen
from electrolysis and heat from the utilization processes. The influence of the oxygen revenue
is small compared to the overall costs and can only amount to less than 1 e/MW h. Heat, however,
can decrease the overall costs significantly. A decrease of at least 12 e/MW h, or 5 %, can be
observed even for the most cost-effective process chains. The better heat utilization of the
fuel cell systems leads to 232 e/MW h for the already mentioned SOFC process chain compared
to 233 e/MW h for the previously described CCGT process chain.
(2) To further decrease costs the increase of the full-load hours is also investigated. An alter-
native application scenario and resulting load profile for the hydrogen generation is developed.
This application considers not only the isolated energy storage application, but makes use of
hydrogen’s versatility as an energy carrier by considering the supply of fuel for fuel cell electric
vehicles. The full-load hours when assuming a minimum electrolysis load of 50 % increase
from 1427 h/a to 2337 h/a. This results in cost reductions of 74 e/MW h for already cost-effective
process chains, up to 274 e/MW h for the least cost-effective chains. Because of the multiplica-
tive effect of the costs of each process step towards the next, the same cost reduction in the
generation step has an increasingly large effect on more expensive utilization process steps.
Overall costs for SOFC process chain with a hydrogen gas grid are now 155 e/MW h, which is 21
e/MW h lower than those for the CCGT with hydrogen injection into the natural gas grid at 176
e/MW h.
(3) The results of the exergetic and economic analysis are for unoptimized process chains.
Therefore, in a third step, the sources of exergy destruction in the processes and process
chains are evaluated. Several exergy recovery options are discussed, modelled and analysed.
To increase the exergy efficiency either physical or heat exergy can be recovered. The con-
sidered physical exergy recovery option is using (reversible) compressor/expander machines
for the high pressure gas grid. To recover heat exergy several thermodynamic processes are
considered: (1) water steam Clausius-Rankine cycle, (2) organic Clausius-Rankine cycle and (3)
supercritical carbon dioxide Joule-cycle. Furthermore, the option to use waste heat exergy for
the steam generation of the solid oxide electrolysis process is investigated. The conceivable
heat sources for this application are: (1) inter-cooling heat from compression, (2) heat from the
exothermal methanation reaction, and (3) heat from a solid oxide fuel cell stored with a thermal
energy storage, in this case the thermo-chemical heat storage of a metal-hydride.
The processes are again modelled with Matlab to calculate all process points and then per-
form an exergy analysis. Parameters like condensation and evaporation pressure, operating
fluid, maximum temperature, flow distribution and general process design show a large influ-
ence on the overall system efficiency. To achieve the maximum system efficiency, all heat
recovery options are optimized by iterative methods. Due to the complexity of the required
models and the difficult to impossible validation of results no part-load simulation is conducted.
However, the results, when regarded together with those of the unoptimized processes, pro-
vide a good estimate for the load-following operation.
The optimized processes are then put into process chains and their overall exergy efficiency
and energy storage costs are calculated. The physical exergy recovery with expansion ma-
chines shows small effects on efficiency and costs, when only the pressure difference be-
tween the storage cavern (200 bar) and the high pressure grid (80 bar) is used. If the pressure
difference between the storage cavern and a CCGT (20 bar) is used, the efficiency of the whole
process chain is improved by 3 %-points.
In the following results, only solid oxide electrolysis with waste heat exergy recovery is used,
because it shows the best performance. Physical exergy recovery with expansion machines
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is also assumed as well as the revenue generated by by-products. The hydrogen generation
efficiency of the rSOC system with a metal hydride heat storage is 95 %, with a methanation an
efficiency of 94 % is reached and with compression heat exergy recovery 86 % are achieved.
Despite the high hydrogen generation efficiency, the process chain efficiency after storage and
transport of the methanation system is only 74 %, 4 %-points less than pure hydrogen. The
most efficient process chains for full-load are the CCGT with hydrogen injected into the natural
gas grid or a hydrogen grid with 47 %, the reversible solid oxide cell system with 46.5 % and
the solid oxide fuel cell with a steam Clausius Rankine cycle with 45.5 %.
The cost results show again that the most efficient process chains are also the most cost-
effective. The rSOC system achieves overall costs of 35 e/MW h while the CCGT system with
hydrogen injected into the natural gas grid is close at 36 e/MW h. The LT-PEMFC chain follows
at 40 e/MW h. The solid oxide fuel cell with a steam Clausius Rankine cycle shows overall costs
of 46 e/MW h, very close to those with a supercritical carbon dioxide Joule Cycle. Although the
SOFC systems show a higher exergy efficiency, their costs are also higher than those for the
LT-PEMFC pathway. This is caused by the increased investment into the heat exergy recov-
ery cycle which converts heat into power. This heat, however, cannot generate revenue as
a by-product, which then makes this process chain overall less cost-effective. This, however,
also strongly depends on the assumed cost of heat.
In general, it can be assumed that the advantage of the fuel cell processes over the CCGT
in part-load will have a similar effect as discussed for the un-optimized processes.
In conclusion, this study shows that high efficiency up to 47 % and low-cost down to 155
e/MW h long-term energy storage with hydrogen is possible. For each process step most promis-
ing technologies are identified. In hydrogen generation especially the solid oxide electrolysis
when coupled with a heat source shows very high efficiency at relatively low costs. This ad-
vantage can be increased when a reversible system is used to reduce capital expenditures. For
storage either the use of compressed gas hydrogen or a metal-hydride for both heat and hydro-
gen storage appear as the best options. Transport of hydrogen in a hydrogen gas grid or, for a
transition phase, injected into the natural gas grid, is both most exergy and cost efficient. The
utilization of hydrogen should be performed by a mix of technologies: large-scale combined cy-
cle gas turbines running on hydrogen or on a natural gas hydrogen mixture can be established
during a transition phase and then used for the storage “base-load”. Fuel cells, especially solid
oxide fuel cells with heat exergy recovery, should be able to provide the remaining required
power. The combination of different applications made possible by the flexibility of hydrogen
as an energy carrier will also be essential for a commercial success.
The developed methodology and simulation environment can in the future be used to evalu-
ate different solutions for peak and base load applications under the consideration of changing
load profiles.
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12 OUTLOOK
This study shows that several important research topics still need to be investigated. These in-
clude on the one hand an extension of the scope of this work and on the other hand a transition
from the theoretical approach towards an experimental and application-oriented research.
The scope of this analysis should be expanded by performing a part-load analysis of the
processes using waste heat exergy recovery. Although the estimates based on the simpler
processes appear reasonable, the low amount of reliable data in the current literature needs
to be increased. Furthermore, process optimization is a constant iterative process and new
improvements should again and again be analysed and checked whether these could be applied
for the given systems.
One of the main challenges for electrolysis and fuel cell systems is the low durability of the
stacks. Although huge progress is being made on reducing degradation, the low lifetime of the
most expensive component is still an issue. Further research and development in materials,
design and operation must be performed to increase the economic feasibility of the technology.
Another issue affecting the economic feasibility is the low amount of produced fuel and
electrolysis cell units per year. Increased market penetration and production volume as well as
reduced specific investment cost go hand in hand. However, mass production processes still
need to be developed and optimized.
The assumption of flexible systems made in this study is essential for the load-following
operation and, thus, for the final results. However, while low temperature fuel and electrolysis
cells are shown to be very flexbile, solid oxide cells are not. Especially the three-dimensional
temperature profile inside the stack is a major issue as fluctuations can cause thermal stresses
which can lead to breaking of ceramic parts and thus decrease durability. This can either be
solved by decreasing the temperature differences inside the stack or by making the cells more
robust.
Finally, hydrogen-based energy storage systems can only be successful if the flexibility of
hydrogen as an energy carrier is used. Therefore, the coupling and interchangeability of the
electricity, gas and fuel supply must be strengthened. Furthermore, the flexibility and fast
reaction time of fuel cells must be used to its full potential. PEM electrolysers are shown
to be able to participate in secondary frequency stabilization and there are currently efforts
being undertaken to investigate the same option for solid oxide cells. Also, the energy storage
system should not only be used to balance supply and demand of power, but can also provide
peak-shaving capabilities for large power consumers to decrease grid tariffs.
There are still hurdles to be overcome for a full market breakthrough for hydrogen technology.
However, it can be concluded, that hydrogen-based energy storage pathways can be very
exergy, energy and cost efficient for long-term and large-scale energy storage applications.
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13 ANNEX
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Figure 13.1: Calculated load profiles for (a) hydrogen generation and (b) utilization
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ANNEX I
177
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
Pnorm [-]
η
n
o
rm
[-
]
base
Sens icell 1.1
Sens icell 0.9
Sens Vcell 1.1
Sens Vcell 0.9
Figure 13.2: Load curves for LT-PEMFC using liquefied hydrogen
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Figure 13.3: Full load exergy efficiencies for LT-PEMFC using liquefied hydrogen
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Figure 13.4: Load curves for LT-PEMFC using methane
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Figure 13.5: Full load exergy efficiencies for LT-PEMFC using methane
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Figure 13.6: Load curves for HT-PEMFC using compressed hydrogen
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Figure 13.7: Full load exergy efficiencies for HT-PEMFC using compressed hydrogen
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Figure 13.8: Load curves for HT-PEMFC using liquid hydrogen
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Figure 13.9: Full load exergy efficiencies for HT-PEMFC using liquefied hydrogen
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Figure 13.10: Load curves for HT-PEMFC using methane
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Figure 13.11: Full load exergy efficiencies for HT-PEMFC using methane
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Figure 13.12: Full load exergy efficiencies for SOFC using compressed hydrogen, recirculation
deactivated
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Figure 13.13: Full load exergy efficiencies for SOFC using methane, recirculation activated, no
bypass
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Figure 13.14: Full load exergy efficiencies for SOFC using methane, recirculation activated, 50
% bypass
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Figure 13.15: Full load exergy efficiencies for SOFC using methane, recirculation deactivated,
50 % bypass
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Figure 13.16: Full load exergy efficiencies for SOFC using methane, recirculation deactivated,
100 % bypass
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Figure 13.17: Sensitivity analysis of overall costs for process chain consisting of SOEC, CgH2
and SOFC
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Figure 13.18: Sensitivity analysis of overall costs for process chain consisting of SOEC, CgH2
mixed into CH4 and CCGT
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Figure 13.19: Sensitivity analysis of overall costs for process chain consisting of SOEC, CgH2
and PEMFC
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Figure 13.20: Sensitivity analysis of overall costs for process chain consisting of SOEC, CgH2
and HTPEMFC
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Figure 13.21: Sensitivity analysis of overall costs for process chain consisting of SOEC, LH2
and PEMFC
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Figure 13.22: Sensitivity analysis of overall costs for process chain consisting of SOEC, Metha-
nation, CH4 and SOFC
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Figure 13.23: Sensitivity analysis of overall costs for process chain consisting of SOEC, Metha-
nation, CH4 and PEMFC
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Figure 13.24: Sensitivity analysis of overall costs for process chain consisting of SOEC, Metha-
nation, CH4 and SOFC
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Figure 13.25: Sensitivity analysis of overall costs for process chain consisting of SOEC, Metha-
nation, CH4 and SOFC
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Figure 13.26: Sensitivity analysis of overall costs for process chain consisting of PEM, CgH2
and SOFC
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Figure 13.27: Sensitivity analysis of overall costs for process chain consisting of PEM, CgH2
and CCGT
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Figure 13.28: Sensitivity analysis of overall costs for process chain consisting of PEM, CgH2
and PEMFC
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Figure 13.29: Sensitivity analysis of overall costs for process chain consisting of PEM, CgH2
and HTPEMFC
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Figure 13.30: Sensitivity analysis of overall costs for process chain consisting of PEM, CgH2
mixed into CH4 and CCGT
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Figure 13.31: Sensitivity analysis of overall costs for process chain consisting of PEM, LH2 and
PEMFC
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Figure 13.32: Sensitivity analysis of overall costs for process chain consisting of PEM, Metha-
nation, CH4 and HT-PEMFC
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Figure 13.33: Sensitivity analysis of overall costs for process chain consisting of PEM, Metha-
nation, CH4 and PEMFC
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Figure 13.34: Sensitivity analysis of overall costs for process chain consisting of PEM, Metha-
nation, CH4 and CCGT
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Figure 13.35: Sensitivity analysis of overall costs for process chain consisting of AEL, CgH2
and CCGT
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Figure 13.36: Sensitivity analysis of overall costs for process chain consisting of AEL, CgH2
and SOFC
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Figure 13.37: Sensitivity analysis of overall costs for process chain consisting of AEL, CgH2
and PEMFC
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Figure 13.38: Sensitivity analysis of overall costs for process chain consisting of AEL, CgH2
and HTPEMFC
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Figure 13.39: Sensitivity analysis of overall costs for process chain consisting of AEL, CgH2
mixed into CH4 and CCGT
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Figure 13.40: Sensitivity analysis of overall costs for process chain consisting of AEL, Metha-
nation, CH4 and SOFC
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Figure 13.41: Sensitivity analysis of overall costs for process chain consisting of AEL, Metha-
nation, CH4 and PEMFC
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Figure 13.42: Sensitivity analysis of overall costs for process chain consisting of AEL, Metha-
nation, CH4 and SOFC
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Figure 13.43: Sensitivity analysis of overall costs for process chain consisting of AEL, Metha-
nation, CH4 and SOFC
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ANNEX III
201
Figure 13.44: Diagram for AEC system
202
Figure 13.45: Diagram for PEMEC system
203
Figure 13.46: Diagram for SOEC system with hydrogen compression
204
Figure 13.47: Diagram for SOEC system with methanation and methane compression
205
Figure 13.48: Diagram for methanation
206
Figure 13.49: Diagram for PEMFC system using hydrogen as fuel
207
Figure 13.50: Diagram for PEMFC system using liquid hydrogen as fuel
208
Figure 13.51: Diagram for PEMFC system using methane as fuel
209
Figure 13.52: Diagram for PEMFC system using methane as fuel, part 2
210
Figure 13.53: Diagram for SOFC system using hydrogen as fuel
211
Figure 13.54: Diagram for SOFC system using methane as fuel
212
Figure 13.55: Diagram for steam Clausius-Rankine cycle with one stage reheating
213
Figure 13.56: Diagram for SOFC system using hydrogen as fuel, with integrated recompressing
sCO2GT
214
Figure 13.57: Diagram for SOFC system using hydrogen as fuel, with integrated recompressing
sCO2GT, part 2
215
Figure 13.58: Diagram for ORC with regenerator
216
Figure 13.59: Diagram for reversible SOC system with metal hydride storage, electrolysis cell
operation
217
Figure 13.60: Diagram for reversible SOC system with metal hydride storage, fuel cell opera-
tion
218
ANNEX IV
219
Figure 13.61: Overall costs for the process chains in full load operation, use of expansion ma-
chines
Figure 13.62: Exergy efficiency of the processes in full load operation, use of expansion ma-
chines
220
Figure 13.63: Overall costs for the process chains in load-following operation, use of expansion
machines
Figure 13.64: Exergy efficiency of the processes in full load operation, use of waste heat for
solid oxide electrolysis
221
Figure 13.65: Overall costs for the process chains in full load operation, use of waste heat for
solid oxide electrolysis
Figure 13.66: Exergy efficiency of the processes in full load operation, use of waste heat for
solid oxide electrolysis
222
Figure 13.67: Overall costs for the process chains in full load operation, use of waste heat for
solid oxide electrolysis
Figure 13.68: Exergy efficiency of the processes in load-following operation, use of waste heat
for solid oxide electrolysis and expansion machines
223
Figure 13.69: Overall costs for the process chains in load-following operation, use of waste
heat for solid oxide electrolysis and expansion machines
Figure 13.70: Exergy efficiency of the processes in full load operation, use of waste heat and
expansion machines
224
Figure 13.71: Overall costs for the process chains in full load operation, use of waste heat and
expansion machines
225
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