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Abstract
We classify the von Neumann entropy as a certain concave functor from finite-
dimensional non-commutative probability spaces and state-preserving ∗-homomorphisms
to real numbers. This is made precise by first showing that the category of non-commutative
probability spaces has the structure of a Grothendieck fibration with a fiberwise convex
structure. The entropy difference associated to a ∗-homomorphism between probability
spaces is shown to be a functor from this fibration to another one involving the real num-
bers. Furthermore, the von Neumann entropy difference is classified by a set of axioms
similar to those of Baez, Fritz, and Leinster characterizing the Shannon entropy difference.
The existence of disintegrations for classical probability spaces plays a crucial role in our
classification.
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1 Introduction and outline
In 2011, Baez, Fritz, and Leinster (BFL) characterized the Shannon entropy (difference) of
finite probability distributions as the only non-vanishing continuous affine functor FinProb→
BR>0 from finite probability spaces to non-negative numbers up to an overall non-negative
constant [4]. Here, FinProb is the category of finite sets equipped with probability measures as
objects and probability-preserving functions as morphisms. The codomain category, BR>0, is
the category consisting of a single object and whose morphisms from that object to itself are all
non-negative real numbers equipped with addition as the composition. Each of these categories
has a convex structure allowing one to take convex combinations of objects and morphisms, all
of which will be reviewed in this manuscript.
A natural follow-up question is whether the von Neumann (or finite-dimensional Segal) en-
tropy can be characterized in a similar manner by replacing FinProb with NCFinProb, the cat-
egory of finite quantum probability spaces, consisting of unital finite-dimensional C∗-algebras
equipped with states as objects and state-preserving unital ∗-homomorphisms as morphisms.
Although this question was explored by Baez and Fritz [2], a suitably similar set of axioms was
never obtained. The present manuscript accomplishes this task.
There are two main difficulties with extending BFL’s result to the quantum setting. The first
issue is that the difference of von Neumann entropies need not have a fixed sign. Namely there
are state-preserving unital ∗-homomorphisms that decrease the entropy as well as increase the
entropy. The root of this stems from the fact that when one attempts to make an observation of
a quantum system in a pure state, then the outcomes are generally probabilistic (though there
are also examples not of this kind, which have recently found applications in quantum infor-
mation theory [21, 22]). Using our axioms, we show that the existence of disintegrations [42]
(called optimal hypotheses in [3]) implies the non-negativity of the entropy difference. Since
disintegrations always exist for finite-dimensional classical systems, this proves one of the main
assumptions of BFL in their functorial characterization of the Shannon entropy [4]. The second
difficulty is that the objects of NCFinProb are not convex generated by any single object in that
category. Note that this occurs for FinProb, where an arbitrary probability spaces (X,p), with
X a finite set and p a probability measure on X, can be decomposed into a convex sum as
(X,p) ∼=
⊕
x∈X
px1, (1.1)
where 1 is the (essentially) unique probability space consisting of a single element and px is
the probability of x ∈ X. In NCFinProb, a non-commutative probability space such as (Mm,ω)
cannot be expressed as a convex combination of lower-dimensional probability spaces (since
Mm is a factor). Here, m ∈N, Mm is the C∗-algebra of m×m matrices, and ω is a state on Mm
(which can be uniquely represented by a density matrix).
In this manuscript, we simultaneously address both these issues and provide a functorial
characterization of the von Neumann entropy. This is done by introducing Grothendieck fi-
brations of convex categories and fibred affine functors. The category NCFinProb forms a
fibration over fdC*-Alg, the category of finite-dimensional unital C∗-algebras and unital ∗-
homomorphisms, by sending each quantum probability space (A,ω) to the underlying C∗-
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algebra A. The von Neumann entropy (difference) provides a functor
NCFinProb BR
fdC*-Alg 1
Entropy
//
 
//
, (1.2)
where 1 is the category consisting of a single object and just the identity morphism, BR is the
one-object category whose morphisms consist of all real numbers with composition rule given
by addition, and the left vertical arrow is the fibration just mentioned. The fibres of the left
and right fibrations are convex categories. On the left, one has over each C∗-algebra A, the
convex set of states S(A) on A, which is viewed as a discrete convex category. A morphism
B
f−→ A of C∗-algebras gets lifted to the morphism S(f) : S(A) → S(B), which acts as the
pullback on states sending ω ∈ S(A) to ω ◦ f. On the right, BR is also a convex category, with
convex combinations of real numbers as the convex operation. The entropy difference is in fact
a concave (lax affine) fibred functor, denoted by H, and which can be visually represented as
in a more bundle-theoretic fashion.
This entropy difference functor sends a state ω ∈ S(A) together with a morphism B f−→ A
(which corresponds to a morphism in the total space of the fibration) to a real number Hf(ω).
Given another state ξ ∈ S(A) and a number λ ∈ [0, 1], one obtains the inequality
Hf
(
λω+ (1− λ)ξ
)
> λHf(ω) + (1− λ)Hf(ξ), (1.3)
which is of fundamental importance in quantum information theory. The non-negativity of the
quantity
χλ;f(ω, ξ) := Hf
(
λω+ (1− λ)ξ
)
− λHf(ω) − (1− λ)Hf(ξ) (1.4)
is closely related to the monotonicity of entropy under partial trace, which is known to be equiv-
alent (in a certain sense) to strong subadditivity [54]. A special case of this inequality, when
f :=!A : C → A is the unique unital ∗-homomorphism into A, leads to the fact that mixing
always increases entropy. It is actually only this, much weaker, assumption that will play a role
in our current characterization.
For more general algebras, if ω and ξ have orthogonal supports, and f : B → A preserves
this orthogonality, then equality in (1.3) is obtained. This condition, which we call orthogonal
affinity, is what replaces the affine assumption of entropy difference made by BFL. However,
3
orthogonal affinity and (1.3) are not enough to guarantee that HA(ω) := H!A(ω) vanishes on
pure states ω. If one imposes this additional assumption, one can show that it is no longer
necessary to assume χλ;f(ω, ξ) > 0 for all inputs. Instead, one can demand the simpler as-
sumption thatHA(ω) > 0 for all statesω. In other words, one can replace BFL’s non-negativity
assumption for classical entropy difference with the assumption that HA(ω) > 0 for all states ω
on C∗-algebras A, with equality for pure states. The relationships between these assumptions
will be made precise in the body of the present manuscript. Our main theorem can then be
phrased as follows.
Theorem 1.5 [A functorial characterization of quantum entropy (Theorem 4.31 in body)]
Let H : NCFinProb→ BR be a continuous and orthogonally affine fibred functor
NCFinProb BR
fdC*-Alg 1
H //
 
//
for which HA(ω) > 0 for all states ω ∈ S(A), with equality on all pure states, for all C∗-
algebras A. Then there exists a constant c > 0 such that
Hf(ω) = c
(
S(ω) − S(ω ◦ f)
)
for all morphisms B f−→ A of C∗-algebras and statesω ∈ S(A).
In this theorem, S(ω) is the von Neumann (Segal) entropy ofω, which is given by
S(ω) = −tr(ρ log ρ) (1.6)
in the special case when ω is a state on Mm, which is always represented by a unique den-
sity matrix ρ via ω = tr(ρ · ), with tr the (un-normalized) trace. More generally, when
A :=
⊕
x∈XMmx(C), a stateω onA can be described by a collection of statesωx :Mmx(C) //C
and a probability measure p : {•} //X such that ω(Ax) = pxωx(Ax) for Ax ∈ Mmx(C) [42,
Lemma 5.50]. In this case, the von Neumann entropy ofω is given by
S(ω) = −
∑
x∈X
px log(px) −
∑
x∈X
pxtr(ρx log ρx). (1.7)
Since all finite-dimensional unital C∗-algebras are of this form (up to isomorphism), this speci-
fies the functor H everywhere (since entropy is invariant under isomorphism).
The goal of this paper is to set up all the relevant terminology in the statement of this theo-
rem, prove the theorem, and then describe how our geometric setup using fibrations of convex
categories has the potential to offer a generalized notion of entropy, though we describe the
latter in forthcoming work.
The present manuscript is broken up into several parts. We begin by reviewing states, mu-
tual orthogonality, and the standard entropy in Section 2. Section 3 provides (what we hope is)
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a leisurely introduction to Grothendieck fibrations, fiberwise convex structures, fibered func-
tors, and continuity of fibered functors. Section 4 contains our main result and several others
of potential interest. In particular, we prove that our axioms imply the non-negativity of Hf(ω)
for commutative C∗-algebras by using the fact that disintegrations exist for morphisms of com-
mutative probability spaces. More generally, we prove that if a disintegration of (f,ω) exists
for arbitrary non-commutative probability spaces, then Hf(ω) > 0. We also include a brief his-
torical account of axiomatizations of the von Neumann entropy and how our characterization
compares with them. We review facts regarding relative entropy in Appendix A and explain
how the difference of von Neumann entropies is a concave functor. Although concavity was
not used in our characterization of the quantum entropy, we record these facts in the event that
they may be useful for further investigations of convex categories and entropy-like functors.
Some comments are to be made on the layout and format of the manuscript. Certain envi-
ronments are labelled with colors for organizational purposes so that the reader may quickly
navigate results catered to their interests. Definitions are green, statements (lemmas, proposi-
tions, theorems) are red, examples and physics notes are violet, remarks are yellow, and ques-
tions/open problems are blue. The shorthand “iff” stands for “if and only if” and is used
exclusively in definitions. Blackboard font will be used for fields, so thatN,Z,R, andC are the
natural numbers (not including 0), the integers, the real numbers, and the complex numbers,
respectively.
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2 States on finite-dimensional C∗-algebras
In this section, we set up notation and compile several standard facts that will be used
throughout. In particular, since a physicist usually works with density matrices instead of
states on C∗-algebras, we review the standard tools in this language. All C∗-algebras will be
unital and finite-dimensional and all ∗-homomorphisms will be unital unless stated otherwise.
Since all our C∗-algebras will be finite-dimensional, they will always be ∗-isomorphic to direct
sums of matrix algebras, so that the reader unfamiliar with C∗-algebras should feel somewhat
relieved since most of our analysis will involve only linear algebra. An especially suitable
reference including more than enough background is Farenick’s linear algebra text [11] (see
Theorem 5.20 and Proposition 5.26 in [11] for the statement regarding all finite-dimensional
C∗-algebras).
Definition 2.1 [Preliminary definitions]
Let n ∈ N. A density matrix on Cn is a positive matrix (self-adjoint and non-negative
eigenvalues) ρ with trace 1. Given a C∗-algebra A, an element a ∈ A is positive iff there
exists an x ∈ A such that a = x∗x. The set of positive elements in A is denoted by A+.
An element a ∈ A is self-adjoint iff a∗ = a. An element p ∈ A is a projection iff p∗p = p
(equivalently, a self-adjoint nilpotent element). The orthogonal complement of a projection
p ∈ A is the element p⊥ := 1A − p (and is also a projection). Positivity defines a partial
order on self-adjoint elements and one writes a > a ′ or a ′ 6 a iff a− a ′ ∈ A+. Given
another C∗-algebra B, a positive mapa ϕ : B //A is a linear map such that ϕ(B+) ⊆ A+.
A weight on a C∗-algebra A is a positive map A ω C. A weight is called a state iff it is
unital. The set of states on a C∗-algebra A are denoted by S(A). A non-commutative prob-
ability spaceb is a pair (A,ω) consisting of a C∗-algebra together with a state ω ∈ S(A). A
state-preserving map (a ∗-homomorphism or a positive map) from one non-commutative
probability space (B, ξ) to another (A,ω) is a map f : B //A such that ξ = ω ◦ f. Given
two weights ω,χ : A //C, one writes χ 6 ω iff χ(a) 6 ω(a) for all a ∈ A+. One says χ is
absolutely continuous with respect to ω, written χ  ω, iff ω(a) = 0 with a ∈ A+ implies
χ(a) = 0. A state A ω C is pure iff it cannot be expressed as a non-trivial convex com-
bination of some pair of distinct states. For the C∗-algebra of m×m matrices Mm, which
is referred to as a matrix algebra, the involution is the conjugate transpose and is denoted
by † instead of ∗. Ifm = 1, then M1 ∼= C and z is used, instead of z†, to denote the complex
conjugate of z ∈ C.
aWe use the convention that ∗-homomorphisms are always drawn with straight arrows → and linear
maps between algebras are drawn with squiggly arrows // . We hope this helps the reader visually dis-
tinguish between deterministic maps and stochastic maps. Note that there are some quantum information
communities where positive unital maps are called deterministic and where the non-unital maps are called
non-deterministic. For them, a deterministic map is one whose Hilbert–Schmidt dual (to be discussed in Ex-
ample 2.12) sends density matrices to density matrices. We find this terminology potentially misleading
because there is a precise correspondence between positive unital maps and stochastic maps (Markov ker-
nels) that restricts to a correspondence between ∗-homomorphisms and functions [37].
bIn this case “non-commutative” should be read as “not necessarily commutative.”
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Example 2.2 [Density matrices, states, and expectation values]
Positivity of an m×m matrix coincides with the C∗-algebraic definition of positivity on
Mm (to see this, use the spectral theorem from linear algebra). Every state ω on Mm can
be expressed as ω = tr(ρ · ) for some unique density matrix ρ ∈ Mm. Here, and every-
where else in this manuscript, tr denotes the un-normalized trace. In this way, the density
matrix is viewed as the functional providing the expectation values of observables. More
generally, when A :=
⊕
x∈XMmx with X a finite set and mx ∈ N, a state ω on A can be
described by a collection of states ωx : Mmx //C and a probability measure p : {•} //X
such that ω(Ax) = pxωx(Ax) for Ax ∈ Mmx [42, Lemma 5.50]. Here, and elsewhere in
the manuscript, px is used to denote the probability of x with respect to p. Since each
state ωx corresponds to a density matrix ρx ∈ Mmx , ω can equivalently be expressed by
ω(Ax) = pxtr(ρxAx) for Ax ∈Mmx(C). We will also use all of the following notations
ω ≡
∑
x∈X
pxωx ≡
∑
x∈X
pxtr(ρx · )
to indicate the same state. In this way, states generally encode the data of families of ex-
pectation values. Since every C∗-algebra A is isomorphic to a finite direct sum of matrix
algebras, this is a full description of states on C∗-algebras. The usefulness of using C∗-
algebras as opposed to just matrix algebras is to allow for a combination of classical and
quantum setups, such as measurement. Furthermore, direct sums of matrix algebras are
used in describing superselection sectors [46, 60], while ensembles, preparations, instru-
ments, etc. are all naturally described by positive maps between certain C∗-algebras that
are not just matrix algebras [43, Section 4].
Lemma 2.3 [The support of a weight]
Associated to every weightω on a C∗-algebra A is a projection Pω ∈ A satisfying
ω(PωA) = ω(APω) = ω(PωAPω) = ω(A) ∀ A ∈ A
and such that P 6 Q for every other projection Q satisfying this condition (with Q replac-
ing Pω).
Definition 2.4 [Supports and mutually orthogonal weights]
The projection Pω in Lemma 2.3 is called the support of ω. Two weights ω, ξ on a finite-
dimensional C∗-algebraA are mutually orthogonal, writtenω ⊥ ξ, iff any of the following
equivalent conditions hold.a
1. If for any weight χ on A such that χ 6 ω and χ 6 ξ, then χ = 0.
2. PωPξ = 0 (which implies PωPξ = PξPω).
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A ∗-homomorphism B f−→ A preserves the mutual orthogonalityω ⊥ ξ iff (ω ◦ f) ⊥ (ξ ◦ f).
aThe thermodynamic meaning of mutual orthogonality of states is summarized in [46, Section 2].
Remark 2.5 [Techniques on positivity]
Any one of the three equalities in Lemma 2.3 implies the other two. Although this is well-
documented, the proof illustrates some simple, but useful, techniques, which we may often
use without explicitly saying so. For example, suppose ω(PωAPω) = ω(PωA) for all A ∈
A. Then
ω(PωA) = ω
(
(A∗Pω)∗
)
= ω(A∗Pω) = ω(PωA∗Pω) = ω(PωAPω)
since ω(A∗) = ω(A) for all A ∈ A (this is a consequence of positivity of ω). For the last
equality, first note that if A > 0, then
0 6 ω
(
P⊥ωAP
⊥
ω
)
sinceω is a positive functional and P⊥ωAP
⊥
ω > 0
6 ‖A‖ω(P⊥ω) since A 6 ‖A‖1A andω is linear (‖ · ‖ is the norm on A)
= 0 by the previous equality.
This proves ω
(
P⊥ωAP⊥ω
)
= 0 for A > 0. This equality also holds for arbitrary A since every
A can always be expressed as a linear combination of at most four positive elements.a
Therefore,
ω(A) = ω
(
APω + PωAP
⊥
ω + P
⊥
ωAP
⊥
ω
)
= ω(APω) +ω
(
PωAP
⊥
ω
)
+ω
(
P⊥ωAP
⊥
ω
)
= ω(APω).
aBreak A up into a self-adjoint and skew-adjoint element, and then spectrally decompose the two results
and split the negative and positive terms apart.
Remark 2.6 [The orthogonal complement of the support]
Another equivalent definition of the support ofω is in terms of its orthogonal complement
P⊥ω. Namely, P⊥ω is the (necessarily unique) largest projection satisfying ω(P⊥ω) = 0, i.e. for
any other projection Qwithω(Q) = 0, then P⊥ω > Q.
Lemma 2.7 [The image of a support]
Let B f−→ A be a ∗-homomorphism and let A ω C be a state. Then
f(P⊥ω◦f) 6 P⊥ω and f(Pω◦f) > Pω.
Proof. The first inequality follows from the fact that f sends projections to projections and
f(Nω◦f) ⊆ Nω, where Nξ denotes the null-space associated to the state ξ and is given by
Nξ := {A ∈ A : ξ(A∗A) = 0}. (2.8)
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This is proved in Proposition 3.106 in [42] using the Kadison–Schwarz inequality. The two
inequalities are equivalent because
f(Pω◦f) = f(1B − P⊥ω◦f) = f(1B) − f(P
⊥
ω◦f) = 1A − f(P
⊥
ω◦f) = f(P
⊥
ω◦f)
⊥ > Pω, (2.9)
where the last inequality used f(P⊥ω◦f) 6 P⊥ω. Note that we have also used (in the 4th equality)
the fact that f applied to any projection is again a projection since f is a ∗-homomorphism. A
similar calculation shows the converse. 
Example 2.10 [External convex sums for finite probability spaces]
Let X,X ′ and Y, Y ′ be two finite sets, let p and q be probability measures on X and Y,
respectively, and let X
φ−→ X ′ and Y ψ−→ Y ′ be two functions. Let λp⊕ (1 − λ)q denote the
measure on Xq Y (the disjoint union) given by
(λp⊕ (1− λ)q)z :=
{
pz if z ∈ X
qz if z ∈ Y
.
Set A := CX and B := CY to be the C∗-algebras of functions on X and Y, and similarly
A ′ := CX ′ and B ′ := CY ′ . Let ω and ξ be the states on A and B associated to p and q (the
associated expectation value functionals for the probability measures). Namely, ω(A) =∑
x∈X pxA(x) for all A ∈ CX (and similarly for ξ and q). Let A ′ f−→ A and B ′
g−→ B be the
∗-homomorphisms associated to φ and ψ via pullback. Namely, if A ′ ∈ CX ′ is a function
on X ′, then f(A ′) := A ′ ◦φ. The disjoint union function Xq Y φqψ−−−→ X ′ q Y ′ corresponds
to the direct sum ∗-homomorphism CX ′qY ′ ∼= A ′ ⊕ B ′ f⊕g−−→ A ⊕ B ∼= CXqY . Let ω˜ and
ξ˜ denote the states on A⊕ B given by ω˜(A⊕ B) := ω(A) and ξ˜(A⊕ B) := ξ(B) for all
A ∈ A and B ∈ B. From these definitions, the state on A⊕B associated to λp⊕ (1− λ)q is
λω˜+ (1− λ)ξ˜. Furthermore, ω˜ ⊥ ξ˜ holds and f⊕ g preserves ω˜ ⊥ ξ˜. This construction of
convex sums is one of the main ingredients in BFL’s characterization of entropy [4].
Notation 2.11 [Internal direct sum]
Let m ∈ N and let {ny}y∈Y be a collection of natural numbers indexed by a finite set Y
satisfying m =
∑
y∈Y ny. Let {By ∈Mny}y∈Y be a collection of matrices. Given an ordering
of the elements of Y, set

y∈Y
By :=
B1 0. . .
0 B|Y|
 ≡ diag(B1, . . . ,B|Y|) ∈Mm.
This notation will be frequently used, sometimes without explicitly stating that an order
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has been chosen. Since the left-hand-side is most compact, we prefer to use it more often.a
aThis is not to be confused with the (external) direct sum
⊕
y∈Y By ∈
⊕
y∈YMny , which does not use an
ordering on Y and, more importantly, is an element of a different (non-isomorphic) algebra.
Example 2.12 [The partial trace]
Since we are working with unital ∗-homomorphisms between C∗-algebras, we are work-
ing in the Heisenberg picture description of quantum mechanics, as opposed to the more
commonly used Schro¨dinger picture in the quantum information theory community. The
relationship between the two goes roughly as follows. If B = Mn, A = Mm, and B
f−→ A
is a ∗-homomorphism, then there exists a p ∈ N such that m = pn and a unitary U ∈ Mm
such that f = AdU ◦ g, where AdU(A) := UAU† for all A ∈ A and where g is
B 3 B 7→ g(B) :=
B 0. . .
0 B

(cf. [1], [58, Lecture 10]). There is an inner product on the vector space of linear maps
between A and B, known as the Hilbert–Schmidt or Frobenius inner product. The adjoint,
g∗, of g with respect to this inner product is given by
A ∼=Mp ⊗Mn 3 A⊗B 7→ g∗(A⊗B) = tr(A)B,
which is often written as trMp , since it is precisely the partial trace operation from quan-
tum information theory (see [42, Remark 3.15] or [34, Section 2.4.3] for more details). The
adjoint of f is g∗ ◦AdU† . The downside of working in this picture is that the partial trace
is not a ∗-homomorphism (in general, the Hilbert–Schmidt adjoint of a ∗-homomorphism
need not be a ∗-homomorphism). Since we think of ∗-homomorphisms as deterministic
maps [37] and since these morphisms form a suitable category, we prefer to express our
results in the Heisenberg picture for mathematical ease. However, to make the prose flow
more smoothly, we will often use the terminology of partial trace from the Schro¨dinger
picture even when referring to the associated ∗-homomorphism in the Heisenberg picture.
Lemma 2.13 [The partial trace on direct sums]
LetB :=
⊕
y∈YMny
f−→⊕x∈XMmx =: A be a ∗-homomorphism and letω =∑x∈X pxtr(ρx · )
be a state on A (cf. Example 2.2). Then the following facts hold.
1. There exist non-negative numbers cxy, called the multiplicity of the factorMny inside
Mmx associated to f, such thatmx =
∑
y∈Y cxyny for all x ∈ X.
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2. There exist unitaries Ux ∈Mmx such that f is of the form
⊕
y∈Y
Mny 3
⊕
y∈Y
By
f7−→
⊕
x∈X
Ux

y∈Y
diag(
cyx times︷ ︸︸ ︷
By, · · · ,By)
U†x.
3. The pullback stateω ◦ f can be expressed as
ω ◦ f =
∑
y∈Y
qytr(σy · ), where qyσy =
∑
x∈X
pxf
∗
xy(ρx) ∀ y ∈ Y
and f∗xy denotes the (Hilbert–Schmidt) adjoint of fxy : Mny → Mmx , which is the
component of fmapping between the factors as indicated.
Proof. The first two claims are standard facts (cf. Section 1.1.2 and 1.1.3 in Fillmore [12] or The-
orem 5.6 in Farenick [11] for proofs). Given a chosen ordering on the elements of X and Y, such
that s := |X| and t := |Y|, the image of f on an element Bwould look like
f

B1...
Bt

 :=

U1diag(
c11 times︷ ︸︸ ︷
B1, . . . ,B1, . . . ,
c1t times︷ ︸︸ ︷
Bt, . . . ,Bt)U
†
1
...
Usdiag(B1, . . . ,B1︸ ︷︷ ︸
cs1 times
, . . . ,Bt, . . . ,Bt︸ ︷︷ ︸
cst times
)U†s
 (2.14)
in terms of more standard matrix notation (the vector notation is used to indicate the compo-
nents in the direct sums). The last claim is proved in [43, Lemma 6.7]. 
Remark 2.15 [Justifying the terminology ‘partial trace’ for direct sums]
Using the notation from Lemma 2.13, but setting the unitaries to be identities, the dual
A
f∗
B can be viewed as a partial trace in the following sense. First, note that f∗ has yx
component given by (f∗)yx = f∗xy : Mmx //Mny . Given a matrix Ax ∈ Mmx , it can be
broken up into a t× tmatrix
Ax =
Ax;11 · · · Ax;1t... ...
Ax;t1 · · · Ax;tt
 ,
where each Ax;kl is a cxknk × cxlnl matrix. In particular, Ax;yy ∈ Mcxyny ∼= Mcxy ⊗Mny .
Using this notation,
f∗xy(Ax) = trMcxy (Ax;yy),
which justifies calling the dual a partial trace for direct sums.
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Lemma 2.16 [∗-isomorphisms preserve mutual orthogonality]
Let B f−→ A be ∗-isomorphism and letω, ξ be any two states on A. Then
ω ⊥ ξ =⇒ (ω ◦ f) ⊥ (ξ ◦ f).
Furthermore, under the same assumption on f, a state ζ on A is pure if and only if ζ ◦ f is
pure.
Proof. If Pω and Pξ are the supports of ω and ξ, respectively, then the claim will follow if
we prove that f−1(Pω) and f−1(Pξ) are the supports of ω ◦ f and ξ ◦ f, respectively, because
f−1(Pω)f
−1(Pξ) = f
−1(PωPξ) = f
−1(0) = 0. It suffices to focus on ω. First, note that f−1(Pω) is a
projection since f−1 is a ∗-homomorphism. Furthermore,
(ω ◦ f)(f−1(Pω)B) = ω(Pωf(B)) = ω(f(B)) = (ω ◦ f)(B) ∀ B ∈ B, (2.17)
which proves that f−1(Pω) satisfies the first condition of a support for ω ◦ f in Lemma 2.3 (cf.
Remark 2.5). Suppose that Q is another projection satisfying (ω ◦ f)(QB) = (ω ◦ f)(B) for all
B ∈ B. Then f(Q) satisfies
ω
(
f(Q)A
)
= (ω ◦ f)(Qf−1(A)) = (ω ◦ f)(f−1(A)) = ω(A) ∀ A ∈ A. (2.18)
Hence, since Pω is the minimal such projection, Pω 6 f(Q). Since ∗-homomorphisms preserve
the 6 order structure, f−1(Pω) 6 Q. 
Example 2.19 [Channels that do not preserve orthogonality]
There are certainly examples of ∗-homomorphisms B → A that do not always preserve
mutual orthogonality. A simple example is !C2 : C → C2, where every pair of mutually
orthogonal states gets pulled back to 1. A non-classical example is the ∗-homomorphism
M2 → M2 ⊗M2, sending B to B ⊗ 12, and any two density matrices on C2 ⊗ C2 corre-
sponding to any two orthogonal Bell states [34, Section 2.3]. In this case, the pullback state
is 12 tr.
Lemma 2.20 [Overlapping states remain overlapping under evolution]
Let B f−→ A be ∗-homomorphism and let ω, ξ be two states on A that are not mutually
orthogonal. Thenω ◦ f and ξ ◦ f are also not mutually orthogonal.
Proof. Suppose, to the contrary, that Pω◦fPξ◦f = 0. Then
0 = f(0) = f(Pω◦fPξ◦f) = f(Pω◦f)f(Pξ◦f). (2.21)
But, by Lemma 2.7, f(Pω◦f) > Pω and f(Pξ◦f) > Pξ so that their product cannot vanish by the
assumption PωPξ 6= 0. Thus, 0 6= 0, a contradiction. 
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Physics 2.22 [Evolving states with overlapping supports]
The interpretation of Lemma 2.20 is that if two states have overlapping supports, then no
quantum operation will ever completely separate them. In contrast, Lemma 2.16 says that
reversible dynamics (such as unitary evolution) cannot mix states.
Now that we have defined the objects and morphisms of interest, we can define entropy
and its generalizations to matrix algebras and C∗-algebras.
Definition 2.23 [Shannon, von Neumann, and Segal entropy]
Let p be a probability measure on a finite set Xwhose value at x ∈ X is denoted by px. Then
the Shannon entropy of p is the non-negative number
SSh(p) := −
∑
x∈X
px log(px)
(with the convention 0 log 0 := 0). Let ρ be a density matrix on Cn. The von Neumann
entropy of ρ is the non-negative number
SvN(ρ) := −tr
(
ρ log ρ
)
,
which is defined by the functional calculus. Let ω be a state on A =
⊕
x∈XMmx with
decomposition given byω =
∑
x∈X pxtr(ρx · ) as in Example 2.2. The Segal entropy ofω is
the non-negative number
SSe(ω) := SSh(p) +
∑
x∈X
pxSvN(ρx).
On occasion, the letter S will exclusively be used to refer to any of these three definitions,
using the input to distinguish which formula should be used. As such, entropy will refer
to any of these three, while quantum entropy will refer to either of the last two.a
aThe Segal entropy was actually defined much more generally for certain infinite-dimensional sys-
tems [48]. Therefore, since we’re working in finite dimensions, this could also be called the von Neumann
entropy (see Remark 2.25 for some more details).
To motivate the definition of the Segal entropy, we recall the following useful fact about the
entropy of convex combinations.
Lemma 2.24 [Inequalities for concavity of entropy]
Let {ρx}x∈X be a collection of density matrices on a Hilbert space indexed by a finite set X.
Then ∑
x∈X
pxSvN(ρx) 6 SvN
(∑
x∈X
pxρx
)
6 SSh(p) +
∑
x∈X
pxSvN(ρx)
for any nowhere-vanishing probability distribution p on X. Furthermore, the second in-
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equality becomes an equality if and only if ρx ⊥ ρx ′ for all distinct x, x ′ ∈ X.
Proof. The first inequality is the concavity of the von Neumann entropy. Proofs of these claims
can be found in [34, Theorem 11.8 (4)] as well [27, Corollary pg 247] and [28, equation (2.2)]. 
Remark 2.25 [Motivating the Segal entropy]
Given a stateω =
∑
x∈X pxtr(ρx · ) as in Definition 2.23, the Segal entropy also equals
SSe(ω) = SvN(ρ), where ρ :=
x∈X
pxρx ∈Mm and m :=
∑
x∈X
mx
(upon choosing an ordering of the elements of X). This follows from the mutual orthogo-
nality between pxρx and px ′ρx ′ for distinct x, x ′ ∈ X by Lemma 2.24.
We now come to the crucial definition for the entropy change along a morphism.
Definition 2.26 [The entropy change along a morphism]
Let B f−→ A be a ∗-homomorphism of C∗-algebras and let ω be a state on A. The entropy
change ofω along f is the number
Sf(ω) := SSe(ω) − SSe(ω ◦ f).
The following lemma contains a crucial observation that distinguishes the entropy change
along a morphism between commutative C∗-algebras and the entropy change along a mor-
phism where at least one of the C∗-algebras is necessarily not commutative.
Lemma 2.27 [The entropy change along certain morphisms]
Recall the notation from Definition 2.26.
1. If f is a ∗-isomorphism, then Sf(ω) = 0.
2. If A and B are commutative C∗-algebras, then Sf(ω) > 0 for all states ω and ∗-
homomorphisms B f−→ A.
3. If A is not commutative and f is not a ∗-isomorphism, then there exists a state ω ∈
S(A) such that Sf(ω) < 0.a
aIf B is not commutative, then a ∗-homomorphism B → A does not exist if A is commutative. This is
related to the fact that there is no hard evidence in quantum mechanics (see [41] for further details).
Proof. you found me!
1. Let f be a ∗-isomorphism and write decompositionsB :=⊕y∈YMny andA :=⊕x∈XMmx .
Set ξ := ω ◦ f and let ω = ∑x∈X pxtr(ρx · ) be as in Example 2.2. Similarly, write
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ξ =
∑
y∈Y qytr(σy · ). Since f is a ∗-isomorphism, there exists a bijection X
φ−→ Y and
a collection of unitaries Ux ∈Mmx such that
mx = nφ(x) and pxUxρxU
†
x = qφ(x)σφ(x) ∀ x ∈ X. (2.28)
This last claim follows from the form of ∗-homomorphisms between C∗-algebras (see
Lemma 2.13 above or Lecture 10 in [58] for example). The claim Sf(ω) = 0 then follows
from the functional calculus and Definition 2.23.
2. The claim that Sf(ω) > 0 when A and B are commutative follows from the fact that every
commutative finite-dimensional C∗-algebra is isomorphic to functions on a finite set as
described in Example 2.10. In this case, the Segal entropy becomes the Shannon entropy.
If p is the probability measure on X corresponding to ω and q is the probability measure
on Y corresponding toω ◦ f, then
Sf(ω) = SSe(ω) − SSe(ω ◦ f) = SSh(p) − SSh(q), (2.29)
which is shown to be non-negative in [4] (we will also provide a self-contained proof of
this result more abstractly in Proposition 4.8 using disintegrations).
3. If A is not commutative, then it has some matrix algebra Mm as a factor with m > 1. Let
ρ be a rank 1 density matrix in A with support in Mm (so that ρ is a pure state). Let A
be a self-adjoint m×m matrix that does not commute with ρ (such a matrix necessarily
exists because the center of Mm consists of multiples of the identity). Let σ(A) denote the
spectrum of A. Let B := Cσ(A) f−→ A send eλ, the function on σ(A) whose value at λ is 1
and is 0 elsewhere, to Pλ in Mm, the projection onto the λ-eigenspace. Then ω ◦ f is not a
pure state, in the sense that the associated measure on σ(A) is not a Dirac measure. Thus,
the entropy change is Sf(ω) = SSe(ω) − SSe(ω ◦ f) = 0− SSe(ω ◦ f) 6 0. 
Item 2 in Lemma 2.27 was used as an axiom by BFL to characterize the entropy change in
the classical setting. Since it fails when one includes non-commutative C∗-algebras, we will
have to replace this axiom with one that more accurately reflects the properties of entropy in
quantum mechanics.
Physics 2.30 [The uncertainty principle and negative conditional entropy]
The proof of item 3 in Lemma 2.27 illustrates a crucial feature of measurement in quantum
mechanics. Even if one begins with a pure state onA, measuring an observableA that does
not commute with the density matrix associated to the pure state necessarily gives rise to
a non-deterministic probability distribution on the eigenvalues (allowed observed values
for the observable). This is one way of looking at the uncertainty principle. As another
example illustrating the validity of item 3 in Lemma 2.27 using only matrix algebras, take
the state ω on M2 ⊗M2 ∼= M4 to be the EPR state and let M2 f−→ M2 ⊗M2 be the inclusion
into one of the factors. Then Sf(ω) = − log(2) (cf. Example 2.19). More generally, set
A := Mm, B := Mn, A
f−→ A ⊗ B the standard inclusion, and ω = tr(ρAB · ), where
ρAB is a density matrix in A⊗B with marginals ρA := trB(ρAB) and ρB := trA(ρAB) (cf.
Example 2.12). Then the entropy difference Sf(ω) = SvN(ρAB) − SvN(ρA) is exactly the
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quantum conditional entropy, which, if negative, necessarily implies that ρAB is entangled
(see near equation (21) in [23]).a The negativity of this expression has been recently given
an operational meaning in terms of state merging [22]. The example we chose in the proof
of Lemma 2.27 is meant to illustrate that entanglement is not necessary for Sf(ω) to be
negative.
aThe reader will also be able to prove the claim on their own using the additivity property of entropy and
Lieb and Ruskai’s theorem on the concavity of the entropy difference associated to a partial trace, which we
review at the beginning of the proof of Theorem A.1 later.
We now end this section with a summary of the categories that will be used throughout.
Definition 2.31 [Categories used in this work]
In all categories that follow, except the very last one, the composition rule with be function
composition.
1. FinSet is the category whose objects are finite sets and whose morphisms are func-
tions.
2. FinProb is the category whose objects are finite probability spaces, which are pairs
(X,p) with X a finite set and p a probability measure on X. A morphism from (X,p) to
(Y,q) is a probability-preserving function, i.e. a function X
φ−→ Y such that q = φ∗p is
the pushforward of p along φ. In terms of probabilities at points, qy =
∑
x∈φ−1({y}) px
for all y ∈ Y, where φ−1({y}) := {x ∈ X : φ(x) = y}.
3. fdC*-Alg is the category whose objects are (finite-dimensional unital) C∗-algebras
and morphisms are (unital) ∗-homomorphisms.
4. NCFinProb is the category whose objects are (finite-dimensional) non-commutative
probability spaces and whose morphisms are state-preserving (unital) ∗-
homomorphisms.
5. BR (BR>0) is the category consisting of a single object and whose morphisms from
that object to itself are all real numbers (non-negative real numers) equipped with
addition as the composition rule.
Finally, here are some additional categorical notations and terminologies that will be used.
• If C is a category, Cop denotes its opposite. This means if x and y are objects in C, then
a morphism from x to y in Cop is a morphism from y to x in C.
• Given two categories C and D, let C×D denote their cartesian product. Let C×D γ−→
D×C be the functor that swaps the two inputs. Let C ∆−→ C×C be the diagonal functor
sending an object x to (x, x) and similarly for morphisms. There are two projection
functors, denoted by C×D pi1−→ C and C×D pi2−→ D.
• A category is discrete iff its morphisms consist only of identities.
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3 Fibrations and local convex structures
We have found that the language of fibrations is a convenient and geometrically appealing
setting to formulate the notion of entropy change as a functor. Non-commutative probability
spaces form a discrete fibration over C∗-algebras and the real numbers viewed as a one-object
category form an ordinary (Grothendieck) fibration over the trivial category. The fibre over
each algebra is the space of states, which comes equipped with a convex structure. Since real
numbers have a convex structure as well, one can make sense of convexity, concavity, or affinity
of the functor that computes the entropy change along a morphism of non-commutative prob-
ability spaces. The references for fibrations that we follow include [20, 30, 32]. We first review
discrete fibrations since their definition is simpler.
Definition 3.1 [Discrete fibration]
A functor E pi−→ X is a discrete fibrationa iff for each morphism x f−→ y in X and for each
object v in E such that pi(v) = y, there exists a unique morphism u
β−→ v such that pi(β) = f.
A morphism u
β−→ v such that pi(β) = f is called a lift of f.
aThe reason for the word “discrete” in “discrete fibration” will be explained in Example 3.8.
Remark 3.2 [Lifts for fibrations]
It is convenient to visually represent the unique lifting in Definition 3.1 as
E
X
pi

u v
x y
f
//
∃!β //
.
Example 3.3 [The discrete fibration of non-commutative probability spaces]
The functor pi : NCFinProb → fdC*-Alg, that sends a non-commutative probability space
(A,ω) to the underlying C∗-algebra A and a state-preserving ∗-homomorphism (B, ξ) f−→
(A,ω) to the underlying ∗-homomorphism B f−→ A, is a discrete fibration, which we visu-
alize as
NCFinProb
fdC*-Alg
pi

(B, ξ) (A,ω)
B A
f
//
f //
.
Indeed, given ω ∈ S(A) and B f−→ A, the unique lift is f itself together with the state on B
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given by ξ = ω ◦ f.
Example 3.4 [The discrete fibration of finite probability spaces]
Another closely related example is the functor FinProbop → FinSetop, which sends a prob-
ability space (X,p) to X and a probability-preserving function to the underlying function
between sets. The op in the categories is to guarantee that the fibration property holds. In
this case, it looks like
FinProbop
FinSetop

(Y,q)(X,p)
YX
φ
//
φ //
.
Such a fibration is sometimes called a discrete opfibration due to the reversal of arrows.
Definition 3.5 [Cartesian morphisms]
Let E and X be two categories and let E pi−→ X be a functor. A morphism u β−→ v in E is
cartesian iff for any morphism x f−→ pi(u) in X and any morphism w γ−→ v in E such that
pi(β) ◦ f = pi(γ), there exists a unique morphism w α−→ u in E such that
pi(α) = f and β ◦α = γ.
Remark 3.6 [Visualizing cartesian morphisms]
A visualization of the data in Definition 3.5 is often helpful:a
E
X
pi

u v
w
β //////////////
γ
''∃!α ''
pi(u) pi(v)
x
pi(β) //
pi(γ)
((f ''
.
Note that the conditions necessitate pi(w) = x so that one can think of the morphisms in E
as lying above the morphisms in X via the functor pi.
aThe morphism β has been bolded to emphasize that it is the morphism that is cartesian.
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Definition 3.7 [Fibration]
Let pi : E → X be as in Definition 3.5. Let Ex be the subcategory of E consisting of the
objects u in E such that pi(u) = x and pi(β) = idx for all morphisms u
β−→ v with pi(u) =
x = pi(v). The category Ex is called the fibre of pi over x and the morphisms in Ex are called
vertical morphisms of pi over x. Given a morphism x f−→ y in X and an object v in Ey, a
cartesian lifting of f with target v is a cartesian morphism u
β−→ v such that pi(β) = f. A
functor pi : E → X is a fibration iff for any morphism x f−→ y in X and an object v in Ey, a
cartesian lifting exists. When pi is a fibration, E is called the total category and X is called
the base. A fibration for which a cartesian lifting has been chosen for every pair (f, v), with
f a morphism in X and v an object in Ey, is called a cloven fibration.
Example 3.8 [Examples of fibrations]
(a) Every discrete fibration is a cloven fibration (in a unique way). In fact, the fibre over
any object in a discrete fibration is a discrete category, hence the name. In particular,
NCFinProb→ fdC*-Alg is a fibration.
(b) Let X and F be two categories. The standard projection pi : X × F → X is a fibra-
tion. Indeed, if x f−→ y is a morphism in X and b is an object in F, then the morphism
(x,b)
(f,idb)−−−−→ (y,b) is a cartesian lift of f. Such a fibration is called a trivial fibration.
(c) A special case of a trivial fibration is when X = • (a trivial one object category) and F =
BR. Another example is when F = BR>0. In both cases, all morphisms are vertical. In
BR, every morphism is cartesian, while in BR>0 only 0 is. Note that BR → • is not a
discrete fibration because BR is not a discrete category.
Lemma 3.9 [The reindexing functor]
Let E pi−→ X be a cloven fibration for which the choice of cartesian lift for any (f, v), with
x
f−→ y a morphism inX and v an object in Ey, is written as f∗(v) fv−→ v. These data determine
a canonical functor Ex
f∗←− Ey sending v to f∗(v). For each morphism w κ−→ v in Ey, let
f∗(w)
f∗(κ)−−−→ f∗(v) be the unique morphism in Ex obtained by the universal property of fv
being a cartesian morphism
E
X
pi

f∗(v) v
f∗(w)
fv //////////////
κ◦fw
''∃!f∗(κ) ''
x y
x
f //
f
''idx ''
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and where f∗(w) fw−→ v is the chosen cartesian lift of (f,w). Then f∗ defines a functor, called
the reindexing functor associated to f.
Proof. This is a standard fact that follows from the uniqueness in the universal property of
cartesian morphisms. The details are left as an exercise. 
We now discuss convex structures on our main examples. For this, we introduce the notion
of a (strict) convex category, affine functors, fibrewise convex structures on fibrations, and cer-
tain convex functors, some of which have been introduced in [36, Chapter 4]. However, what
follows is a self-contained and simplified presentation suitable for our purposes.
Notation 3.10 [Successive convex combinations]
Given two numbers λ,µ ∈ [0, 1] set
λxµ := λµ & λyµ :=
{
λ(1−µ)
1−λµ if λµ 6= 1
arbitrary if λ = µ = 1
,
where “arbitrary” means that one can assign any value to the quantity.
If the following definition of a convex category is too abstract on a first reading, the reader
is encouraged to look at Remark 3.12 first.
Definition 3.11 [Convex category]
A (strict) convex category (or more generally a strict convex object in some cartesian
monoidal category) is a category C (or object) together with a family of functors Fλ :
C× C→ C (or morphisms) indexed by λ ∈ [0, 1] such that the following diagrams
C× C C
F0
%%
pi2
99 ,
C× C C× C
C
γ //
Fλ

F1−λ

,
C× C C× C
C
γ //
Fλ

F1−λ

, and
C× C× C C× C
C× C C
Fµ×idC //
idC×Fλyµ

Fλ

Fλxµ
//
commute for all λ,µ ∈ [0, 1] (cf. Definition 2.31 for notation) Commutativity of the last
diagram is called parametric associativity. All convex categories here will be strict so
that the adjective will be henceforth dropped. A convex category is typically denoted by
(C, {Fλ}), (C, F), or sometimes abusively as just C.
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Remark 3.12 [Convex categories allow convex combinations of objects and morphisms]
Using the notation from Definition 3.11, it will be convenient to occasionally write
λx+ (1− λ)y := Fλ(x,y)
for objects x,y in C (and similarly for morphisms). In this case, the laws take a more famil-
iar form:
0x+ 1y = y
λx+ (1− λ)x = x
λx+ (1− λ)y = (1− λ)y+ λx
λ
(
µx+ (1− µ)y
)
+ (1− λ)z = (λxµ)x+ (1− λxµ)
(
(λyµ)y+ (1− λyµ)z
)
.
The last formula reads
λ
(
µx+ (1− µ)y
)
+ (1− λ)z = λµx+ (1− λµ)
(
λ(1− µ)
1− λµ
y+
1− λ
1− λµ
z
)
if we plug in the definitions and assume λµ 6= 1. The formula for parametric associativity
becomes significantly more transparent when one draws a picture.
•x
•y
•
z
•
Fµ(x,y)
• Fλyµ(y, z)
The expression Fλ
(
Fµ(x,y), z
)
says to begin at x and travel (1 − µ)-th the way from x to
y and then to travel (1 − λ)-th the way from Fµ(x,y) to z. Meanwhile, the expression
Fλxµ
(
x, Fλyµ(y, z)
)
says to begin at z and travel λyµ-th the way from z to y and then λxµ-th
the way from Fλyµ(y, z) to x. One arrives at the same destination in either case. One can also
view these convex combinations in terms of degree of mixing [18], which is particularly
appropriate for states on physical systems.
Example 3.13 [Examples of convex categories]
We list several examples here that will be used throughout.
(a) Every convex set is a convex category when viewed as a discrete category.
(b) In particular, if A is a C∗-algebra, then S(A), the set of states on A, is a convex category.
(c) Let BR be the one object category whose set of morphisms is R, the set of real num-
bers, together with addition as the composition of morphisms. Here, the convex com-
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bination morphism Fλ : BR × BR → BR is a functor. Since BR has only one ob-
ject, this functor acts as the identity on objects. Given x,y ∈ R (morphisms in BR),
it acts as the usual convex combination Fλ(x,y) := λx + (1 − λ)y. Functoriality it-
self says Fλ(w + y, x + z) = Fλ(w, x) + Fλ(y, z), which is a form of distributivity. If
R>0 := {r ∈ R : r > 0}, then BR>0 is also a convex category.
Note, however, that the convex categories of BFL [4] are not examples of Definition 3.11
(see Remark 3.34 for more details).
Remark 3.14 [Abstracting the notion of a convex space]
The definition of a strict convex category was obtained by internalizing the definition of
a convex space, which we learned about in [14] and [13]. However, the idea of an ab-
stract convex space goes back to work by W. Neumann, Gudder, and S´wirszcz in the early
1970’s [18, 19, 33, 50], Stone from 1939 [49], and von Neumann and Morgenstern from the
late 1920’s to early 1940’s [56]. Although this list is by no means complete, it is meant to
illustrate that the abstract notions of convex sets have been independently rediscovered
several times.
Definition 3.15 [Affine functors]
An affine functor from one convex category (C, {Fλ}) to another one (D, {Gλ}) is a functor
S : C→ D such that the diagram
C× C D×D
C D
S×S //
Fλ

S
//
Gλ

commutes for all λ ∈ [0, 1].
Example 3.16 [The pullback of states is an affine functor]
Let B f−→ A be a ∗-homomorphism (or a positive map) between C∗-algebras. Then the
pullback S(A)
S(f)−−→ S(B), sending ω to ω ◦ f, is an affine functor (when S(A) and S(B) are
viewed as discrete categories) since(
λω+ (1− λ)ξ
) ◦ f = λ(ω ◦ f) + (1− λ)(ξ ◦ f) ∀ λ ∈ [0, 1], ω, ξ ∈ S(A).
Example 3.17 [Entropy is almost affine]
Given a ∗-homomorphism B f−→ A, the assignment S(A) Sf−→ BR sending ω to Sf(ω) from
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Definition 2.26 is not affine. However, Theorem A.1 shows that the inequality
Sf
(
λω+ (1− λ)ξ
)
> λSf(ω) + (1− λ)Sf(ξ)
holds. Nevertheless, and more importantly for our characterization theorem, equality does
hold whenω ⊥ ξ and (ω ◦ f) ⊥ (ξ ◦ f). The proof of this will be given in Proposition 3.27.
Definition 3.18 [Fibrewise convex structures]
A fibrewise convex structure on a fibration E pi−→ X is a cloven fibration where each fibre
is a convex category and each reindexing functor (as described in Lemma 3.9) Ex
f∗←− Ey,
associated to a morphism x f−→ y in X, is an affine functor. A cloven fibration equipped
with a fibrewise convex structure will be called a fibrewise convex fibration.
Example 3.19 [Examples of fibrewise convex structures]
(a) The discrete fibration NCFinProb → fdC*-Alg has S(A) as the fibre over each C∗-
algebra A. The set of states S(A) on a C∗-algebra A has a natural convex structure.
Furthermore, each ∗-homomorphism B f−→ A has the pullback S(B) S(f)←−− S(A) as its
reindexing functor. This functor is affine, as discussed in Example 3.16.
(b) By a similar argument, FinProbop → FinSetop has a natural fibrewise convex structure
coming from the convex combination of probability measures and the fact that the
pushforward of measures is linear. The fibre over a finite set X is isomorphic to the
standard simplex ∆|X|−1.
(c) The fibrationBR→ • has a convex structure on the only fiberBR over the single object
in the base, as described in Example 3.13.
Definition 3.20 [Morphisms of fibrations]
Let E pi−→ X and F ρ−→ Y be fibrations. A fibred functora from pi to ρ is a pair of functors
E
Φ−→ F and X φ−→ Y such that
E F
X Y
Φ //
pi

φ
//
ρ

commutes and such thatΦ(β) is cartesian for every cartesian β.
aOur terminology differs from that of [32], who use “functor” when the base category is fixed (φ = id)
and “1-cell” for when the base category changes.
23
Remark 3.21 [Fibrewise convex structures as internalized convex objects]
One can equivalently define a fibrewise convex structure as an internal convex object in the
category of fibrations over a fixed based, analogous to the fibrewise monoidal structure
in [32, Section 3.1]. Briefly, a convex object is an internalization of Definition 3.11 in an
arbitrary cartesian monoidal category (as opposed to the specific one of categories and
functors). Such an object E pi−→ X in the category of fibrations over a fixed based X provides
the data of a family of fibred functors Fλ : E×pi E→ E with a fixed based, i.e.
E×pi E E
X
Fλ //
pi

pi

commutes for all λ ∈ [0, 1]. Here, E ×pi E is the category whose objects are pairs (u, v)
with pi(u) = pi(v) and whose morphisms are pairs (t α−→ u, v β−→ w) with pi(α) = pi(β) (in
particular, pi(t) = pi(v) and pi(u) = pi(w)). Composition is induced from composition in
E× E.a Consequently, such a family of functors E×pi E Fλ−→ E, indexed by λ ∈ [0, 1], defines
a convex category structure for every fibre Ex with x an object of X. In addition, the Fλ’s
also provide an assignment on morphisms since a pair (t α−→ u, v β−→ w) over a morphism
x
f−→ y gets sent to a morphism
λt+ (1− λ)v
λα+(1−λ)β≡Fλ(α,β)−−−−−−−−−−−−→ λu+ (1− λ)w
over the morphism x f−→ y. This assignment guarantees that the associated reindexing
functor Ex
f∗←− Ey from Lemma 3.9 can be chosen to be affine as in Definition 3.18. This is
because if one chooses cartesian lifts f∗(u) fu−→ u and f∗(v) fv−→ v of u and v, respectively,
over x f−→ y, then the functor Fλ allows one to set
λf∗(u) + (1− λ)f∗(v)
λfu+(1−λ)fv−−−−−−−−→ λu+ (1− λ)v
to be the lift of λu + (1 − λ)v over f (it is a cartesian lift because Fλ is assumed to take
cartesian lifts to cartesian lifts). This says that the reindexing functor sends λu+ (1− λ)v
to λf∗(u) + (1− λ)f∗(v), which exactly says the reindexing functor is affine. For example,
in the fibrewise convex fibration NCFinProb→ fdC*-Alg, if (B,η) g−→ (A,ω) and (B, ζ) h−→
(A, ξ) are two morphisms over B f−→ A, then g = h = f and their convex combination,
λg+ (1− λ)h, is just f. In the fibrewise convex fibration BR → •, the convex combination
of objects in the fibre is trivial, while the convex combination of morphisms (elements in
R) is the usual convex combination of real numbers.
aFor those familiar with the terminology, this is just a (standard) pullback.
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Definition 3.22 [Convergence in NCFinProb]
A sequenceN 3 n 7→
(
(Bn, ξn)
fn−→ (An,ωn)
)
converges to (A, ξ) f−→ (B,ω) in the category
NCFinProb iff there exists an N ∈N such that
An = A, Bn = B, fn = f ∀ n > N, lim
n→∞ωn = ω, and limn→∞ ξn = ξ,
where the last two limits are with respect to the standard topologies on the state spaces
S(A) and S(B), respectively.a
aIf A =
⊕
x∈XMmx , with X a finite set and mx ∈ N, the topology on S(A) is the subspace topology
inherited from A to the subset of |X|-tuples of positive matrices {τx} such that
∑
x∈X tr(τx) = 1, since S(A)
can be identified with this set by the Hilbert–Schmidt inner product (cf. Example 2.2 and Example 2.12).
Remark 3.23 [Justifying the definition of convergence of sequences in NCFinProb]
The definition of convergence of a sequence of morphisms in NCFinProb is motivated by
the one in FinProb from [4, page 4]. However, some justification seems to be necessary,
particularly regarding why the morphisms are assumed to stabilize, i.e. are equal after
some N ∈ N. Recall, in the case of FinProb, a sequence (Xn,pn) fn−→ (Yn,qn) converges
to (X,p) f−→ (Y,q) iff the sets Xn, Yn and the underlying set functions fn stabilize after a
finite natural number in the sequence [4]. The sets must stabilize because their associated
simplices of probability distributions are distinct and the cardinality of the set dictates
which simplex one is using for the space of probability distributions. The functions must
stabilize because the set of functions between two finite sets is also a finite set, which has
the discrete topology. However, the probability distributions pn on X and qn on Y may
continue to vary as long as they converge to p and q in the topology associated with the
simplices ∆|X|−1 and ∆|Y|−1.
In the case of C∗-algebras, the collection hom(B,A) of (unital) ∗-homomorphisms from
B to A is not just a discrete set. In general, it has a non-trivial topology. Nevertheless,
without loss of generality, one can assume the fn eventually stabilize. To make sense of
this topology and the condition we have demanded, since A and B are finite-dimensional
C∗-algebras, it suffices to assume A =
⊕
x∈XMmx and B =
⊕
y∈YMny for some finite sets
X and Y and mx,ny ∈ N. In this case, an arbitrary ∗-homomorphism B f−→ A is described
by its multiplicities and by a unitary (or direct sum of unitaries), as in Lemma 2.13. The
multiplicities entail the constraint mx =
∑
y∈Y cxyny, but there could be several such mul-
tiplicities satisfying these constraints. Indeed, ifa
sx :=
∣∣∣∣∣
{
Y 3 y 7→ cxy ∈ Z>0 : mx =
∑
y∈Y
cxyny
}∣∣∣∣∣
denotes the number of such solutions, then the number of connected components in
hom(B,A) is s :=
∏
x∈X sx (for example, if B = Mn is a matrix algebra, there is only one
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such component). Furthermore, since the collection of unitary matrices has a non-trivial
topology, hom(B,A) is the disjoint union of s-many non-trivial topological spaces. Due to
the connected components, one knows that a sequence of ∗-homomorphisms converging
to another one must therefore necessarily have multiplicities that stabilize. Within such a
component, since ω ◦ f = ω ◦ (AdU ◦AdU†) ◦ f = (ω ◦AdU) ◦ (AdU† ◦ f) for every unitary
U, one can always choose f to be of the form
⊕
y∈Y
Mny 3
⊕
y∈Y
By 7→
⊕
x∈X
(

y∈Y
diag(
cyx times︷ ︸︸ ︷
By, · · · ,By)
)
by conjugating with some appropriate unitaryU (cf. Lemma 2.13). This unitary can then be
transferred to the state. Therefore, it suffices to assume the algebras and ∗-homomorphisms
stabilize in a convergent sequence, but not necessarily the states.
aThe vertical bars denote the cardinality.
Definition 3.24 [Continuous fibred functors]
A continuous fibred functor from NCFinProb→ fdC*-Alg to BR→ • is a fibred functor
NCFinProb BR
fdC*-Alg 1
H //
 
//
such that to every sequence N 3 n 7→
(
(Bn, ξn)
fn−→ (An,ωn)
)
converging to (A, ξ) f−→
(B,ω) in the category NCFinProb,
lim
n→∞H
(
(Bn, ξn)
fn−→ (An,ωn)
)
= H
(
(B, ξ) f−→ (A,ω)
)
,
where the convergence is for a sequence of real numbers.
Notation 3.25 [The function Hf : S(A)→ R]
For fibred functors H : NCFinProb→ BR, we will occasionally write
Hf(ω) := H
(
(B, ξ) f−→ (A,ω)
)
for the image of H along a morphism f in NCFinProb to indicate the data involved
more clearly and to condense the notation. This is also justified because for a fixed
∗-homomorphism B f−→ A, the functor H defines a function Hf : S(A)→ R.
The next definition is the appropriate quantum generalization of the affinity condition used
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by BFL in their characterization of Shannon entropy [4]. Why this is so will be explained to-
wards the end of this section as well as Proposition 4.17 and Remark 4.24.
Definition 3.26 [Orthogonally affine fibred functor]
A fibred functor H from NCFinProb → fdC*-Alg to BR → • is orthogonally affine iff to
each pair of C∗-algebras B and A, each pair of mutually orthogonal statesω, ξ ∈ S(A), and
each ∗-homomorphism B f−→ A such that (ω ◦ f) ⊥ (ξ ◦ f),
Hf
(
λω+ (1− λ)ξ
)
= λHf(ω) + (1− λ)Hf(ξ) ∀ λ ∈ [0, 1].
Proposition 3.27 [Entropy difference is continuous and orthogonally affine]
The entropy change functor from Definition 2.26 is a continuous and orthogonally affine
fibred functor. In fact, if for any C∗-algebra A and any pair ω, ξ of mutually orthogonal
states on A, a ∗-homomorphism B f−→ A preserves the orthogonalityω ⊥ ξ if and only if
Sf
(
λω+ (1− λ)ξ
)
= λSf(ω) + (1− λ)Sf(ξ) ∀ λ ∈ [0, 1].
Before proving this, we introduce a shorthand for the deviation from Sf being affine on the
statesω and ξ.
Definition 3.28 [The Holevo information change along a morphism]
Let B f−→ A be a ∗-homomorphism of C∗-algebras, let ω, ξ be two states on A, and let
λ ∈ [0, 1]. The Holevo information change along f associated toω, ξ and λ, is the number
χf(λ;ω, ξ) := Sf
(
λω+ (1− λ)ξ
)
− λSf(ω) − (1− λ)Sf(ξ).
Proposition 3.27 says, in particular, that this deviation vanishes when ω ⊥ ξ and (ω ◦ f) ⊥
(ξ ◦ f).
Remark 3.29 [Why have we called the deviation the Holevo information change?]
Although we initially defined χf(λ;ω, ξ) for an arbitrary ∗-homomorphism B f−→ A, by
taking B = C and f :=!A to be the unique ∗-homomorphism sending λ ∈ C to λ1A, one
obtains the quantity
χA(λ;ω, ξ) := S
(
λω+ (1− λ)ξ
)
− λS(ω) − (1− λ)S(ξ).
As a result, for a general ∗-homomorphism B f−→ A,
χf(λ;ω, ξ) = χA(λ;ω, ξ) − χB(λ;ω ◦ f, ξ ◦ f).
The expression χA(λ;ω, ξ) is the Holevo information associated to two states ω and ξ
that are mixed with the probability distribution (λ, 1− λ) on the fixed algebra A [34, Sec-
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tion 12.1.1]. Because of this, we have decided to call χf(λ;ω, ξ) the Holevo information
change along f.
Proof of Proposition 3.27. Continuity of the entropy change follows from continuity of the
von Neumann entropy (due to the finite-dimensionality assumption) [34, Section 11.3], [10].
To prove the statement regarding orthogonal affinity, suppose ω ⊥ ξ. Let ω ′ := ω ◦ f and
ξ ′ := ξ ◦ f. If f preserves the mutual orthogonality, thenω ′ ⊥ ξ ′ and
χf(λ;ω, ξ) = S
(
λω+ (1− λ)ξ
)
− S
(
λω ′ + (1− λ)ξ ′
)
− λSf(ω) − (1− λ)Sf(ξ)
Lem 2.24
===== S(λ, 1− λ) + λS(ω) + (1− λ)S(ξ)
− S(λ, 1− λ) − λS(ω ′) − (1− λ)S(ξ ′)
− λSf(ω) − (1− λ)Sf(ξ)
= 0,
(3.30)
where S(λ, 1− λ) is the Shannon entropy of the probability measure (λ, 1− λ) on a two element
set. Conversely, suppose χf(λ;ω, ξ) = 0. Sinceω ⊥ ξ, a similar calculation gives
0 = χf(λ;ω, ξ)
Lem 2.24
===== S(λ, 1− λ) + λS(ω ′) + (1− λ)S(ξ ′) − S
(
λω ′ + (1− λ)ξ ′
)
, (3.31)
which givesω ′ ⊥ ξ ′ by the “only if” part of Lemma 2.24. 
Remark 3.32 [Orthogonal affinity for an arbitrary mixture of orthogonal states]
A consequence of Proposition 3.27 is that if {ωx}x∈X is a collection of (pairwise) mutu-
ally orthogonal states on a C∗-algebra A, indexed by a finite set X, and if B f−→ A is a
∗-homomorphism that preserves the orthogonality of all these states, then
Sf
(∑
x∈X
pxωx
)
=
∑
x∈X
pxSf(ωx)
for all probability measures p on X. Notice how this contrasts with the equality condition
in Lemma 2.24 for the entropy on a fixed algebra. This is because we have considered the
entropy difference and the SSh(p) terms cancel upon taking the difference.
In the last part of this section, we recall the convex combinations and affine functors intro-
duced by BFL [4]. By the next section, we will have proved enough facts to provide a more
precise relationship between BFL’s definition and ours. The category FinProb naturally comes
equipped with a family of functors Fλ : FinProb × FinProb → FinProb for each λ ∈ [0, 1]
defined as follows.
Definition 3.33 [An external convex structure on FinProb]
For every λ ∈ [0, 1], define the convex sum Fλ : FinProb× FinProb → FinProb on objects
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by
λ(X,p)⊕ (1− λ)(Y,q) := (Xq Y, λp⊕ (1− λ)q),
where
(
λp⊕ (1− λ)q)
z
:=
{
λpz if z ∈ X
(1− λ)qz if z ∈ Y,
and where X q Y denotes the disjoint union. The convex sum of morphisms (X,p) φ−→
(X ′,p ′) and (Y,q) ψ−→ (Y ′,q ′) is defined to be
(
λφ⊕ (1− λ)ψ)(z) := φqψ := {φ(z) if z ∈ X
ψ(z) if z ∈ Y.
The collection of functors {Fλ}λ∈[0,1] is called the external convex structure on FinProb.
The motivation for calling this an external convex structure comes from the distinction be-
tween internal and external monoidal fibrations [32, Section 3.1], as will be explained shortly.
Remark 3.34 [The external convex structure on FinProb is not a convex category]
FinProb with this family of functors is not a convex category in the sense of Definition 3.11.
It is, however, a weak convex category (called a convex category in [36]) satisfying a form
of parametric associativity. There are many variants of such weak convex categories de-
pending on whether one demands λx ⊕ (1 − λ)x ∼= x or 0x ⊕ 1y ∼= y or even weaker
versions of these types of equations. Indeed, for objects (X,p) and (Y,q) in FinProb,
the convex sum 0(X,p) ⊕ 1(Y,q) has X q Y as its underlying set with q supported on Y
as its probability measure. Therefore, it is impossible for this to be isomorphic to (Y,q).
Nevertheless, one can fix this in at least two ways. One option is to use a.e. equivalence
classes of measure-preserving maps to guarantee the existence of isomorphisms such as
0(X,p) ⊕ 1(Y,q) ∼= (Y,q). Another option is to not use a.e. equivalence classes of mor-
phisms but instead define
0(X,p)⊕ 1(Y,q) := (∅q Y, 0p+ 1q) ∼= (Y,q).
Notice, however, that with either of these two options, λ(X,p)⊕ (1 − λ)(X,p) is not iso-
morphic to (X,p) for any λ ∈ (0, 1). Although we have a natural function λ(X,p)⊕ (1 −
λ)(X,p) → (X,p) given by sending x in either factor to x (so it is a two-to-one map), there
is no natural map back.a
Nevertheless, with this weak convex structure, FinProbop → FinSetop is a weak external
convex fibrationb with the projection of λ(X,p)⊕ (1− λ)(Y,q) in the total category to Xq Y
in the base category, and similarly for morphisms.
aThere is, however, a natural stochastic section, but adding such morphisms would dramatically change
the category. Such a stochastic section is an example of a disintegration [42], which is a crucial ingredient
in the categorical classification of classical relative entropy [3, 16]. We will also discuss disintegrations in the
next section, as they are used in our main characterization theorem.
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bThe op is needed for this to be a fibration; otherwise it is called an opfibration (cf. Example 3.4).
A completely analogous definition can be made for the fibration NCFinProb → fdC*-Alg
using the (external) direct sum of C∗-algebras.
Definition 3.35 [An external convex structure on NCFinProb]
For every λ ∈ [0, 1], define the convex sum Fλ : NCFinProb×NCFinProb → NCFinProb
on objects by λ(A,ω)⊕ (1− λ)(B, ξ) := (A⊕B, λω⊕ (1− λ)ξ), where (λω⊕ (1− λ)ξ)(A⊕
B) := λω(A)+ (1−λ)ξ(B) for allA ∈ A, B ∈ B. The convex sum of morphisms is the direct
sum.
This convex structure on NCFinProb restricts to the one on FinProb on the subcategory of
commutative C∗-algebras since CXqY ∼= CX ⊕CY .
Definition 3.36 [Externally affine functor]
A functor H : NCFinProb→ BR is externally affine iff
H
(
λf⊕ (1− λ)g) = λH(f) + (1− λ)H(g)
for all morphisms f,g in NCFinProb and all λ ∈ [0, 1].
Example 3.37 [Examples of externally affine functors]
(a) The difference of Shannon entropies studied by BFL [4] is a continuous externally affine
functor FinProb → BR. In fact, it is characterized as the unique one whose image
always lands in BR>0 (see Theorem 3.38 below for the precise statement).
(b) An example of a continuous externally affine functor S : NCFinProb → BR is the
difference of Segal entropies from Definition 2.26.
(c) Another example is the following. Ifω =
∑
x∈X pxωx and ξ =
∑
y∈Y qyξy are states on
A =
⊕
x∈XMmx and B =
⊕
y∈YMny , respectively, and f : B → A is a state-preserving
∗-homomorphism, then Kf(ω) := S(p) − S(q), the difference of the Shannon entropies
associated to the probability distributions,a defines a continuous externally affine func-
tor K : NCFinProb→ BR.
Notice that both K and S agree on the subcategory of commutative algebras, and they
in fact agree with the Shannon entropy difference on the equivalent category FinProbop,
yet they are not proportional.b
aNote that this is well-defined, i.e. independent of the decomposition of ω and ξ into
∑
x∈X pxωx and∑
y∈Y qyξy, respectively.
bThis answers a question of John Baez in the negative [2] (see specifically the original post as well as
the post on June 7, 2011 at 8:12 AM). In more detail, the existence of these two distinct continuous (ex-
ternally) affine functors (that are not proportional to each other) illustrates that continuous affine functors
NCFinProb → BR are not characterized by their values on FinProbop (when viewed as a subcategory of
NCFinProb). In particular, this condition does not characterize the von Neumann entropy difference. The
main reason for this, as we will later see, is because the external convex structure misses the internal convex
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structure of quantum states.
For reference, we recall BFL’s characterization theorem [4].
Theorem 3.38 [BFL’s functorial characterization of the Shannon entropy]
If H : FinProb → BR>0 is a continuous externally affine functor, then there exists a con-
stant c > 0 such that
Hφ(p) = c
(
S(p) − S(q)
)
for every probability-preserving function (X,p)
φ−→ (Y,q).
We will abstractly (without reference to the entropy formulas from Definition 2.26) relate
the two notions of affinity later in Proposition 4.17 after developing some general results.
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4 Classifying entropy
This section contains our main result, Theorem 4.31, which is a functorial classification of the
entropy difference in the non-commutative setting. Continuity and orthogonal affinity alone
are not quite enough to characterize the von Neumann entropy difference, though they come
quite close. By Lemma 2.27, we cannot assume that Sf(ω) > 0 for all ∗-homomorphisms f
and statesω on the codomain of f, since this inequality fails for non-commutative C∗-algebras.
We propose a close replacement, namely SA(ω) > 0 for all states ω ∈ S(A), with equality on
pure states, for all C∗-algebras A. While this may sound quite different, we will explain that
this assumption is a consequence of, but does not imply, BFL’s assumption of Sf(ω) > 0 on
commutative C∗-algebras. Nevertheless, in Proposition 4.8, we prove the crucial observation
that the non-negativity of entropy difference for commutative C∗-algebras is a consequence of the
fact that state-preserving ∗-homomorphisms between commutative C∗-algebras always have
disintegrations, also known as optimal hypotheses [3], which we briefly review. More generally, we
show that the existence of disintegrations (with non-commutative probability spaces included)
implies the non-negativity of entropy difference.
Notation 4.1 [!A and HA]
In what follows, if A is a C∗-algebra, then C !A−→ A will always refer to the unique (unital)
∗-homomorphism. If H : NCFinProb → BR is a functor, we implement the notation
HA := H!A for the rest of this section.
Lemma 4.2 [H is a coboundary]
Given any ∗-homomorphism B f−→ A and a state A ω C, any functor H : NCFinProb →
BR satisfies
Hf(ω) = HA(ω) −HB(ω ◦ f).
Proof. This follows from functoriality of H since the diagram
C
B
A
!B
??
f

!A
//
(4.3)
commutes (C is an initial object in fdC*-Alg). 
Lemma 4.4 [Non-negativity of Hf implies vanishing of HA on pure states]
Suppose H : FinProbop → BR is a functor satisfying Hf(ω) > 0 for all statesω ∈ S(A) and
∗-homomorphisms B f−→ A between commutative C∗-algebras.a
1. If f has a left or right inverse, then Hf(ω) = 0 for allω ∈ S(A).
2. HA(ω) > 0 for all statesω ∈ S(A), with equality on all pure states.
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aFinProbop is viewed as the full subcategory of NCFinProb consisting of commutative probability spaces.
Proof. you found me!
1. Suppose f has a right inverse A
g−→ B. Then functoriality of H implies 0 = HidA(ω) =
Hg(ω ◦ f) + Hf(ω) by Lemma 4.2. Since each term is non-negative by assumption,
Hf(ω) > 0. A similar calculation proves the same inequality if f has a left inverse.
2. First, HA(ω) > 0 is immediate because H!A(ω) > 0 by assumption. By invariance of
under ∗-isomorphisms (due to the first item), it suffices to consider a commutative C∗-
algebra of the form A = CX. Given any pure state ξ on CX, such a pure state is necessarily
supported on some x ∈ X. Let CX pix−→ C be the projection onto that component. Then pix
pulls the unique state 1 on C back to ξ on CX and the composite C
!
CX−−→ CX pix−→ C equals
idC. Thus, HCX(ξ) = 0 by the first item. 
There is a sort of converse to Lemma 4.4, which illustrates that our axioms for entropy
change imply those of BFL. We first prove a lemma about invariance under ∗-isomorphisms
given our axioms. This is quite a different proof from the one we just gave in Lemma 4.4, and it
uses the internal convex structure in a crucial way.
Lemma 4.5 [H is invariant under ∗-isomorphisms]
Suppose H : NCFinProb→ BR is an orthogonally affine fibred functor for which HA(ξ) =
0 for all pure states ξ on A and all C∗-algebras A. If B f−→ A is a ∗-isomorphism, then
Hf(ω) = 0 for all w ∈ S(A).
Proof. Let ω be a state on A. Then there exists a convex decomposition ω =
∑
x∈X pxωx of ω
in terms of mutually orthogonal pure states ωx and a nowhere-vanishing probability measure
p on some finite set X. Thus,
Hf(ω)
Lem 2.16
======
Defn 3.26
∑
x∈X
pxHf(ωx)
Lem 4.2
=====
∑
x∈X
px
(
HA(ωx) −HB(ωx ◦ f)
)
= 0 (4.6)
sinceωx ◦ f is pure by Lemma 2.16. 
Definition 4.7 [Disintegrations on finite probability spaces]
Let (X,p) and (Y,q) be probability spaces and let φ : X → Y be a
probability-preserving function, i.e. q = φ ◦ p. A disintegration
of (φ,p,q) (or simply of φ if p and q are clear from context) is a
stochastic map Y
ψ
X such that
{•}
X Y
p

q

ψ
oo
and
X
YY
ψ
ZZ
φ

idY
oo
q
,
X
Y
φ ψ
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the latter diagram signifying commutativity q-a.e.a
aThe graphic on the right depicts probability measures as collections of water droplets with total vol-
ume 1 (in some appropriate units). The map φ depicts a function preserving probability (volume), which in
turn combines water droplets [17], while the disintegration ψ splits the water droplets back into their orig-
inal sizes. We personally find this picture helpful in arguments such as the proof of Proposition 4.8 below.
The reason ψ is written using squiggly arrow notation is because it corresponds to a positive map on the
associated algebras [36].
The main fact we will use about disintegrations on finite probability spaces is that they
always exist [42, Section 2].
Proposition 4.8 [Positivity of entropy difference on commutative C∗-algebras]
SupposeH : NCFinProb→ BR is an orthogonally affine fibred functor for whichHA(ω) >
0 for all states ω ∈ S(A), with equality on all pure states, for all C∗-algebras A.a Then for
commutative C∗-algebras A and B,
Hf(ω) > 0
for all statesω ∈ A and all ∗-homomorphisms B f−→ A.
aTechnically, this assumption is only needed on the subcategory of commutative C∗-algebras, for this spe-
cific result. Nevertheless, we include it here because we will use this assumption later in our characterization
theorem.
Proof. By invariance of H for ∗-isomorphisms (Lemma 4.5), it suffices to suppose B = CY and
A = CX for finite sets X and Y. In this case, letω be represented by a probability measure p on X,
let X
φ−→ Y be the function associated to B f−→ A, and let q := φ ◦ p be the pushforward measure
corresponding to ω ◦ f =: ξ (cf. Example 2.10). Every such probability measure is decomposed
as
q =
∑
y∈Y
qyδy, (4.9)
where δy is the Dirac delta measure at y (in this case, it’s just the Kronecker delta) defined
by δy(y ′) ≡ δyy ′ , which is 1 if y ′ = y and 0 otherwise. This expresses q as a convex sum of
mutually orthogonal measures since δy ⊥ δy ′ for all y 6= y ′. Set
Nq := {y ∈ Y : qy = 0} (4.10)
and let Y
ψ
X be a disintegration of (φ,p,q). Then p also decomposes as
p =
∑
y∈Y
qyψy ≡
∑
y∈Y\Nq
qyψy, (4.11)
where the set of probability measures {ψy}y∈Y\Nq are mutually orthogonal, i.e.
ψy ⊥ ψy ′ ∀ y 6= y ′ ∈ Y \Nq. (4.12)
Furthermore, φ preserves the mutual orthogonality of these measures
(φ ◦ψy) ⊥ (φ ◦ψy ′) ∀ y 6= y ′ ∈ Y \Nq, (4.13)
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since φ ◦ψy = δy for all y ∈ Y \Nq. All of this can be expressed in terms of the C∗-algebras by
settingωy to be the state corresponding to ψy. Doing so gives
Hf(ω)
(4.11)
=== Hf
 ∑
y∈Y\Nq
qyωy

(4.13)
===
∑
y∈Y\Nq
qyHf(ωy)
Lem 4.2
=====
∑
y∈Y\Nq
qy
(
HA(ωy) −HB(ωy ◦ f︸ ︷︷ ︸
δy
)
)
=
∑
y∈Y\Nq
qyHA(ωy)
> 0,
(4.14)
where the second last equality holds by the assumption that HB vanishes on pure states and
the last inequality holds by the assumption that HA is always non-negative. 
Proposition 4.8 shows that our axioms imply the (seemingly strong) axiom of non-negativity
for entropy difference used by BFL in their functorial characterization of Shannon entropy (The-
orem 3.38). Combining this fact with Lemma 4.4 suggests that it is reasonable to replace the BFL
axiom of non-negativity for entropy difference by non-negativity of HA and equality to zero on
pure states. In fact, a corollary of Proposition 4.8 and BFL’s characterization is an alternative
functorial characterization of Shannon entropy that does not explicitly use the non-negativity
for entropy difference assumption. However, we still need one more important fact relating our
notion of orthogonal affinity to BFL’s notion of (external) affinity. After proving the following
lemma, we will first show that our notion for a functor being orthogonally affine is equivalent
to BFL’s notion of a functor being externally affine on commutative C∗-algebras in Proposi-
tion 4.17. We will then use this towards building the final fact used in our characterization
theorem.
Lemma 4.15 [Invariance under adjoining zero]
SupposeH : NCFinProb→ BR is an orthogonally affine fibred functor for whichHA(ω) >
0 for all states ω ∈ S(A), with equality on all pure states, for all C∗-algebras A. Let X and
Y be finite sets and let ι : X ↪→ Xq Y be the inclusion with associated ∗-homomorphism
pi : CXqY  CX (the projection). Then Hpi(ω) = 0 for all statesω ∈ S(CX).
Proof. The map ι has a retract (a left inverse). For example, fixing any x0 ∈ X, define
Xq Y 3 z 7→
{
z if z ∈ X
x0 if z ∈ Y
. (4.16)
Thus pi has a right inverse. By Proposition 4.8 and Lemma 4.4,Hpi(ω) = 0 for allω ∈ S(CX). 
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Proposition 4.17 [External versus orthogonal affinity]
Let H : FinProbop → BR be a fibred functor for which HA(ω) > 0 for all states ω ∈
S(A), with equality on all pure states, for all C∗-algebras A (cf. Lemma 4.4). Then H is
orthogonally affine (Definition 3.26) if and only if H is externally affine (Definition 3.36).
Proof. (⇒) Suppose H is orthogonally affine. By Lemma 4.5, it suffices to consider state-
preserving ∗-homomorphisms of the form (CX ′ ,ω ′) f−→ (CX,ω) and (CY ′ , ξ ′) g−→ (CY , ξ). Their
external convex sum defines a morphism(
CX
′qY ′ , λω˜ ′ + (1− λ)ξ˜ ′
)
k:=f⊕g−−−−→
(
CXqY , λω˜+ (1− λ)ξ˜
)
, (4.18)
where the tildes denote the states as viewed on the direct sum (cf. Example 2.10). For example,
ω˜ is the state on CXqY ∼= CX ⊕ CY obtained by the pullback of ω along the projection piX :
CXqY  CX (so that (CX ⊕CY , ω˜) piX−−→ (CX,ω) is in NCFinProb). Furthermore,
ω˜ ◦ k = ω˜ ′, ξ˜ ◦ k = ξ˜ ′, ω˜ ⊥ ξ˜, and ω˜ ′ ⊥ ξ˜ ′, (4.19)
which says that f⊕ g preserves the orthogonality of ω˜ and ξ˜. Since H is orthogonally affine,
H(k) ≡ Hf⊕g
(
λω˜+ (1− λ)ξ˜
)
Defn 3.26
====== λHf⊕g
(
ω˜
)
+ (1− λ)Hf⊕g
(
ξ˜
)
Lem 4.2
===== λ
(
HCXqY
(
ω˜
)
−H
CX
′qY ′
(
ω˜ ′
))
+ (1− λ)
(
HCXqY
(
ξ˜
)
−H
CX
′qY ′
(
ξ˜ ′
))
Lem 4.15
===== λ
(
HCX(ω) −HCX ′ (ω
′)
)
+ (1− λ)
(
HCY (ξ) −HCY ′ (ξ
′)
)
Lem 4.2
===== λHf (ω) + (1− λ)Hg (ξ) ≡ λH(f) + (1− λ)H(g).
(4.20)
(⇐) Now suppose H is externally affine. As opposed to working with the C∗-algebras, it suf-
fices to work with the associated finite sets and probability measures. As such, let p and q be
probability measures on X and let p ′ and q ′ be probability measures on X ′. Let X φ−→ X ′ be a
function that preserves both pairs of probability measures, i.e. φ ◦ p = p ′ and φ ◦ q = q ′. Sup-
pose p ⊥ q as well as p ′ ⊥ q ′. In what follows, we will first show that there exist morphisms
(A,pA)
ψ−→ (A ′,p ′A ′) and (B,qB)
η−→ (B ′,q ′B ′) such that λψ ⊕ (1 − λ)η = φ. Let Sr denote
the support of r ∈ {p,q,p ′,q ′} (viewed as a subset of X or X ′ depending on the subscript). By
assumption, Sp ∩ Sq = ∅ and Sp ′ ∩ Sq ′ = ∅. Furthermore, φ can be visualized as
X
X ′
φ
• •
•
•
•
•
•
•
︸ ︷︷ ︸
A
A ′︷ ︸︸ ︷
︸ ︷︷ ︸
B
B ′︷ ︸︸ ︷ψ η
Legend
∈ Sp
∈ Sq
• ∈ X \ (Sp ∪ Sq)
∈ Sp ′
∈ Sq ′
• ∈ X ′ \ (Sp ′ ∪ Sq ′)
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where the indicated sets are defined by
A ′ := Sp ′ , B ′ := Sq ′ ∪
(
X \ (Sp ′ ∪ Sq ′)
)
, A := φ−1(A ′), B := φ−1(B ′), (4.21)
and the functions A
ψ−→ A ′ and B η−→ B ′ are defined by restricting φ to A and B, respectively.
If we also define the probability measures pA,qB,p ′A ′ , and q
′
B ′ on A,B,A
′, and B ′, respec-
tively, then (A,pA)
ψ−→ (A ′,p ′A ′) and (B,qB)
η−→ (B ′,q ′B ′) are morphisms in FinProb and most
importantly,
λ

(
A,pA
)
(
A ′,p ′A ′
)ψ
⊕ (1− λ)

(
B,qB
)
(
B ′,q ′B ′
)η
 =
(
X, λp+ (1− λ)q
)
(
X ′, λp ′ + (1− λ)q ′
)φ . (4.22)
Thus,
Hφ
(
λp+ (1− λ)q
) ≡ H(λψ⊕ (1− λ)η)
Defn 3.36
====== λH(ψ) + (1− λ)H(η)
= λ
(
1H(ψ) + 0H(η)
)
+ (1− λ)
(
0H(ψ) + 1H(η)
)
Defn 3.36
====== λH(1ψ⊕ 0η) + (1− λ)H(0ψ⊕ 1η)
≡ λHφ(p) + (1− λ)Hφ(q),
(4.23)
which completes the proof. 
Remark 4.24 [External affinity ignores the internal structure of quantum states]
The objects of FinProb are convex generated by the single object 1, which is the (essen-
tially) unique probability space consisting of a single element. Indeed, an arbitrary finite
probability space (X,p) can be decomposed into a convex sum as
(X,p) ∼=
⊕
x∈X
px1.
However, in NCFinProb, a non-commutative probability space such as (Mm,ω) cannot
be expressed as an external convex combination of lower-dimensional probability spaces.
Therefore, the statement “if H is externally affine (on all C∗-algebras), then H is orthogo-
nally affine” is false.a The third example in Example 3.37 is a counter-example because it
is not orthogonally affine. This, together with Proposition 4.17 provides some motivation
for our choice of defining convex structures internally on the fibres over C∗-algebras.
aAlthough the converse is still true, as can be seen by a minor modification of the proof of the (⇒) direction
in Proposition 4.17.
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Corollary 4.25 [Characterizing the Shannon entropy on commutative C∗-algebras]
Suppose H : NCFinProb → BR is a continuous orthogonally affine fibred functor for
which HA(ω) > 0 for all states ω ∈ S(A), with equality on all pure states, for all C∗-
algebrasA. Then there exists a constant c > 0 such thatHf = cSf for all ∗-homomorphisms
f between commutative C∗-algebras.
Proof. The claim follows from showing that the assumptions on H imply the assumptions of
BFL for their characterization theorem (Theorem 3.38). Continuity and functoriality are already
assumed. Non-negativity of Hf(ω) for all states ω and ∗-homomorphisms between commuta-
tive C∗-algebras was proved in Proposition 4.8. Finally, the notion of affine orthogonality of
H is equivalent to external affinity for commutative C∗-algebras by Proposition 4.17. By BFL’s
characterization theorem, H is the functor giving the difference of entropies on the subcategory
of commutative C∗-algebras up to an overall non-negative constant. 
The orthogonally affine assumption for all C∗-algebras will provide the last fact needed to
prove our characterization theorem.
Lemma 4.26 [Affine orthogonality determines entropy]
Let H : NCFinProb → BR be a continuous and orthogonally affine fibred functor for
which HA(ω) > 0 for all states ω ∈ S(A), with equality on all pure states, for all C∗-
algebras A. If ω =
∑
x∈X pxωx is any state on A :=
⊕
x∈XMmx with ωx ∈ S(Mmx) and p a
probability distribution on the finite set X, then there exists a constant c > 0 (independent
of the algebras and states) such that
HA(ω) = c
(
S(p) +
∑
x∈X
pxS(ωx)
)
.
Proof. Let Np := {x ∈ X : px = 0} be the nullspace of p. For each x ∈ X \Np, decompose ωx
into a convex sum ωx =
∑
y∈Yx ψyxωyx of pure states ωyx ∈ S(Mmx), where Yx is a finite set
and {ψyx}y∈Yx defines a nowhere-vanishing probability measure on Yx so that |Yx| equals the
rank (dimension of the range) of the support of ωx. Thus, X \Np
ψ ∐
x∈X\Np Yx defines a
stochastic map. Let Pyx ∈ Mmx denote the one-dimensional projection associated to the pure
stateωyx. If Px denotes the support ofωx, then Px =
∑
y∈Yx Pyx for all x ∈ X \Np. Set
B :=
 ⊕
x∈X\Np
CYx
⊕C{•}, (4.27)
where C{•} ∼= C and • serves as a label to distinguish it from the rest of the algebra. Define a
∗-homomorphism B f−→ A by
CYx 3 ey f7−→
 ⊕
x ′∈X\{x}
0
⊕ Pyx and C{•} 3 e• f7−→
 ⊕
x∈X\Np
(1mx − Px)
⊕⊕
x∈Np
1mx , (4.28)
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where the first expression involving Pyx is simply meant that Pyx is viewed now as an element of
B (with 0’s on all factors other than Mmx). Then f is a (unital) ∗-homomorphism that preserves
the orthogonality of all the ωyx states with y ∈ Yx and x ∈ X \Np (by viewing all the ωyx as
states on A via Lemma 4.15). Therefore,
HA(ω) −HB(ω ◦ f) = Hf(ω) =
∑
x∈X\N
∑
y∈Yx
pxψyxHf(ωyx)
=
∑
x∈X\N
∑
y∈Yx
pxψyx
(
HA(ωyx) −HB(ωyx ◦ f)
)
= 0
(4.29)
becauseωyx ◦ f is a pure state. Consequently,
HA(ω) = HB(ω ◦ f)
= −c
∑
x∈X\Np
∑
y∈Yx
pxψyx log(pxψyx)
= −c
∑
x∈X\Np
∑
y∈Yx
ψyx︸ ︷︷ ︸
1
px log(px) + c
∑
x∈X\Np
px
−∑
y∈Yx
ψyx log(ψyx)

= c
(
S(p) +
∑
x∈X
pxS(ωx)
)
,
(4.30)
where in the second equality we have used Corollary 4.25, which saysH restricts to the Shannon
entropy on commutative C∗-algebras up to a non-negative constant c. The last equality follows
from the definition of the Shannon entropy for the S(p) term and Lemma 2.24 for the S(ωx)
term. 
Theorem 4.31 [A functorial characterization of quantum entropy]
Let H : NCFinProb→ BR be a continuous and orthogonally affine fibred functor
NCFinProb BR
fdC*-Alg 1
H //
 
//
for which HA(ω) > 0 for all states ω ∈ S(A), with equality on all pure states, for all C∗-
algebras A. Then there exists a constant c > 0 such that
Hf(ω) = c
(
S(ω) − S(ω ◦ f)
)
for all morphisms B f−→ A of C∗-algebras and statesω ∈ S(A).
Proof. Since Hf(ω) = HA(ω) −HB(ω ◦ f) by Lemma 4.2, Lemma 4.5 and Lemma 4.26 together
show this equals the entropy difference up to the same constant c. 
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It is interesting that the notion of a disintegration was used in the proof of Proposition 4.8.
Note that in the category of states on (finite-dimensional) C∗-algebras and state-preserving ∗-
homomorphisms, disintegrations do not always exist [42]. Nevertheless, their existence is well
understood, and when they exist, they imply Hf(ω) > 0, as the following proposition shows.
Since the definition of a non-commutative disintegration is not needed anywhere else in this
work, the reader is referred to [42] for definitions and other facts assumed in the proof.
Proposition 4.32 [If a disintegration for (f,ω) exists, then Sf(ω) > 0]
Let B f−→ A be a ∗-homomorphism and A ω C a state on A. If (f,ω) has a disintegration,
then Sf(ω) > 0.
Proof. By isomorphism invariance of S, it suffices to consider the case where A,B,ω, and f
are as in Lemma 2.13 (without the unitaries Ux). Write ξ := ω ◦ f =
∑
y∈Y qytr(σy · ) and
ω =
∑
x∈X pxtr(ρx · ) as in Lemma 2.13 as well. Let Np ⊂ X and Nq ⊂ Y be the null-spaces of
p and q, respectively. Assume that a disintegration of (f,ω, ξ) exists. By the non-commutative
disintegration theorem [42, Theorem 5.108], for each x ∈ X and y ∈ Y there exist non-negative
matrices τyx ∈Mcxy such that
tr
(∑
x∈X
τyx
)
= 1 ∀ y ∈ Y \Nq (4.33)
and
pxρx =
y∈Y
τyx ⊗ qyσy ∀ x ∈ X. (4.34)
One more fact that will be needed is the equality
(C⊗D) log(C⊗D) = C log(C)⊗D+C⊗D log(D) (4.35)
for all non-negative square matrices C,D (possibly of different sizes), which can be proved
using the spectral theorem for matrices. Computing SA(ω) first gives
SA(ω)
Rmk 2.25
===== −
∑
x∈X
tr
(
pxρx log(pxρx)
)
(4.34)
==== −
∑
x∈X
tr
 
y∈Y\Nq
(τyx ⊗ qyσy) log
 
y ′∈Y\Nq
(τy ′x ⊗ qy ′σy ′)

= −
∑
x∈X
∑
y∈Y\Nq
tr
(
(τyx ⊗ qyσy) log(τyx ⊗ qyσy)
)
(4.35)
==== −
∑
x∈X
∑
y∈Y\Nq
tr
(
τyx log(τyx)⊗ qyσy + τyx ⊗ qyσy log(qyσy)
)
(4.33)
====
∑
y∈Y\Nq
qyS
(

x∈X
τyx
)
+ SB(ξ),
(4.36)
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wherex∈X τyx is viewed as a density matrix on Msx , where sx :=∑y∈Y\Nq cyx. Thus,
Sf(ω) = SA(ω) − SB(ξ) =
∑
y∈Y\Nq
qyS
(

x∈X
τyx
)
> 0. (4.37)

Remark 4.38 [Having a disintegration is not necessary for Sf(ω) > 0]
If Sf(ω) > 0, it is not necessarily the case that a disintegration of (f,ω) exists. A simple
counter-example is the inclusion f : B → A ⊗ B sending B ∈ B to 1A ⊗ B and where
B :=M2 and A :=M2. Takeω to be represented by the density matrix
ρ =

p1 0 0 0
0 p2 0 0
0 0 p3 0
0 0 0 p4
 ,
where p1,p2,p3,p4 > 0 satisfy p1 + p2 + p3 + p4 = 1, p1 + p3 > 0, and p2 + p4 > 0. Then
Sf(ω) = p1 log
(
p1 + p3
p1
)
+ p2 log
(
p2 + p4
p2
)
+ p3 log
(
p1 + p3
p3
)
+ p4 log
(
p2 + p4
p4
)
> 0,
while a disintegration exists if and only if p1p4 = p2p3 [42, Theorem 4.19].
Remark 4.39 [A brief history and comparison of axiomatizations of quantum entropy]
Quantum entropy and its variants were often built upon the classical versions, whose
many axiomatizations are reviewed in Csiszar’s survey [7]. In 1932, von Neumann ob-
tained a phenomelogical characterization of entropy [55, Chapter V. Section 2]. In 1968,
Ingarden and Kossakowski characterized the von Neumann entropy using dimensional
partial Boolean rings of projections in Hilbert space [24]. In 1974, Ochs provided a charac-
terization using partial isometric invariance, additivity, subadditivity, and continuity (plus
some additional technical axioms) [35]. In 1975, Thirring [51] characterized the von Neu-
mann entropy using axioms closely related to those implemented by Fadeev in his charac-
terization of the Shannon entropy [8, 9], the latter of which was simplified by Renyi [47].a
Thirring’s characterization is therefore most closely related to ours and it is worth taking
the time to spell out his assumptions, which read as follows.
(i) S(ρ) is a continuous function of the eigenvalues of ρ;
(ii) S(1212) = log 2;
(iii) If H =
⊕N
n=1Hn is a direct sum of Hilbert spaces and if ρ =
⊕N
n=1 pnρn is a weighted
direct sum of density matrices, where {pn}n∈{1,...,N} is a probability distribution on ∆N,
then S(ρ) = S(p)+
∑N
n=1 pnS(ρn), where p is viewed as a diagonal matrix onC
N with
entries given by the pn.
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There are actually several implicitly hidden assumptions within these three. For exam-
ple, the dependence on eigenvalues means S(ρ) = S(AdUρ) for all unitaries U, i.e. S(ρ)
is invariant under ∗-isomorphisms. The second item is merely a normalization condition,
which we have ignored (it specifies the constant c). The third item is close to our orthogo-
nal affine assumption. However, an implicit assumption is made, which can be expressed
as saying that S(ρn) is equal to S(0⊕ · · · ρn ⊕ · · · 0), i.e. S is invariant under the non-unital
inclusion of one matrix algebra into a direct sum. This is closely related to Och’s partial
isometry invariance assumption, which has been criticized as being an unnatural assump-
tion from the physical perspective [5]. We don’t necessarily agree with the criticism as we
prefer not to place any demand on what axiom seems natural or not. Nevertheless, we find
it quite satisfying that this assumption as well as invariance under ∗-isomorphisms (which
corresponds to Axiom B in [5]) are consequences of our axioms.
aMuch of Thirring’s lectures on mathematical physics were translated into English, and his statement and
proof can be found in [52, (2.2.4) pages 58–61]; however, it seems that the first written account of his proof in
English appears in Wehrl’s review [57, pages 238–239].
Question 4.40 [Other convex categories and functorial entropy]
The presentation we have given in terms of fibrations is dual to an indexed category for-
mulation, which is prominent in some earlier work [38,39]. The latter would have involved
more higher category theory, which is why we have chosen the more geometric perspective
in terms of fibrations. In either case, these viewpoints suggest several points of general-
ization. For one, we could imagine replacing the fibration BR → 1 from Theorem 4.31
with another fibration E→ X of cone categories [36, Section 4.5.1] and define a notion of E-
valued entropy. Many of the ideas can be generalized to this broader setting, and we hope
to make some of this development available in forthcoming work. However, it is not clear
if there is a need for such generalizations in physics. Are there other interesting examples
of convex categories appearing naturally in in the structure of physical systems?
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A The Holevo information change and relative entropy
The monotonicity of relative entropy for density matrices under partial trace is a well-
known and deep result in quantum information theory. Here, we phrase some of these ideas
from the functorial perspective in terms of the deviation from Sf being affine on all states.
This deviation is well-controlled by the change in the Holevo information associated to a ∗-
homomorphism, and it turns out that this change is always non-negative. Although this ap-
pendix is not needed for the main results proved in this manuscript, it serves to place some of
the results in a broader context and it also provides a glimpse of work that is in preparation.
Theorem A.1 [Holevo information change is non-negative]
Using the notation from Definition 3.28, the Holevo information change satisfies
χf(λ;ω, ξ) > 0 ∀ λ ∈ [0, 1].
Furthermore, ifω ⊥ ξ, then a ∗-homomorphismB f−→ A preserves the orthogonalityω ⊥ ξ
if and only if
χf(λ;ω, ξ) = 0
for any (and hence all) λ ∈ (0, 1).
Proof. Note that the first claim χf(λ;ω, ξ) > 0 is clearly true if λ ∈ {0, 1} (it equals zero). Hence,
fix λ ∈ (0, 1). The inequality χf(λ;ω, ξ) > 0 was first proven for the special case where B and A
are matrix algebras by Lieb and Ruskai [26, Theorem 1]. To see the relationship between their
statement and ours, their claim is that the assignment
ρ 7→ S(trMp(ρ)
)
− S(ρ), (A.2)
which is expressed in the Schro¨dinger picture, is convex on density matrices, where ρ is a
density matrix onA =Mp⊗Mn,B =Mn, and trMp : A //B is the Hilbert–Schmidt dual of the
inclusion f : B→ A into the second factor (cf. Example 2.12). This expression is therefore given
by S(ω ◦ f) − S(ω) in our Heisenberg picture, where ω = tr(ρ · ). Setting ζ := λω+ (1− λ)ξ,
convexity of this quantity then says
S(ζ ◦ f) − S(ζ) 6 λS(ω ◦ f) + (1− λ)S(ξ ◦ f) − λS(ω) − (1− λ)S(ξ). (A.3)
Rearranging this and using Remark 3.29 gives the desired claim for matrix algebras.
When A is not necessarily a matrix algebra, B is a matrix algebra, and f has multiplicity 1
for each subfactor of A, this was proved by Lindblad [28, Lemma 3] (though one needs to use
Lemma A.23 below to see this).
For the most general case, let
⊕
y∈YMny
f−→⊕x∈XMmx be a ∗-homomorphism. Then f can
be decomposed as the following composite⊕
y∈Y
Mny
F−→
⊕
x∈X
⊕
y∈Y
Mcxyny
L:=
⊕
x∈X Lx
↪−−−−−−−→
⊕
x∈X
Mmx
ϕ:=
⊕
x∈XAdUx−−−−−−−−−−→
⊕
x∈X
Mmx , (A.4)
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where each of these maps will be described presently. First, each cxy is a non-negative in-
teger satisfying mx =
∑
y∈Y cxyny (the multiplicity of Mny inside Mx under f). The map
F :
⊕
y∈YMny →
⊕
y∈Y
⊕
x∈XMcxyny is determined by the assignment
Mny 3 By 7→
⊕
x∈X
diag(
cyx times︷ ︸︸ ︷
By, · · · ,By) ∈
⊕
x∈X
Mcxyny . (A.5)
The map Lx :
⊕
y∈YMcxyny ↪→Mmx is the inclusion sending
⊕
y∈Y Cy toy∈Y Cy; by choosing
an ordering on these indices, this latter map looks like
⊕
y∈|Y|
Cy
Lx7−→
C1 0. . .
0 C|Y|
 ∈Mmx . (A.6)
Finally, the last map in (A.4) is conjugation by a unitary so that the composite can be used to
describe an arbitrary ∗-homomorphism. Since the conjugation does not change the entropy, it
will be henceforth ignored. In case the notation is a bit overwhelming, these maps (together
with another map J that will be defined in (A.11)) can be visualized as
F
f
•
•
•
L
•
•
•
J
•
•
•
with the x and y axes being the horizontal and vertical axis, respectively, where each filled box
represents a matrix algebra, the bullets represent the fact that the multiplicity is zero in those
cases, and a space between blocks is used to signify a direct sum. Now letω and ξ be states on
A as in the proof of Lemma 2.27 item 1. By Remark 3.29,
χf(λ;ω, ξ) = χL(λ;ω, ξ) + χF(λ;ω ◦ L, ξ ◦ L). (A.7)
The first term satisfies χL(λ;ω, ξ) > 0 because each Lx is precisely a map of the form covered
by Lindblad’s result. In more detail, setting
rx := λpx + (1− λ)qx, (A.8)
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one has
χL(λ;ω, ξ) =
∑
x∈X
rxχLx
(
λpx
rx
; ρx,σx
)
> 0 (A.9)
(dropping any terms for which rx = 0), the first equality of which hinges on the fact that
S
(
λω+ (1− λ)ξ
) Defn 2.23
====== S(r) +
∑
x∈X
rxS
(
λpx
rx
ρx +
(1− λ)qx
rx
σx
)
. (A.10)
As for χF(λ;ω ◦ L, ξ ◦ L), this term breaks up into two parts. To describe this, set sy :=
∑
x∈X cxy
and define the map J :=
⊕
y∈Y Jy, where⊕
x∈X
Mcxyny
Jy−→Msyny⊕
x∈X
Cxy 7→
x∈X
Cxy.
(A.11)
Then let ρxy and σxy be the unique set of matrices in Mcxyny satisfying⊕
y∈Y
ρxy = L
∗
x(ρx) and
⊕
y∈Y
σxy = L
∗
x(σx). (A.12)
Define
piy :=
x∈X
pxρxy, τy :=
x∈X
qxσxy, pi :=
⊕
y∈Y
piy, τ :=
⊕
y∈Y
τy, (A.13)
and let α and β be the states on
⊕
y∈YMsyny defined by
α :=
∑
y∈Y
tr(piy · ) and β :=
∑
y∈Y
tr(τy · ). (A.14)
If it helps the reader, we have merely taken the different blocks from our density matrices as-
sociated to ω ◦ L and ξ ◦ L and have rearranged them (it is unfortunate that describing this
rigorously is quite complicated and we hope the above figure helps illustrate this rearrange-
ment more clearly). All this is to say that
χF(λ;ω ◦ L, ξ ◦ L) = χF(λ;ω ◦ L, ξ ◦ L) + χJ(λ;α,β) Rmk 3.29===== χJ◦F(λ;α,β) (A.15)
since χJ(λ;α,β) = 0 (the entropy does not change since there has essentially only been a permu-
tation of matrices). However, J ◦ F is a direct sum of ∗-homomorphisms of the kind considered
by Lieb and Ruskai, so that χJ◦F(λ;α,β) > 0. In more detail, if (J ◦ F)y : Mny → Msyny is the
y-component of the map J ◦ F (which is now precisely the Hilbert–Schmidt dual of a partial
trace) and if we set
ay := tr(piy), by := tr(τy), and dy := λay + (1− λ)by, (A.16)
then
χJ◦F(λ;α,β) =
∑
y∈Y
dyχ(J◦F)y
(
λay
dy
;
piy
ay
,
τy
by
)
> 0, (A.17)
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where the last inequality is the one by Lieb and Ruskai. Thus,
χf(λ;ω, ξ) = χL◦F(λ;ω, ξ) = χL(λ;ω, ξ) + χJ◦F(λ;α,β) > 0, (A.18)
concluding the proof. 
As mentioned in Example 3.17, Theorem A.1 says that the entropy change is a concave func-
tor. Rather than defining concave fibred functors in full generality (which would involve the
introduction of cone categories [36, Section 4.5.1] and order structures), we specialize to the
case where the codomain is BR, where the cone and order structure is the standard one.
Definition A.19 [Concave fibred functors]
Let E pi−→ X be a fibrewise convex fibration. A concave fibred functor from pi to BR→ • is a
fibred functor
E BR
X 1
H //
pi
 
//
such that
H
(
λα+ (1− λ)β
)
> λH(α) + (1− λ)H(β)
for every pair of morphisms (t α−→ u, v β−→ w) with pi(α) = pi(β) (cf. Remark 3.21).
This notion is part of a developing field of categorical convex analysis [36,44]. The inequality
in Theorem A.1 is also closely related to the monotonicity under partial trace of Umegaki’s
relative entropy [53, Section 4].
Definition A.20 [Umegaki’s relative entropy]
Let ω =
∑
x∈X pxtr(ρx · ) and ξ =
∑
x∈X qxtr(σx · ) be two states on A =
⊕
x∈XMmx
such that ω  ξ, i.e. Pω 6 Pξ. The entropy of ω relative to ξ (also just called the relative
entropy) is the number
S(ω||ξ) ≡ S(ρ||σ) := tr(ρ log ρ− ρ logσ),
where
ρ :=
⊕
x∈X
pxρx and σ :=
⊕
x∈X
qxσx.
We can write the relative entropy in Definition A.20 more explicitly in terms of the con-
stituent probabilities and density matrices from the direct sum.
Lemma A.21 [Alternative expression for the relative entropy of states]
Given ω  ξ for states on A, there always exists a decomposition of ω and ξ as in Defini-
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tion A.20 such that ρx  σx for all x ∈ X. With such choices,
S(ω||ξ) = S(p||q) +
∑
x∈X
pxS(ρx||σx),
where S(p||q) is the Kullback–Leibler divergence (aka classical relative entropy)
S(p||q) :=
∑
x∈X
(
px logpx − px logqx
)
.
Proof. Note that p  q holds automatically since ω  ξ. If px = 0, then one can choose any
density matrix ρx for that value of x ∈ X. In particular, one may set ρx = σx. A more thorough
discussion justifying this can be found at the beginning of Section 6 in [43]. The rest of the proof
of this is a straightforward calculation:
S(ρ||σ) = tr
(⊕
x∈X
(
pxρx log(pxρx) − pxρx log(qxσx)
))
= tr
(⊕
x∈X
(
px log(px)ρx + pxρx log(ρx) − px log(qx)ρx − pxρx log(σx)
))
(A.22)
=
∑
x∈X
(
px logpx − px logqx + pxtr(ρx log ρx) − pxtr(ρx logσx)
)
. 
Lemma A.23 [Expressing the Holevo information change in terms of relative entropy]
Let A be a C∗-algebra. Then
χA(λ;ω, ξ) = λS
(
ω
∣∣∣∣λω+ (1− λ)ξ)+ (1− λ)S(ξ∣∣∣∣λω+ (1− λ)ξ)
for all states ω, ξ on A and for all λ ∈ (0, 1). When λ ∈ {0, 1}, one has χA(λ;ω, ξ) = 0 for all
ω, ξ ∈ S(A).
The expression in Lemma A.23 is guaranteed to be well-defined for all states because
ω  λω+ (1− λ)ξ and ξ  λω+ (1− λ)ξ (A.24)
for all λ ∈ (0, 1). What is perhaps less clear is if the expression in terms of the relative entropy
is continuous at λ ∈ {0, 1}. It turns out the expression is more than just continuous, as will be
discussed in Lemma A.26.
Proof of Lemma A.23. Let A, ρ, and σ be as in Definition A.20. The claim then follows from a
straightforward calculation:
χA(λ;ω, ξ) = S
(
λω+ (1− λ)ξ
)
− λS(ω) − (1− λ)S(ξ)
= −tr
((
λρ+ (1− λ)σ
)
log
(
λρ+ (1− λ)σ
))
+ λtr(ρ log ρ) + (1− λ)tr(σ logσ)
= λtr
(
ρ log ρ− ρ log
(
λρ+ (1− λ)σ
))
+ (1− λ)tr
(
σ logσ− σ log
(
λρ+ (1− λ)σ
))
.
(A.25)
The fact that χA(λ;ω, ξ) = 0 for λ ∈ {0, 1} is immediate from the definition of χ. 
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Lemma A.26 [Lindblad’s lemma]
Letω, ξ : A //C be two states on a C∗-algebra withω  ξ. Then
S(ω||ξ) = lim
λ→0
(
χA(λ;ω, ξ)
λ
)
.
Proof. Lindblad proved this for the case of matrix algebras in [28, Lemma 4] by expressing χ in
terms of the relative entropy as in Lemma A.23 above (see also [29]). Here, we extend the proof
to states on C∗-algebras. In what follows, it is convenient to set
rx := λpx + (1− λ)qx, sx :=
λpx
rx
, and τx := sxρx + (1− sx)σx, (A.27)
where we have also used our standard notation for ω and ξ as in Definition A.20 for example.
Of course, sx is defined only when rx 6= 0 (it will not need to be defined for other values of x).
Then
χA(λ;ω, ξ)
Rmk 3.29
===== S
(
λω+ (1− λ)ξ
)
− λS(ω) − (1− λ)S(ξ)
Defn 2.23
===== S(r) +
∑
x∈X
rxS(τx) − λ
(
S(p) +
∑
x∈X
pxS(ρx)
)
− (1− λ)
(
S(q) +
∑
x∈X
qxS(σx)
)
= χX(λ;p,q) +
∑
x∈X
rx
(
S(τx) − sxS(ρx) − (1− sx)S(σx)
)
,
(A.28)
where χX(λ;p,q) := S(λp+ (1− λ)q) − λS(p) − (1− λ)S(q). Dividing by λ and taking the λ→ 0
limit gives
lim
λ→0
(
χA(λ;ω, ξ)
λ
)
= lim
λ→0
(
χX(λ;p,q)
λ
)
+
∑
x∈X
lim
λ→0
(
rx
(
S(τx) − sxS(ρx) − (1− sx)S(σx)
λ
))
. (A.29)
The first term is S(p||q), as one can easily check. Noting that
lim
λ→0
sx(λ) = 0 and λ =
qxsx
px + sx(qx − px)
, (A.30)
the second term splits into two terms, the first of which is
lim
λ→0
rx = qx, (A.31)
and the second of which is
lim
λ→0
(
S(τx) − sxS(ρx) − (1− sx)S(σx)
λ
)
= lim
sx→0
(
px + sx(qx − px)
qx
)(
S(τx) − sxS(ρx) − (1− sx)S(σx)
sx
)
=
px
qx
S(ρx||σx),
(A.32)
where in the last step we used the established result for matrix factors. Note that one never has
to worry about dividing by zero in any of these expressions because of the ω  ξ assumption.
Plugging this result back into (A.29) and using Lemma A.21 gives the desired conclusion. 
48
Lemma A.26 and Lemma A.23 allows one to conveniently go back and forth between rela-
tive entropy and the Holevo information change.
Theorem A.33 [Monotonicity of relative entropy under partial trace]
Let ω, ξ : A //C be two states on a C∗-algebra with ω  ξ and let B f−→ A be a ∗-
homomorphism. Then
S(ω ◦ f||ξ ◦ f) 6 S(ω||ξ).
Proof. By Theorem A.1 and then Remark 3.29,
0 6 χf(λ;ω, ξ) = χA(λ;ω, ξ) − χB(λ;ω ◦ f, ξ ◦ f). (A.34)
Dividing both sides by λ ∈ (0, 1), taking limλ→0, and using Lemma A.26 gives the desired
inequality. 
Question A.35 [A functorial characterization of quantum relative entropy]
The relative entropy naturally appears as a byproduct of Lindblad’s Lemma and our func-
torial characterization of the quantum entropy. However, this is not quite a functorial
characterization of the quantum relative entropy, at least not in the spirit of the recent func-
torial characterizations of the relative Shannon entropy (or Kullback–Leibler divergence)
existing in the literature [3, 16, 25]. Therefore, a natural question to ask is if the quantum
relative entropy has a functorial characterization, generalizing the characterization of Baez
and Fritz [3]. Preliminary calculations suggest this may be possible, and these results will
be presented elsewhere. Some of the current characterizations of the quantum relative
entropy utilize Theorem A.33 as one of the main axioms [31, 59], though we suspect this
can be avoided by re-examining Petz’ characterization [45] from a categorical perspective.
What is less clear is if there is a unifying principle encapsulating all these categorical re-
sults. For example, can these results be viewed from the abstract perspective of categories
that encode information processing (CD categories, Markov categories, etc.) [6, 15, 40]?
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