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Abstract. The general problem of giving a geometric interpretation of a covariant
map between rational representations is discussed. Geometric interpretations are then de-
scribed for all irreducible prehomogeneous covariants of the prehomogeneous vector space
mentioned in the title. The geometric interpretations lead naturally to interesting geometry
involving pairs of conics in the projective plane.
1. Introduction
We begin by describing the specific situation that will be discussed in the present work,
as well as the general framework to which it belongs. Let Mat(m) denote the space of m-
by-m matrices and SMat(m) the subspace of Mat(m) consisting of the symmetric matrices.
The space referred to in the title is
V = {[M1,M2] | M1,M2 ∈ SMat(3)} .
The group G = GL(2) × GL(3) acts linearly on V by
(g1, g2)[M1,M2] = [g2M1g2 , g2M2g2 ]g1 . (1.1)
Let ρ : G → GL(V ) be the homomorphism induced by this action. The triple (G, ρ, V )
is a prehomogeneous vector space. The reader may find an excellent introduction to the
theory of such spaces in [5]. A version of the space (G, ρ, V ) is discussed as Example 2.8
(p.54) in this reference. In [8] this space was referred to as the quartic case, in light of its
relevance to the arithmetic of quartic extensions of fields. This terminology was adopted in
[4], and will be used here also; it has, at least, the advantage of brevity.
If G is an affine algebraic group and V is a rational representation of G then a co-
variant of (G, V ) is a non-zero G-equivariant polynomial map Φ : V → W , where W is
also a rational representation of G. Note that in [4] the term concomitant was used in place
of covariant. This term is also found, with various meanings, in the older literature. The
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construction and investigation of covariants encompasses a substantial part of the subject
matter of invariant theory, especially in its classical form. In most of this work, covari-
ants are handled by algebraic means, but one may also ask for a geometric interpretation
of them. In general terms, to give a geometric interpretation of a covariant Φ : V → W
means to assign a geometric object Xv to each v ∈ V and a geometric object Yw to each
w ∈ W , and then to describe a geometric relationship between Xv and YΦ(v). To reflect the
equivariance of Φ under G, the assignments v → Xv and w → Yw , and the relationship
between Xv and YΦ(v) should themselves be G-equivariant in some suitable sense. Also,
to avoid degeneracy, it may be necessary to restrict the v and w that are considered to lie in
some open sets in V and W , respectively.
The idea of describing the geometric significance of covariant maps or, at least, of
relatively invariant polynomials is already prominent in the two papers of Boole [1, 2] that
are often taken to be the wellspring of classical invariant theory. Admittedly, Cayley gave
more prominence to the algebraic aspects of the theory than to its geometric aspects, but the
latter continued to be of interest to invariant theorists throughout the Nineteenth Century.
In light of the approach to geometry espoused in the Erlangen Program, the idea that maps
that are equivariant with respect to a group of transformations should be interpretable in
an associated geometry is very natural. Thus the idea of seeking geometric interpretations
for covariant maps seems well motivated both historically and conceptually. Unfortunately,
for reasons such as those expounded in [7], an explicit and detailed approach to invariant
theory, whether geometric or algebraic, is likely to be fruitful only for a relatively limited
class of rational representations. However, this class includes many of the most commonly
occurring representations, so the explicit approach remains worthwhile despite its limita-
tions. The class of prehomogeneous vector spaces is one tractable and well-studied class
of representations for which the explicit approach often succeeds. One may reasonably
hope that it will prove possible to uncover the geometric significance of the covariant maps
between prehomogeneous vector spaces in many cases.
In [4], the covariants of a certain class of prehomogeneous vector spaces were studied,
with particular emphasis on those covariants Φ : V → W for which W is irreducible and
prehomogeneous. It was shown that, up to equivalence and multiplication by relatively
invariant polynomials, the list of such irreducible prehomogeneous covariants is finite (see
Corollary 3.6 in [4]). In classical situations, this list is often found to include the covariants
that were already regarded as the fundamental ones. In the quartic case, there are ten
irreducible prehomogeneous covariants, the basic relatively invariant polynomial and the
nine harmonic covariants enumerated in Theorem 5.4 of [4]. We wish to give geometric
interpretations of these covariants. After some initial reductions, we find that it is sufficient
to deal with four of the ten.
Although the precise descriptions of these geometric interpretations will have to wait
until some preliminary work has been accomplished, it may be helpful to the reader to
give a rough description of one example here. The covariant Φ3 maps from V into a twist
of the space SMat(3). That is, it assigns a single 3-by-3 symmetric matrix to each pair
v = [M1,M2] ∈ V . Suppose that v is a generic point of V . Then the conics pM1p = 0
and pM2p = 0 intersect in four distinct points b1, . . . , b4 ∈ P2, no three of which are
collinear. The geometric object that we assign to v is this set of four points. That is, in the
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notation used above to explain the notion of a geometric interpretation, Xv = {b1, . . . , b4}.
The group G acts on P2 via the map from its second factor to the group of projective linear
transformations. There is an induced action on sets of four points in P2 and v → Xv is a
G-equivariant map. If w ∈ SMat(3) then we associate to w the conic curve Yw ⊂ P2 with
equation pwp = 0. The map w → Yw is also G-equivariant. The problem of giving a
geometric interpretation for Φ3 is now to describe a G-equivariant geometric relationship
between Xv and YΦ3(v). This is done in several steps. We consider the space of unordered
pairs ((Q1,Q2)) of conics through Xv . We show that in this space there are precisely three
lines such that if ((Q1,Q2)) lies on exactly one of these lines then Q1 and Q2 are smooth
and the set of eight points (four on Q1 and four on Q2) where Q1 and Q2 have a common
tangent line may be divided into two sets of four collinear points. Moreover, although there
are infinitely many unordered pairs ((Q1,Q2)) in this special configuration, there are only
three pairs of lines in P2 that contain the two sets of four collinear points arising from any
such configuration. In this way, we obtain six lines 1, . . . , 6 in P2 from Xv . Then we
show that 1, . . . , 6 are tangent to a unique smooth conic and that this conic is precisely
YΦ3(v). Note that this description makes it clear that the geometric relationship between Xv
and YΦ3(v) is G-equivariant. Actually, it implies the stronger property that the relationship
is invariant under any collineation of P2.
At this point, the reader may feel that the description of the relationship between Xv
and YΦ3(v) would be rendered clearer by the use of a figure illustrating it. In fact, we shall
use figures on a number of occasions in what follows. However, we shall not make use of
figures that require distortion of the geometrical relationships involved. Unfortunately, it
is not possible to arrange that Xv consist of four points with real coordinates while at the
same time the six lines 1, . . . , 6 have more than one real point each. In a typical case,
if Xv consists of the points [±1 : ±1 : 1] then 1, . . . , 6 have equations x1 = ±
√−1x0,
x0 = ±
√−1x2, and x1 = ±
√−1x2. Thus, sadly, we cannot accurately illustrate the
relationship between Xv and 1, . . . , 6 by means of a figure.
In Section 2 we discuss a joint covariant of pairs of 3-by-3 matrices. The restriction of
this covariant to pairs of 3-by-3 symmetric matrices will play an important role in the dis-
cussion. The general case of this joint covariant will be used in later work on the geometric
interpretation of the covariants of other spaces. Section 3 begins by introducing two general
concepts that are useful in discussing the covariants of a rational representation. Then we
review the construction of the irreducible prehomogeneous covariants of the quartic case
given in [4] and complete it at a few points. The geometric interpretations of the covariants
are described in Section 4. The first part of Section 4, which discusses certain aspects of the
geometry of plane conics, may be read independently of the application to the covariants.
2. A Joint Covariant of a Pair of 3-by-3 Matrices
Let Z be a commutative ring with 1. For M ∈ Mat(3, Z), we denote by adj(M), M,
tr(M), and det(M) the classical adjoint, transpose, trace, and determinant of M , respec-
tively. The second trace, s(M), may be defined by the equation
det(tI3 + M) = t3 + tr(M)t2 + s(M)t + det(M) (2.1)
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in Z[t]. If M happens to be invertible then we have









and this and the generic method imply that
s(M) = tr(adj(M)) (2.2)
for all M .
If A,B ∈ Mat(3, Z) then we define j (A,B) ∈ Mat(3, Z) by
adj(t1A + t2B) = t21 adj(A) + t1t2j (A,B) + t22 adj(B) (2.3)
and J (A,B) ∈ Mat(3, Z) by
J (A,B) = j (adj(A), adj(B)) . (2.4)
It is immediate from the definitions that
j (A,B) = j (B,A) ,
j (A, B) = j (A,B)
and that the same identities hold with J in place of j . Moreover, we have j (λ1A, λ2B) =
λ1λ2j (A,B) and J (λ1A, λ2B) = λ21λ22J (A,B) for λ1, λ2 ∈ Z. In the ring Z[ε] of Z-dual
numbers, we have
adj(A + εB) = adj(A) + εj (A,B)
and one deduces from this that if g, h ∈ Mat(3, Z) then
j (gAh, gBh) = adj(h)j (A,B)adj(g) . (2.5)
This identity in turn implies that
J (gAh, gBh) = det(g) det(h) gJ (A,B)h . (2.6)
LEMMA 2.1. If A,B ∈ Mat(3, Z) are invertible then
j (A,B) = det(B)s(B−1A)A−1 − det(A)A−1BA−1
and
j (A,B) = det(A)s(A−1B)B−1 − det(B)B−1AB−1 .
Proof. We work over the ring Z[ε]. One verifies that
(A + εB)−1 = A−1 − εA−1BA−1
and it follows from (2.1) that
det(A + εB) = det(A) + ε det(B)s(B−1A) .
Thus
adj(A + εB) = det(A + εB)(A + εB)−1
= adj(A) + ε( det(B)s(B−1A)A−1 − det(A)A−1BA−1) .
On the other hand, (2.3) implies that
adj(A + εB) = adj(A) + εj (A,B) ,
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and the first claim follows on comparing this and the previous evaluation of adj(A + εB).
The second claim follows from the first and the fact that j (A,B) = j (B,A). 
LEMMA 2.2. For all A,B ∈ Mat(3, Z) we have
J (A,B) = tr(A adj(B))A − A adj(B)A
and
J (A,B) = tr(B adj(A))B − B adj(A)B .
Proof. By the generic method, it suffices to establish the identities when A and B are
invertible. Under this assumption, we have
J (A,B) = j (det(A)A−1, det(B)B−1)
= det(A) det(B)j (A−1, B−1)
= det(A) det(B)( det(B)−1s(BA−1)A − det(A)−1AB−1A)
= det(A)s(BA−1)A − A adj(B)A .
We now use (2.2) to obtain
J (A,B) = det(A)tr(adj(BA−1))A − A adj(B)A
= det(A)tr(adj(A−1)adj(B))A − A adj(B)A
= tr(A adj(B))A − A adj(B)A
since adj(A−1) = det(A)−1A. This establishes the first identity, and the second follows
from the first and the fact that J (A,B) = J (B,A). 
COROLLARY 2.3. If A,B ∈ Mat(3, Z) are invertible and J (A,B) = 0 then 2 = 0
in Z and there is some z ∈ Z× such that B = zA.
Proof. Suppose that A and B are invertible and that J (A,B) = 0. By Lemma 2.2,
we have
tr(A adj(B))A − A adj(B)A = 0.
By multiplying this equation on the left by BA−1 we obtain tr(Aadj(B))B = det(B)A.
That is, z1B = z2A with z1 ∈ Z and z2 ∈ Z×. By taking the determinant of this relation,
we find that z1 ∈ Z×. This implies that B = zA with z = z2z−11 ∈ Z×. By direct
calculation, J (A, zA) = 2z2 det(A)A and the vanishing of this implies that 2 = 0 since A
is invertible and z ∈ Z×. 
3. Irreducible Prehomogeneous Covariants of the Quartic Case
In this section, we work over an algebraically closed field k of characteristic zero.
Let G be an affine algebraic group and V a rational representation of G. There is an
obvious concept of equivalence on the set of covariants of V , and we systematically confuse
equivalence and equality.
Let Φ : V → W be a covariant of V . For each λ ∈ W∗, λ ◦ Φ is a polynomial on
V . We define the content of Φ to be the ideal generated by any greatest common divisor
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of the set {λ ◦ Φ | λ ∈ W∗} and say that Φ is primitive if its content is the unit ideal.
If P is a greatest common divisor of the set {λ ◦ Φ | λ ∈ W∗} and g ∈ G then gP is
a greatest common divisor of the same set. It follows that there is a c(g) ∈ k× such that
gP = c(g)P and one verifies that c is a rational character of G. That is, P is a relatively
invariant polynomial on V . Moreover, there is a primitive covariant Ψ : V → c−1 ⊗ W
such that Φ = PΨ . We call Ψ the primitive covariant associated to Φ. When we attempt
to give a geometric interpretation of a covariant based on projective geometry, as we shall
here, then all covariants with the same associated primitive covariant will be dealt with
simultaneously. A more rigid geometric framework, such as a metric geometry, would be
necessary if these covariants were to be distinguishable.
The concept of a derived covariant is useful for organizing the set of covariants of a
rational representation. Suppose that Φ : V → W is a covariant of V , that dim(W) <
dim(V ), and that Ψ : W → U is a covariant of W . In this situation, we say that the
covariant Ψ ◦ Φ : V → U , and any other covariant with the same associated primitive
covariant as Ψ ◦ Φ, is derived from Φ. Note that it is possible that Φ1 is derived from Φ2
and Φ2 is derived from Φ1. The derived-from relation generates an equivalence relation
on the set of covariants. For many purposes, it is sufficient to understand one covariant
from each derived-from equivalence class. In particular, we shall apply this dictum to the
problem of geometric interpretation, since a geometric interpretation of the composition
Ψ ◦ Φ follows from a geometric interpretation of each componend.
We now turn our attention to the quartic case. The group of rational characters of
G = GL(2) × GL(3) is generated by d1 and d2, where di(g1, g2) = det(gi ) for i = 1, 2.
The action of G on V is ineffective and the effective group G ⊂ GL(V ) is the quotient
of G by the torus consisting of elements of the form (t2I2, t−1I3). The group of rational
characters of G is generated by the character ω induced by d31d
4
2. The subgroup of characters
corresponding to relatively invariant polynomials of (G, ρ, V ) is generated by ω2, and the
relatively invariant polynomial P corresponding to this generator has degree 12.
The concept of a harmonic covariant played an important role in [4]. It is a con-
sequence of Theorem 3.4 of [4] that the harmonic covariants are precisely the primitive
covariants for the class of spaces considered in [4]. This class includes the quartic case and
so the reader may safely substitute “primitive” for “harmonic” when reference is made to
the results of [4]. Note also that in [4] we took the base field to be C, but an appeal to
the Lefschetz principle implies that the results obtained there remain valid in the present
setting.
By Theorem 5.4 of [4] there are nine irreducible primitive prehomogeneous covariants
of the quartic case. In that reference these covariants were efficiently, but unmemorably,
labeled as Φ1, . . . , Φ9, and we shall adopt this notation for consistency’s sake. We shall
describe the constructions of some of these covariants below. It is a consequence of the
discussion following Theorem 5.4 in [4] that Φ5 and Φ8 are derived from Φ2, and that
Φ7 is derived from Φ3. There are no further relations of this type among the remaining
covariants.
The covariant Φ6 is a twisted self-map of V . If Φ is any irreducible covariant of V
then Φ is necessarily homogeneous, because the action of G preserves the standard grading
on k[V ]. It follows that Φ ◦ Φ6 is also an irreducible covariant of V , prehomogeneous if Φ
Geometric Perspective 123
is so. We denote by Φ† the primitive covariant associated to Φ ◦ Φ6. We have Φ†6 = Φ1,
the identity covariant of V , and it follows that Φ → Φ† is an involution on the set of
irreducible primitive prehomogeneous covariants of V . The orbits of this involution are
{Φ1,Φ6}, {Φ2,Φ8}, {Φ3}, {Φ4,Φ9}, {Φ5}, and {Φ7}. Once we have given a geometric
description of Φ6, a geometric description of Φ† will follow from a geometric description
of Φ. The identity covariant Φ1 has an evident geometric description. Thus we are left to
focus on the covariants Φ2, Φ3, Φ4, and Φ6.
Next we recall the constructions of the covariants Φ2, Φ3, Φ4, Φ5, and Φ6. The
covariant Φ5 is included because it plays a role in the construction of Φ6. The codomain of
Φ2 is d22⊗sym3(E(2)), where E(2) denotes the standard representation of the first factor of
G, and sym3(E(2)) may be identified with the space of binary cubic forms in the variables
v0 and v1. With this identification, if x = [M1,M2] ∈ V then we set
Φ2(x) = det(v0M1 + v1M2) . (3.1)
We have not yet fixed the normalization of the relatively invariant polynomial P . We do so
now by defining P(x) to be the discriminant of Φ2(x). The Hessian of Φ2(x) is a binary
quadratic form, which we may identify with an element of SMat(2) in the usual way. We
thus obtain a covariant Φ5 : V → d21d42 ⊗ SMat(2) derived from Φ2 by composition with
the Hessian. For later reference, we note the transformation law of this covariant explicitly.
It is
Φ5(gx) = d21(g)d42(g)g1Φ5(x)g1 . (3.2)
The map Φ3 has codomain d21d
2
2 ⊗ SMat(3). In [4], a construction of Φ3 was stated
without proof, so we take this opportunity to rephrase this construction slightly in a way
that makes its validity transparent. Let u0, u1, and u2 be variables and ∂0, ∂1, and ∂2 the
corresponding partial derivative operators. For a function f of u = [u0, u1, u2], let ∇f be
the gradient vector of f written as a column vector. The group GL(3) acts on functions of u
by (gf )(u) = f (ug) for g ∈ GL(3). The chain rule implies that ∇(gf )(u) = g(∇f )(ug).
We identify the space SMat(3) with the space of ternary quadratic forms in u as usual.
Under this identification, the standard action of GL(3) on SMat(3) agrees with the action
we have just defined. Given x = [M1,M2] ∈ V , let Q1(x; u) and Q2(x; u) be the quadratic
forms corresponding to M1 and M2, respectively. Define a row vector a(x; u) of quadratic
forms as the cross product
a(x; u) = ∇Q1(x; u) × ∇Q2(x; u) . (3.3)
If g = (g1, g2) ∈ G̃ then the skew-symmetry of the cross product and the transformation
law for gradient vectors imply that
a(gx; u) = det(g1)
(
g2(∇Q1)(x; ug2)
) × (g2(∇Q2)(x; ug2))
= det(g1)(∇Q1)(x; ug2)g2 × (∇Q2)(x; ug2)g2
= det(g1) det(g2)a(x; ug)g−12 ,
where we have used the elementary cross product identity vg2 ×wg2 = det(g2)(v×w)g−2
at the last step. (Here, g−2 denotes the inverse of the transpose of g2.) Now let
A(x; u) = ∇a(x; u) (3.4)
124 A. C. KABLE
be the matrix whose columns are the gradient vectors of the entries of a(x; u). The entries
in A(x; u) are linear forms in u and the transformation laws for the gradient and for a imply
that
A(gx; u) = det(g1) det(g2)g2A(x; ug)g−12 . (3.5)
It follows that





is a quadratic form in u that enjoys the transformation law
Q(gx; u) = det(g1)2 det(g2)2Q(x; ug) . (3.7)
We define Φ3(x) to be the element of SMat(3) that corresponds to Q(x; u). Then Φ3 is a
covariant of the required kind provided that it is non-zero. We shall verify below that it is
so. The explicit transformation law of Φ3 is
Φ3(gx) = d21(g)d22(g)g2Φ3(x)g2 . (3.8)
We now describe constructions of the remaining covariants Φ4 and Φ6. Both of these
constructions are based on the observation that the expression (1.1) for the action of G on















A calculation based on (3.2) and the elementary identity in the form g1 ν−1 =
det(g1)ν−1g−11 shows that
Φ6(gx) = ω(g)gΦ6(x) . (3.10)
Let SMat(3)∗ denote the space of 3-by-3 symmetric matrices, but with the GL(3)-action
g · M = g−Mg−1 obtained by twisting the usual action by the automorphism g → g−.




SMat(3)∗ ⊕ SMat(3)∗) with the first factor in G acting on






A calculation based on (3.8) implies that
Ψ4(gx) = d81(g)d122 (g)(g1, g−2 )Ψ4(x) .







. It is imprimitive and the associated primitive covariant Φ4 is related to it by
Ψ4 = PΦ4. The transformation law of Φ4 is
Φ4(gx) = d21(g)d42(g)(g1, g−2 )Φ4(x). (3.12)
This completes the constructions.
It will be convenient to evaluate the covariant maps that were just constructed at a
particular generic point of V .
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LEMMA 3.1. Let
x = [diag(1, 0, 1), diag(0, 1, 1)].
Then we have
P(x) = 1 ,
Φ2(x) = v20v1 + v0v21 ,
Φ3(x) = diag(1, 1,−1) ,






Φ6(x) = [diag(−1, 2, 1), diag(−2, 1,−1)] .
Proof. From (3.1) we have Φ2(x) = v20v1 + v0v21 . By definition P(x) is the discrim-
inant of this binary cubic form, which is 1. The Hessian of Φ2(x) is −4(v20 + v0v1 + v21)
and this confirms the given value of Φ5(x). The value of Φ6(x) follows from this and (3.9).
The quadratic forms associated to x are Q1 = u20 + u22 and Q2 = u21 + u22. Thus
a(x; u) = [2u0, 0, 2u2] × [0, 2u1, 2u2]
= [−4u1u2,−4u0u2, 4u0u1]
and so
A(x; u) = −4
⎡





A(x; u)2 = 16
⎡
⎣−u21 + u22 −u0u1 −u0u2−u0u1 −u20 + u22 −u1u2




Q(x; u) = u20 + u21 − u22 .
This confirms the value of Φ3(x). It follows from this and (3.11) that Ψ4(x) = x and hence
that Φ4(x) = P(x)−1Ψ4(x) = x. This establishes the final evaluation. 
4. Geometric Interpretation of the Covariants
We continue to work over an algebraically closed field of characteristic zero. We
begin by reviewing some facts of plane geometry and establishing the associated notation
and terminology. The cross-ratio cr : P1 × P1 × P1 × P1  P1 is defined by
cr
([t0 : t1], [t2 : t3]; [s0 : s1], [s2 : s3]) =










The fundamental locus of this map is the set of all p1 ×p2 ×p3 ×p4 ∈ P1 ×P1 ×P1 ×P1
such that at least three of the points p1, p2, p3, and p4 coincide. If q1, q2 ∈ P1 are distinct
126 A. C. KABLE
FIGURE 1. Point-line polarity with respect to a conic.
then there is a unique projective involution θ : P1 → P1 whose fixed points are precisely
q1 and q2. It is characterized by cr(p, θ(p); q1, q2) = [−1 : 1] for p ∈ P1 − {q1, q2}; that
is, θ(p) is the harmonic conjugate of p with respect to q1 and q2.
Given M ∈ SMat(3), we denote by QM ⊂ P2 the conic with equation pMp = 0.
This conic is non-singular if and only if det(M) = 0. Suppose now that QM is non-singular.
Associated to this conic there is a map polM : P2 → P̌2 from the plane to the dual plane.
This map, usually known as polarity, sends a point q ∈ P2 to the line q , as shown in Figure
1. Algebraically, it is given by polM(q) = Mq. Note that when q lies on the conic QM
the line q is the tangent line to QM at q . If N ∈ SMat(3) and q moves on QN then q
moves on the dual conic associated to adj(M)Nadj(M). We call this the polar conic of QN
with respect to QM , and write it as polQM (QN).
Let r1, r2, r3 ∈ P2 be three points that are not collinear. The triangle r1r2r3 is said to
be self-conjugate with respect to the smooth conic QM if polM(r1) = r2r3, polM(r2) =
r1r3, and polM(r3) = r1r2. Figure 2 illustrates such a configuration. The condition that
r1r2r3 be self-conjugate with respect to the smooth conic QM is equivalent to the equations
r1Mr

2 = 0, r1Mr3 = 0, and r2Mr3 = 0, and the inequation det(M) = 0. The closure of
the set of smooth conics with respect to which a given triangle is self-conjugate is therefore
a base-point-free linear system of dimension two. This observation will become significant
later on.
Let M,N ∈ SMat(3) be non-singular and suppose that QM and QN are distinct.
Then QM and QN have four common tangent lines (counted with multiplicity). Let the
points of contact of these lines with QM be p1, . . . , p4 and the points of contact of these
lines with QN be q1, . . . , q4 (listed with multiplicity). It is a classical fact that the eight
points p1, . . . , p4, q1, . . . , q4 lie on a conic. This conic is unique when the four common
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FIGURE 2. A triangle (black squares and dotted gray lines) and a conic (solid gray) with respect to which
it is self-conjugate. Two of the three necessary relationships are shown.
tangent lines are distinct. It does not seem to have a completely standard name. In [3] (see
Section 2.3.4 of that work) it is called the Salmon conic of QM and QN , and we shall use
this terminology here. The choice is based on the discussion of this conic by Salmon in
the classic treatise [6] (see particularly p.345ff); it is claimed there that Salmon seems to
have been the first author to point out the importance of what we are calling the Salmon
conic, although Dolgachev notes out that La Hire was aware of it earlier (for this, see the
Historical Notes at the end of Chapter 2 in [3]).
Figure 3 illustrates a pair of smooth conics meeting transversely and their associated
Salmon conic. Although the following result is classical, we provide a proof for the reader’s
convenience.
PROPOSITION 4.1. If the smooth conics QM and QN have exactly four distinct
common tangent lines then the Salmon conic of QM and QN is the conic associated to
J (M,N).
Proof. Let the points of contact of the four common tangent lines with QM be
p1, . . . , p4 and the points of contact of the four common tangent lines with QN be q1, . . . ,
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FIGURE 3. A pair of smooth conics (solid gray) with their Salmon conic (dotted gray).
q4. It suffices to establish that all eight of these points lie on the conic associated with
J (M,N). Let 1 ≤ i ≤ 4. Since pi lies on QM , we have piMpi = 0. Since the tangent
line to QM at pi is also tangent to QN , we have piMadj(N)Mpi = 0. The first identity of
Lemma 2.2 now implies that piJ (M,N)pi = 0, as required. A similar argument making
use of the second identity of Lemma 2.2 shows that we also have qiJ (M,N)qi = 0. 
Since we are working over a field of characteristic zero, Corollary 2.3 implies that
if M and N are non-singular then J (M,N) = 0. We shall make use of this to extend
the notion of the Salmon conic of QM and QN to degenerate configurations simply by
declaring the Salmon conic of QM and QN to be the conic associated with J (M,N). We
do not, however, extend the terminology to the case where either of the conics is singular.
Let b = {b1, . . . , b4} be a set of four distinct points in P2 with no three collinear.
We wish to consider the space Vb of unordered pairs of conics through b. (When we say
that a curve passes through a set of points, we mean that it passes through every point in
the set.) If we choose two distinct conics QM and QN that pass through b then we obtain
an identification of Vb with the quotient space (P1 × P1)/ ∼, where ∼ is the equivalence
relation generated by p × q ∼ q × p for p, q ∈ P1. This identification associates the
equivalence class of [t0 : t1] × [s0 : s1] to the unordered pair ((Qt0M+t1N,Qs0M+s1N)).
Recall that the quotient (P1 × P1)/ ∼ is isomorphic to P2 via the map
[t0 : t1]×̃[s0 : s1] → [t0s0 : t0s1 + t1s0 : t1s1] ,
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where p×̃q denotes the equivalence class of p × q in the quotient. The inverse map is
[y0 : y1 : y2] → [t0 : t1]×̃[s0 : s1]
where [t0 : t1] and [s0 : s1] are the roots of the binary form
y2τ
2
0 − y1τ0τ1 + y0τ 21 (4.1)
in P1.
There is a rational map ϕ : Vb  PΓ (P2,O(2)) given by ϕ(QM×̃QN) =
QJ(M,N). Note that the space PΓ (P2,O(2)), the projectivization of the space of homoge-
neous quadratic polynomials on P2, may be identified with the space PSMat(3) if desired.
Our next aim is to understand the behavior of the map ϕ. To this end, we introduce notation
for several subvarieties of Vb. Let Δ ⊂ Vb denote the diagonal; that is, the set of unordered
pairs of the form ((Q,Q)). Let Σ ⊂ Vb denote the set of all pairs ((Q1,Q2)) where at
least one of Q1 and Q2 is singular. Finally, let Λ ⊂ Vb be the closure of the set of pairs
((Q1,Q2)) such that Q1 and Q2 are non-singular, but the Salmon conic of Q1 and Q2 is
singular. Figure 4 shows a typical pair of conics that lies in the locus Λ. Note that these
conics meet in four distinct points, but the coordinates of these points are not real and so
they are not visible in the figure.
In the following, we use the fact that Vb may be identified with P2 as described above
to simplify the description of the subvarieties Δ, Σ , and Λ, and the map ϕ.
THEOREM 4.2. Let b = {b1, . . . , b4} be a set of four distinct points in P2 with no
three collinear, and
r1 = b1b2 ∩ b3b4,
r2 = b1b3 ∩ b2b4,
r3 = b1b4 ∩ b2b3,
be the intersections of the diagonals of the resulting quadrilateral.
(I) Denote by Sb the closure of the image of the map ϕ : Vb  PΓ (P2,O(2)) .
Then Sb is the closure of the set of smooth conics with respect to which the
triangle r1r2r3 is self-conjugate.
(II) There are three distinct points q1, q2, q3 ∈ Vb such that Δ ∩ Σ = {q1, q2, q3}.
In addition, {q1, q2, q3} is the fundamental set of ϕ.
(III) We have Σ = Tq1(Δ) ∪ Tq2(Δ) ∪ Tq3(Δ) and Λ = q1q2 ∪ q1q3 ∪ q2q3. (Here
Tqj (Δ) denotes the tangent line to Δ at qj .)
(IV) The set ϕ(Λ−{q1, q2, q3}) consists of exactly three points in Sb, each of which
is a union of two distinct lines in P2.
(V) Let us write ϕ(Λ − {q1, q2, q3}) = {C1, C2, C3}. The map ϕ restricts to an
isomorphism between Vb − Λ and Sb − (C1C2 ∪ C1C3 ∪ C2C3).
(VI) If a conic in Sb passes through any of the points in b then it passes through all
of them. The set of conics in Sb that pass through b is the closure of the set
ϕ(Δ − {q1, q2, q3}).
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FIGURE 4. A pair of conics (solid gray) in the locus Λ. Their Salmon conic (dotted
gray) is the union of two lines.
(VII) A conic in Sb is singular if and only if it passes through at least one of the
points r1, r2, or r3. The set of singular conics in Sb is the closure of the set
ϕ(Σ − {q1, q2, q3}).
(VIII) Let us write C1 = 1 ∪ 2, C2 = 3 ∪ 4, and C3 = 5 ∪ 6. Then the six lines
1, . . . , 6 are tangent to a unique reduced conic. This conic is smooth, lies in
Sb − (C1C2 ∪ C1C3 ∪ C2C3), and does not pass through b.
Proof. The group GL(3) acts transitively on sets of four points in P2 no three of which
are collinear. By (2.6), the map ϕ behaves covariantly with respect to this action and so we
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are free to investigate its behavior under the assumption that b is any particular set of this
type. We shall choose
b = {[±√−1 : ±√−1 : 1]} .
The diagonals of the resulting quadrilateral are x1 ± x0 = 0, x2 ±
√−1x0 = 0, and
x1 ±
√−1x1 = 0, and so (with a suitable numbering of the points in b) r1 = [1 : 0 : 0],
r2 = [0 : 1 : 0], and r3 = [0 : 0 : 1]. The pencil of conics through b is
{t0x20 + t1x21 + (t0 + t1)x22 | [t0 : t1] ∈ P1} . (4.2)
In order to obtain a specific identification of Vb with P2 we must choose a pair of distinct
conics Q1 and Q2 in this pencil. We shall choose these conics to be Q1 = x20 + x22 and
Q2 = x21 + x22 . With this choice, the unordered pair ((t0Q1 + t1Q2, s0Q1 + s1Q2)) ∈ Vb
is associated with the point [y0 : y1 : y2] ∈ P2 where y0 = t0s0, y1 = t0s1 + t1s0, and
y2 = t1s1.
A calculation based on Lemma 2.2 shows that
J (diag(t0, t1, t0 + t1), diag(s0, s1, s0 + s1)) = diag(J1, J2, J3)
where
J1 = t20 s0s1 + t0t1s20 + 2t0t1s0s1 ,
J2 = t0t1s21 + t21 s0s1 + 2t0t1s0s1 ,
J3 = t20 s0s1 + t20 s21 + t0t1s20 + t0t1s21 + t21 s20 + t21 s0s1 + 2t0t1s0s1 .
This may be rewritten using the coordinates y0, y1, and y2 as
J1 = y0(y1 + 2y2) ,
J2 = (2y0 + y1)y2 ,
J3 = (y0 + y1 + y2)y1
and thus the map ϕ may be expressed in these coordinates as
ϕ([y0 : y1 : y2]) = [y0(y1 + 2y2)x20 + (2y0 + y1)y2x21 + (y0 + y1 + y2)y1x22 ] . (4.3)
It follows that the closure of the image of ϕ is the linear systems spanned by {x20 , x21 , x22 }.
This is also the linear system defined by r1Mr2 = 0, r1Mr3 = 0, and r2Mr3 = 0, and
this confirms (I).
A point [y0 : y1 : y2] lies on Δ if and only if the binary form (4.1) has a repeated
root. Thus the equation of Δ is y21 − 4y0y2 = 0. The singular forms in the pencil (4.2)
correspond to the points [t0 : t1] = [0 : 1], [1 : 0], and [−1 : 1]. The equation of Σ is
obtained by requiring that at least one of these points be a root of (4.1). It follows from this
that
Σ = (y0 = 0) ∪ (y2 = 0) ∪ (y0 + y1 + y2 = 0) .
One confirms that y0 = 0 is the tangent line to Δ at q1 = [0 : 0 : 1], y2 = 0 is the
tangent line to Δ at q2 = [1 : 0 : 0], and y0 + y1 + y2 = 0 is the tangent line to Δ at
q3 = [1 : −2 : 1]. This establishes the identification of Σ in (III) and, since the tangent
line to a conic does not intersect that conic at any point other than the point of tangency, it
also establishes the claim about Δ∩Σ in (II). It may be worth remarking for clarity that r1,
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r2, and r3 lie in one copy of P2, whereas q1, q2, and q3 lie in another. The apparent equality
of q1 and r3, and of q2 and r1, is contingent and would not persist with a different choice
of b.
If [y0 : y1 : y2] /∈ Σ and ϕ([y0 : y1 : y2]) is singular then it follows from (4.3) that
we have y1 = 0, y1 + 2y2 = 0, or 2y0 + y1 = 0. This implies that
Λ = (y1 = 0) ∪ (y1 + 2y2 = 0) ∪ (2y0 + y1 = 0) .
Now y1 = 0 is the line q1q2, y1 + 2y2 = 0 is the line q2q3, and 2y0 + y1 = 0 is the line
q1q3. This establishes the identification of Λ in (III). This and (4.3) then imply that
ϕ(Λ − {q1, q2, q3}) = {C1, C2, C3} (4.4)
where C1 = x20 + x21 , C2 = x21 − x22 , and C3 = x20 − x22 . Each of these is the union of two
distinct lines, and this confirms (IV).
The identification of Λ in (III) and (4.4) imply that {q1, q2, q3} is contained in the
fundamental set of ϕ. From (4.3) it follows that if q lies in the fundamental set of ϕ then
q must lie on at least three of the components of Σ and Λ. One checks that the only
points that satisfy this condition are q1, q2, and q3, which establishes the claim about the
fundamental set in (II).
Let z0, z1, and z2 be the projective coordinates on Sb corresponding to the ordered
basis x20 , x
2
1 , and x
2
2 for Sb . In these coordinates, C1 = [1 : 1 : 0], C2 = [−1 : 0 : 1],
and C3 = [0 : −1 : 1], respectively. The equations of the lines C1C2, C1C3, and C2C3 are
z0 − z1 + z2 = 0, z0 − z1 − z2 = 0, and z0 + z1 + z2 = 0, respectively. If [z0 : z1 : z2] =
ϕ([y0 : y1 : y2]) then
z0 − z1 + z2 = y1(2y0 + y1) ,
z0 − z1 − z2 = −y1(y1 + 2y2) ,
z0 + z1 + z2 = (2y0 + y1)(y1 + 2y2) .
It follows that ϕ(Vb − Λ) ⊂ Sb − (C1C2 ∪ C1C3 ∪ C2C3). Define ψ : Sb  Vb by
ψ([z0 : z1 : z2]) = [z0(z0 − z1 + z2) : −(z0 − z1 − z2)(z0 − z1 + z2) : −z1(z0 − z1 − z2)] .
(4.5)
One checks that the fundamental set of ψ is {C1, C2, C3}, that ψ(Sb −(C1C2∪C1C3 ∪
C2C3)) ⊂ Vb −Λ, and that ϕ and ψ are mutually inverse on these sets. These observations
together prove (V).
The conics in Sb have the form z0x20 + z1x21 + z2x22 . The condition for such a conic
to pass through any of the points in b is that z0 + z1 − z2 = 0. Since this condition is
independent of which point in b is chosen, it follows that a conic in Sb passes through all
the points in b if it passes through one. If [z0 : z1 : z2] = ϕ([y0 : y1 : y2]) then
z0 + z1 − z2 = 4y0y2 − y21 .
Since the equation of Δ is y21−4y0y2 = 0, this confirms that ϕ(Δ−{q1, q2, q3}) is contained
in the set of conics in Sb passing through b. On the other hand,
ϕ([t20 : 2t0t1 : t21 ]) = [t0 : t1 : t0 + t1]
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provided that t0 = 0, t1 = 0, and t0 + t1 = 0, which confirms the reverse inclusion and
completes the verification of (VI).
The locus of singular conics in Sb has equation z0z1z2 = 0. Now z0 = 0 if and only if
the conic z0x20 + z1x21 + z2x22 passes through r1, and similarly with z1 and r2, and with z2
and r3. It follows from (4.3) and the identification of Σ made above that ϕ(Σ−{q1, q2, q3})
is a subset of the set of singular conics in Sb . On the other hand,
ϕ([0 : z2 − z1 : z1]) = [0 : z1 : z2] provided that z1 − z2 = 0 ,
ϕ([z0 : z2 − z0 : 0]) = [z0 : 0 : z2] provided that z2 − z0 = 0 ,
ϕ([z0 : z1 − z0 : −z1]) = [z0 : z1 : 0] provided that z0 + z1 = 0 ,
and this confirms that the closure of ϕ(Σ − {q1, q2, q3}) coincides with the set of singular
conics in Sb . This proves (VII).
As we have seen above, the lines 1, . . . , 6 have equations x1 +
√−1x0 = 0, x1 −√−1x0 = 0, x0 + x2 = 0, x0 − x2 = 0, x1 + x2 = 0, and x1 − x2 = 0, respectively.
Let M ∈ SMat(3) be such that QM is reduced and 1, . . . , 6 are tangent to QM . Then
adj(M) is non-zero and the points [±√−1 : 1 : 0], [1 : 0 : ±1], and [0 : 1 : ±1] lie on
the dual conic Q̌adj(M). By direct computation, it follows that adj(M) is proportional to the
matrix diag(1, 1,−1). Thus M is also proportional to diag(1, 1,−1) and QM has equation
x20 + x21 − x22 = 0. This conic has all the properties asserted in (VIII), and this completes
the proof. 
It is a classic fact of projective geometry that, with notation as in Theorem 4.2, the
triangle r1r2r3 is self-conjugate with respect to any smooth conic that passes through b. The
identification of Sb in Theorem 4.2 (I) extends this, since if Q is a smooth conic through b
then ϕ((Q,Q)) = Q. The geometric relationship expressed by this identification is partially
illustrated in Figure 5.
Continuing with the notation used in Theorem 4.2, the pencil CiCj is, of course, the
pencil of conics through Ci ∩ Cj . It follows that, given b, there is a set b′ consisting of
twelve points in P2 such that no smooth Salmon conic of a pair of smooth conics through
b passes through any point of b′. The assignment b → b′ is equivariant with respect to
projective transformations of the plane. If Q is a smooth conic such that r1r2r3 is self-
conjugate with respect to Q and Q does not pass through any of the points of b ∪ b′ then
Theorem 4.2 implies that there is a unique unordered pair ((Q1,Q2)) of distinct smooth
conics through b whose Salmon conic is Q. It would be interesting to find a synthetic
construction of ((Q1,Q2)) from Q.
Let us denote by Db the unique reduced conic to which the lines 1, . . . , 6 are tangent,
whose existence is asserted by Theorem 4.2 (VIII). We know that Db lies in Sb and that Db
does not pass through any point of b∪b′. We write ((R1, R2)) for the unique unordered pair
of distinct smooth conics through b whose Salmon conic is Db. This pair will play a role
in the geometric description of the map Φ6.
We tentatively propose the name incaustic of b for the conic Db. The justification
for this proposal starts with the fact that there is an alternative way to arrive at the set of
lines 1, . . . , 6 associated to b. Namely, we may compute the caustic (or envelope) of
the parametric family (t, s) → ϕ([1 : t]×̃[1 : s]) of conics in P2. The result of this
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FIGURE 5. A pair of conics through b (dotted gray) and their Salmon conic (solid gray). One of the three
relationships that confirm that the triangle r1r2r3 is self-conjugate with respect to the Salmon
conic is shown.
computation is that the caustic is 1 ∪ · · · ∪ 6. The conic Db is then the unique reduced
conic inscribed in the caustic, and the neologism “incaustic” is formed by contracting this
phrase.
We are now ready to give the geometric descriptions of the maps Φ2, Φ3, Φ4, and Φ6.
The geometric description of Φ2 is immediate from its definition. Given a generic point
x = [M,N] ∈ V , let b = QM ∩ QN and define Xx to be the set of singular conics on the
pencil through b. If w is a binary cubic form on the pencil through b then define Yw to be
the set of roots of w on the pencil. The geometric description of Φ2 is that Xx = YΦ2(x).
The geometric descriptions of Φ3, Φ4, and Φ6 all center on the incaustic of the quadrilateral
associated to a generic point of V . They are given in the next three results.
THEOREM 4.3. Let x = [M,N] ∈ V be a generic point. Set b = QM ∩ QN and
Xx = b. For w ∈ SMat(3) define Yw ⊂ P2 to be the conic with equation pwp = 0. Then
we have YΦ3(x) = Db .
Proof. Both members of the proposed equality are invariant under the action of GL(2)
on V and transform equivariantly under GL(3). Thus it suffices to check the inequality for
a single generic x. We take
x = [diag(1, 0, 1), diag(0, 1, 1)]
as in Lemma 3.1. As we saw there, Φ3(x) = diag(1, 1,−1). On the other hand, for this
choice of x we have b = {[±√−1 : ±√−1 : 1]}. This is the same set as we chose in the
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proof of Theorem 4.2 and we computed there that Db is the conic associated to the matrix
diag(1, 1,−1). This verifies the required equality. 
Note that, in light of the construction of Φ3 described in Section 3, Theorem 4.3 may
be read as giving a convenient way to compute the incaustic of a given quadrilateral.
THEOREM 4.4. Let x = [M,N] ∈ V be a generic point. Set b = QM ∩ QN and
let Xx = ((QM,QN)). If w = [A,B] with A,B ∈ SMat(3)∗ let Yw = ((Q̌A, Q̌B)) be the






Proof. The covariant map Ψ4 is related to Φ4 by the factor P , which is non-zero at
generic points. Thus YΦ4(x) = YΨ4(x) and it suffices to confirm the equality with Ψ4 in place















The required equality follows from this and Theorem 4.3. 
THEOREM 4.5. Let x = [M,N] ∈ V be a generic point. Set b = QM ∩QN and let
Xx = ((QM,QN)). Let ((R1, R2)) be the unique unordered pair of distinct smooth conics
through b whose Salmon conic is Db. Let θ be the unique projective involution of the pencil
of conics through b whose fixed points are precisely R1 and R2. For any w = [A,B] ∈ V ,






Proof. The objects involved in the proposed equality are equivariant for the action of
GL(3) and so we may assume that b = {[±√−1 : ±√−1 : 1]}. This returns us to the
situation of the proof of Theorem 4.2. We identify the pencil of conics through b with P1
via the map
[t0 : t1] → Qdiag(t0,t1,t0+t1).
We found in the course of the proof of Theorem 4.2 that Db = Qdiag(1,1,−1). From (4.5)
we have ψ([1 : 1 : −1]) = [−1 : 1 : −1] = [1 : −1 : 1] and so, by (4.1), the points in
P1 corresponding to R1 and R2 are the roots of τ 20 + τ0τ1 + τ 21 . Explicitly, these points are
[1 : ω] and [1 : ω2], where ω is a primitive cube root of unity. We know from Lemma 3.1
that
Φ6











g[diag(1, 0, 1), diag(0, 1, 1)] = [diag(t0, t1, t0 + t1), diag(s0, s1, s0 + s1)]
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and so, by (3.10),
Φ6
([diag(t0, t1, t0 + t1), diag(s0, s1, s0 + s1)])
= Φ6
(
g[diag(1, 0, 1), diag(0, 1, 1)])
= ω(g)gΦ6
([diag(1, 0, 1), diag(0, 1, 1)])
= ω(g)g[diag(−1, 2, 1), diag(−2, 1,−1)]
= ω(g)[diag(−t0 − 2t1, 2t0 + t1, t0 − t1), diag(−s0 − 2s1, 2s0 + s1, s0 − s1)] .






It remains to verify that the projective transformation f : P1 → P1 given by
f
([t0 : t1]) = [−t0 − 2t1 : 2t0 + t1]
is, in fact, the involution with [1 : ω] and [1 : ω2] as its fixed points. Well, f 2([t0 : t1]) =
[−3t0 : −3t1] = [t0 : t1], so that the map is indeed an involution. One verifies that 2 + ω =
(−1−2ω)ω, so that f ([1 : ω]) = [−1−2ω : 2+ω] = [−1−2ω : (−1−2ω)ω] = [1 : ω],
which confirms that [1 : ω] is a fixed point of f . The Galois conjugate of this identity
shows that [1 : ω2] is also a fixed point of f , and this completes the proof. 
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