The problem of negative artifacts in emission tomography reconstructions computed by Filtered Backprojection (FBP) is of practical concern particularly in low count studies.
Introduction
The standard reconstruction methodology for emission tomography is an algorithm known as filtered backprojection(FBP) [16] . This algorithm or variations of it such as confidenceweighted filtered backprojectionj lfl, 25], is used in almost all tomographs in operation today.
However, because of the increasing interest in quantitation [15] , there has been considerable interest in more sophisticated statistical reconstruction methods. Relative to X-ray computed tomography (CT), emission tomography resolution is limited by low count rates, particularly in dynamic studies [15] ' and thus the statistical aspects of the reconstruction process are potentially quite irnportant [16] . Indeed, over the past decade a substantial literature has grown up around this topic. A key theme in this literature is the incorporation of likelihood principles into the reconstruction process. The motivation for this goes back to Rockmore and Mackovski[22] ' who suggested that since raw data in emission tomography are well modeled by Poisson statistics [22, 25, 27] , the method of maximum likelihood could potentially yield a more efficient reconstruction than FBP. Maximum likelihood (ML) was made feasible by Shepp and Vardi[23] , who proposed an iterative expectation-maximization (EM) algorithm for its implementation. Building on this, a rich collection of refinements and developments of reconstruction methods have appeared [20, 24, 26] . A whole range of more elaborate Bayesian reconstruction methods which also make essential use of likelihood have also been proposed [4, 5, 8, 9] . Unfortunately, the computational burden of ML and related Bayesian reconstruction methods has severely limited the ability to quantify in practical engineering terms the magnitude of the gains associated with the use of likelihoodbased reconstruction methods [5, 7, 20] . This turns out to be an important issue because a simple ML reconstruction typically requires at least two orders magnitude more compute time than FBP. Thus, in an operational setting, it is relevant to know if efficiency gain is worth the additional comnute reconstructions are constrained to as a reduced reconpropose a simple computational scheme based on an iterative local cancellation technique.
This method is evaluated by a set of numerical simulation studies with I-dimensional and 2-dimensional source distributions. The results indicate that it may be possible to realize much of the gain associated with ML by simpler computational means. The paper is organized as follows: Section 2 reviews the reconstruction problem and defines FBP, ML and the post-processing technique for FBP. Section 3 presents numerical simulation studies to compare the alternative reconstruction methods. We conclude in section 4 by offering some possible interpretations as well as some potential limitations of this work.
Problem Formulation and Reconstruction Techniques
The reconstruction problem of emission tomography can be formulated as the inversion of a linear integral operator based on Poisson-distributed data [20, 27] : the observable data is a realization of an inhomogeneous Poisson process whose intensity is related to the target radiotracer source distribution by a linear integral equation. The reconstruction problem is to estimate the source distribution given a realization of the Poisson process. In both positron emission tomography (PET) and single photon emission computed tomography (SPEeT), the integral operator is modeled as a Radon transform, with potential modifications to account for attenuation, scatter, and time-of-flight measurements[l, 2, 20, 25].
Here we focus on a non-time-of-flight PET machine without consideration of attenuation or scatter effects, c.], [24, 27] . In practice the reconstruction problem is discretized. Let there be S pixels in the imaging domain and T pixels in the observation domain. The desired source distribution is specified by a vector .\ = (.\s ; S ,2, ... , and the mean value of the observation process is a vector J1
; t = ,2, ... , In this discrete setting, .\ and J1 are related by a equation
Raw Reconstructions
Following Vardi et. al. [27] Geman et. al. [5] , we nr,p","'nt reconstruction methods 111 (2) their basic form first without any smoothness considerations. Subsequently we will discuss techniques used to impose smoothing constraints by filtering these raw reconstructions.
Maximum Likelihood
This method naturally follows from the assumed Poisson structure. The raw maximum likelihood solution maximizes the likelihood or log-likelihood of the data. Up to a constant, the log-likelihood is given by
where ](i is the t'th row of K, In the case that an the elements of K are positive Vardi et.
al. [27] showed that the expectation-maximization (EM) algorithm could be used to evaluate the ML solution. The basic EM iteration involves two steps corresponding to the conditional expectation and subsequent maximization of the conditional log-likelihood . When these two steps are combined the iteration (zold -7 ) is is equivalent to convolution with the ramp filter, is the filtering step. More generally, the confidence-weighted filtered backprojection method used with time-of-flight PET machines also implements the method of least squares. In practice, FBP is the standard reconstruction algorithm used in emission tomography; the connection to least squares is noteworthy even though the accuracy of this connection formally depends on the degree of discretization.
The main advantage of FBP is its the computational efficiency. After backprojection, filtering is carried out using fast Fourier transform techniques. Even more efficient convolution backprojection implementations, combine the filtering and backprojection steps [16] .
By way of comparison, each iteration of the EM algorithm used to compute the ML reconstruction, involves a projection (multiplication by ]() and backprojection (multiplication by ](') operation, so a single EM iteration is roughly equivalent to two applications of FBP.
Since the most efficient implementations of the EM algorithm (with appropriate initialization) typically require between 100-1000 iterations to produce satisfactory estimates [5, 20] , EM reconstructions are at least two orders of magnitude slower than FBP.
Post-Processed Filtered Backprojection
The source distribution in emission tomography cannot be negative. Thus an obvious shortcoming of least squares is that it does not impose positivity constraints on the solution. By contrast, provided one starts with an everywhere positive guess, the EM algorithm guarantees that maximum likelihood solutions always remain non-negative. Directly modifying least squares to impose positivity leads to a f''''C"ri""tu' programming n1'{lh\pn, available for programs cannot take auvarn.aj;e structure IS artifact in FBP solutions has the following structure: In the neighborhood of a pixel with a large negative value there typically are a number of surrounding pixels where the solution is relatively large and positive. Theoretically this can be explained by fact that the ramp filter used in FBP accentuates high frequencies and consequently tends to create negative spatial autocorrelation when applied to a white noise process [3] . Our post-processing algorithm attempts to take advantage of this negative spatial autocorrelation by iteratively applying a local cancellation rule which distributes the negative artifact at a pixel over the surrounding neighborhood, while preserving the total number of counts in the reconstructed image. The definition of the algorithm is as follows:
Initialize:
A i -zls ; crit i -00; tol = .0001 ; maxit = 100 ; iter 0; w 2 
Spatial Smoothing
All of the above reconstructions must be smoothed in some manner in order to obtain The most commonly used approach with filtered backprojection low-pass filters the raw FBP solution by convolution with an appropriate smoothing kernel. A radially symmetric Gaussian convolution kernel is typically used [lO] . A similar approach the full-widthhalf-maximum of the Gaussian kernel controls the amount of smoothing; the larger this parameter the more smooth the result. 'We use this simple scheme in our numerical simulations. This approach to smoothing ML solutions was suggested by Vardi [28] . Some alternative techniques, which have been proposed in the context of maximum likelihood reconstructions, include early stopping of the EM iteration [5, 27, 29) as well as methods which directly incorporate spatial smoothing constraints into EM 26.
vVe make some comments on
One-Dimensional Experiments
The reconstruction methods were first examined in a one-dimensional setting where computational simplicity allowed us to study a large number of simulations. We considered a model problem in which the spectral characteristics of K were chosen to match those of the parallel beam Radon transform arising in conventional emission tomography. For 0: > 0 and T an even integer, let the vector k(ex) be defined as the inverse discrete Fourier transform of the periodic sequence
By direct computation it can be seen that k(ex) is real, T-periodic and positive. We 
Two-Dimensional Experiments
The reconstruction methods were next compared in a more realistic 2-dimensional setting.
Simulated data sets were generated from a tomograph whose parameters were set in accor- 
where R is a discrete approximation to the line integral radon transform and 9 is a spherically symmetric Gaussian distribution whose full-width-half-maximum is 4.. 5mm.
Three phantom source distributions, shown in Figure 3 , were considered. The first phantom is the most realistic anatomically; it is a slice number 8 from the Hoffman ei.
al.
[ll] brain phantom set. The second phantom comes from Vardi et. al. [27] ; it is a more abstract representation of a brain slice but relative to the Hoffman phantom has a greater range of grey-scales. The third phantom is a digitized version ofthe Jaszczak phantom which is commonly used for quality monitoring with tomographs [14] . Data sets were generated from each of these phantoms using the same approach as outlined for the I-dimensional experiments. The total expected counts N were allowed to vary over 9 distinct values (equi-spaced on a log2 between IV = 10 4 and IV 10 6 counts. ting. In the future we plan to conduct some physical phantom experiments to explore the reconstruction methods in a fully realistic setting.
The behavior of the reconstruction errors as a function of counts is highly structured. 
where the constants C and r depend on the phantom and on J(. In statistical terms r is known as the rate of estimation of the reconstruction method. The best possible rate of estimation is 0.5, but this is typically only achievable in parametric estimation problems where error is dominated by variance [13] . In all the examples we see much lower rates of estimation because the reconstruction problem is inherently a non-parametric function estimation problem [12] . In non-parametric function estimation both bias and variance contribute to the error which leads to modified rates of estimation. Some further aspects of these rates of estimation will be develop in a forthcoming report [17] .
An important confounding factor in comparisons of reconstruction methodologies is the choice of the smoothing parameter. A single value for a smoothing parameter will not be appropriate for both maximum likelihood and filtered backprojection reconstructions. In the work reported here, we overcome this problem the smootrunz We have proposed a simple ad-hoc approach to reducing negativity artifacts in filtered backprojection reconstructions. 'While the technique seems to perform quite well, there may be a variety of other schemes which would behave just as well or better, e.g. the negative artifact could be distributed in some alternative manner in the local neighbourhood or the image could be scanned in some alternative manner. In any event, most of the benefit of maximum likelihood reconstruction for emission tomography appears to derive from its imposition of positivity constraints and the method of post-porocessing filtered backprojection to reduce negativity artifacts appears to be quite promising.
Conclusion
We have shown through numerical simulation that maximum likelihood achieves better reconstruction characteristics than standard filtered backprojection. A local cancellation post-processing algorithm applied to the filtered backprojection solution substantially reduces the negativity artifact and recovers much of the gain associated with maximum likelihood. This is of practical importance because the computation of maximum likelihood by the EM algorithm requires orders magnitude more~v",n!J'u filtered backprojection reconstruction. 
