We introduce Capacitated Metric Labeling. As in Metric Labeling, we are given a weighted graph G = (V, E), a label set L, a semimetric dL on this label set, and an assignment cost function φ : V × L → + . The goal in Metric Labeling is to find an assignment f : V → L that minimizes a particular two-cost function. Here we add the additional restriction that each label ti receive at most li nodes, and we refer to this problem as Capacitated Metric Labeling. Allowing the problem to specify capacities on each label allows the problem to more faithfully represent the classification problems that Metric Labeling is intended to model.
Introduction
We introduce Capacitated Metric Labeling. As in Metric Labeling (introduced by Kleinberg and Tardos in [21] ), we are given a weighted graph G = (V, E) (with a weight function w : E → + ), a label set L, a semimetric d L on this label set, and an assignment cost function φ : V × L → + . The goal in Metric
Labeling is to find an assignment f : V → L that * andrews@research.bell-labs.com. Bell Labs. Here we consider the same optimization problem, but subject to the additional restriction that each label t i is assigned a capacity l i and we restrict the assignment function f to assign at most l i nodes to label t i . We refer to this problem as Capacitated Metric Labeling. Throughout this paper, we will use n = |V | and k = |L|.
Metric Labeling was introduced as a model to study a broad range of classification problems that arise in computer vision and related fields. Yet allowing the problem to specify a capacity on each label actually allows the problem to more faithfully represent the classification problems that Metric Labeling was intended to model. In particular, placing capacities on labels restricts the space of near-optimal solutions in such a way that these solutions are much more consistent with abstract notions of what a "good" classification should look like. Capacitated Metric Labeling can also be seen as natural from a theoretical standpoint, and generalizes many well-studied problems including Metric Labeling (and all the problems that Metric Labeling generalizes) and balanced partitioning problems such as Balanced Metric Labeling, introduced in [24] .
Our main positive result is a polynomial-time, O(log n)-approximation algorithm when the number of labels is fixed. This extends Räcke's results on Minimum Bisection to a constant number of labels, to a more general cost function, and to arbitrary capacities for each label -but is based on the same paradigm as in [26] of rounding the graph into a decomposition tree, and then using dynamic programming to solve the exact problem on a tree. A constant number of labels is the most natural parameter range for classification problems, and in this regime we give a substantial improvement over results in [24] which work only for a uniform metric space (on the labels) and uniform label capacities; in addition, their algorithm needs to cheat on label capacities by a Ω(log k) factor, when compared to the optimal solution. Our approach to this result is particularly simple, and we give a method of combining the recent results of Räcke on hierarchical decomposition trees [26] with earthmover relaxations. Using Räcke's results to approximate the original problem by a corresponding problem on a tree, we can then interpret any feasible solution to an appropriately chosen earthmover relaxation as giving us conditional probabilities on every edge in the tree. Because the graph actually is a tree, there will be a rounding procedure that is consistent with these conditional probabilities, and the expected cost will be equal to the value of the LP.
How hard is Capacitated Metric Labeling to approximate? In order to study the inapproximability of Capacitated Metric Labeling, we introduce the notion of the "congestion": Given an instance of Capacitated Metric Labeling, the congestion is the minimum value C ≥ 1 so that if we were to scale up the label capacities by a factor of C, there would be a valid assignment that has zero cost. We explain the relationship between congestion and hardness in detail in Section 1.2, but for now we note that congestion is a framework in which to study the question: How much must a polynomial-time approximation algorithm inflate the capacities in order to obtain any finite approximation ratio for Capacitated Metric Labeling? We prove that (under certain complexity assumptions), that there is no polynomial-time approximation algorithm that can approximate the congestion to within O((log k) 1/2− ) for any > 0, via a reduction from a wavelength assignment problem [4] . And this yields an answer to the above question, as follows: for any > 0, no polynomial-time approximation algorithm that achieves a finite approximation ratio can always violate the label capacities by O((log k) 1/2− ). We will refer to this as a (∞, Ω((log k) 1/2− ))-bicriteria hardness result for Capacitated Metric Labeling.
Our inapproximability results for the congestion version of Capacitated Metric Labeling are not far from tight: we demonstrate a O(log k)-approximation algorithm for determining the congestion of an instance of Capacitated Metric Labeling. This is important because it means that we can approximately determine if there is a zero-cost solution or not, and such a step may be a building block in giving a general bicriteria approximation algorithm that achieves a polylogarithmic approximation ratio in the cost, and which violates capacities by only a polylogarithmic factor. To achieve this result, we introduce a constraint in our LP that bounds the change in the expected number of nodes assigned to any label, after any choice of the rounding algorithm. Our technique can be regarded as an analogue of the randomized rounding techniques for flows. And so, just as we cannot hope for better than (1, O( log n log log n ))-bicriteria hardness for Undirected Edge Disjoint Paths, we also cannot hope for better than (∞, Ω(log k))-bicriteria hardness for Capacitated Metric Labeling.
Metric Labeling and Image Segmentation
Introduced by Kleinberg and Tardos [21] , Metric Labeling models a broad range of classification problems arising in computer vision and related fields. Typically, in a classification problem, one is given a set of points and a set of labels and the goal is to find some labeling of the points that optimizes some notion of quality. This notion of quality is usually defined based on some observed data about the problem. In particular, Metric Labeling captures classification problems in which one is given information about the pairwise relations between the underlying points.
Intuitively, the assignment costs φ(u, i) capture how likely the label t i is for the node u, and the weights w(u, v) capture the strength of the pairwise relation between u and v. Pairs of nodes with a stronger pairwise strength are more expensive to separate among different labels.
Naor and Schwartz [24] introduced Balanced Metric Labeling (a special case of Capacitated Metric Labeling) in which each label is given the same capacity l, and additionally the semimetric d L on the labels is uniform. Reference [24] gives a bicriteria approximation algorithm that achieved a O(log n) approximation in the cost function but only while violating label capacities by a factor which is O(min{l, log k}). Our algorithm for Capacitated Metric Labeling, by contrast, does not violate capacities when k is O(1) (and it works for arbitrary metrics). Again, the motivation in considering this problem was applications to image segmentation problems.
A generalization of both of these problems, Capacitated Metric Labeling is much more expressive than both Metric Labeling and Balanced Metric Labeling in a number of important ways that help the problem better capture classification questions in computer vision, and related fields. Consider, as an example, an image segmentation problem in which one is given a raster (or array) of pixel values and one wants to segment the image into a number of categories such as sky, ground, people, buildings,... .
Then pixels which are blue, for example, will have large assignment cost when mapped to any label other than sky. But consider the effect of pairwise relationships on the image segmentation question. If the picture is mostly composed of sky, then perhaps the pairwise costs of separating pixels into sky and ground will overwhelm the cost of mistakenly labeling ground pixels as sky.
Here, a Metric Labeling approximation algorithm may return a trivial and uninformative solution in which the entire image is labeled as sky. This is a common pitfall in image segmentation problems. What about Balanced Metric Labeling? In addition to the obvious deficiency that the approximation algorithm of Naor and Schwartz [24] requires that the label metric be uniform, this scheme also requires that the capacities on the labels be uniform too. But if we know a priori that the image should be mostly sky, then we would benefit greatly from being able to set upper bounds on the number of pixels labeled as {sky, ground, people, buildings, ...} independently. Yet Capacitated Metric Labeling can in principle overcome both of these shortcomings. Theorem 1.1. There is a O(log n)-approximation algorithm for Capacitated Metric Labeling that runs in time (n + 1) 3k poly(n, k) (and does not violate label capacities), where k = |L|.
For general k, under certain complexity assumptions, there is no polynomial-time algorithm that achieves any finite approximation ratio, and we will discuss this result in more detail in Section 1.2.
As we noted earlier, our approximation algorithm is based on combining the recent results of Räcke on hierarchical decomposition trees [26] and earthmover relaxations. Räcke's results can be seen as a dual to the well-known problem of embedding a metric space into a distribution on dominating trees [7] , [15] . These results on embeddings into distributions over dominating trees are the building blocks of previous approximation algorithms for both Metric Labeling [21] and Balanced Metric Labeling [24] . Yet by using these tools in a dual form (i.e., using Räcke's results) the description of the approximation algorithm and the proofs all become much simpler. We need no tools for obtaining concentration for weakly dependent random variables; instead all we need is elementary conditional probability. In this way, our results are also a simplification of previous approximation algorithms in this line of work.
We also apply our techniques to Balanced Metric Labeling, and for this problem (where l is the uniform capacity on the labels), we obtain a O(log l)-approximation algorithm that violates capacities multiplicatively by O(log k). We achieve a slightly better approximation ratio, but at the price of a worse violation of capacities (in some cases) compared to the result in [24] , which gives a O(log n)-approximation ratio but violates capacities multiplicatively by O(min{log k, l}).
There is a polynomial-time, O(log l)-approximation algorithm for Balanced Metric Labeling that multiplicatively violates capacities by O(log k).
Congestion and Bicriteria Hardness
How hard is Capacitated Metric Labeling to approximate? Assuming P = N P , there is no polynomial time constant factor approximation algorithm for (k, 1) Balanced Graph Partitioning [1] , and (k, 1) Balanced Graph Partitioning 1 is a special case of Capacitated Metric Labeling. So assuming P = N P , it is impossible to approximate the value of an instance of Capacitated Metric Labeling to within any bounded factor if one is not allowed to violate capacities. The reduction in [1] is from 3-Partition, and in fact we give an improved reduction from 3-Partition to the more general Capacitated Metric Labeling and this reduction implies that it is N P -hard to approximate the value of an instance of Capacitated Metric Labeling to within even an n 1− factor. Yet, this does not address the more interesting question of how hard Capacitated Metric Labeling is to approximate when one is are allowed to violate capacities. To study this question, we introduce the notion of congestion. Defintion 1.1. Given an instance of Capacitated Metric Labeling, the congestion is the minimum value C ≥ 1 so that if one were to scale up the label capacities by a factor of C, there would be a valid assignment that has zero cost.
The congestion can only take nk possible values because at least one scaled label capacity Cl i must be an integer at most n. So if there were a polynomial-time approximation algorithm for Capacitated Metric Labeling that achieved any finite approximation ratio, then whenever the Capacitated Metric Labeling instance has a zero-cost solution (and only then), the approximation algorithm would need to return a zerocost solution, too. Hence, there would be a polynomialtime algorithm for determining the congestion of an instance of Capacitated Metric Labeling.
Yet we prove that (under certain complexity assumptions), for all > 0, there is no polynomial-time approximation algorithm that can approximate the congestion to within a factor which is O((log k) 1/2− ).
, then for all > 0, there is no polynomial-time approximation algorithm for determining the congestion of a Capacitated Metric Labeling instance to within a factor which is O((log k) 1/2− ). This holds even if the distances in the label semimetric are restricted to be zero or one.
This result rules out the possibility of a polynomialtime approximation algorithm that achieves any finite approximation ratio. In fact, this result is even strong enough to obtain bicriteria hardness results: Suppose we allowed our approximation algorithm to violate the capacities of each label by a factor of C, but we still compared the cost to the cost of the optimal assignment which is not allowed to violate label capacities. If such a polynomial-time bicriteria approximation algorithm existed (which achieved any finite approximation ratio), it would imply that there is a polynomial-time algorithm to distinguish between the case in which there is a zerocost assignment, and the case in which there is no zerocost assignment even if the label capacities are scaled up by a factor of C.
, then for all > 0, there is no polynomial-time approximation algorithm for Capacitated Metric Labeling that achieves a finite approximation ratio in the cost and violates the capacities of labels multiplicatively by
So the notion of congestion that we introduce here is a natural framework in which to study the question, how much must a polynomial-time approximation algorithm "cheat" (i.e., inflate the capacities) in order to obtain any finite approximation ratio for Capacitated Metric Labeling? Our results imply that for any > 0, any polynomial-time approximation algorithm that achieves a finite approximation ratio must multiplicatively violate the label capacities by Ω((log k) 1/2− ) for some inputs. Defintion 1.2. We will say that a problem is (f (n), g(k))-bicriteria hard (under some complexity assumption) if there is no polynomial-time algorithm that achieves an f (n)-approximation in the cost (n = |V |), and cheats on capacities by a factor of g(k) (k = |L|).
In this terminology, Capacitated Metric Labeling is (∞, Ω((log k) 1/2− ))-bicriteria hard (assuming N P ⊆ ZP T IM E(n polylog n )). Our hardness results are inspired by those obtained in [3] , [2] and [10] . The first inapproximability results for Edge Disjoint Paths in undirected graphs were obtained in [5] . This result was subsequently strengthened in [3] (see also [2] ) to give bicriteria hardness: Suppose our approximation algorithm for Edge Disjoint Paths is allowed to route at most C paths through an edge, but we compare our solution to the optimal solution, which routes at most one path through each edge. Then [3] proves that (under certain complexity assumptions) there is no polynomial-time approximation algorithm that achieves an approximation ratio that is O(log 1− C+1 n), for all > 0. Using our terminology, Undirected Edge Disjoint Paths is (O(log 1− C+1 n), C)-bicriteria hard (assuming N P ⊆ ZP T IM E(n polylog n )) and this holds for any C = C(k) which is o log log k log log log k . Our inapproximability results for the congestion version of Capacitated Metric Labeling are almost tight: we demonstrate a O(log |L|)-approximation algorithm for determining the congestion of an instance of Capacitated Metric Labeling. Theorem 1.4. There is a O(log k)-approximation algorithm for determining the congestion of an instance of Capacitated Metric Labeling.
As we noted earlier, our approximation algorithm for this problem is based on preemptively enforcing that each possible choice in our randomized rounding algorithm cannot increase the expected number of nodes assigned to any label by too much. This gives us a way to interpret the rounding procedure as a martingale in which the random variable is the conditional expectation of the number of nodes assigned to any label (conditioned on the incremental choices of the rounding algorithm), and we are able to enforce that each step does not increase this random variable too much. In this way, we obtain tight concentration, and can obtain an approximation algorithm for the congestion.
This can be regarded as an analogue of randomized rounding for flows. Just as randomized rounding rules out (1, ω( log n log log n ))-bicriteria hardness for Undirected Edge Disjoint Paths, we also cannot hope for (∞, ω(log k))-bicriteria hardness for Capacitated Metric Labeling (by Theorem 1.4).
Can this rounding procedure be used to give a bicriteria approximation algorithm that violates capacities by a O(log k) multiplicative factor, and achieves a polylogarithmic approximation ratio in the cost? We don't know, but we demonstrate that for a natural generalization of the relaxations used in [9] and [24] to nonuniform spreading metrics, the natural linear program has an integrality ratio of Ω(n 1/5 ).
Definitions
In Metric Labeling, we are given an undirected, capacitated graph G = (V, E). Let w : E → + be the weight function. We let k denote the number of labels. We are given a semimetric d L on the label set L = {t 1 , t 2 , ..., t k }. We let φ(u, t i ) denote the cost of assigning node u to label t i . The goal of Metric La-beling is to find a function f : V → L that minimizes
. What distinguishes Capacitated Metric Labeling from Metric Labeling is that in the former we are also given a capacity l i for label t i . (Note that l i = l for all i, together with a uniform metric, is the special case that corresponds to Balanced Metric Labeling as defined in [24] .) Then additionally (in Capacitated Metric Labeling) we require that f satisfy (for all i): |{u|f (u) = t i }| ≤ l i .
Throughout this paper, we will use n = |V | and k = |L|.
Hierarchical Decompositions
Räcke recently gave an algorithm to construct asymptotically optimal oblivious routing schemes in undirected graphs [26] . These oblivious routing schemes are O(log n)-competitive. In fact, Räcke proved a stronger statement, and constructed these oblivious routing schemes by constructing optimal hierarchical decompositions for approximating the cuts of a graph.
Räcke constructed hierarchical decompositions via decomposition trees. In order to describe these formally, we first give some preliminary definitions. We let G = (V, E) be an undirected, weighted graph on |V | = n nodes and |E| = m edges. Additionally, we let w : E → + be the weight function of this graph.
Defintion 2.1. Given a subset U ⊆ V , we define w G (U ) = {u,v}∈E s.t. |{u,v}∩U |=1,u<v w(u, v).
Defintion 2.2.
A decomposition tree T for G is a weighted tree on V (not necessarily a subgraph of G) along with a function f T that maps edges e = {u, v} in T to paths f T (e) connecting u and v in G. Additionally, the weight of an edge in T is chosen as follows. Let (U e , V − U e ) be the partition of V that results from deleting e from T . Then we set w T (e) = w G (U e ).
Where convenient, we will also write f T (u, v) instead of f T (e), if the edge e connects u and v. So we can regard a decomposition tree as exactly representing some of the cuts in G. Additionally, the function f T will allow us to define the notion of the load on an edge e in G associated with a decomposition tree. This notion of load is related to how well the decomposition tree approximates all cuts in G. Defintion 2.3. Given a decomposition tree T for G, e ∈ E(G), and the mapping function f T , load T (e) = {u,v}∈E T s.t. f T (u,v) e w T (u, v).
Then we can state the main theorem in [26] as
There is a polynomialtime algorithm which, for any undirected, weighted graph G, constructs a distribution µ on decomposition trees T 1 , ..., T r such that for any edge e ∈ G, E T ←µ [load T (e)] is O(log n)w(e), and r is O(mn log n) where n is the number of nodes and m is the number of edges in G.
We will use this result extensively to get bicriteria approximation algorithms for Capacitated Metric Labeling.
Reductions via Hierarchical Decompositions
Here, we use Räcke's results [26] on hierarchical decompositions to reduce general Capacitated Metric Labeling to an identical problem on trees, at the expense of a O(log n) factor in the approximation ratio. Suppose we fix the label semimetric d L , the assignment function φ, and the label capacities < l 1 , l 2 , ..., l k >.
denote the cost of an optimal solution.
Defintion 3.2. Consider a family of functions
We call this family of functions γ a fractional assignment if
Additionally, we require that
When it is clear from context, we will omit L, d L , φ, and < l 1 , l 2 , ..., l k > from the notation used to describe both the cost of a valid solution and the optimal solution. So we will often write cost(G, f ) as shorthand
We will also be interested in fractional solutions γ. For each u ∈ V , γ(u, ·) will be a probability distribution indexed by the labels, that is, γ(u, t i ) ≥ 0 for all u and i and i γ(u, t i ) = 1 and for all u. We would like to extend the notion of the cost of a solution to a fractional solution as well. Then we also need to have an estimate for the probability that the endpoints of an edge are mapped to different labels. For example, the edge {u, v} could have γ(u, ·) = γ(v, ·), meaning that for each label t i , both u and v are assigned the same probability of being mapped to t i . Yet, we could interpret there probability distributions γ(u, ·), γ(v, ·) many different ways. We could sample a label a from γ(u, ·) and a label b from γ(v, ·) independently, and assign u to a and v to b. Then for some distributions γ(u, ·), γ(v, ·), this procedure would map u and v to different labels very often. But we could instead sample a single label a from γ(u, ·) = γ(v, ·) and map both u and v to a, and in this procedure we would never map u and v to different labels. So in general, these marginal distributions γ(u, ·), γ(v, ·) can have very different realizations as a joint distribution, and this joint distribution is really what determines the cost of a solution -in the example above, we give two different realizations of the same marginal distributions. One of these realizations almost always incurs some cost because u and v are almost always separated, and the other realization never incurs cost because u and v are never separated.
So in order to charge a cost to a fractional solution, we will require that this fractional solution contain information about pairwise probabilities that an edge is split. In particular, we will be given a function γ(u, t i , v, t j ) which describes the probability that u is assigned to label t i and v is assigned to label t j . We will additionally need these to be consistent with each γ(u, ·) distribution. We formalize this notion in Definition 3.2.
Note that a fractional assignment is certainly not necessarily in the convex hull of assignments -just as a fractional solution to an earthmover relaxation for the 0-extension problem [6] , [9] is not necessarily a convex combination of 0-extensions. Additionally, we can associate any assignment f : V → L with a fractional assignment by setting γ f (u, t i ) = 1 if f (u) = t i and 0 otherwise, and γ f (u, t i , v, t j ) = 1 if f (u) = t i and f (v) = t j , and 0 otherwise. This function γ f also satisfies the semimetric condition because
. Then we can abuse notation and refer to an assignment f as a fractional assignment γ f as well.
We extend the notion of cost to fractional assignments as follows:
Also we will break this cost up into a Type A cost, and a Type B cost:
In the case that f is an assignment (f : V → L), if γ f is the corresponding fractional assignment, then cost(G, f ) = cost(G, γ f ). So the cost of a fractional assignment generalizes the notion of cost for assignments f : V → L. We will use this more general notion of cost to prove that not only does the cost of an optimal assignment not increase by too much when rounding the graph G to an appropriately chosen decomposition tree T , but even the cost of any particular fractional assignment does not increase by too much. Also if we let µ be a distribution on decomposition trees with, for all e ∈ G,
Proof. Let f T be the function mapping each edge {u, v} ∈ E T to a path in G connecting u and v.
Given a decomposition tree T , consider the cost of γ on T :
, which by the definition of a fractional assignment is required to be a semimetric. Consider an edge {u, v} ∈ E T which f T maps to the path
So consider an edge {u, v} ∈ E T and suppose that (U, V − U ) is the partition of V that results from deleting {u, v} from the decomposition tree T . Then the total weight crossing the cut in (U, V − U ) in G is exactly w T (u, v). We need to charge w T (u, v)δ γ (u, v) to the fractional solution δ γ , but we could perform this charging in another way. Each edge e ∈ E, e = {u, v}, is mapped to the unique simple path in the decomposition tree connecting u and v. Let p T (e) =< e 1 , e 2 , ..., e q > (where each e i ∈ E T ) be this path, given by the sequence of its edges. Then {u,v}∈E T w T (u, v)δ γ (u, v) = e∈E w(e) {a,b}∈p T (e) δ γ (a, b), and this follows because for each edge {u, v} ∈ E T , w T (u, v) = e∈E:p T (e) {u,v} w(e) for any decomposition tree. And using the above equation and the fact that
The equality above follows because we have that load T (e) = {u,v}∈E T s.t. f T (u,v) e w T (u, v) and also w T (u, v) = e∈E s.t. p T (e) {u,v} w(e). And so because the assignment costs are independent of the edge sets and hence are unchanged when replacing G by a decomposition tree T , we get (see Definition 3.3)
So this proves that when we choose a decomposition tree T according to µ, the expected cost of the optimal solution does not increase by more than a factor of O(log n). We also need to demonstrate that the cost of the optimal solution, when we replace the graph G by a decomposition tree T , cannot decrease. We prove this iteratively. For any decomposition tree T , we will define an iterative process that, through a series of replacements, will transform the original graph G into T . We will denote < G = G 1 , G 2 , ..., G q = T > as the sequence of graphs in this iterative procedure. Moreover, for any fractional assignment γ, each step in this iterative procedure cannot decrease the cost of γ.
Suppose the current graph is G i . We will define an augmentation operation, in which we choose some edge {u, v} in G i and we choose some sequence < u, a 1 , a 2 , ..., a r , v > of nodes connecting u and v. Let W be the weight of {u, v} in G i . This does not need to be a path in G i . We delete the edge {u, v} from G i and we add edges {u, a 1 }, {a 1 , a 2 }, ..., {a r , v}, each with weight W . If any of these edges are already present in G i , we instead increase the weight of the existing edge by W .
How do we choose which edges to replace by which paths? Consider any edge {u, v} in G i . There is a unique path connecting u and v in T ; let < u, a 1 , a 2 , ..., a r , v > be the unique path, as a list of vertices. We delete the edge {u, v} and augment along the sequence < u, a 1 , a 2 , ..., a r , v >. If we perform this operation (starting with the graph G) iteratively on the current graph, we claim that the resulting weighted graph will be exactly the decomposition tree T .
To see this, consider any edge e = {u, v} in T . Let (U e , V − U e ) be the partition of V that results from deleting e from T . Then using the definition of a decomposition tree, the weight w T (e) of e in T should be w G (U e ). We assume by induction that w Gi (U e ) = w G (U e ). So suppose we perform the augmentation for some edge f e = {a, b} that is in G i . This edge is mapped to some path in T , and let < a = a 1 , a 2 , ..., a r = b > be this sequence of nodes in G. If the edge f crosses the cut (U e , V − U e ) then this sequence < a = a 1 , a 2 , ..., a r = b > crosses the cut exactly once. And if f does not cross the cut (U e , V − U e ) then this sequence < a = a 1 , a 2 , ..., a r = b > does not cross the cut (U e , V − U e ). So by induction, performing the augmentation operation on f in G i does not change the cut value, so w Gi+1 (U e ) = w Gi (U e ). This implies that eventually the graph G q we get at termination has w G (U e !) = w Gq (U e ) for every e. Also, the graph G q must be a tree, because otherwise there would be an edge in G q that is not an edge in T so we would not be done yet, and the only edges that we add in performing an augmentation step are edges that are in T . So G q = T : the edge set is the same, and the weights are also the same.
All that remains to show is that for any fractional solution γ, any step of this iterative procedure does not decrease the cost. If this is true, then by induction we obtain that cost(T, γ) ≥ cost(G, γ). So consider any step in the iterative procedure which deletes the edge {u, v} and augments along the sequence < u = a 0 , a 1 , a 2 , ..., a r , a r+1 = v >. Let G j and G j+1 be the graphs before and after applying this operation, respectively. Then using Definition 3.3 we get that cost(
Since the definition of a fractional assignment (Definition 3.2) requires γ to be a semimetric, this difference in costs is always nonnegative. And this implies that each step in the iterative procedure that transforms G into the decomposition tree T does not decrease the cost, and so by induction cost(T, γ) ≥ cost(G, γ).
Capacitated Metric Labeling for Constant k
Here we apply the results in Section 3 and we reduce the problem of solving Capacitated Metric Labeling (to within a O(log n) factor in the approximation ratio) to the problem of solving Capacitated Metric Labeling on (a polynomial number of) trees. From this, we give an O(log n)-approximation algorithm for Capacitated Metric Labeling when the number of labels is constant. This extends Räcke's results on Minimum Bisection to a constant number of labels, to a more general cost function, and to arbitrary capacities for each label. Theorem 1.1. There is a O(log n)-approximation algorithm for Capacitated Metric Labeling that runs in time (n + 1) 3k poly(n, k) (and does not violate label capacities).
Proof. This proof is similar to the O(log n)-approximation algorithm for Minimum Bisection in [26] . We will give an exact algorithm for the case in which the graph G is a tree, followed by a reduction to the tree case which costs O(log n) in the approximation.
Given any tree T , we can compute an optimal solution to a Capacitated Metric Labeling instance on T in time (n + 1) 3k poly(n, k) using dynamic programming. Let w be the weight function w : E T → + that gives the weight of each edge in T . We can root T arbitrarily at some node root; then for any other node u in T there is a well-defined subtree T u rooted at u. In order to describe the dynamic program, we introduce the notion of a label configuration and the notion of when an assignment function is consistent with a label configuration.
Let 1 a : L → {0, 1} map a to 1 but every other label to 0. For any node u in T , label a, and label configuration g, let OP T (u, a, g) be the minimum cost of assignments f to T u which are consistent with g and in which f (u) = a. In order to compute an optimal solution to a Capacitated Metric Labeling instance on T , it suffices to compute OP T (root, a, g) for all a, g.
Suppose that node u has r children c 1 , c 2 , ..., c r , and furthermore that we have inductively computed OP T (c j , a, g) for all subtrees T cj rooted at children c j of u, for all labels a, and all label configurations g. The question now is, how does one compute OP T (u, a, g) for all labels a and label configurations g?
The trick is to define T u,j to be the subtree consisting of u together with the union of the subtrees rooted at the first j children u 1 , u 2 , ..., u j of r. Define OP T j (u, a, g) to be the minimum cost of an assignment f to the subtree T u,j in which f (u) = a and which is consistent with g. We compute OP T 1 (u, a, g) for all a, g, then OP T 2 (u, a, g) for all a, g, then OP T 3 (u, a, g) for all a, g, ..., and finally OP T r (u, a, g) = OP T (u, a, g) for all a, g. OP T 1 (u, a, g) is computed easily as follows. There is only one edge between u and c 1 .
)}, where the min is over all labels b, the "g − 1 a " appearing because one vertex (namely, u) already is assigned label a.
As there is only one edge between T u,l and c l+1 ,
What is the running time? As there are (n + 1) k label configurations, and we have to iterate over g 1 and g 2 in the worst case, and there are k(n + 1) , g ) for a single u, the total time is poly(n, k)(n + 1) 3k . Now let G be arbitrary. Given the distribution µ on decomposition trees in Theorem 1, we can compute an optimal solution to Capacitated Metric Labeling for each tree (and there are only O(mn log n) decomposition trees in the support of µ). Using the Fractional Decomposition Lemma, at least one decomposition tree will have an optimal solution that is O(log n) times the optimal solution on G. We can then take the best solution on any decomposition tree and let this solution be f . Then again using the Decomposition Lemma, cost(G, f ) ≤ cost(T, f ). And we are guaranteed that cost(T, f ) ≤ O(log n)OP T (G), so this implies the theorem.
Balanced Metric Labeling
In this section, we apply our techniques to Balanced Metric Labeling, and for this problem (where l is the uniform capacity on the labels), we obtain a O(log l)-approximation algorithm that violates capacities multiplicatively by O(log k). Our approach is again based on rounding the underlying graph to a decomposition tree. This is similar to the rounding approach used in [6] and [9] -but the critical difference is that we are not rounding the metric space on the labels into a tree metric, but rather rounding the graph that we wish to label into a tree. As we will see, when the underlying graph is a tree, rounding becomes easy -even easier than when the metric space on the labels is a tree metric.
We achieve a better approximation ratio, but at the price of a worse violation of capacities compared to the result in [24] , which gives a O(log n)-approximation ratio and but violates capacities multiplicatively by O(min{log k, l}).
We first give a linear programming relaxation (ULP) for Balanced Metric Labeling. We assume throughout this section, as in the definition of Balanced Metric Labeling in [24] , that the semimetric d L on the labels is uniform.
A spreading constraint, the last constraint is valid because the semimetric is uniform and each label has capacity l.
Here, we will describe the intuition behind the rounding procedure that we will use. The key point is that the function γ(u,ti,v,·) γ(u,ti) is a probability distribution on labels t j and we interpret this as the conditional probability that v is assigned label t j , conditioned on u's being assigned label t i . Suppose the input graph is a tree T ; then there is a consistent way to realize these conditional probabilities and thus the expected cost will be exactly the cost in the linear program. We can simply root the tree arbitrarily at some root root, choose a label f (root) for root according to γ(root, ·), and then for each descendant v of root in T , we can choose the label of v according to
. Then the probability that v is assigned any label t i will be consistent with the marginal probability γ(v, ·) and also the expected cost of the edge (root, v) will be exactly
, which is equal to the contribution of the edge (root, v) to the value of the LP. So the expected cost of this rounding procedure will be exactly equal to the LP value.
All that we required was that the input graph actually be a tree T , so that we never close a cycle and run into an inconsistency problem where we can't exactly charge the expected cost of an edge to the contribution to the LP value. As long as this never happens, then the rounding procedure will exactly respect both the conditional probabilities on each edge and the marginals at each node.
But the input graph is not necessarily a tree. Yet, we can make use of the Fractional Decomposition Lemma (which is built heavily on the Hierarchical Decomposition Tree results of Räcke [26] ) in order to transform an input graph G into a decomposition tree T so that the cost of the linear programming relaxation given above does not increase by more than a O(log n) factor. Then based on the fractional solution, we can choose a labeling at random so that the expected cost is exactly the value of the linear program (on the decomposition tree T ), and the cost of this solution on the graph G will only be better than the cost on T (again using the Fractional Decomposition Lemma).
What we neglected to mention was that we also need to respect (or approximately respect) the label capacities. As we will see later, it is impossible to get any finite approximation ratio for the above problem and simultaneously violate the capacities by an O((log k) 1/2− ) factor, so we cannot hope to do this in general. The above rounding procedure preserves the expected number of nodes assigned to each label, but because the rounding procedure is generated by propagating random choices (based on the fractional solution) along the edges of a tree, this rounding procedure will actually introduce quite a lot of dependence on long paths. So what we will actually need to do is to introduce limited independence (by "breaking" the rounding algorithm and randomly restarting periodically). Effectively, we are breaking up long paths of dependent random choices. By introducing limited limited independence, we will be able to obtain concentration results for the number of nodes assigned to any label.
Defintion 5.1. We call a fractional solution γ (and the semimetric δ γ associated with γ) spreading if
We will use the following standard lemma (see, for example, Naor and Schwartz [24] ), which is useful in analyzing spreading semimetrics. 
A Cutting Procedure
We first solve the linear program (ULP) on the graph G, and then we define a cutting procedure that cuts few edges (using the spreading constraints in ULP). This gives us disconnected subproblems, each of which we reduce to a Balanced Metric Labeling instance on a tree via Räcke's hierarchical decompositions as in Section 4. Consider the following cutting procedure:
Cutting Procedure:
] uniformly at random. • Let < π 1 , π 2 , ..., π n > be a permutation of V chosen uniformly at random.
• Set S = V .
• For i = 1 to n:
The analysis of this cutting procedure follows almost exactly the analysis due to Fakcharoenphol et al. [15] . Lemma 5.2. (B 1 , B 2 , ..., B n ) is a partition of V . Proof. Notice that B i ∩ B j = ∅ for all i = j, because (assuming i < j) at step i, after choosing B i , all nodes in B i are removed from S. Also, any node u must occur in some B i because if π j = u, and if for all i < j, u / ∈ B i , then u will be contained in B j .
Suppose that the semimetric δ γ satisfies (ULP). Let P u,v denote the probability that the edge {u, v} is cut, i.e., there is no i such that u, v ∈ B i .
Proof. We consider two cases: Case 1: δ γ (u, v) > Consider the event R r u,v that u is assigned to a node r (i.e., u ∈ B i for the i such that π i = r) and v is not within distance β from r. Also, let a 1 , a 2 , ..., a q be all nodes that are within distance at most 1 4 of u, and sorted so that distances to u are nondecreasing:
In order for u to be assigned to node r, in the randomly chosen permutation π, a r must occur before a 1 , a 2 , ..., a r−1 because one of these other nodes a i (for i < r) would claim u and u would be contained in B i . The event that a r occurs before a 1 , a 2 , ..., a r−1 in the permutation π happens with probability 1 r . Also, if u is assigned to r and v is not within distance β from r, we must have that
where the last equation follows from the triangle inequality. So β must be in an interval of length δ γ (u, v). Because β is chosen from an interval of length
Now we can bound the probability that edge {u, v} is split by the above cutting procedure, in Case 2. If {u, v} is split, then one of R r u,v or R r v,u must occur because one of the nodes u, v must be assigned to a set B i before the other node. So
But how large can q be? We can bound q using the spreading constraints. Using Lemma 5.1, there are at most 2l points that are within distance 1 2 of u because the semimetric δ γ is spreading (i.e., apply Lemma 5.1 using α = 2). So
So in either Case 1 or in Case 2,
For every edge {u, v} that is split, we will charge the cost w(u, v) no matter how the labels for u and v are chosen later in the algorithm.
Defintion 5.2. Let C splitting be the total weight of all edges {u, v} for which the endpoints u, v are mapped to different sets B i , B j in the partition of V by the cutting procedure.
in the optimal solution to (ULP).
Proof.
Also, we will need to bound the size of any set B i . Proof. This, again, follows from Lemma 5.1: only nodes v such that δ γ (u, v) ≤
Propagated Rounding on Trees
Here we use Räcke's hierarchical decompositions to reduce to weighted trees, as in Section 4. Then we define a rounding procedure for each such tree, based on the solution to (ULP). We can delete each edge {u, v} that has already been charged to C splitting in the graph G. The remaining graph is the disjoint union of the induced subgraphs G[B i ]. Notice that the components in the resulting graph G are of size at most 2l because each set B i is size at most 2l. Let G 1 , G 2 , . .., G q be the components of G .
For each such component G h = (V h , E h ), we can apply Räcke's algorithm to construct a distribution µ h on hierarchical decomposition trees of G h . Then for each G h , we can calculate the cost in (ULP) on
We can apply the second part of the Fractional Decomposition Lemma, Lemma 3.1, and so for each h,
The quantities γ(u, t i ) and γ(u, t i , v, t j ) are known, because these are just the values of the (optimal) fractional solution that results from solving (ULP) on the graph G. So since we know these values, for each G h , we can choose a decomposition tree T h for which the cost (against the fractional variables γ(u, t i ) and γ(u, t i , v, t j )) is at most the expectation when T h is sampled from µ. If we choose one such decomposition tree for each G h , the cost of this disjoint union of trees T h (against the fractional variables γ(u, t i ) and γ(u, t i , v, t j )) is at most A + O(log l)B.
We can now define a rounding procedure for any tree T h . Fix any root r ∈ T h .
Rounding Procedure for T h :
• Choose a label for r according to γ(r, ·).
• While there is an unlabeled node u ∈ T h that is adjacent to a labeled node v ∈ T h :
• Choose a label f (u) for u according to the distribution
We can interpret
as the conditional probability of choosing f (u) = t i conditioned on v's being labeled f (v). Note that i γ(u, t i , v, t j ) = γ(v, t j ), so this is actually a probability distribution.
Lemma 5.6. [Rounding Lemma] Let f be a random assignment produced by the above Rounding Procedure for
Note that f need not be a valid assignment, i.e., some random choices of f can result in too many nodes' being mapped to a particular label, and thereby exceeding the capacity of that label.
Proof. Consider a node u ∈ T h , and consider the unique root-to-leaf path < r, u 1 , u 2 , ..., u p , u >. The above Rounding Procedure will first label r, and then u 1 , followed by u 2 , ..., until u is labeled. We need to prove that P r f [f (u) = t i ] = γ(u, t i ); this will imply that the Rounding Procedure respects the firstorder probabilities in the linear programming solution γ. We prove this by induction, on the number of nodes in the path < r, u 1 , u 2 , ..., u p , u >. By construction P r f [f (r) = t i ] = γ(r, t i ), so we next assume that P r f [f (u s ) = t i ] = γ(u s , t i ) for all i, for a particular s. Then consider u s+1 . We can write out the probability that u s+1 is assigned label j using the Law of Total Probability:
Using the inductive hypothesis that
And then substituting in the probability distribution used by the Rounding Procedure for u s+1 , we get
We also need to prove that the Rounding Procedure also respects second order probabilities in the linear programming solution, i.e., for adjacent u, v
, because the expected cost of the Rounding Procedure on the edge {u, v} is a function of these second order probabilities (it is exactly ti,tj γ(u, t i , v, t j )1 i =j ). Assume without loss of generality that u occurs on the unique root-toleaf path to v, so that u is labeled immediately before labeling v. Then using the above inductive argument, P r f [f (u) = t i ] = γ(u, t i ). Then the probability that we now choose label t j for v is exactly
and this implies the statement.
So the rounding algorithm respects both the first order and second order probabilities in the linear program, and so the expected cost of each node and each edge when using the above Rounding Procedure is exactly what the corresponding cost is in the linear program.
We are now ready to give a bicriteria approximation algorithm for Balanced Metric Labeling. We need a tail bound from Schmidt, Siegel and Srinivasan [27] :
Lemma 5.7.
[27] Let S be the sum of p independent random variables, each of which is confined to
• Run the Cutting Procedure on this solution.
• For each component C h that results:
• Apply Theorem 2.1 to sample a decomposition tree T h .
• End • For each decomposition tree T h :
• Root each T h arbitrarily.
• Run Rounding Procedure for T h .
• End.
• Output f . Theorem 1.2. Suppose f is generated at random by running Algorithm 1. Then
With high probability, simultaneously all labels t i satisfy |{u|f (u) = t i }| ≤ O(log k)l.
Proof. We can bound the cost of Algorithm 1 by
Using the Rounding Lemma, Lemma 5.6,
And then
. Using the Fractional Decomposition Lemma and the fact that each component C h is of size at most l, we get that h cost(T h , γ) = A+O(log l)B because we can apply the Fractional Decomposition Lemma separately for each component C h . This implies the bound on the expected cost of Algorithm 1. We also need to bound the probability that label t i receives too many nodes. So consider the random variable X h,i which is defined to be the number of nodes in C h that are mapped to t i in f . Then using the fact that the Rounding Procedure for T h respects first order probabilities in the linear programming solution, i.e., P r f [f (u) = t i ] = γ(u, t i ), and this implies that E[X h,i ] = 
2l l using the constraint that u γ(u, t i ) ≤ l for all t i ∈ L. So using Lemma 5.7,
So this implies that with high probability h X h,i ≤ (2l)O(log k) simultaneously for all labels t i (applying the above inequality and a union bound over all k labels).
Integrality Ratio for Capacitated Metric
Labeling on the Line In this section we show an Ω(n 1/5 )-integrality ratio for the natural generalization of the linear programming relaxation (ULP) for Balanced Metric Labeling to the case in which the label semimetric d L is a line. We will refer to this problem as Capacitated Metric Labeling on the Line. The LP that we consider here is the same as in the case for Balanced Metric Labeling, except for the spreading constraint. We repeat the LP for Balanced Metric Labeling:
Note that given a fractional solution γ (Definition 3.2), the term cost(G, γ) (Definition 3.3) and the semimetric δ on the nodes in G depend on the label semimetric implicitly. So we do not need to rewrite these definitions when we instead consider Capacitated Metric Labeling on the Line.
If the label space is a line, then we can write a stronger spreading constraint than v∈S δ γ (u, v) ≥ |S| − l which will still be valid for any feasible assignment. Instead, we use the spreading constraint:
The graph in our example is a line with n nodes. The label space is a line metric with k = n 5 labels. For each node u, the assignment cost φ(u, t i ) is zero for exactly n labels. For all other labels the assignment cost is infinite. In particular, for each u flip a set of n coins such that for each coin the probability that it is heads is 1/ √ n. If the rth coin is heads then φ(u, l (r−1)n 4 +1 ) = 0 else φ(u, l (r−1)n 4 +2u ) = 0. In other words, this defines the rth label that node u can be assigned to. All labels have capacity 1.
Let B i = {u : φ(u, t i ) = 0}, i.e., B i is the set of nodes that could be mapped to label t i .
Lemma 5.8. With high probability,
Proof. The lemma follows immediately from the fact that |B (r−1)n 4 +1 | is distributed according to the binomial distribution with n trials and success probability 1/ √ n.
Set D u,v equal to {r : φ(u, l (r−1)n 4 +2u ) = 0 and φ(v, l (r−1)n 4 +2v ) = 0}.
Lemma 5.9. With high probability |D u,v | ≥ n 2 for all u, v.
Proof. Follows immediately from the fact that |D u,v | is distributed according to the binomial distribution with n trials and success probability ( 
We assume that from now on that the conditions of the previous two lemmas are satisfied.
Lemma 5.10. For any integral solution, either the objective is more than n 4 /2 or some label is assigned to at least √ n/2 nodes.
• Case 1: There are two nodes u, v such that u is assigned its rth label and v is assigned its r th label for r = r . The distance between these two assigned labels is at least n 4 /2.
• Case 2: There exists some r such that all nodes are assigned their rth label. In this case all the nodes in B (r−1)n 4 +1 are assigned label l (r−1)n 4 +1 . This means that the capacity of label l (r−1)n 4 +1 is violated by at least a factor of √ n/2. Now consider the fractional solution in which γ(u, t i , v, t j ) = 1/n if and only if there is an r such that t i is the rth label for node u and t j is the rth label for node v. Set γ(u, t i , v, t j ) = 0 otherwise. We will call this the Canonical Fractional Solution.
Lemma 5.11. The Canonical Fractional Solution is a feasible fractional solution of value at most n 3 for which no capacities are violated.
The total (fractional) number of nodes that are assigned any label is bounded by max i |B i |/n ≤ 2 √ n/n ≤ 1. Hence the capacities are respected. Last, for any node u and any node set S, we have
If we denote the size of the instance by n then n is O(n 5 ). The above shows that the integrality ratio is Ω(n). Hence we have Theorem 5.1. The integrality gap of the natural spreading semimetric LP relaxation of the Capacitated Metric Labeling on the Line is Ω(n 1/5 ).
Congestion and Bicriteria Hardness
Here we study the inapproximability of Capacitated Metric Labeling. We first prove that it is impossible to approximate the value of an instance of Capacitated Metric Labeling to within any bounded factor if one is not allowed to violate capacities, if P = N P . We accomplish this through a reduction from 3-Partition. Yet, this does not address the more interesting question of how hard Capacitated Metric Labeling is to approximate when we are allowed to violate capacities.
To study this question, we introduce the notion of the congestion: Our hardness results are inspired by those obtained in [3] , [2] and [10] and we introduce a similar notion of congestion relevant in the context of Capacitated Metric Labeling. Through studying congestion, we are able to prove that any polynomial-time approximation algorithm that achieves a finite approximation ratio must multiplicatively violate the label capacities by Ω((log k) 1/2− ). Using our terminology, Capacitated Metric Labeling is (∞, Ω((log k) 1/2− ))-bicriteria hard (assuming N P ⊆ ZP T IM E(n polylog n )). We also study the question of giving an approximation algorithm for the congestion of a Capacitated Metric Labeling Instance. The main open question in this work is whether or not there is an approximation algorithm that simultaneously achieves a polylogarithmic approximation in cost and a polylogarithmic violation of label capacities in general. As we explain in this section, any such approximation algorithm would also yield a polylogarithmic approximation algorithm for congestion and we study this question direction and give such an approximation algorithm: we give a rounding procedure that gives a O(log k) approximation algorithm for determining the congestion of an instance of Capacitated Metric Labeling. Our technique can be regarded as an analogue of the randomized rounding techniques for flows.
6.1 Reduction from 3-Partition to Capacitated Metric Labeling In this section, we give a reduction from 3-Partition to Capacitated Metric Labeling. Recall that in 3-Partition, given are a (multi-)set S = {a 1 , a 2 , . . . , a n } of n = 3m positive integers, and the goal is to partition S into m subsets (bins) S 1 , S 2 , . . . , S m such that the sums of the numbers in the subsets are equal. Let B denote the (desired) sum of each subset S i , or equivalently, let the total sum of the numbers in S be mB. 3-Partition remains NPcomplete when every integer in S is strictly between B/4 and B/2. In this case, each subset S i is forced to consist of exactly three elements. We note that 3-Partition is strongly NP-complete, i.e., the problem remains NP-complete even when the integers in S are bounded above by a polynomial in n. Say this polynomial is n α for the constant α > 0. See Garey and Johnson [17] for more details on 3-Partition. Theorem 6.1. It is NP-hard to approximate Capacitated Metric Labeling to within a factor n 1− , for arbitrary fixed > 0 when all capacities are ones (and cannot be violated) and semimetric d L is a unweighted line metric (i.e., unevenly spaced points on the line).
Proof. As mentioned before, we use a reduction from 3-Partition. First we consider the weighted line metric case. The graph G in the Metric Labeling instance is just a set P = {P 1 , P 2 , . . . , P n } of disjoint paths such that path P i , 1 ≤ i ≤ n, has length a i − 1 (and thus has a i vertices). Metric d L is a line metric obtained by concatenation of m identical paths Q =< q 1 , q 2 , . . . , q B , q B+1 > in which the length of edge {q B , q B+1 } is ∞ and all other lengths are ones; the triangle inequality is satisfied. All assignment costs are zeroes.
When the instance of 3-Partition has a solution, we consider each copy of path Q corresponding to a bin S i , 1 ≤ i ≤ m, and we map paths P j , P j , P j corresponding to integers a j , a j , a j that we pack in bin S i into labels q 1 , q 2 , . . . , q B in a straightforward manner with total cost B − 3. Thus in this case the total cost of our Capacitated Metric Labeling instance is m(B − 3) ≤ n α+1 . On the other hand, when the instance of 3-Partition does not have a solution, due to our construction, we need to span at least one edge {q B , q B+1 } in our line metric over labels and thus we incur a cost of ∞. Thus there is no finite approximation factor for Capacitated Metric Labeling unless P=NP. Now consider the case in which metric d L is an unweighted line metric.
We do exactly as aforementioned except that path Q is < q 1 , q 2 , . . . , q B , q B+1 , . . . , q B+1+n h >, for a large enough h to be determined later. Now the assignment cost is ∞ to labels q B+1 , . . . , q B+n h for all aforementioned vertices in G and zero otherwise. We also add k − mB new dummy vertices (with no edges) to G whose assignment costs are zero to labels q B+1 , . . . , q B+n h and ∞ otherwise. Note that in this case, our number k of labels, k = m(B + n h + 1), is also the number of vertices in G. The case in which the instance of 3-Partition has a solution is the same as before. However when the instance has no solution, due to our construction, we now need to span one edge e ∈ E(G) over a subpath q B+1 , . . . , q B+1+n h in our unweighted line metric and thus we incur a cost of at least n h . Thus in this case if
It is worth mentioning that in the case of the weighted line metric above, there is no need of assignment restrictions, i.e., all assignment costs are zeroes. This is indeed the linear arrangement problem when the underlying line (corresponding to order) is weighted.
Bicriteria Hardness
The congestion of an instance of Capacitated Metric Labeling is the minimum value C so that if we were to scale up the label capacities by a factor of C, there would be a valid assignment that has zero cost.
Defintion 6.1. Given G, φ, and d L , and label capacities < l 1 , l 2 , ..., l k >, we define the congestion of the corresponding Capacitated Metric Labeling instance to be the smallest value of C such that scaling up capacities by C has a solution of zero cost (and if no such value of C exists, then we will say that the congestion is ∞).
Congestion is a framework in which to study the question, how much must a polynomial-time approximation algorithm cheat in order to obtain any finite approximation ratio for Capacitated Metric Labeling? We prove that (under certain complexity assumptions) there is no polynomial-time approximation algorithm that can approximate the congestion to within O((log k) 1/2− ) on every instance. And this yields an answer to the above question, as follows: any polynomial-time approximation algorithm that achieves a finite approximation ratio must multiplicatively violate the label capacities by Ω((log k) 1/2− ), as we will demonstrate in this section. Theorem 1.3. If N P ⊆ ZP T IM E(n polylog n ), then for all > 0, there is a function h(k) which is Ω((log k) 1/2− ) such that no polynomial-time approximation algorithm can approximate the congestion of a Capacitated Metric Labeling instance by a factor of h(k), when |L| = k. This holds even if the distances in the label semimetric are restricted to be zero or one.
Proof. Fix > 0. Our reduction is from [4] , which considered questions about coloring paths in graphs because of applications to wavelength assignment problems in routing. Formally, the results of [4] which we need are these. Suppose we have a set of demands which are given as paths through an unweighted, nnode network G = (V, E) with m edges. Suppose we want to color these demands with µ colors 1, 2, ..., µ; let the color of the associated path equal that of the demand associated with it. Then, assuming N P ⊆ ZP T IM E(n polylog n ), it is impossible in polynomial time to distinguish between the case in which all demands can be colored such that there is at most one demand path of each color passing through each edge, and the case in which for any coloring there is some edge with Ω((log m) 1/2− ) paths of the same color passing through it. Furthermore, the same result holds with "Ω((log m) 1/2− )" replaced by "Ω((log µ) 1/2− )." We reduce to Capacitated Metric Labeling as follows. The graph in the instance, now called G = (V , E ), will be a vertex-disjoint collection of unweighted paths. For each demand path in G, with, say, h edges, build a path in G with h nodes. The label set will be E × [µ], i.e., {(e, c)|e ∈ E, 1 ≤ c ≤ µ}, of size k = mµ. Every label capacity is 1. The distance between (e 1 , c 1 ) and (e 2 , c 2 ) is 0 if c 1 = c 2 and 1 otherwise.
The only thing left to do is to choose assignment costs φ. Choose a direction for each of the demand paths in G. Each node v in V corresponds in a natural way to an edge edge(v ) in G: specifically, the lth node in the path in G corresponding to demand path d in G corresponds to the lth edge in the dth demand path in G. (We needed to orient the paths so that we could talk about the "lth edge" in the path.) Now for any node v ∈ V , define φ(v , (e, c)) to be 0 if e = edge(v ) and 1 otherwise. In other words, a node v in V can be assigned only to a label whose first component is the edge in E from which v arose. This completes the reduction. Now we prove that if all demands can be colored such that in G there is at most one path of each color passing through each edge, then the congestion of the Capacitated Metric Labeling instance is 1, and if for any coloring there is some edge in G with Ω((log m) 1/2− ) paths of the same one color passing through it, then the congestion is Ω((log m) 1/2− ). Suppose we have a color color(d) for each demand path d so that, in G, at most one demand path of each color passes through each edge. For any node v in V corresponding to, say, demand path d, assign v to label (edge(v ), color(d)). Note that the total assignment cost is 0, and that, since all adjacent nodes in G get labels with the same second component, the total label cost is 0. Since there is at most one demand path of each color passing through each edge, the unit capacities are satisfied. Hence the congestion is 1. Now suppose that for any coloring of demand paths there is some edge in G with at least α ∈ N paths all of the same color passing through it. Any assignment f of zero total cost must incur 0 assignment cost, so that f (v ) = (e, c) implies that e = edge(v ), and 0 label cost, so that if v , v are on the same path in G , then the second components of the labels they get must be the same, i.e., all the nodes on one path in G get the same color. If it were possible to inflate the capacities, which are now all 1, by a factor of α − 1 and still get zero cost, then it would be possible to assign a color to each path in G such that for every edge e of G, for any color c, the number of v ∈ V with f (v ) = (e, c) would be at most α − 1, and hence the number of demand paths of color c passing through e would be at most α − 1, thereby contradicting our assumption. Hence the congestion is at least α, which is Ω((log m) 1/2− ). If m ≥ µ, then we are done, since in that case m ≥ √ k and hence we have Ω((log k) 1/2− )-hardness. Otherwise, we use the fact that [4] also proves (log µ) 1/2− hardness, from which we again get Ω((log k) 1/2− ) hardness. This completes the proof.
The above theorem implies: Corollary 1.1. If N P ⊆ ZP T IM E(n polylog n ), then there is no polynomial-time approximation algorithm for Capacitated Metric Labeling that achieves a finite approximation ratio in the cost and violates the capacities of labels multiplicatively by O((log k) 1/2− ). This holds even if the distances in the label semimetric are restricted to be zero or one.
Proof. Suppose we are given a polynomial-time approximation algorithm that achieves some finite approxima-tion ratio compared to the optimal solution, and violates the capacity of each label by at most a multiplicative factor of C. From this approximation algorithm, we can obtain a polynomial-time algorithm for distinguishing between the case in which there is a valid assignment of zero cost, and the case in which there is no assignment of zero cost even if the label capacities are scaled up by a factor of C.
We can simply run the given approximation algorithm on an instance of Capacitated Metric Labeling, and if it returns an assignment of zero cost, then we output "YES," and if not, we output "NO." Using the observation in Section 1.2 that there are only a polynomial number of possible values for the congestion, we obtain a C-approximation algorithm for determining the congestion of a Capacitated Metric Labeling instance, and this contradicts Theorem 1.3.
Approximating Zero-Cost Solutions
Here we consider the problem of approximating the congestion of an instance of Capacitated Metric Labeling. We give a O(log k) approximation algorithm for this problem. In designing an approximation algorithm, we first choose a natural rounding algorithm for rounding a fractional assignment into an integral assignment. The fractional assignment that we eventually round will be the output from solving an LP. But actually, since we have already fixed our rounding procedure, we introduce a new constraint in our LP that ensures that we only consider fractional solutions on which the rounding procedure will perform well. This constraint will be valid for the actual assignments, and is based on making sure that for the fractional solution, for each possible choice of our already-chosen rounding procedure, the expected number of nodes assigned to any label cannot change by too much. To the best of our knowledge, this technique is novel and may be useful in other contexts as a way of planning for a particular rounding procedure to ensure tight concentration.
We introduce the notion of a partition-uniform semimetric, which will be useful in describing our approximation algorithm for congestion.
Our approach to designing an approximation algorithm for determining the congestion of a Capacitated Metric Labeling instance is to round an appropriate linear program. (Surprise!) We first give some simple observations on solutions that have zero cost. If we are interested in a solution of zero cost, then because φ is always nonnegative, we can restrict γ(u, t i ) to be zero whenever φ(u, t i ) > 0. Because we can assume all edges in G have nonzero weight (we can just delete edges of zero weight), no nodes u, v that are adjacent in G are ever assigned to T i , T j respectively for i = j. (If nodes u and v were assigned to T i , T j , then the edge {u, v} would be charged some positive cost.)
Hence we can decompose G into connected components C 1 , C 2 , ..., C r . We can assign all nodes in a component at once to a particular set in the part T i . Then once we have fixed this set, we can later decide which nodes in C j get mapped to which labels in T i . This strategy will be the basis for our linear program.
, the set of all labels t i to which node u has zero assignment cost. Defintion 6.4. We call γ a zero-cost fractional solution if
Additionally, we will need a notion of consistency for zero-cost solutions, i.e., if γ(u, t i ) = 0 for some t i ∈ T j , then for any other v contained in the same connected component, v must have nonzero probability of being mapped to some other label in T j . Otherwise there is no way to find a distribution on assignments which is both consistent with γ(u, ·) and γ(v, ·) and has zero cost in expectation (and hence zero cost for each assignment that occurs with positive probability). Defintion 6.5. We call a zero-cost solution γ consistent if there is an extension of γ to C × T (where
The second condition enforces that each component can be regarded as being assigned as a group.
A first attempt at a rounding algorithm is to perform an independent choice for each component C i . Unfortunately, with just the restrictions given above, this can fail. It could be the case that once one chooses which set T a to map to, every node in C i must be mapped to the same label in T a , i.e., for all u ∈ C i , F u ∩ T a = {t j }. Such a situation could be possible, while still satisfying the capacity constraints in expectation, because the probability that C i is assigned to any T a could be quite small, but for every such T a that it can be assigned to, this situation could arise. Thus the expectation is bounded, but conditioned on any choice of which T a to map to, the conditional expectation of some label T i could be as large as |C i |.
The key insight is that one can also enforce that the conditional expectation of the number of nodes assigned to a particular label t i cannot change by too much, for each choice. Of course, this constraint is valid because in an integral assignment, each component C i is mapped to exactly one set T a of labels. So after fixing that each component is mapped to the appropriate set T a of labels, one has not changed the conditional expectation of the number of nodes mapped to any label precisely because this was the only choice that one could make! This constraint on the conditional expectation is actually a linear constraint on the variables, and will allow us to enforce a condition that implies concentration, and this is how one obtains our result.
Consider the following linear program:
As we noted, the variable γ(C h , T i ) is interpreted as the probability that component C h is mapped to set T i . We will perform a two-round rounding procedure on a fractional solution, by first choosing for each component which set in the partition to which this set is mapped. Every node in the same component must be mapped to the same set T i in order for the solution to have zero cost. In the second round, we decide which nodes in C h are assigned to which labels in T i .
We will refer to the last constraint in the LP as the Conditional Expectation Constraint. It can be easily verified that any integral solution that has zero cost satisfies this constraint. This constraint will allow us to get large deviation bounds on the number of nodes assigned to a label t i . We can divide through this constraint by γ(C h , T i ). If we assign C h to T i , then we need to update the conditional probabilities γ(u, ·). In particular, for any label t j / ∈ T i and for any node u ∈ C h , the probability that u is assigned to t j (conditioned on C h 's being assigned to T i ) is zero, because node u and all nodes in C h have already decided on T i .
The probability that node u is assigned to a label t j ∈ T i is no longer γ(u, t j ), because now there are many labels t h for which γ(u, t h ) is positive but to which u can no longer be assigned. So in order to construct a conditional probability distribution, we need to divide by γ(C h , T i ), i.e., conditioned on C h 's being assigned to T i , the probability that u is assigned to label t j ∈ T i is now γ(u,tj ) γ(C h ,Ti) . And using the consistency condition on γ, this will be a probability distribution.
In order to get a large deviation bound for the number of nodes mapped to a particular label, we need that the change in the expected number of nodes mapped to a particular label (after the first round of the rounding procedure) is not too large. Initially, the expectation is at most l j for any label t j . The Conditional Expectation Constraint gives us a bound on how much the conditional expectation of the number of nodes mapped to t j can change after specifying that C h is assigned to set T i .
We can now describe the full rounding procedure:
Two-Level Rounding Procedure:
• For each component C h :
• Set f 1 (C h ) = T i where T i is sampled from the distribution γ(C h , ·).
• For each node u ∈ C h :
• Set f 2 (u) = t j where t j is sampled from the distribution γ(u,·) γ(C h ,Ti)
• Output f 2 .
Lemma 6.1. The Two-Level Rounding Procedure incurs zero cost.
Proof. By construction, a node u can only be assigned to a label t j for which γ(u, t j ) is positive. So from the constraint that γ be of zero cost, no node is assigned to any label for which it has positive assignment cost. Also, consider any adjacent nodes u, v. These nodes are in the same component C h , and by design all nodes in this component are mapped to the same set T i . So now no matter where these two nodes are mapped within T i (for any i), the distance from f 2 (u) to f 2 (v) is zero, because d L is a partition-uniform semimetric and T i is a part in the partition. Lemma 6.2. If there is a Capacitated Metric Labeling solution in which each label t j is assigned at most l j labels, then the above linear program is feasible.
Proof. Set γ(u, t j ) = 1 iff u is assigned to label t j in the optimal solution. Also set γ(C h , T i ) = 1 iff C h is assigned to T i . (As noted earlier, C h must be assigned to a particular set T i in any zero-cost solution, so this is well defined.) Then for these choices of γ, the only nontrivial condition to check is the Conditional Expectation Constraint. If γ(C h , T i ) = 0 then for all t j ∈ T i and all u ∈ C h , γ(u, t j ) = 0. If γ(C h , T i ) = 1 then u∈C h γ(u, t j ) is just the total number of nodes assigned to label t j , which is at most l j because the optimal assignment is a valid assignment.
Lemma 6.3. (Conditional Expectation Lemma)
E |{u|f 2 (u) = t j }| f 1 (C h ) = T i ≤ E |{u|f 2 (u) = t j } + l j .
Proof. If we fix f 1 (C h ) = T i , a node u ∈ C h can only be mapped to labels in T i . So we need to renormalize the probability of u being mapped to each label in T i so that this is a probability distribution, and tj ∈Ti γ(u, t j ) = γ(C h , T i ) using the definition of a consistent zero-cost solution in Definition 6.5. So this implies that after we fix f 1 (C h ) = T i , the probability of u ∈ C h being mapped to t j ∈ T i is γ(u,tj ) γ(C h ,Ti) . So P r[f 2 (u) = t j |f 1 (C h ) = T i ] = γ(u,tj ) γ(C h ,Ti) . Then from this expression we can deduce that
And using the constraint in the linear program, we have that u∈C h γ(u,tj ) γ(C h ,Ti) ≤ l j , and this yields the lemma.
Lemma 6.4. After the first-level rounding, with high probability for any label t j , the conditional expectation of the number of nodes mapped to t j is O(log k)l j .
Proof. Fix any j and suppose t j ∈ T i . Originally, the expected number of nodes mapped to t j is u γ(u, t j ) ≤ l j . Let S h be the change in this expectation of the number of nodes mapped to label t j after deciding to which set T i to map C h . So S h = 1 [C h is mapped to Ti] . Using the Conditional Expectation Lemma, S h is confined to [0, l j ]. So in particular S h lj is confined to [0, 1] and we can then apply Lemma 5.7. Also note that h E[S h ] = u γ(u, t j ). So with high probability h S h ≤ O(log k)l j .
Lemma 6.5. After the second-level rounding, with high probability for any j, the number of nodes mapped to label t j is O(log k)l j .
Proof. Fix any label t j , and let R be the expected number of nodes assigned to t j conditioned on the decisions of the first-level rounding procedure. We know from Lemma 6.4 that with high probability R is O(log k)l j . Let u ∈ T i . Suppose that f 1 (C h ) = T i . For each t j ∈ T i , for each u ∈ C h , define an indicator variable S u which is one if u is assigned to t j by the second-level rounding procedure.
Note that in applying Lemma 5.7, if δ > 0 then So this implies that with high probability i S i is O(log k)l j i.e., when the mean R is already large (O(log k)l j ), we can choose δ to be small and this will imply that the sum will not be much larger than its expectation R. So with high probability the number of nodes mapped to t j is O(log k)l j . Theorem 1.4. There is a O(log k)-approximation algorithm for determining the congestion C of an instance of Capacitated Metric Labeling.
Proof. This theorem follows from the fact that we check feasibility for the above linear program for all n possible values of C. The smallest value of C that will be feasible will be at most the optimal congestion C * . Given such a solution we can perform the TwoLevel Rounding Procedure to get a solution in which the number of nodes assigned to any particular label is O(log k)C * l j .
Open Question
The main open question remaining in understanding Capacitated Metric Labeling is to determine if there is a polynomial-time bicriteria approximation algorithm that achieves a polylogarithmic approximation for the cost and multiplicatively violates the capacities of the labels by a O(log k) factor. One can draw an analogy with the question of scheduling unrelated parallel machines and of routing flow unsplittably. The classic paper of Lenstra, Shmoys and Tardos [23] gives a 2-approximation algorithm for the problem of scheduling unrelated parallel machines for the single objective of minimizing makespan. No polynomial-time approximation algorithm can achieve better than a 3 2 -approximation ratio for this question. Subsequently this question was generalized to an assignment problem in which each job incurs unrelated costs when scheduled on different machines. Each machine is given a time bound T i , and the goal is to minimize the cost among all feasible solutions. Again, due to the hardness results in [23] , no polynomial-time approximation algorithm can return a valid schedule if P = N P . This problem is
