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Abstract 
Sequentially Optimized Meshfree Approximation Method 
for the Solution of Differential Equations 
by 
Matthew Clark Wilkinson 
This thesis presents a greedy method for the solution of differential equations that 
accelerates convergence versus standard Finite Element Methods. The Sequentially 
Optimized Meshfree Approximation method unites meshfree methods, sequential 
optimization processes, and radial basis functions to solve the strong form of governing 
equations. The ability to solve the strong form eliminates the need to develop expensive 
and time consuming variational and/or weak forms of the governing equations currently 
employed in many numerical methods. The first section introduces and explains the 
procedures for using this method and then uses increasingly complex examples to detail 
the finer points of the method across a range of algebraic and differential equations. The 
second section explains why this method fails for equations and systems that involve 
discontinuities and explores future avenues through which these shortcomings might be 
remedied. 
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Chapter 1 
Introduction 
Numerical methods have been an active area of research for decades. The inherent 
difficulty and frequent impossibility in finding closed form solutions to many of the most 
important governing differential equations has given rise to the field of Computational 
Fluid Dynamics (CFD). The cost associated with any CFD analysis has helped fuel the 
drive for faster and cheaper processors as well as programming methods which aim to 
maximize numerical data gathering capacity for a given level of computational cost and 
memory allocation. 
Greater efficiency allows for a more robust study of engineering scenarios and 
affords researchers the ability to handle more general versions of governing equations 
which helps to reduce error and provides a more powerful tool for studying the real 
world. Typical finite element methods, those most commonly used in computational fluid 
analysis, employ Galerkin weak forms and variational techniques to analyze the specific 
types of flow, analyses which try to solve the differential equations in a general sense 
across the whole domain. By taking advantage of globally supported radial basis 
functions, the method introduced in this thesis can handle derivatives of any order. This 
allows the direct solution of the strong form of high order and complex differential 
equations. Compared with Finite Element Methods (FEM) which use Galerkin weak 
forms, the solution of the strong form by the Sequentially Optimized Meshfree 
Approximation (SOMA) method is locally more accurate at a given location within the 
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domain of interest (Schaback [23]). 
Use of a sequential, or greedy, method has additional benefits in the method. The 
first of these is that the number of basis functions required to achieve a given order of 
accuracy is reduced compared with methods which attempt to solve the whole problem at 
once through the use of simultaneous matrix solutions. Second, because only a single 
basis function is being added per iteration, large domains with high grid densities do not 
cause the method to cause a computer to run out of memory and crash, as occurs with 
simultaneous methods which use globally defined basis functions. Third, SOMA can 
solve differential equations without the need for root finding algorithms for the non-linear 
terms and without the need for time marching schemes. Finally, the method can handle 
boundary conditions of any type, be they Dirichlet, Neumann, Cauchy, or Robin, either 
by including initial conditions and driving all bases and/or their derivatives to zero at the 
boundary, or by adding them in as done in a penalty method. 
While the sequential nature of the method is powerful and able to handle complex 
non-linear equations without exhausting memory allocation, it unfortunately can also lead 
to a breakdown in the "map" between a basis function and its derivative. This breakdown 
is due to the fact that the values of the known analytic derivative, which correctly match 
on a domain of infinite points, do not match the numerical derivative arising from the 
function on the finite set of discrete grid locations in the domain. When this occurs, the 
local values of the analytic derivative no longer map to the correct values for the 
derivative of the discrete function. 
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1.1 Outline 
The first part of this thesis provides history and a literature review on the formation of the 
method. Chapter 3 presents and explains the method's structure and formulation, starting 
with function approximation. Chapter 4 shows how the method works for linear 
differential equations. Chapter 5 continues on to nonlinear equations, including the 
incompressible Navier-Stokes equations. Issues such as implementation of general 
boundary conditions and irregular domains are discussed throughout Part I of this thesis. 
Part II of the thesis explores the subset of problems that the SOMA method 
cannot yet handle, namely governing equations whose solutions involve flow 
discontinuities. Chapter 6 explains in detail what is meant by the breakdown between 
basis function a and its derivative. Chapter 7 details the errors that result from this 
breakdown, going from function approximation through linear to non-linear equations. 
Chapter 8 explores directions of future work that can be used to overcome these shortfalls 
in the method. 
A brief summary and some concluding remarks are found in the final chapter of 
this work, followed by the bibliography and a short appendix. 
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Chapter 2 
Literature Review, History, and Theory 
The Sequentially Optimized Meshfree Approximation (SOMA) method combines aspects 
from the fields of mathematical modeling and computational analysis. This chapter gives 
some background and history on the different fields and methods which are in the 
proposed method. The theory of superposition as a method of approximation will be 
covered in Section 2.1. Section 2.2 details selected earlier sequential optimization 
methods, and the use of radial basis functions is found Section 2.3. 
2.1 Superposition Theory 
The bedrock of function approximation is the superposition method (Fletcher [7]). From 
Fourier series to FEM, it is the linear addition, or superposition, of sets of basis functions 
multiplied with weighting coefficients that provide the actual results of interest. The 
bases and weighting coefficients can be functions of any number of variables, usually 
space and time, but all require some solution method to find their values throughout the 
domain of interest. By whatever means it is that the solutions are found, these methods 
aim to decrease the error between the approximation and the actual solution by increasing 
the number of terms in the superposition. Superposition theory forms the skeleton of the 
proposed method, upon which the other aspects will build. 
The general form of an approximation using the superposition method, for any 
function or data set in a domain of dimension D is 
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w(x)«w„(x) = J V p ( x ) , (2.1) 
(=1 
where the coefficient c could be a scalar or a function of some or all the D dimensions 
and <p(x)is the basis function. In Fourier analysis, 2-n continuous trigonometric 
functions are used to cover the problem domain, and the equations for finding the 
coefficients and bases are well known (Chopra [4], Saad [22]). For FEM, the bases are 
sometimes power series but are also more frequently piecewise continuous linear 
functions (Fletcher [7]), and the typical method (Chung [5], White[25]) involves setting 
up a matrix equation with the bases known beforehand. The governing equations require 
a conversion to the weak form, utilizing the initial and boundary conditions, after which 
the coefficients are solved by any number of matrix inversion techniques. 
By increasing n, Equation (2.1) improves the analysis, whether for Fourier, FEM, 
or any other approximation method. Because the solution lies in the continuous Hilbert 
space, approximation methods aim to calculate a set of discrete basis functions that 
approximate that continuous space and create a Cauchy sequence which will converge to 
the exact discrete solution (Young [28]). Sometimes this is possible, as is the case with 
Fourier series approximating smooth continuous functions, or with FEM approximations 
to well behaved differential equations. In these cases, there does exist some s > 0 so that 
for some NeR one can choose an n > N such that|wn - u\ < s. Taking the limit as n—»oo, 
one gets s—»0, and thus the approximation is exact. However, there are many instances 
where this infinite limit is infeasible by cost or time constraints, and there are other cases, 
such as with the Gibb's Phenomenon (Arfken & Weber [3]) where certain functions, 
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especially those with steep gradients and step changes, can only be approximated to some 
finite non-zero error. 
2.2 Optimal Sequential Function Approximation 
Typical function approximation using superposition, uses piecewise continuous functions 
to form the "finite elements" centered at different discrete locations in the domain. At any 
discrete point in the domain, one can redefine Equation (2.1) by the vector equation 
"(*y) = Zc/fl(*,) = <^(*yK I ^ f a l ^ l - l f t . ] ' (2-2) 
If one then expands Equation (2.2) to include all of the discrete locations in the domain, 
the vector of ®M(*/) then becomes the square matrix O M with columns corresponding to 
the i in the summation and rows corresponding to thej'h discrete domain location. This 
then yields the matrix equation 
« = /*<&£.C (2.3) 
where the vector/is known and one pre-selects the OM everywhere in the domain, and 
the coefficients are found by inverting the matrix equation. The result of this inversion is 
a global error that is averaged out across all local nodes. 
While this method has a basic formula that can be set up as a simple matrix 
inversion, for bilinear C° basis functions, because the error is smoothly averaged across 
the entire domain, it has a slow convergence rate which can necessitate a prohibitively 
large number of bases for even modern computers. Some, including Thomson [24] and 
Meade, Kokkolaras, and Zeldin [19], have proposed and implemented an optimal 
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sequential method. By solving for the bases and coefficients one at a time, the error 
between approximation and exact solution that is reduced by n number of bases can be 
maximized as mentioned below and as will be shown in full detail in Section 3.2 and 
throughout Chapters 4 and 5. By using the same basic approximation form as in 
Equation(2.1), one can form the residual error by 
The optimal value of c„ that minimizes the 2-norm of the residual can be written 
in exact form as a function of only <pn and R„.i. In linear cases, this equation is unique and 
exact; however, for residuals from non-linear equations, it is difficult or impossible to 
find an exact solution for the coefficient. The exact solution for the coefficient decouples 
it from linear problems, leaving just the center and the widths of the basis left to 
optimize. Further, because the bases are no longer required to be one at each discrete 
location, the centers can range across the entire domain, and the widths can be such that 
the bases extend beyond the domain. In keeping with the metaphor in Section 2.1, if 
superposition theory is the skeleton, then sequential optimization forms the ligaments 
which the method uses for control and movement. 
Optimized basis functions, even those which are locally defined, can have 
considerable overlap with each other. Optimized basis functions that have a center, 
defined here as a single extremum location within the domain, could be centered at the 
same point as others. Further, the centers may even be at locations between the discrete 
points of the domain, allowing for a much sparser meshing while still obtaining the same 
or greater accuracy than with traditional methods for smooth problems. 
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2.3 Radial Basis Functions 
Typical finite element methods use B-splines and piecewise linear bases (Kansa [13]) that 
require a mesh, something that in two or more dimensions can be difficult. On the other 
hand, Radial Basis Functions (RBF) can be C° and remove the requirement for the D-
dimensional mesh "book keeping." Further, radial bases can be smooth and continuous 
on irregular grid discretization (Driscoll [6]), whereas splines decrease in accuracy and/or 
increase in complexity on increasingly irregular grids. 
Though varied forms exist, certain characteristics permeate all radial basis 
functions. The two most important concepts for RBFs are that of a center and a distance 
from that center. For a given point in space, any other point in that space has a Euclidian 
2-Norm distance; these other points can be grouped into concentric rings, all with the 
same radius from the center. At any point on these rings the value of the basis is the 
same, and thus the value of the basis depends only on the radius; thus the name radial 
basis functions (Fornberg [9]). For a space of D-dimensions, the value of the center is the 
vector of D values 3cc = {xl,x2,...,xD}. The radius is always a scalar value equal to the 
Euclidian or 2-norm [Appendices A.l, A.2] of the distance between any vector location 
3c and the centers x„, such that r = llx - 3c" II . 
c || c ||2 
While some of the more simplistic forms of RBFs can be polynomials <p(r) = rm, 
there are many powerful C*° functions, including multi- and inverse-quadratics (Driscoll 
[6], Appendix A.l), and from this group the thesis focuses on Gaussian RBFs. This type 
of radial basis function utilizes the exponential base and has the form: 
^(||x-xc||) = exp(-/?2 -||x-xc||") . (2.5) 
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This type of basis was chosen for three reasons. First, these bases are exponential in 
nature and include the width coefficient J32 multiplying the radius, which gives added 
flexibility in shaping the basis. Second, the exponential nature also allows for 
differentiation of any order, thereby removing the need to create a Galerkin weak form. 
Third, because the bases are continuous for any derivative and require only the width 
parameter and distance from the center to determine its value, there is no need to use a 
mesh to keep track of where each base is defined and where they are zero valued. In 
terms of the metaphor from Section 2.1, RBFs add muscle and skin, giving the method its 
power and its unique characteristics which distinguish it from any other method. 
Since RBFs are only functions of a distance from some center point, the type of 
grid spacing and discretization is irrelevant when finding the value of the basis at any 
single location throughout the domain. Compared to typical piecewise linear functions 
which require interpolation and therefore a complete knowledge of the local and global 
mesh mapping, RBFs only need the coordinate value of the local node. 
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Chapter 3 
The Sequential Optimization Method 
This chapter shows how the method can sequentially optimize solution approximations 
for governing equations using mesh free radial basis functions. The combination of 
elements from superposition theory, sequential approximation, mesh free methods, and 
radial basis functions continues a steady march towards greater speed, higher accuracy, 
and better memory allocation in numerical solution methods. This combination yields a 
method that is (1) iterative in its solution approximation, (2) able to solve both steady-
state and dynamic problems, (3) capable of solving linear and quasi-smooth non-linear 
differential equations, and (4) robust enough to solve the strong form of differential 
equations, thus removing the need to find variational and/or Galerkin weak forms. 
3.1 The Proposed Algorithm 
Throughout this section we will introduce, explain, and discuss the four main parts of the 
algorithm: (1) the superposition equation, (2) the form of the sequential optimization, (3) 
the type of approximation basis function, and (4) the method of finding optimized 
parameters. 
Within the superposition theory, using a summation of coefficients with basis 
functions is well known and has been discussed at length in many numerical methods 
texts (Fletcher [7], Chung [5], Alturi and Shen [7]) as well as in the preceding chapter. In 
many of these methods, however, the bases are chosen to provide complete coverage of 
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the entire domain of the problem in cells or elements preset by the programmer, leaving 
only the coefficients unknown, cf. Equation(2.1). In the conventional approach, the 
algebraic and/or differential equations are applied to the bases and the coefficients are 
solved via matrix inversion at all the discrete points. The solution method has the 
property of generating an average error residual across the domain. 
The proposed method instead solves for one set of bases and coefficients per 
iteration, sequentially reducing the maximum amount of error (Meade, Kokkolaras, and 
Zeldin [19]). Explained in more detail below, at some iteration n, the error between the 
total sum of the n-\ previous bases and coefficients is calculated, and from this error 
SOMA solves for the nth optimization parameters. Further, any number of basis functions, 
from Bl -splines to n-order polynomials, can be chosen; however, the continuous radial 
basis function has been selected so that this method might be meshless. 
When solving for the first basis, regardless of bases type, Kokkolaras [14] 
proposed the option of beginning not with an empty set of bases and coefficients, but 
instead with a finite number of coarse grid solutions from a previous finite element 
analysis. This allows for a coupled "big hammer, small chisel" approach to the solution 
of certain problems. Either way, the simulation can be stopped when the residual error, 
for SOMA in RMS form, drops below a preset tolerance threshold. 
Irrespective of how the problem is initialized, when using radial basis functions, 
because the bases are the set {<p(x):(p* OVxe(-00,00)}, it is necessary to use a set of 
boundary enforcement equations to ensure unique solutions to the differential equations. 
However, they are unnecessary in the case of purely algebraic equations. These boundary 
enforcement equations are established a priori and thus act as simple constants in the 
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optimization equations, thereby allowing for the same sequence of events to work in 
finding the optimization parameters in algebraic and differential equations. 
For the rest of this chapter the specifics of the method will be presented, while 
future chapters include equations of increasing complexity. Each type of equation 
includes numerical examples, mainly in a form related to fluid dynamics equations, error 
convergence comparison plots between the proposed and other methods, as well as 
computational cost in tabulated form. 
3.2 Sequential Approximation 
The general aspects of optimal incremental approximation, from which this sequential 
optimization grows, are taken from (Meade, Kokkolaras, and Zeldin [19]) and explained 
here. Starting with a series of one or more algebraic or differential equations of one or 
more variables, H[u(x)] = f(x) | //[•] is the equation operator, and the unknown 
quantity u is approximated by the superposition equation Equation (2.1). 
Instead of creating a linear span of bases a priori and creating a matrix equation, 
the superposition approximation is evaluated at each iteration n, optimally building up the 
approximation sequentially. SOMA uses the residual error to the equations resulting from 
using the approximation to u for the first n-\ iterations to solve for the nth level 
optimization parameters. 
As mentioned earlier, the n-\ previously optimized bases can either have begun as 
an empty set or with some low level sparse FEM analysis. At the nth level of 
approximation, the superposition equation for the approximation is (Meade, Kokkolaras, 
and Zeldin [19]): 
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n 
u(x)«un(x)=YJci<pi{x,p„) = c„<p„{x,pn)+un_,(x), (3.1) 
With the optimization parameters defined as/?„ = {xc,fi}. SOMA then runs this equation 
through the equation operator//[•], compares it with the forcing function and 
boundary/initial conditions, and then uses the new residual to find the optimization 
parameter pn and the coefficient c„. 
If the equation operator is linear, then the optimization sequence automatically 
satisfies the boundary conditions after the first iteration and the search for parameter pn 
and the coefficient cn can occur as separate linear searches. However, if the equation 
operator is non-linear, then the boundary and initial conditions, as well as parameter pn 
and the coefficient cn and the summation of the n-\ iterations, are all coupled into one 
optimization technique. 
Subsequent sections and chapters delve more deeply into the exact nature of the 
parameter and the coefficient, as well as the exact manner of finding the optimal values 
for each. 
3.3 Radial Basis Functions 
Typical finite element methods use once differentiable, continuous, also called C°, B1-
splines (Chung [5]) or power series trial functions (Fletcher [7]). Even previous 
incarnations of optimization systems (Thomson [24], Kokkolaras [14]) chose to use the 
B-splines as their bases. As mentioned, this method uses infinitely differentiable, 
continuous C00 Gaussian radial basis functions. These types of functions introduce a few 
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unique challenges, which are discussed in Section 3.4, but also allow for much greater 
flexibility and make available several new options for the improved solution of 
differential equations. 
Unlike piecewise linear functions or B-splines, which are piecewise continuous 
and are defined only locally over a portion of the domain, Gaussian radial basis functions 
are in the form of an analytic equation that is everywhere smooth, continuous, 
differentiable and global. One of the topics that will be addressed with these functions, 
which are non-zero out to ±00, is that of boundary and initial conditions. For certain 
geometries, SOMA solves this easily with a simple boundary enforcement equation. The 
equation drives the solution to zero at the boundaries, allowing the addition of a simple 
boundary/initial condition to the initial approximation so as to create a unique solution 
(Anderson [2]). 
One of the benefits of the method is a reduced number of optimization parameters 
to solve. In the case of q>
 t = <p(x,p)eRD, the piecewise linear functions require a 
center as well as distances from the center to the edge of the function on each side of the 
center for all D-dimensions; that is to say p = [xc, Ax,, Ax2 ] where the Axi are vectors 
which tell width of the local domain across which the bases are defined. This, combined 
with the coefficient, requires 3 • D +1 different optimization equations or search loops. In 
the case of (pradia, = <p(x,p) e RD , all that are needed are the centers and the width; that is 
to say 
P=[xc,fi] (3.2) 
This, combined with the coefficient, requires D + 2 optimization equations or search 
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loops, giving Gaussian radial basis functions of the form 
^(x,/7) = exp(-/?2-||j-xc||2) (3.3) 
with the p and xc free to range to ±00. It would also be possible to bound the value of 
xc near or within the domain. 
In many cases, it is possible to bound the value of the search parameter with the 
use of a simple transformation. By equating -01 s ln(vv), the width w now has the 
bounded range w e (0,1), and manipulating the natural log component the radial basis 
function transforms from Equation (3.3) into: 
<p(x, p) = exp[-/? • ||x - xc f ] = exp[ln(w) • ||x - xc f ] = exp[ln( J1*-*'f )] - J7'^ , (3.4) 
This reduces the size of the search space for any minimization program used to find the 
basis parameters p without changing the C°° status of the bases. 
Perhaps the most significant of the benefits derived from the use of C00 radial 
basis functions is that they allow for the solution to the strong form of differential 
equations. Because many important fluid dynamics problems involve second order 
differentials, methods which utilize piecewise linear functions and B-splines are forced to 
employ Galerkin weak forms (Johnson [12]) and/or variational principles (Kokkolaras, 
[14]). With the radial bases, since they can be differentiated an infinite number of times, 
the equation operator H[] operates upon them regardless of the order of the derivatives. 
Approximating the answer to the strong form of the solution, as it suggests, 
provides a stronger, or more robust, solution to the problem but requires more 
smoothness in the solutions; the difference is the same as strong and weak convergence in 
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functional analysis (cf. Young, [28]) and is given mathematical treatment in Appendix 
A.2. Along with the stronger convergence it is important to note that the differential 
equation strong form requires no additional setup, a la variational or weak forms. 
With Galerkin and variational forms, there involves some amount of user effort 
and investment in developing the equations to solve. In some cases, especially non-linear 
differential equations, variational forms simply cannot be found without knowledge of 
some form of alteration that makes it possible for the variational methods to work (Prasad 
[21]). Beyond even the fact that the strong form solution can sometimes provide a more 
accurate solution, the ability to remove the time investment required of the human user 
vis. the Galerkin and/or variation methods helps also to increase the speed and efficiency 
of the method. 
Finally, for linear equation operators, integration over the range of w could allow 
for the decomposition of the optimization search into one minimization problem for the 
basis centers and another for the value of w, making it easier to find both. Future work 
will delve more fully into the effects of using this parameter integration-decomposition. 
3.4 Boundary Conditions for Radial Basis Functions 
As mentioned earlier, one of the benefits with respect to using radial bases, namely that 
they are continuous and differentiable over any domain of interest, also poses a specific 
challenge. Because the bases are non-zero for any domain Q | Q e (-00,00) with boundary 
3Q in as many dimensions as desired, the use of simple radial bases for non-algebraic 
operators can prevent the method from finding unique solutions. 
For Dirichlet boundary conditions, this issue is addressed with two simple 
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equations: the boundary driver 5'(x)and a boundary/initial condition formu0(x). For 
Neumann and mixed boundary conditions, there are three methods which have been 
found to work very well depending on the types of conditions specified. 
3.4.1 Dirichlet Conditions 
The boundary driver S is a simple continuous function of any form that is equal to 
zero on the boundary but nonzero inside the domain: 
f 0, x e dQ 
S(x) = \ ' _ (3.5) 
\s(x), xeQ. 
The function s(x) can be any arbitrary non-zero function. An example for some domain 
Q = [-1,1] could be S(x) = sin(«/rx) | n = 1,2,3... or S(x) = x2 - 1 . The boundary enforcer 
u0 employs the superposition principle utilized in many finite element and particular 
solution techniques. It, too, is a simple continuous function, one in this case which 
matches the boundary/initial conditions on the boundary but inside the domain is any 
arbitrary function. On the earlier domain Q with boundary conditions u = ugD on the 
boundary, 
u0(x) = \ _aa _ (3.6) 
[ q(x), x eQ. 
Here, the function ^(x)can be any function. An example with boundary conditions u(-l) 
1 3 
= 1, u(l) = 2 might be u0(x) = — x + —. The boundary enforcement equations are created 
19 
a priori and can be anything that matches the above criteria and the order of the 
differential equation, granting the user a great deal of freedom. 
If there is some prior knowledge of the system, these equations can be constructed 
so as to give the method a "head start" on the solution. In the case of homogeneous 
Dirichlet boundary conditions, those with zero on the boundary, use of the boundary 
driver means that the u0 boundary enforcer can be completely neglected. The freedom to 
construct the boundary equations without concern for the form of the solution means that 
the equations can be simple polynomials or trigonometric functions. Finally, because 
these equations are known beforehand, their derivatives can be constructed and passed 
throughout the code, meaning once constructed, the boundary enforcement equations can 
be ignored, or more specifically, taken as known constant coefficients. 
Once the boundary equations are constructed, the final form of the modified radial 
basis functions is known. The sequential approximation Equation (3.1) is now of the 
form: 
n 
uX*)= S{x)-YJC&i(x>P»)= S(x)-Cn<Pn(x>Pn) + Un-Ax)- ( 3 - 7 ) 
The equation operator is then applied to this modified basis function. 
In the case of linear equations, the u0 portion of the boundary equations can be 
pulled out of the approximation solution and used as part of the driving function or as 
part of the initial "error," especially in the cases of null driving functions. The case of the 
nonlinear differential equation operator will be discussed in Chapter 5. Regardless of the 
linearity of the function operator, the set of basis parameters pN remains unaffected by 
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the inclusion of the boundary equations and remains pN = [w,xj. 
3.4.2 Neumann and Mixed Conditions 
In the case of Neumann and mixed boundary conditions, there are times when the 
exact form of S cannot be established by itself. In these cases, it is necessary to define a 
function P(x) such that 
P ( J ) = ^ f ) + 5 ( J ) ^ £ ) , (3.8) 
dx dx 
where A(x) = -ft2 • ||x - xc|| is the argument of the exponential term in the basis. This 
gives the form of the approximation to the first derivative of the function as 
du
"(*Kp(x) Yc.d<P'(*'Pi) | duo(*) _ (3_9) 
dx ,=1 ' dx dx 
Using the Neumann conditions, the function P can be created and the function S backed 
out from that. Thus, when there is a Dirichlet condition at a boundary, the function S will 
be known and P will be a function of S and the argument to the exponent, and when there 
is a Neumann condition at a boundary, the function P will be known and S will be a 
function of P and the argument to the exponent. This form is extremely useful in the 
solution of mixed and Cauchy boundary conditions. 
Another possible method when solving for Neumann boundary conditions is to 
apply symmetry conditions. When the Neumann conditions are zero along a boundary 
wall, this can be treated as a symmetry plane. The function S is then created as though the 
domain extended from the real Dirichlet boundary, across the plane of symmetry, to the 
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mirroring false Dirichlet boundary. The computational domain must then be extended 
slightly in the direction of the false Dirichlet boundary, resulting in the false Dirichlet 
boundary condition propagating into the real computational domain and enforcing the 
symmetry condition. This idea for this domain extension technique for solving for 
Neumann conditions comes from the work of Kokkolaras in his PhD thesis (Kokkolaras 
[H]). 
In the event that the other two methods for solving for Neumann conditions do not 
work, the Neumann conditions can be treated as part of the residual error between 
solution and approximation. With the domain of influence of the differential operator 
restricted to the domain Q and Dirichlet boundary TD, the Neumann conditions become 
a differential operator acting on the boundaryFN, where FN is the portion of the total 
boundary dQ. upon which the Neumann conditions exists. Thus the differential operator 
H^ [•]eCl\Cl = Q.\jrD, the Neumann operator HT [-JeT^ and the total domain 
boundary dQ. = FD U FN. The residual equation now takes the form 
RN(x) = Hh[ul(x\Tn)~\ + Hrn[uaN(x\n)~\\x en\JdQ (3.10) 
and all the regular rules apply. An important note here is that these equations, in the 
homogeneous form, can be combined with a Lagrange multiplier to give added weight to 
the differential equation or the Neumann condition, depending on the user's preference 
(Thomson [24]). 
At first blush this might appear to be two coupled equations, thus rendering the 
decomposition of the weighting coefficient impossible; the reality is that the two 
differential operators now act much the same as a single discontinuous forcing function. 
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As long as both operators remain linear, the solution method can proceed in the standard 
fashion. The use of each of these methods is demonstrated over the course of the thesis, 
and it remains up to the user to determine which method works best for the given 
function and boundary conditions. 
3.5 The Parameter Search Process 
A sequential optimization method's three main tasks are finding the weighting 
coefficient, the basis center, and the width of the basis; these will be defined as the 
optimization parameters throughout this thesis. In the case of a linear function operator, 
SOMA can break these three searches into two separate optimization equations, with one 
used to find the optimized width and center, and these, along with the residual as the 
previous iteration, used to solve for the weighting coefficient. With nonlinear problems, 
the weighting coefficient cannot be decomposed, thus all three parameters are coupled. 
At some iteration n, again with respect to Equation (3.1), there is some unknown 
with the approximation u(x) « w„(x) which is acted upon by the function operatorH[-]. 
The values of H[u(x)} « //[«„_, (*)] are known leaving only c„ and the components of 
pn to be found. If the residual is defined as 
e„(x) = u„(x)-u(x) (3.11) 
and then apply the function operator and define 
Rn (x) = H[e„ (x)] = H[un (x)] - H[u(x)], (3.12) 
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then the strong form of the approximation is formed. In the case of differential operators 
of the form H[u(x)] = YV ;(3c)— - fix), where m is the highest order of the 
1^ dx' 
derivative equation, cr^x) is any arbitrary function of x that does not depend upon u, 
and fix) is the forcing function on the differential and the boundary and initial 
conditions, then the difference between the operator and/(x) 
H[u(x)]-f(x) = 0 (3.13) 
is the known as the "strong form" of the equation, as opposed to the "weak form" used in 
variational and Galerkin finite element methods (Chung [5]). 
In earlier sequential methods that used traditional piecewise linear functions (cf. 
Meade, Kokkolaras, Zeldin [19]), the strong form of the equation could not be used for 
operators with derivatives higher than power one, and instead they had to derive, if 
possible, weak forms of the solution. By coupling sequential methods with radial basis 
functions, the method uses the direct form, starting with an initial error of the forcing and 
boundary equation and the equivalence between the forcing and boundary function and 
the unknown operated upon, 
R0(x) = H[u0(x)] - f(x) = 0 - f(x) = -f(x) . (3.14) 
For each subsequent iteration, the value of the approximation u is non-zero, thus creating 
a new error e. 
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3.6 Algebraic Function Operator Approximation 
The final section of this chapter demonstrates the use of the proposed sequential 
optimization method to approximate a simple linear algebraic function operator//[•] 
acting upon some unknown u(x) in one and two dimensions. 
3.6.1 Implementation 
The crux of the entire optimization process is the use of the strong form residual error 
given by Equation (3.12) at some iteration n to find the nth level optimization parameters. 
If there is some error Rn(x) = H[un(x)]- H[u(x)] where again//[•] is some function 
operator, then one can define the square of the error to be 
s^\\Rn\\22=(Rn,Rn) (3.15) 
with the bracket indicating the L2-Norm inner product as given in Appendix A. 2. 
If the error is decomposed into the known (n-l)'h previous approximation and the 
unknown nth parameters and the linearity of the L2-norm (Young [28]) is taken into 
account and the subscript 2 on the L2-norm is dropped, one can rewrite Equation (3.15) as 
8
 = \\Rn t = IK ( * ) _ M^)|f = IK^» (*' P-)+ un-i (*) ~ w(*)f 
= \\Cn<Pn(X'>Pn) + Rn-i\\2 = {Cn<Pn (*» Pn ) + #„-!> Cn<P„ (*» Pn ) + Rn-\ ) (3"16) 
= c
2
„ (<pn ,<pn) + 2c„ (/?„_, ,<pn) + (Rn_,, R„_x). 
In order to minimize the errors, take the derivative of s with respect to the coefficient c„ 
and set it equal to zero such that 
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d£_ 
= 2cn(cpn(J),(pn(x)) + 2{Rn_x(x),cpn(x)) = 0 (3.17) 
and from this equation one has the analytic equation for the optimized coefficient c„ 
-(£„_, (x),p„(x)) 
\<P„(Xl<Pn(X)) 
Then replace the c„ from Equation (3.18) into Equation (3.16) which decouples the 
coefficient to obtain 
/ \ (R„ 1 (*), <P„ (X)) ,, ,|2 (R„ \{X),(PAX)) 
s = ^_,(x)^„_,(x) - ^ , , ' , ' ! = K . ~ J, ; • (3-19) 
(?,, (*).?„ 00) |^„(x)| 
Finally, because lli?,. II < |i?,_, II , normalize Equation (3.19) by /?,-./ which gives 
• = i - , <* - ' f - /
 x = i - < ^ - ; ^ ) 2 ^ (3-20) 
where both £'and the second term in the rightmost equation are bounded in [0,1]. Since 
the objective is to minimize e', the final term in Equation (3.20) must be maximized, 
which is equivalent to finding the parameters in pn such that the inner product between 
R„.i and^ 9„ is maximal. 
Because the radial basis ^(x, p) = exp(-/?2 -Ix - x j ) is a function where the 
terms in p =[xc,/?] are coupled, there is no exact analytic way to break the terms into 
separate optimization problems. Thus, at the most basic level of optimization the 
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parameters are determined through the solution of a pair of coupled and nonlinear 
optimization equations. 
3.6.2 Numerical Examples 
This section details the application of the method in the case of two different algebraic 
functions. These examples are taken from (Kokkolaras [14]) with one used to compare 
this method with Kokkolaras' to demonstrate the improved accuracy over similar 
methods which incorporate B-splines and piecewise linear functions, and the other being 
used to show the exponential convergence of this method. The example is the one 
dimensional case where w(x) = u(x) = x2. Again, the approximation to u, the basis 
functions, and the parameters thereof are given in Equations (2.1), (2.5), and (3.2) 
respectively. 
In order to give an accurate comparison, the convergence criterion will be in Root 
Mean Square (RMS) form, defined by (Kokkolaras [14]) as 
M V M 
where M is the number of discrete points throughout the domain. The RMS is then 
plotted in Figure 3.1 versus increasing number of bases n, comparing results from 
(Kokkolaras [14]) with those from the method presented here. Again, in the interest of 
accuracy, in the one dimension case M = 11 as per Kokkolaras. As seen in Figure 3.1 the 
SOMA method achieves the tasks of both converging well and faster than B-splines. 
RMS = . 
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C/5 
Figure 3.1 Comparison of Convergence Rates 
for Approximation of u(x)=x2 
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Chapter 4 
Linear Differential Equations 
Approximating linear differential governing equations is another use of this mesh free 
radial basis sequential approximation method. Linear differential equations can be 
mapped into the space of function approximation, the optimization parameters found, and 
the same parameters then used in the approximation of the solution of the unknown 
variable. If one uses the operator notation as before, then on the real Hilbert space there is 
H[u(x)] = /(3c) | x G Q, u - uBC on dQ.. (4.1) 
Important equations in various fields of math, science, and engineering are linear, 
including the elliptical Poisson's equation and the parabolic heat equation that serve as 
both explanatory and validation cases in the following sections. The SOMA method can 
handle non-self adjoint problems such as the convection-diffusion equation the same as 
other linear differential equations without the need for variational integrals as are 
required of some other numerical methods (Kokkolaras [14]). An example of this is given 
in the final section of this chapter. Section 4.1 explains static, time invariant linear 
equations, then in Section 4.2, SOMA solves time dependent problems, and finally it is in 
Section 4.3 that non-self adjoint examples are given. 
4.1 Spatial equations 
If x is time-independent, then we have a simple linear Boundary Value Problem (BVP). 
The use of the method for the case of homogeneous Dirichlet boundary conditions is 
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explained in this section, while other boundary condition, including the Neumann and 
Cauchy types, will be treated in Section 4.1.3. 
Considering the linear differential given by Equation (4.1) with uBc= 0 on dQ.. 
The strong form of the equation is given by H[u(x)]- f(x) = 0. If w(x) is approximated 
as shown in Equation (3.1), then at some iteration n the approximation to the strong form 
of the equation is 
H[un(x)]-f(x) = R„(x), (4.2) 
where R„ is the residual error between the known forcing function and the approximate u 
acted upon by the linear operator H. Expanding the approximation to u again into the 
form 
n 
K (*) = Z CfPl (*» P) = Wn (*» P) + <-l 00 (4-3) 
1=1 
and taking the linearity of the operator H into account, one can rewrite Equation (4.2) as 
H[un (x)] - f(x) = H[cn(pn (x, p) + w„_i (x)] ~ fix) = 
cnH[<P„ (x, p)] + H\un_x (x)] - f(x) = R„. 
Recognizing that the last two terms on the left hand side of Equation (4.4) are the residual 
at the previous iteration, and if the basis function acted upon by the operator H is 
represented asH[<pn(x,p)] = On(x,p), Equation (4.4) can be represented as the simple 
function approximation problem 
c„®„(x,p) + R„_l(x) = R„(x) | R0(x) = -f(x). (4.5) 
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The solution of Equation (4.5) produces the c„and pn which also approximate the 
original unknown u. In this research it has been found that the rate at which the residual 
on the strong form is reduced is roughly equal to the rate at which the error between the u 
and the approximation u„ is reduced. For the new problem given by Equation (4.5), the 
procedure for solving the problem is exactly the same as given in Section 3.5.1; thus all 
the terms here will not be rederived but the equations used to find c, and/?, will simply be 
restated. 
As in the simple function approximation case, the objective function is a least 
squared norm of the equation residual; however the equation is now the differential, not 
the unknown. Taking the derivative of this equation with respect to the coefficient c„ 
yields 
-(Rn ,(x),0(x)) 
cn= } "'" " V (4.6) (On(x),On(x)) 
which can then be used to replace c„ in the new objective function to give 
. . (R„ , (X) ,0„ (X) ) 2 
with the bracket indicating the Z,2-Norm inner product as given in Appendix A.2. 
Once the values of the optimization parameter p„ are determined from the 
minimization of Equation (4.7), they are used in the solution of Equation (4.6). The#>, <I>, 
and c„ are then used to update the approximation to the unknown function u as well as the 
differential equation, and the iteration begins again. In the minimization of the objective 
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function, the Matlab Optimization and Genetic Algorithm Toolboxes are used. The 
internal mechanisms of these methods are beyond the scope of this work, however 
general explanations of these are given in Appendix A.3. 
4.1.1 Numerical Example: Poisson's Equation 
A representative and frequently encountered linear, static, Boundary Value Problem 
(BVP) is the Poisson equation 
-Au(x) = f(x) (4.8) 
that yields the Laplace equation when f(x) = 0 . The Poisson and Laplace equations are 
both common and important in many fields, including electromagnetic phenomena, many 
types of flows, thermal transport, and gravitation (Arfken and Weber [3]). Importantly, in 
two dimensions on a rectangular domain, the Poisson BVP can be used to represent the 
flow of a fluid through a duct. 
The method presented here has successfully solved the Poisson equation in two 
dimensions for homogeneous Dirichlet boundary conditions which are presented in this 
section, as well as for other general boundary conditions in Section 4.1.3. Domains and 
forcing functions have been chosen to mimic those studied by Kokkolaras (Kokkolaras 
[14]) so that an accurate comparison could be made between standard FEM and the 
earlier Sequential Function Approximation method. 
The domains are Q= [0, 1] in one-dimension and Q = [-l,l]x[-l,l] in two-
dimensions. For both examples, the Dirichlet boundary conditions are u = 0 on dQ. and 
the forcing functions are f(x) = x2mdf(x,y) = 27r, in one and two dimensions 
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respectively. The solution of the one-dimensional case is presented in Figure 4.1(a) and 
the convergence rates for the method along with several others are given in Figure 4.1(b). 
(a) „ (b) 
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Figure 4.1 One Dimensional Poisson's equation: -d(u)/dx =f(x) 
(a) Comparison of solutions (b) Comparison of convergence rates 
Figure 4.2(a) shows the value of the width factor/? as it appears in Equations 
(3.3). The locations of the basis centers at each iteration are shown in Figure 4.2(b). Lines 
are given to show the bounds of the function domain Q. 
(a) (b) 
15 20 
Figure 4.2 Optimization Parameters for the One Dimensional 
Poisson equation: -d(u)/dx =f(x) 
(a) basis width factor, (b) basis center 
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For the two dimensional case, (Kokkolaras [14]) has presented the development 
of the solution for bilinear forms using standard FEM. Those images have been copied 
here as Figure 4.3. Below that, Figure 4.4 shows the same progression using SOMA so 
that comparative visual analysis can be easily performed. 
Figure 4.3 Two-dimensional Poisson's equation: -Aw(x) = f{x) 
Finite Element Method with Increasing Number of Bases (n = 9, 49, 441) 
(a) Solution Approximation (b) Associated Squared Error 
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Figure 4.4 Two-dimensional Poisson's equation: -Au(x) = f(x) 
SOMA Method with Increasing Number of Bases (n = 1, 10, 100) 
(a) Solution Approximation (b) Associated Squared Error 
35 
4.1.2 Computational Cost 
When using radial basis functions for linear equations, if the dimension of the domain is 
denoted as D, then the number of non-linear optimization parameters determined in each 
iteration is D+\: one for each of the basis center coordinates plus one for the width factor. 
Methods which use Bi-splines have 3D parameters: the two basis widths and the basis 
center in each dimension. For the case of the Poisson equation in one and two 
dimensions, the number of parameters to find is 2 and 3, respectively. 
For an optimization problem with so few parameters, it has been found that each 
of the three Matlab optimization functions tried are roughly the same in terms of time and 
internal iterations required to find the optimized basis; these were fminunc, which is a 
simple, possibly unconstrained function minimizer, ga, which is a genetic algorithm 
minimizer, and patternsearch, which is a direct search method. A brief discussion of the 
differences between the three methods is given in Appendix A. 3. 
Table 4.1 Computational Cost for the 2-D Poisson equation 
Iteration 
0 
1 
20 
40 
60 
80 
100 
Generations 
-
51 
51 
51 
51 
54 
51 
Function Eval. 
-
1040 
1040 
1040 
1040 
1100 
1040 
Error Left 
100.00% 
27.50% 
1.73% 
0.76% 
0.45% 
0.28% 
0.20% 
4.1.3 General Boundary Conditions 
The first part of Section 4.1 deals exclusively with the homogeneous Dirichlet boundary 
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conditions; here is presented the solution of a set of general boundary conditions. 
Boundary conditions are important partly because they make a solution unique, but also 
because when solving the strong form in the cases where the forcing function is zero, the 
boundary conditions are actually what drive the initial iteration for the optimization of the 
objective function. 
The process for driving the basis functions to zero at the boundary and enforcing 
the Dirichlet conditions is described in Section 3.4.1 and given by Equation (3.7), 
therefore the equations will not be rederived but merely restated. The function S(x) is 
any simple function which is zero on the domain and is non-zero everywhere inside the 
domain while being otherwise unrelated to the solution u, and the function u0(x) is any 
simple function which matches the boundary conditions of u on the boundary but is 
otherwise unrelated to u. 
The function w0(x) appears only in the very first iteration after which it becomes 
part of the constant u„.i. The function S(x~), however, appears in every iteration because 
it is multiplying the basis function. Thus, the approximation becomes 
n 
u„(x) = S(x)-YJci®i{x,p„) = S(x)-cn®n(x,pn) + un_l{x), (4.9) 
and it is important to remember to carry the functionsS(x~) andu0(x)throughout the 
differentiation. 
Taking the same equations discussed in Section 4.1.1, one now applies general 
boundary conditions and describe the associated5(x) andQ(x) functions. For the one-
dimensional problem the Cauchy boundary conditions are applied: 
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w(0) = -1 and — 
dx 
= 4. 
For the two dimensional case, the Neumann boundary conditions are 
u(x = -\,y) = u(x,y = 1) = 0; 
du 
dx x=l 
= 0 a n d ^ 
dx = 0 
The boundary driver and enforcer equations for the Cauchy condition are, 
respectively 
„ , - ? dS „. . dS „ dy 
S(x) = x2 — = 2x P(x) =— + S- — 
dx dx dx 
with _y(x^  again being the argument of the exponent for the basis, and 
4 du 
u0{x) =—sin(;rx)-l —- = 4cos(;rx). 
n dx 
These equations satisfy the conditions because both S and P drive the basis function to 
zero at the left edge. With the basis and its derivative equal to zero at the boundary, the Q 
function then linearly superimposes the given boundary conditions. 
The u0 function is deliberately chosen to be much more elaborate than necessary 
because the simpler version u0 (x) = Ax -1 proved to be too close to the actual solution of 
the problem. Thus, the initial condition was chosen to be one very different from the 
exact solution to illustrate that inside the boundaries the u0 function does not need to be 
anything like the actual solution. The inverse, however, illustrates a point mentioned 
earlier: if something is known about the solution, the functions S and u0 can be 
constructed in a way so as to give the approximation a "head start." The solution 
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approximation, derivative approximation, and the convergence of the solution are 
presented in Figure 4.5. 
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Figure 4.5 Cauchy Conditions for One Dimensional Poisson: -d(u)/dx =f(x) 
(a) the function and approximation, (b) the first derivative and approximation, 
(c) convergence rate for 20 bases 
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In the case of the two dimensional Poisson equation with mixed Dirichlet and 
Neumann conditions, symmetry conditions are exploited by constructing the S function as 
though the physical domain were one quadrant of a larger domain with Dirichlet 
conditions on the new boundary. The computational domain is then the physical domain 
plus a small and sparsely populated extension. The function is shown in a set of mesh-
contour plots in Figure 4.6. 
(a) (b) 
Figure 4.6 Neumann Conditions for Two-Dimensional Poisson equation: 
-AwO) = f(x) 
(a) Mesh with Contour Plot, (b) Contour plot of solution with 50 basis functions 
4.2 Time Dependent Problems 
Typical finite element formulations uniformly discretize the domain in space and have 
different values for the associated coefficients in time (Chung [5]). Because SOMA 
optimally places the basis functions based on the error of the governing equations, one is 
free to lump the spatial and temporal dimensions into the same basis and to treat the 
whole problem as though it were steady state in two to four 'spatial' dimensions. 
One of the benefits of treating time as another dimension is increased 
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computational efficiency and accuracy; no matter the speed of a time marching scheme, it 
will always require a certain number of iterations for every single time step. Further, 
since the whole space-time solution is driven together by the boundary conditions and 
forcing function, error at one point in time is not propagated through to the rest of the 
future solutions, but in fact helps to drive the reduction in the overall error. 
4.2.1 Numerical Example: The Heat Equation 
One of the more important equations in thermal systems is the parabolic, linear, thermal 
diffusivity equations, also called the Heat Equations (Incropera, DeWitt [11]). The 
nondimensional form of the equation is 
1 dll(x,t) r-,2 /— \ y ^ 
v
 --V2u(x,t) = f on Q. a dt 
u(x,t)-ubc on dQ. (4.10) 
u(x,t = 0) = uo 
where Ubc can be a mixture of Dirichlet and Neumann conditions. 
The one spatial plus one time (1+1) dimensional case with no forcing term, with 
homogenous Dirichlet boundary conditions, and a with half-period sine wave as the 
initial condition is considered in this section. Extension to higher dimensions and other 
boundary and initial conditions is straightforward. If one multiplies through by a and 
define the approximation to u as the linear superposition given by Equation (3.1), along 
with the appropriate boundary functions S(x), treating the time axis the same as any other 
spatial axis for the purpose of creating S(x), then the objective function is 
= c„[^„(x,t)-a-<pxxn(x,t)] + Rn_,(x,t) (4.11) 
= c„4>(x,t) + R„_1(x,t) = Rn(x,t) 
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where <pt (x, t) = S(x, t) • exp(-/?2 [(x - xc )2 + (t - tc f ]) withO derived from Equation (4.11). 
By following the steps outlined in Equations (4.4)-(4.7) the computation was 
coded and run. The coefficient a = n~1, and was determined by running an exact solution 
through the differential equation. The domain of the problem is the rectangle 
x = (x,0e[0,1]x[0,2] and the variables were discretized by Ax = At = 1/49, which 
gives 50 data points in x and 100 data points in /. Finally, the tolerance on the differential 
equation was set at a stopping value of le-3. The approximation to the solution, 
convergence rates, differential equation residual and approximation error are given in 
Figure 4.7 (a)-(d), respectively. 
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Figure 4.7 Heat Equation in the Space-Time Domain 
(a) Approximation to the Solution, (b) PDE/Approximation Convergence Rate, 
(c) Error on the Approximation, (d) Residual on the PDE 
4.2.2 Computational Cost 
The program took 79 seconds as measured by the Matlab profiler to reach the 
required 100 bases; however, this is the total computational time required to solve the 
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entire problem. Additionally, the ratio of convergence times for different lengths of the 
temporal axis is less than the ratio of those lengths. The times for different lengths of the 
time axis are given in Table 4.2 for comparison, along with computational cost for the "2-
second" solution. 
Table 4.2 Computational Cost for the Heat Diffusion equation 
Time = 2 seconds, 
Iteration 
0 
1 
20 
40 
60 
80 
100 
Generations 
-
51 
51 
51 
51 
51 
51 
Function Evals 
-
1040 
1040 
1040 
1040 
1040 
1040 
Error Left 
100.00% 
14.67% 
0.85% 
0.36% 
0.24% 
0.17% 
0.12% 
Max Time 
1 Second 
2 Seconds 
3 Seconds 
Time per 
Function Call 
2.1e-4 seconds 
1.8e-4 seconds 
1.7e-4 seconds 
Function Calls 
per Iteration 
200 
240 
265 
%Total Time 
50% 
70% 
100% 
4.3 Non Self-Adjoint Linear Operators 
Non self-adjoint linear operators have proven challenging for some types of solution 
methods, including versions of the finite element method discussed by Davies (Meade 
[17]) and the sequential function approximation method utilized by Kokkolaras 
(Kokkolaras [14]). These challenges arose in the development of the weak or variational 
form of the differential equation and required the derivation of a transfer function from 
the domain of linear non self-adjoint operators to the domain of those which are self-
adjoint. 
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A benefit of solving the strong form of the equation is that it requires no 
variational form, and therefore no need to transform the equation. Because the equation is 
linear, the same steps used in the Poisson and heat equation can be used. In fact, for any 
order linear differential equation in any Z)-dimensional hyper plane, regardless of the 
coefficients, the equation can be converted from the approximation to a differential 
equation with parameters pT using the radial bases (p to a function approximation with the 
same parameters pT using the new basis O that is derived from the <p using the linear 
differential operator. 
4.3.1 Numerical Example: The Convection-Diffusion equation 
The convection-diffusion equation is a non self-adjoint equation that has application in 
the study of boundary layers. It has also been used by Meade, Kokkolaras, and Zeldin 
[19] in the case of sequential function approximation and by Fletcher [8] in the general 
FEM case. Those examples will be used as comparisons of the efficacy of the method 
presented here, which has no additional user time overhead versus other methods, such as 
the Finite Element Method, which were bound by the need to convert the equation to a 
self-adjoint one. 
For positive, nonzero viscosity term £ and positive, nonzero convective term X, 
the ratio between the two will be denoted as v = — and leads to the following version of 
the Convection-Diffusion equation: 
d2u du _ 
lbS~V~ck~ (4.12) 
K(0) = 0, K(1) = 1. 
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This equation has been studied extensively because of the physics which it is able to 
describe and because it has a simple analytical solution, making it a powerful test case. 
Two of the more frequently cited cases are v = 5 andv = 20 (Fletcher [7]). Using these as 
benchmarks, the relative speed and limited number of basis functions compared to other 
methods needed to accurately approximate the solution provide an excellent example of 
the power of the method. 
In his study of this equation, Fletcher [7] has produced graphs of the attempts by 
different methods to solve the convection-diffusion problem. Convergence rate graphs 
from Fletcher are shown for comparison with SOMA; in keeping with the nomenclature 
from Fletcher, the variable used in the subsequent figures will be T instead of u, as has 
typically been used in this thesis. A few of Fletcher's solutions from different methods 
show the difficulty some finite difference methods have encountered with oscillations 
due to the large gradient present near the right boundary. As long as there is no 
breakdown in the map between the basis function and its derivative, discussed more in 
Part II, the SOMA method is able to solve the steep gradient problem without any 
oscillations. 
On the domain x e [0,1] and with the Dirichlet boundary conditions of x(0) = 0 
and x(l)=l, the exact solution to the differential equation is 
e
vx
 -\ 
7X*) = - — - , (4.13) 
e -1 
and the domain is discretized with 101 nodes equally spaced, though for clarity only 21 
points are shown in the approximation/exact solution comparison plots in Figure 4.8. The 
graphs from Fletcher's work [7] sit directly below the SOMA solution plots for 
comparison in Figure 4.9. Finally, the convergence rates and basis centering for v=20 
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appear in Figure 4.10. For both cases, SOMA used 20 basis functions whereas Fletcher 
required an equal number of discrete nodes and basis functions. 
(a) (b) 
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Figure 4.8 Convection Diffusion Equation in One-Dimension: Uxx-v*ux=0 
Exact and Approximate Solutions for (a) v=5 and (b) v=20 
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Figure 4.9 Convection Diffusion equation in One-Dimension: uxx-v*ux=0 
Exact and approximate solutions [14] for v=20 using: 
(a) cell Reynolds numbers and different grid spacing, (b) an up-wind scheme. 
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Figure 4.10 Convection Diffusion equation in One-Dimension 
(a) Convergence Rates for Several Methods, (b) Basis Centers for the first 10 iterations 
The location of the basis function centers are included here to show that, because 
the basis functions are driven to zero at the boundary, the optimal center may lie outside 
the domain. For solutions that are very smooth these bases will be few and later in the 
approximation, where as a solution includes large gradients, SOMA may find that the 
optimal center actually lies outside the domain. 
4.3.2 Computational Cost 
The program ran for a maximum of 20 basis functions and required 6.18 seconds 
and 6.34 seconds forv = 5 andv = 20 respectively. The program typically randomly seeds 
the optimization for the first internal basis minimization iteration with all parameters of pt 
between [0 1]; however taking advantage of the flexibility in creating thinner bases 
afforded by using the ft -form described in Section 3.5.1, the seeding for the/9 parameter 
was modified such that it would be in the range [0 15]. 
For each of the three Matlab minimization functions mentioned in Section 4.1.2, 
the code was run for v=5 all to the same tolerance. The number of required function 
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evaluations and iterations is shown in Table 4.3. As can be seen, the genetic algorithm 
and direct pattern search methods are slightly more efficient than the simple 
unconstrained function minimization. Further, the genetic algorithm and direct search do 
not require gradient information, which is difficult to find analytically in these problems 
due to the nonlinearity of the parameters in the basis. 
It is exactly because these methods do not require gradient information that both 
the genetic algorithm (GA) and pattern search (PS) were used throughout this thesis. 
Table 4.3 Residual Values at Different Iterations for 
Genetic Algorithm, Pattern Search, and Fminunc optimization programs 
Iteration 
0 
1 
10 
20 
30 
40 
50 
Genetic 
Algori thm 
4.1833 
0.7206 
0.0332 
0.0029 
8.76E-04 
3.44E-04 
2.00E-04 
Pattern 
Search 
4.1833 
0.698 
0.0284 
0.0066 
0.0022 
6.78E-04 
4.00E-04 
Fminunc 
4.1833 
3.78 
0.1971 
0.1561 
0.0815 
0.466 
0.0203 
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Chapter 5 
Non-Linear Differential Equations 
Nonlinear equations require a slight modification to the methods presented in the 
previous chapter but can still be solved equally effectively, as long as the solutions do not 
contain extreme gradients nor shock/discontinuities. One of the most important and 
evident changes is that, with very rare exceptions involving cubic roots, the optimization 
objective function can no longer be decomposed into one equation for the coefficient and 
another for the basis. Subsequently, the weighting coefficient can no longer be solved 
analytically but now joins the width factor and basis center as objective function 
parameters. 
Another important aspect of the non-linearity of these equations is that the linear 
superposition of the bases now explicitly include the terms of the previous iterations 
instead of lumping all the terms into the previous iteration. Also, the u0 boundary 
equation implicitly is carried through the iterations as part of un.i. The following section 
will detail the methods and modifications required for the solution of non-linear 
equations in both space and in time. The simple, non-linear exponential growth equation 
will be used to illustrate the methods for setting up and running a non-linear equation, 
then progress to the incompressible Navier-Stokes equation to demonstrate the use of the 
method in solving complicated flow equations with internal rotational flows. 
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5.1 The Non-Linear Optimization Method 
Whereas all linear differential equations can be decomposed into the <D form given by 
Equations (4.4) and (4.5), there is no single model for non-linear equations. Therefore, 
the setup of the simple non-linear exponential growth problem is used to demonstrate the 
methods that have been found to be most effective for solving a non-linear problem. This 
problem demonstrates the growth and/or decay of a system. 
The growth equation is given by 
^- = -k-u2 (5.1) 
dx 
where the value k may be a function of the independent variable x. The u2 term gives the 
problem its non-linearity and is what prevents the decoupling of the weighting 
coefficient. Assuming the standard approximation to u, Equation (5.1) becomes 
d , 
-r(c„?>„+«„-,) + £(c„ ?>„+"„-,) =R*> (5-2) 
ax 
which after the requisite differentiation and algebra results in 
c
n9x,n +" , ,„- , +k(c2„<p2n + 2c„p„w„_i +u2n_i) = R n . (5.3) 
From simple inspection, two things become apparent: 1) the approximation at the 
previous n-1 time steps scales the middle term multiplied by k, and 2) the weighting 
coefficient c„ has a squared term. 
The effect of the first is that instabilities, poor problem setup, and purely 
numerical effects such as round-off error will more strongly propagate throughout the 
remainder of the solution. The second result causes a quartic term for the coefficient 
when taking the inner product of the residual and will become a cubic equation when 
differentiating the inner product. Experimentation with cubic root finders proved that 
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attempts to decouple the coefficient were fruitless because 1) the imaginary roots often 
prove to be the minimizer while the real root maximizes the problem, 2) the analytic form 
of the root required to decouple the coefficient is excessively complicated, and 3) for 
nonlinear equations of order higher than two, and for coupled equations, decoupling the 
coefficient goes from extremely difficult to nearly impossible. As such, the weighting 
coefficient joins the other two parameters in the objective function. 
Whereas linear equations have a specific "optimal" setup that allows the 
decoupling of the weighting coefficient from the objective function, this is not possible in 
nonlinear equations, so a number of different forms are possible. One was chosen 
specifically for its simplicity. Each derivative form of the variables is kept with the rest of 
its approximation, which allows for easier coding and debugging. Using this method, the 
growth equation takes the final form 
(*„?,.„ + «,,„-! ) + k(cn<P„ +*V,)2 =R„- (5.4) 
As was the case for Chapter 3 in function approximation and Chapter 4 for linear 
differential equations, the objective function is simply the Z2-norm of R„. Because the 
method still optimizes by reducing the square of the residual as much as possible for each 
iteration, the form of the method given in Equation (5.4) does not negatively affect the 
performance of the function minimizers. Further, its visual clarity and simplicity makes it 
a good choice for users, as compared to trying to collapse part of the terms into a separate 
constant variable. 
In certain cases, quasi-linearizations of the equation are possible, such as treating 
n 
the u2 term as u2n = ^ c f •cpi (Fletcher [8]); however, even this form still prevents the 
decomposition of the weighting coefficient and have negligible improvement in 
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convergence. Among the number of possibilities, the form given in Equation (5.4) has 
proven the easiest to visualize, code, and debug. 
In the example shown, the domain extends x = [0,1] and was broken down into 
101 equally space nodes, though again only 21 are shown for clarity. The Dirichlet 
boundary conditions isx(0) = 4and the coefficient k=l. Stopping conditions were 100 
bases and a maximum error of tol=le-3. Because a positive value is used for k the 
problem simulates exponential decay of the system. Figure 5.1(a) shows the solution 
while (b) shows the convergence rates. 
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Figure 5.1 Nonlinear Exponential Growth/Decay Problem 
(a) Solution Approximation (b) Convergence Rates 
Comparison of the convergence rate between the growth/decay problem and the heat 
equation of Section 4.2.1 reveals that for equations with equal number of optimization 
parameters, non-linearity itself does not substantially slow the method. Further, while 
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there must be the previously mentioned modifications to the setup to account for the non-
linearity of the system, because the method still utilizes the strong form of the equation, 
the additional coding overhead needed is kept to a minimum. 
5.2 Non-Linear Example Problem: Navier-Stokes Equation 
An often used validation case for numerical methods is the flow over a backward facing 
step governed by the incompressible Navier-Stokes equations. A method which is able to 
solve this problem must be able to resolve the rotational flow immediately behind the 
step. Further, because the geometry is not simple, some of the boundary conditions must 
be included as part of the residual that the method must be able to resolve. As such, its 
solution here shows the ability of this method to solve the strong form of non-linear flow 
problems over any given domain. 
The nondimensionalized incompressible Navier-Stokes equations are 
V • u = 0 (Continuity) (5.5) 
u-Vu+VP A(w) = 0 (Momentum). (5.6) 
Re 
In these equations in two dimensions u=(u,v), and u and v the x and y 
components of velocity, respectively. Re is the Reynolds Number defined as 
Re = — with characteristic velocity U, density p, and length scale L. A common 
M 
choice for the characteristic velocity is the maximum absolute value of the inlet velocity 
and the total length of the domain for L. Because the problem is incompressible, 
nondimensionalization of the density by itself reduces the variable to the constant value 
of one, thus its disappearance in the non-dimensional form. 
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5.2.1 Computational Domain and Boundary Conditions 
For the non-dimensionalized equation, the domain of the problem reduces to 
Q = [0,l]x[0,0.2]\Q,te/,, where Q.slep =[0,0.1]x [0,0.1] and the domain was decomposed 
into equally distributed points spaced Ax = Ay = 0.01 apart. For this example, the 
Reynolds number is Re=100. While many numerical methods employ a false-transient 
time marching technique to solve these nonlinear equations, the sequential optimizing 
nature of the SOMA method allows it to solve the steady state strong form of the 
equations directly. 
Viscous forms of the Navier Stokes equations require that the no-slip condition be 
enforced on all solid walls. For the inlet, the flow coming into the pre-step channel was 
assumed to be fully developed and steady with a form equal to a half sine wave. The 
outlet condition is not prescribed, thus the points on the outflow boundary are included in 
the set of grid points that the method must resolve. Thus, the boundary conditions are: 
w=v=0 on (x,y)S0ndWaii, and (5.7) 
u = -sin(27ry), v = 0 on (x,y)iniet. (5.8) 
I initialize the pressure to be equal to 1 at every grid point in the domain, and 
SOMA must calculate and approximate its boundary values as though they were located 
at internal nodes. 
5.2.2 Numerical Procedure and Results 
Due to the way the method works, the variables in Equations (5.5) and (5.6) must be 
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expanded through the chain rule such that the variables and their derivatives are explicitly 
shown. That calculation is not shown here but is straightforward to do. Each of the 
variables and derivatives are constructed so: 
dun dtp du 
u
n=cu,»<Pu,n +«„-,; -^!L = cu,n^— + -~±. (5.9) 
ox ox ox 
Once updated, the new approximations are plugged into the expanded Navier-Stokes 
equations to give the updated error. 
While it would be possible to use the false-transient solution method, SOMA 
would have to approximate the flux variables directly to approximate the derivatives. 
These derivatives would not be as accurate as the direct form because they are not part of 
the solution process as they are with the direct method. The problem domain is shown in 
part (a) of Figure 5.2. Parts (b) and (c) of Figure 5.2 show the resultant solution 
calculated by SOMA and a comparison finite element solution using Star-CCM+, 
respectively. Finally, a close up of the rotating flow region just behind the step is shown 
in Figure 5.3(a) and the sum of errors for the three coupled Navier-Stokes equations is 
shown in Figure 5.3(b). 
The program required 814 iterations in SOMA and lasted about 22 hours on a 
serial processor Linux laptop. Greater than 95% of the simulation time occurred within 
the Matlab Optimization routines. The final average residual for the three equations was 
H-Navier-stokes - 3x10"3. Within the recirculation region, the difference in the maximum 
velocity between the SOMA solution and the Star-CCM was 3.8% of the Star-CCM 
value. 
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Figure 5.2 Backward Facing Step Problem 
(a) Problem Domain (b) Full Solution (c) Star-CCM+ Reference Solution 
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(a) Circulating Flow Near the Step (b) Navier Stokes Residuals For Full Domain 
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Part II 
On the Non-Applicability of 
the SOMA Method to 
Problems with Extreme 
Gradients 
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Chapter 6 
Breakdown of Function-Derivative Map 
While the SOMA works very well for problems such as the incompressible Navier Stokes 
and Euler equations at low Mach numbers, for systems which involve very steep 
gradients in the unknown variable, those which are advection dominated, and those where 
there are discontinuities in the solution, the method can fail with too sparse a grid 
distribution. Comparisons are made between sequential and batch methods for function 
and derivative approximations to smooth and steep functions at different grid densities to 
illustrate why and how the analytical map between a function and its derivative can fail 
due to purely numerical means. 
6.1 Derivative Map Failure 
One of the most fundamental underlying assumptions of the SOMA method is that 
analytical knowledge of the basis function and its derivatives allows optimization of the 
basis parameters to minimize differential equations which then provide approximations to 
the unknown solution variable. If the map between function and derivative space breaks 
down, however, then the residual error on the PDE can be driven to some small value 
without the resultant variable approximation matching the true solution. 
When using the standard batch method, that is to say solving the matrix form for 
the coefficients, this break down in the map is not typically encountered because the basis 
widths are chosen a priori and kept constant, almost exclusively far below the range of 
parameters necessary for the map to break down. Usually this is acceptable, even when 
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nontrivial gradients occur, because the simultaneous solution of the weighting coefficient 
values allows for error increases across the gradient from one basis function to be 
canceled by another; however this is not the case at a given iteration for SOMA. Due to 
the incremental nature of the method, at any given iteration there is only a single basis 
being added and thus the reduction of error on one side of a steep gradient or 
discontinuity might add error to the other side if the basis is too wide. Thus, as a gradient 
in a solution variable becomes increasingly steep, either through strong boundary 
conditions or increasing advection dominance, the SOMA method begins to use 
increasingly narrow bases. 
As demonstrated with the convection-diffusion equations in Chapter 4, the SOMA 
method can successfully approximate some steep gradients without an excessive number 
of data points. With the increase in advection and/or a decrease is average grid density, 
however, the ability of the method to find the true solution becomes less and less tenable. 
For a certain range of grid spacing, SOMA can find the solution for good initial 
conditions and/or good initial search parameters for a given iteration step, but the 
accuracy of the general solution and likelihood of achieving the true solution decrease 
with decreasing grid density. 
When the variation of a radial basis function and its derivative across width 
values for 101 equally spaced nodes are compared, the breakdown of the derivative map 
becomes clear. Figure 6.1 shows the various functions for a basis centered at a node, 
whereas Figure 6.2 shows the same sequence for bases centered off a node. What is 
important to notice is that for any basis centered at a node, there will be at least one non-
zero value in the domain, regardless of the value of the width parameter. For bases 
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centered between two nodes, there exists some nontrivial range of width parameters such 
that basis derivatives can have a significant value while the function itself is nearly zero. 
In both figures, the vertical axes are the value of the functions and the derivatives while 
the horizontal axes represent the domain. 
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Figure 6.1 Nodally Centered Bases (left) and First Derivatives (right) 
(a-b)£ = 3.5 , (c-d)/? = 35 , (e-f)/? = 350 
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Figure 6.2 Off-Nodal Centered Bases (left) and First Derivatives (right) 
(a-b)/? = 3.5 , (c-d) J3 = 35 , (e-f)/3 = 350 
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From the final set of off-node centered bases it is evident that not only is there a 
map breakdown between the function and its derivative but information is lost about the 
derivative itself relative, viz the loss of symmetry for/? = 350. 
Quantification of the range of map breakdown can be difficult, but one way that 
has been found to demonstrate this range is by taking the L-2 norm of the function and its 
derivative. This norm gives a general feel for whether or not the function has any 
significant value throughout the domain, and when coupled with Figures 6.1 and 6.2 
shows ranges where the function and derivative begin to break down. 
The same bases from Figures 6.1 and 6.2 were used for the norm values, only this 
time across a much larger range of width parameters. Again, for the nodally centered 
functions, the norm limits to a value of one while the derivative value continues to drop 
to zero as shown in Figure 6.3(a). For the non-nodally centered bases shown in Figure 
6.3(b), the norm of the function dips down below le-3, essentially rendering it valueless, 
in a range where the derivative has a norm around 2.6. This indicates that even though the 
discrete basis is essentially a constant zero-valued function, its derivative is not zero 
valued, as visual inspection and numerical approximations would imply. The horizontal 
axes in Figure 6.3 show the values of ft2. In both of these graphs, the norm of the 
function has the smaller initial value. 
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Figure 6.3 Root of the sum of basis and derivative values squared 
(a) Nodally center bases, (b) Off node centered bases 
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Chapter 7 
Errors Caused by Map Failure 
7.1 Function Approximation Errors 
Function approximation provides a clear, simple example of the effect of break down 
between a basis and its derivative. SOMA is used to approximate several equations, 
either as a function itself or as a function's derivative. Figures 7.1-7.2 show examples 
where the method can match the forcing equation but not resolve its derivative or 
integral, respectively. Despite the small error associated with the forcing equation and its 
direct approximation, the other form has spikes and offsets and is shifted in parts. These 
errors stem from the break down in the map. 
Because the method here is only trying to approximate a function or one of its 
derivatives, it does not gain additional error reduction by eliminating the relationship 
between the function and its derivative. Section 7.2 illustrates examples where the 
method uses the ability to separate the two functions in order to drive errors on the 
differential equations below the threshold value without correctly approximating the 
unknown function. 
The graphs shown in Figure 7.1 show the results of approximations to functions 
as well as the derivatives from the resulting optimization parameter. The graphs shown in 
Figure 7.1 show the results of approximations to a derivative of a function as well as the 
function itself, resolved from the resulting optimization parameter. In each of the figures 
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below, the vertical axis shows the value of the functions while the horizontal axis 
indicates the location in the domain. 
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Figure 7.1 Approximation to Functions (left) and the First Derivatives (right) 
(a-b) u = abs(x), (c-d) u = sign(x) 
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3x o 
Figure 7.2 Approximation to Functions (left) and the First Derivatives (right) 
(a-b) — = sign(x), (c-d) — = abs(x) 
dx dx 
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7.2 Linear Differential Equation Errors 
If the convection diffusion equation solved in Chapter 4 is reevaluated with a grid 
spacing half as dense, the method can solve the PDE as before, driving the residual on the 
ODE below the error tolerance, but the recovered approximation to the flow variable u 
does match the exact solution (see Figure 7.3). Comparison of the iterative evolution of 
the solutions to the unknown and to the PDE in Figure 7.4 for the two different nodal 
densities shows starkly the effect of the map break down. 
For the case with an advection parameter v=5, the code works well for both grid 
densities. When the advection parameter increases to v=40, however, the method fails to 
resolve the unknown parameter u for the half dense domain. Examination of the residual 
iteration evolution shows where the map break down begins. For Figure 7.3, the vertical 
axis presents the value of the function, whereas the horizontal axis displays locations in 
the domain. For Figure 7.4, the vertical axis presents the value of the RMS residual, 
whereas the horizontal axis displays the number of basis functions used. 
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Figure 7.3 Convection Diffusion Equation for Different Grid Spacing Ax 
(a-b) Ax = 0.050, (c-d) Ax = 0.025 
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Figure 7.4 Convection Diffusion Residual Evolution for Different Values of Ax 
(a) Ax = 0.025, (b) Ax = 0.050 
In both figures, the PDE error start off larger than the approximation error 
7.3 Non-linear Differential Equation Errors 
Even though the map breakdown can occur with any equations that are advection 
dominated, typical grid densities require very high advection to diffusion dominance 
ratios to induce the breakdown in linear equations if the search parameters are set up 
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correctly. That is not the case for nonlinear equations, because the advection parameter 
can become a function of the local unknown value itself, such as in Burgers Equation For 
low viscous and inviscid versions of the Burgers equation, shocks can form in the domain 
as the solution advances in time from the initial condition. 
7.3.1 Burgers Equation in Space Time and Time Marching 
The Burgers Equation in time marching form is given as 
S<^)+u(xt)du(x,t) =vd2u(x,t) ( 7 1 ) 
8t dx dx2 
where v is the viscous term. It is often useful to use the non-dimensionalized form of the 
Equation [13] that has the form 
du(x>()
 +u(x,t)du(x't) = J _ d 2 » ( * . Q , (7.2) 
3t dx Re 3x2 
Re is the Reynolds Number defined as Re = with characteristic velocity U and 
v 
length scale L. A common choice for the characteristic velocity is the maximum absolute 
value of the initial velocity and the total length of the domain for L. 
7.3.2 Computational Domain and Boundary Conditions 
For the non-dimensionalized equation, the spatial domain of the problem reduces to 
x = [0,1], and the domain is broken into 151 equally spaced points. The program was run 
in a time range of t = [0, 0.85] seconds with a time step selected to be A? =0.05 seconds 
to show the propagation of the wave before, during, and after the development of the 
shock. 
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The Burgers equation develops a shock during the solution for sine-form waves 
with fixed boundary conditions and a Reynolds number greater than 5xl02 (Figure 7.5). 
For the density of points given above and Re = lxlO3, the SOMA method captures the 
shock that develops for the following initial and boundary conditions: 
w(0,0 = w(U) = 0, and (7.3) 
u(x, 0) = uo= sin(2;rx). (7.4) 
This formulation produces a standing wave (Figure 7.5) in the domain whose peaks move 
towards the center resulting in a shock at roughly t=0.2 seconds. Throughout the entire 
solution process, the location and number of nodal points in the domain remained 
constant; the bases adapted themselves to the solution. 
This specific run did not develop many spikes associated with the function map 
break down, though other similar simulations have failed. This is likely due to the effect 
of the random seeding at each iteration that is used by the genetic algorithm optimizer. As 
the Reynolds number increases into the inviscid domain or the grid density drops below 
about 100 equally spaced nodes, the method begins to have spikes more regularly. It was 
these effects that gave me some of the best early insight in the reasons for SOMA'S 
difficulties with shock problems. 
The reasons for the failures also indicate that solutions containing discontinuities, 
if the nodes are roughly equally distributed, will need at least 100 nodes per span of 
length in each direction. Thus, a unit square will need 1002 = 10,000 grid points, a unit 
cube will require 1003 = 1,000,000 grid points, and a unit hypercube in 4 dimensions, as 
in a transient three dimensional problem, will need 1004 = 100,000,000 grid points. As 
these grid density requirements are simply unfeasible with present, and with foreseeable, 
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computing technology, it is clear that the method, as presently designed, could not 
effectively handle shock problems. 
73.3 Numerical Procedure and Results 
An implicit time marching method is used in the solution of Burgers Equation. This 
method is inherently stable (Anderson, [2]) and allows time steps to be chosen without 
regard to grid spacing. However, as Anderson points out, inherent stability does not 
equate to accuracy; further, it is not the steady state solution which is of interest but the 
actual transient results. As such, the time step was chosen to allow for several time 
iterations to occur before the shock and then to show the continued dissipation in the 
wave. 
Using the same procedure explained in Section 5.1, the Burgers Equation with 
time marching is 
1 / 1+Al t+At . ,,1+ht „ t\ , 
At 
(Cn <Pn +"»-! XCn <Px,n + Ux,n-\) ~ (7-5) 
V n Txx,n xx,n-\-f n 
For time t+At=At, the approximation to u and its derivatives were set to the value of u0 
and the associated derivatives. At the end of each time step, the values of the 
approximation to u were used as the initial values for the next time step. In this manner, 
the method finds the change in the variable and its derivatives from one time to the next 
instead of having to find the whole value of the variable at every time step. 
As mentioned, stability does not ensure accuracy, therefore, the code ran at each 
time step until the Z2-norm of the PDE residual was less than lxlO"3. As has been shown 
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in previous examples (cf, Figure 4.7, Figure 5.1), the error between the approximation 
and the analytical solution is an order of magnitude or two better than the PDE residual, 
so it is possible to relax the tolerance on the PDE and still obtain an accurate solution in 
less time. 
The approximation to the solution of the Burger's Equation is shown in Figure 
7.5(a) for a series of time steps, including the initial and final states, and around t=0.2 
where the shock fully develops. Figure 7.5(b) shows the full solution in space-time for 
reference. 
(a) (b) 
u(x,t) 
Figure 7.5 Burgers Equation Using Time Marching 
(a) Burgers Equation through time, (b) The Space Time Plane 
Key for Figure 7.7(a) 
t(l) = Os, t(2) = 0.11s, t(3) = 0.22s, 
t(4) = 0.32s, t(5) = 0.49s, t(6) = 0.85s 
Burgers equation in a full space time simulation was, concurrently with the time 
marching form, a key factor in determining why the SOMA method was failing for 
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equations with discontinuities. When attempting to solve the equation in space-time, the 
method would fail to resolve the correct flow parameter while still being able to reduce 
the PDE residual below the error tolerance. Because SOMA could not correctly resolve 
the solution in space time but could if it was applied to a time marching scheme and a 
dense number of grid points was the impetus to finding what width parameters the 
method was using and what types of bases and derivatives those widths produced. Figure 
7.6 below shows the faulty approximation to the unknown solution to Burgers equation 
while the associated errors on the PDE are mostly eliminated. 
Grid densities were compared in the spatial direction between the time marching 
and the space-time formulations and noticed that the successful time marching schemes 
utilized far denser discretizations. When nodal densities approaching those used in the 
space-time domain were used in the time marching scheme, it, too, failed. Noticing this 
phenomenon, the search into the failings for linear, function approximation, and simple 
radial basis function to derivative comparison cases was initiated. 
Even though the method fails around shocks when the density of the grid 
population is too low, when the method does work around steep gradients, it does so 
without the presence of numerical oscillations (cf Kokkolaras [14], Fletcher [8]). This 
ability to avoid spurious oscillations gives insight into how the method might be modified 
in future work to allow for the solution of shock problems. Chapter 8 will detail the 
future direction of work on this method and give reference to the areas of numerical 
simulation from which the ideas are drawn. 
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Figure 7.6 Burgers Equation Solution in Space Time 
(a) Failed Burgers Equation Results, (b) Burgers Equation PDE Residual 
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Chapter 8 
Future Work for SOMA 
8.1 Adaptive Grids and Multiple Bases 
Many methods exist to overcome the problem of numerical oscillations around shocks. 
Some authors have utilized adaptive grid methods in order to capture shocks while 
reducing those numerical oscillations. Even though the SOMA method does not have the 
same problem with grid oscillations that other methods do, the use of an adaptive grid 
system could play a very important role in shock capture. 
Use of this type of a method would allow for the solving of large systems with 
multiple variables, something which can cause batch methods to fail due to memory 
issues, without the failures associated with the function to derivative map and without 
having excessive numbers of data points. Correctly constructed, this addition would still 
contain the meshless element of the system because nodes would be added within a given 
local domain, could be randomly distributed, and would not require a new mesh 
formulation. 
Adaptation of the grid can be coupled with the insertion of multiple bases per 
iteration, perhaps in the range of a 3-8, which would allow the reduction of errors across 
a shock from the addition of new basis functions. By the coupling of these two methods, 
a limit could be enforced on the width parameter to keep the basis functions from 
becoming too narrow, which in turn would allow the adaptive grid methods to more 
sparsely populate the shock region, while still capturing the shock. 
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8.2 Advanced Modifications to SOMA 
8.2.1 Local Domain Sub-division 
One other modification to the method which could be very useful in and of itself, 
as well as allowing for the addition of other modifications, is the use of non-globally 
supported basis functions. The use of locally defined domains and basis functions is well 
attested in the CFD literature and is used throughout finite difference, volume, and 
element methods, as well as in other meshless radial basis methods. 
If something is known about the domain of the problem in regards to 
discontinuities, then the local domains could be constructed in such a way as to help 
separate different flow regions. When the problem does not provide information a priori 
about the location of various flow regions, then the same method used in the adaptive 
grid portion could be applied to decompose the adapted grid into local sub-regions 
defined by the presence or absence of sharp gradients and the density of nodal points. 
Along with other benefits, locally defined, but still meshless, basis functions open 
the door to other powerful methods, two of which are explained below. 
8.2.2 Upwind Schemes and Riemann Solvers 
Beyond the simple fixes such as grid adaptation and the use of multiple bases per 
iteration, there are more advanced techniques available for the solution of shock 
problems. Two common means for solving shocks problems that arise from the Euler and 
Navier-Stokes Equations are upwind schemes and Riemann solvers. While these have 
typically been applied to batch methods, the basic principles could be applied to iterative 
methods. 
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Because these systems were developed for batch methods, as well as typically not 
utilizing the special characteristics of meshless methods, some modification would 
obviously be necessary. That said, the coupling of adaptive grids, multiple basis functions 
per iteration, locally defined basis functions, and upwind and Riemann schemes would 
allow for sparse nodal distribution that can still capture shocks without the function to 
derivative map break down and without the advent of oscillations around discontinuities 
in the flow domain. 
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Chapter 9 
Conclusions 
Development of a mesh free and adaptive method that uses radial basis functions in the 
solution of governing equations is the goal of the work that is presented in this thesis. 
Specifically, the method is one which increases the approximation accuracy, and 
decreases the user effort and computational cost, in the solution of differential equations. 
Accuracy is increased since the method solves the strong form of the governing 
equations; user effort is decreased by removing the need to develop weak or variational 
forms of the governing equations; and computational cost is reduced because the typical 
matrix formulations are replaced with the iterative minimization of nonlinear algebraic 
functions without the need for grid refinements or re-meshing. 
Even though the method is successful in its tasks for many types of problems, 
including complex flows governed by the Navier-Stokes Equations, the method does fail 
when applied to problems with discontinuities in the solution. 
9.1 Sequentially Optimized Meshfree Approximation 
The point and intent of this thesis is the introduction, explanation, and validation of a 
mesh free, sequentially optimizing function approximation method utilizing radial basis 
functions. This method can be applied equally effectively to functions in algebraic 
equations as those in differential equations. Further, because it is a mesh free method, the 
need for rectangular computational grids or for element-node-cell triangulations is 
82 
removed, allowing for greater ease in the discretization of a flow domain. 
Sequential approximation methods have their origin in the field of artificial neural 
networks, especially the work of Meade and Fernandez [18], and Meade and Zeldin [20]. 
By coupling sequential approximation of a function with typical function approximation 
techniques, any number of algebraic or differential equations in any number of space-
time dimensions can be reduced to a single non-linear algebraic equation By forming 
these equations in such a way that they represent the error in the approximation, methods 
of weighted residual and non-linear optimization techniques are applied to optimally and 
sequentially improve the approximation to the function(s). 
Radial basis functions were used for the approximation, which has a two-fold 
positive impact. First, it allows for the solution of the strong form of the error which 
removes the need for weak and variational forms of the governing equations. This 
produces a locally more accurate solution throughout the domain. Second, because the 
value of the basis is given by a known/chosen constant and a simple distance equation 
between a known/chosen basis center and any other node of interest, the method requires 
not meshes, cells, elements, volumes, nor rectangular grids. This reduces computational 
cost and programmer effort and time. The method can enforce boundary conditions with 
simple boundary driver and enforcer equations in the case of Dirichlet and some 
Neumann boundary conditions, as well as with symmetry or boundary error for other 
Neumann conditions, or through the inclusion of the boundary conditions in the residual 
error. Further, the application of the method to other boundary conditions, such as 
Cauchy types, is straightforward and is demonstrated in Section 4.1.3. 
Further, because the location of the basis centers is not required to be at an actual 
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discretized nodal point in the domain, and because the bases are optimally centered, the 
method has many of the advantages of adaptive grid methods without the need to 
rediscretize the domain at each iteration. 
This grid advantage, when coupled with the optimally chosen width and 
weighting coefficients, means that the method can optimally build a set of bases even in 
the presence of some large gradients without the issues of numerical oscillation found in 
some finite element and finite difference methods. Further, the method has the ability to 
solve unsteady problems, treating time as just another dimensional axis. For smooth 
functions and even many with steep gradients, the computational time and cost can be 
reduced by including the temporal axis in with the other spatial dimensions. 
By combining the sequential and optimal natures of the function approximation 
with the power and freedom associated with the mesh free radial basis functions, the 
method is able to accurately represent the solution to algebraic and differential equation 
quickly; convergence rates tend to range between superquadratic and exponential and are 
better than those of uniform grids and earlier optimized methods. The use of direct 
pattern search (PS) and genetic algorithm (GA) methods allows for the rapid optimization 
of parameters because they do not require information on the gradient of the objective 
functions, nor do they require the time to numerically approximate the Jacobians and 
Hessians. This is important because the non-linearity and complexity of even simple 
differential equations makes the development of analytical gradient and Hessians difficult 
to impossible. Further, simple choices for starting points and search ranges can enforce 
monotonic decrease in the error without affecting the ability of the PS and GA methods 
to find the optimal basis parameters. 
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Also, even though the focus of this thesis has been equations in the realm of fluid 
dynamics, the method can be applied to any differential equation, meaning that there is 
no limit to the number of fields to which it could be applied. 
9.2 Difficulties with Discontinuities 
Even though the method works well for continuous systems, even some with steep 
gradients, once the gradient in the solution becomes too deep or involves a discontinuity 
such as a shock, the SOMA method can fail. This failure is caused by the ability and 
necessity of the sequential part of the method to choose increasingly narrow basis 
functions, which leads to a breakdown in the map between what is analytically and what 
is numerically a derivative of a given function. In the limit as the number of points in the 
domain approaches infinity this break down disappears, but the number of grid points 
required for this to be true in problems where shocks occur is untenable, even in two 
dimensions. 
In order to get past this block, a number of paths have been proposed, including 
the use of adaptive grid methods, locally defined solution domains which partially 
overlap and whose union spans the entire global domain, and the use of advanced 
numerical schemes such as upwind methods and Riemann solvers. Future work in these 
areas will hopefully allow the SOMA method to be able to handle even problems 
involving shocks. 
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Appendix A 
A.l Types of Radial Basis Functions 
Radial basis functions were introduced in Section 2.3. Throughout this thesis, Gaussian 
radial basis functions were used; however, there is a wide variety of forms of the radial 
basis function which all share the concept of a radial distance from some center point to 
give the basis functions its value. If we assume that xc is the vector of center coordinates 
and x is any other point in space, then the scalar radius r is given by r=|brc-jt||. 
Using these definitions, some of the more commonly used (Driscoll [6]) radial 
basis functions are given by: 
Linear Splines (p-r (7.6) 
Cubic Splines, <p = ri (7-7) 
Thin Plate Splines, cp = r ln(r) (7.8) 
Multiquadratics, <p = y]l- fir2 (7.9) 
Gaussian, ?> = exp(- /?r 2 ) . (7.10) 
The splines do not have the width parameter/?, meaning that their use requires one fewer 
parameter per variable per iteration, but the loss of the width parameter decreases the 
flexibility of the basis. The presence of the width factor has been shown by Kansa [23] to 
increase the convergence of partial differential equation solutions, even when using crude 
search methods. 
Among the other benefits of using radial bases is the reduction in parameters. 
Two other commonly used non-radial bases, the piecewise continuous Bl- and B3-
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splines, have 2 and 4 width values per direction, along with the center, whereas radial 
bases only have at most one width. Thus, for a space of D dimensions, the Bl-spline has 
3D parameters, the B3-spline has 5D parameters, but the radial basis function only has 
D+l parameters. When including the weighting coefficient in the search, each of those 
parameters is increased by one, regardless of the value of D. 
A.2 Norms, Inner Products, and Vector Spaces 
In order to determine how faithfully an approximation represents a solution, it is 
necessary to have some acceptable mathematical formulation for describing the distance 
between the true solution and the current approximation. For some linear space P of 
vectors which obeys the standard multiplication and addition rules, P can be said to be 
normed if there exists some real valued function therein which obeys 
(a) | / | | > 0 V / * 0 (positivity) 
(b) | a - / | | = | aH | / | (homogeneity) 
(c) | / + g\\ < \\f\\ + \\g\\, (triangle inequality) 
where/geP and a eR. Under the assumption that all these hold, one can define the 
distance formula between any two functions/and g as | / - g||. 
There are a countably infinite number of ways to define the norm (Horn and 
Johnson, [19]), though some can be generalized by 
l/lhfeW'f (7.1D 
V • J 
with p existing in the set of non-zero natural numbers. Because distances, and thus the 
radii used in radial basis functions, are typically calculated with p=2, or the L2-Norm, in 
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standard Euclidean space (Weisstein [42,43]), the L2-Norm is the norm I've chosen to 
work with throughout this thesis. 
Associated with the L2-Norm is the inner product between any set of functions 
which exists in the same Euclidean space. This inner product (Young [28]) has the 
following properties: 
(a) ( / , / ) > 0 V / * 0 (positivity) 
(b) (f,g) = (g,f) (symmetry) 
(c) (f,ag + fih) = a(f,g) + fl(f,h). (linearity) 
where f.g.heR" and a,/3 e R . With the inner product described, the definition of the L2-
Norm is 
l/h+VCM (7.i2) 
which obeys the following: 
(a) \(f, g)\ < \\f\\ • \\g\\ (Cauchy-Schwartz Inequality) 
(P) (f>g) = (g> f) (symmetry) 
(c) | / + rf+|/-rf=2(|/|2+Hr) (parallelogram law) 
(d) \\f + g\f = \\ff + \\g( iff(f,g) = 0. (Pythagorean law) 
Because our L2-Norm inner product space has the property f [/(x)] dx < oo, the 
norm can be restated in the form 
</>/>=L[/«]2*=i/fc- (7-i3> 
This is the form of the inner product used throughout the work presented in this thesis. 
91 
A.3 Pattern Search and Genetic Algorithms 
At the core of this sequential optimization technique is the minimization of the objective 
function, both in general as the iterations increase and at each iteration to find the width 
factor, basis center, and weighting coefficient. To that end, some technique is required for 
searching over the space of possible basis parameters to find the combination which takes 
care of as much error as possible per iteration. 
Several numerical minimization methods exist, each of which are better for 
different types of objective functions. Because Matlab was used throughout the 
development of the method presented in this thesis, the three minimization programs 
which were used and discussed here are: 
1) A simple unconstrained function minimization code called fminunc, 
2) a direct line search method called patternsearch, and 
3) a genetic algorithm search method called ga. 
The fminunc method is the most general of the methods; it uses the gradient and Hessian 
of the objective function to move from a starting point to the minimized set of parameters 
(The Math Works, Inc [15, 16]). Pattern search and the genetic algorithm use different 
and slightly more complex search methods which can cause them to run slightly slower in 
a limited number of cases but can prevent being stuck in local minima and can find the 
optimal solution even if the objective function has a large flat region or discontinuities. 
Because fminunc uses the gradient and Hessian to move by the steepest decent 
method, it is very fast for smooth, continuous functions with enough of a slope in the 
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parameter space to drive it to the correct solution. However, because the movement in the 
parameter space is driven by the gradient of the function, large flat regions can cause the 
program to fail. Further, a major drawback of fminunc is that it begins to break down in 
the region of very steep gradients and discontinuities. While this method can be faster 
than patternsearch and ga in some limited cases, those are restricted to smooth 
continuous functions which are solved quickly enough to render the time savings 
negligible over all. These two findings have led me to choose patternsearch and ga over 
fminunc. 
The patternsearch program does not require any information about derivatives of 
the objective function, something which is very beneficial with the inherent non-linearity 
of radial basis function parameters in even the most simple function approximation. The 
direct search methods start with an initial point in the parameter space and then check a 
number of points equidistant from the starting point (The Math Works, Inc [15]). The 
program then polls these points and moves to the point which minimizes the function the 
most, at which point it selects a new set of equidistant points in other directions to poll. 
In this manner it continues until the change in the error over a certain number of 
search steps drops below some tolerance. By allowing the search program to move even 
if the value of the objective function remains constant, the program can move across flat 
areas in the parameter space. It can also to help the program to avoid local minima. Direct 
search methods are very effectively in the solution of both smooth and discontinuous 
problems; however, there are many instances where it has been found that the genetic 
algorithm is slightly better than the pattern search. 
Genetic algorithms utilize generalized biological and natural selection theories to 
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find the minimum of a function (The Math Works, Inc [15]). In general, they seed a 
portion of the solution space with randomly generated test points. These test points are 
then used as "parents" to create "children" points in the space based upon which points 
produce the minimal function values. There are rules for which parent points are chosen 
to mate, how the parents are used to create the children, and random mutations in the 
creation of the children to effect random changes in the new generation that can lead to 
increased speed and efficiency in finding the optimized parameters. It has been noticed 
that as the objective function becomes increasingly complex, this large seeding of the 
parameter space leads to a noticeable improvement in convergence in some cases. 
