In this paper we analyze the evolution of city size distributions over time in a regional urban system. This urban complex system is in constant flux with changing groups and city migration across existing and newly created groups. Using group formation as an emergent property, transition probabilities across the different groups were calculated. While short-term transition appears chaotic in the intermediate and lower rank groups, long-term transition across all rank groups reveals system structure over time.
Introduction
Cities are the by-product of the conflict between deglomerative diseconomies of scale and agglomeration forces (Rosser, 1991) . The interaction between fast and slow variables is often characterized by instability, which is revealed as fluctuations that trigger abrupt change above a critical threshold (Brock and Hommes, 1997) . Since economies are subject to bifurcations, fundamental features, such as urbanization, can exhibit multiple regimes (Krugman, 1991a) . Two regions could be relatively "equal", but a shift in critical parameters (e.g, land use) could trigger a bifurcation leading to divergent growth (Fujita and Mori, 2005) . Discontinuities can be conceived as thresholds between levels of a panarchy, and may be expressed as gaps in rank-size distributions of variables in economic systems, such as city size in urban systems, and define aggregations of variables of similar size and frequency (Garmestani et al. 2009 ). These size classes (i.e., aggregations) reflect the scales of opportunity (i.e., attractors) available in a given system (Garmestani et al., 2007) .
Viewing the great diversity of urban systems worldwide makes one observation clear: highly variable size and activity arrangements are extant at multiples scales (Fujita and Mori, 2005) , and city-size dynamics are more complex than predicted by classic urban theories on the subject (Dimou and Schaffar, 2009) . Analyses that may apply at one scale may not apply at larger or smaller scales, thus the conclusions derived should be so qualified (Kim and Margo, 2004) . A classic paper (Hotelling 1929 ) on firm dynamics may provide a further explanation of why cities self-organize into discrete size classes separated by thresholds. Hotelling (1929) has noted that competing firms exhibit tendencies to be very similar in terms of the quality of their goods and services. In his model, he found that two firms in competition arrived at a dynamic equilibrium that exhibits resilience. As more competitors enter a system, they become clustered near their competition, but not so close as to create instability. Hotelling contends that when a new firm begins business, it will slightly change its product from that of its competitors. If the product is exactly the same, it will produce a price war, which would generate instability in the system. This slight "improvement" in the existing product will make the new product more attractive to potential buyers. In this manner, a new firm can try and capture buyers for the new product from those that were already purchasing a similar, older product. Hotelling described this phenomenon by giving the example of a box standing on its end, which is a stable equilibrium, even though the box can be tipped over by a perturbation. For instance, if two competitors become too similar as their competition intensifies, this could lead to the elimination of one of the competitors, or in Hotelling"s example, a reduction in the area of the box touching the stable surface. This observation is remarkably similar to Holling"s characterization (Holling 1986 ) of the attractors in complex systems, where the resilience of these domains of attraction fluctuates based upon the interaction between the variables (e.g., cities) and the system in which they reside (Gallopin 2006) . How then does Hotelling"s premise apply to competition between cities? If we substitute cities for Hotelling"s firms, similar dynamics are revealed. Cities are in competition with each other for resources, and slight improvements in cities (e.g., infrastructure) likely play a role in the observed clustering in city size distributions (Garmestani et al. 2007 (Garmestani et al. , 2008 . In order for a city to cross the threshold from a small size class to a medium size class, for instance, would require a much larger change in the city"s amenities. Krugman (1991b) has shown that regional divergence is triggered by crossing a threshold that triggers positive feedback in the growth of that region. So, for instance, two cities of similar size have similar amenities, but one of the cities has been able to convince a large automobile manufacturer to locate in it. Cities compete and attempt to attract more people, activities, and businesses (Pumain 2000) , and a more competitive environment ignites growth within cities (Rosenthal and Strange 2003) , and more diversified and innovative cities are larger than traditional manufacturing cities (Black and Henderson, 1999) . This development could be the driver to create a positive feedback loop that drives this city"s growth rate high enough to escape the attractor it has been associated with and make the jump to the next larger size class.
While the previous discussion is important in conceptualizing the possible micro-behind urban system formation, in this paper we emphasize that the identification of pattern, such as regional population distributions, is essential to revealing scale and the levels of a panarchy (Garmestani et al. 2009 ). Prior to this study, Garmestani et al. (2007) analyzed time series, city-size data from the southeastern region of the United States used in this study and found that the distributions were discontinuous, as theorized by Bessey (2002) . On a regional level, the results indicate that city growth is not driven by small, random growth forces. Rather, the results show that growth is correlated to size, with smaller cities exhibiting higher growth rates and larger cities exhibiting lower growth rates (Garmestani et al. 2007 ). Urban systems can manifest multiple regimes, and size classes are evidence of hierarchical organization, while power law fits for each size class are indicative of discrete ranges of scale at which cities are governed by similar processes (Garmestani et al. 2008) . Unlike physical systems, social systems may exist in states that are not always well defined. Water, for instance, exists in gas, liquid and solid states. On the other hand, the concepts of large and small in regional urban systems may be thought of as relative.
Building on the empirical work of Bessey (2002) and Garmestani et al. (2007 Garmestani et al. ( , 2008 this paper focuses on a regional urban system, namely the southeastern region of the United States over the period from 1860 to 1990. In particular we attempt to characterize the system dynamics that lead to the formation of groups of cities with similar sizes. Towards these ends, transition (Markov) probabilities across the different groups and among different periods of time are calculated and analyzed. Unlike earlier studies (e.g. Black and Henderson 2003) we do not define the number of states or characterize cutoff points between states according to some set of rules but take group formation as an emergent property.
Data
An urban system is defined as a human settlement above a threshold population size that satisfies the functional requirements of that population (Bessey 2002) . A definition of city size in a distribution of urban systems is critical because the manner in which these city sizes are defined may account for much of the variation in empirical data (Berry 1971) . This analysis used a U.S. Census data set incorporating the urbanized area (UA) definition as its foundation, as described by Bessey (2000) . A UA comprises a central place and the urban fringe, which includes other "places" (Bessey 2002) . The Bureau of the Census officially defines a "place" as a concentration of population, which must have a name and be locally recognized, although it may or may not be legally incorporated under the laws of its state (Bessey 2002) . Outside of UAs, an "urban place" is any incorporated place, or census designated place (unincorporated), with at least 2500 inhabitants. Bureau of Economic Analysis (BEA) regions were used as the units of analysis in this study (Bessey 2002 ).
Many of the Census units have evolved through several definitional changes over the last 120 years. BEA regions comprise defined entities whose boundaries hold historically, and the UA data was aggregated into regional units. Analyzing the data based on BEA regions allowed for research along smaller and more uniform biophysical, economic, and socio-cultural characteristics, but primarily functional attributes such as commute-towork patterns and newspaper circulation (Bessey 2002) . With time, investments in the built environment, particularly transportation and communication infrastructures, might overcome biophysical and geographic barriers, resulting in functional integration between cities and regions (Bessey 2002) . Initial conditions (geophysical and economic) can loom large in competitive city growth processes (Bessey 2002) . Dendrinos (1992) describes the existence of a relative, per capita, product developmental threshold below which urban wealth variations over time are almost negligible. A city"s relative population share and wealth appears to depend heavily on its past and current location relative to this threshold. Garmestani et al. (2007) ranked urban systems in order of population size to determine whether discontinuities existed within the city-size distribution. The data used are presented in Table 1 and the results of the empirical exercise are given in Table 2 . This study used a BEA dataset of cities in the southeastern region of the U.S. The regional analysis was originally chosen due to the landscape self-similarity of processes in the region of analysis, and because national level analyses follow geopolitical boundaries that obscure regional pattern. City size distributions were analyzed by using simulations that compared actual data with a null distribution established by estimating a continuous unimodal kernel distribution of the log-transformed data (Silverman 1981) . Significance of discontinuities in the data was determined by calculating the probability that the observed discontinuities were chance events by comparing observed values with the output of 1000 simulations from the null set (Restrepo et al. 1997) . Because the number of cities varies from 50 cities in 1860 to 310 cities in 1990 constant statistical power of 0.50 for detecting discontinuities was maintained (Lipsey 1990) . While the application of a null model is the best method for determining city size aggregations, the results were confirmed with a form of the split moving-window (SMW) boundary analysis (Webster 1978; Ludwig and Cornelius 1987) and hierarchical cluster analysis (SAS Institute 1999). A gap was defined as an area between successive city sizes that significantly exceeded the discontinuities generated by the continuous null distribution (Allen et al. 1999 ). An aggregation was a grouping of three or more cities with populations not exceeding the expectation of the null distribution (Allen et al. 1999) . City size aggregations were defined by the two end-point cities that defined either the upper or the lower extremes of the aggregation (Allen et al. 1999) . 
Methods
The complex urban system described above is characterized by city groups or states. We analyze the manner in which city sizes evolve over time by estimating transition or Markov probabilities among these states. Markov probabilities enable a systematic analysis of the evolution of a system characterized by a vector of states. In this study each state consists of a cluster of cities identified as size classes in Garmestani et al. (2007) . For example Garmestani et al. (2007) identified three size classes of cities for the decade of 1990 and hence we consider the number of states for this decade to be 3. Furthermore, states are ordered according to the size of the cities contained in them: the state with largest cities is denoted by 1, the state with the second largest cities by 2 and so forth. Figure 1 shows the number of states as a function of time. Note that due to selforganization the number of possible states in a given decade is fluid and may or may not be the same across consecutive periods. For instance, the number of states decreased from 4 to 3 between 1880 and 1890, remained unchanged in 1900, and increased to 5 states in 1910 (Figure 1) . With ordered but a variant number of states over time it is not possible to define a one-to-one correspondence between initial and final states. A city that is in state i in a given decade may transition to state j some decade later. How i and j relate to each other is only well-defined for those decades where both the initial and the final number of states is the same.
Figure 1: Evolution of total number of states
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Results
As Figure 1 shows the periods with recurrent total number of states are {1890, 1900, 1970, 1980, 1990} with N=3, {1860, 1870, 1880} with N=4, and {1910, 1940, 1950, 1960} with N=5. An interesting regularity across these groups can be identified: each group contains at least four decades, three of which are consecutive. This suggests that the system self-organizes to maintain a degree of stability over a period of time with respect to the total number of states. This stability is eventually broken indicating that the system might have moved to a different regime, with a different number of states. In this study we have performed two different analyses: a) In the first analysis we calculated transition probabilities for consecutive decades within each of the three groups (N=3, 4 and 5); and b) in the second analysis we analyzed longer interval periods in which the urban system goes through a shift and returns to a structure with the same number of states. Table 3 shows transition probabilities for the following pairs of consecutive decades {1890, 1900} {1970, 1980} {1980, 1900} and a total of N=3 states. The total number of cities used to calculate the transition probabilities are indicated on the right hand side of each panel. As mentioned earlier this corresponds to all cities that were part of our data in the corresponding consecutive periods. States are defined by a count 1, 2, 3 .., where the state with the largest cities are denoted by 1, the state with the second largest cities by 2, and so forth. A probability in row i and column j indicates the likelihood that a city that is initially in state Si transitions to state Sj in the following decade. For instance, Table 3 shows that a city that falls in the state with the smallest cities S3 in 1890 has a 0.065 probability to "jump" to a state with medium size cities S2 in 1900. The highest transient probability from a given initial state Si to any given final state Sj is depicted in bold numbers. Table 3 thus shows that there is a tendency for cities that are among the largest and smallest city groups, these are S1 and S3, to remain in those same groups in subsequent decades. From 1970 to 1980 however a considerable proportion of cities fell from S1 to S2, namely 38.5%. Cities initially located in the middle state, S2, exhibit a more unpredictable behavior throughout the three transition phases depicted in Table 3 . While all cities at this state appeared to climb to a higher hierarchical level in the periods 1890-1900 and 1980-1990 , almost all fell to a lower level in the hierarchy in the period 1970-1980. Table 4 shows transition probabilities for periods 1870-1980 and 1980-1990 , which corresponds to decades characterized by N=4 states. Table 5 on the other hand presents results for periods 1940-1950 and 1950-1960 , which exhibited a total of N=5 states. The results presented in Tables 4 and 5 reinforces our initial observation on short term transitions among decades with N=3 states, namely that the highest hierarchy S1 is a fairly stable state. City transitions from intermediate states appear somewhat chaotic here too. Unlike the case with N=3 states, the lowest hierarchy, that is S4 in Table 4 and S5 in Table 5 , does not always appear to induce transition into itself.
Group transition in consecutive decades
Long term transition
In this sub-section we study long term periods in which the urban system abandons and then returns to a structure with the same number of states. These include periods 1900-1970, 1880-1930 and 1910-1940 , which are presented in Table 6 . Despite the fact that the periods of analysis include periods of up to 70 years there exists a somewhat striking stability, which is highlighted by the fact that "all" the elements in the diagonal of the transition probability matrices are bold numbers. This implies that the most likely fate of a city that is at a given state in a given decade is to find itself in that very same state a few decades later, once the system self-organizes in the same number of states (the only exception is the transition from the second highest hierarchy into itself where stability, as defined above, exists but is weak; note that this is the shortest period of time of our three long run sets of results). This contrasts with the results of the analysis of consecutive decades where stability only revealed in the highest level in the hierarchy, namely S1.
Discussion
City size data from the southeastern United States reveals discontinuities in rank-size distributions (Garmestani et al., 2007) . This urban complex system is in constant flux with a changing number of groups and city migration across existing and newly created groups. In empirical studies in economics and urban studies analysts often subjectively define states by establishing cutoff points in an absolute scale or according to some general rule (Black and Henderson 2003; Dimou and Schaffar 2009; Eaton and Eckstein 1997; Lee et al 1965) . We, on the other hand, take states in this study as an emergent property of the urban system. Paradoxically, the complex nature of the system studied in this paper frees us from making a priori assumptions about the definition of states. This is consistent with the observation that there should be no expectation of constancy in the parameters governing a scale in a hierarchical system (Krugman 1996) .
This study characterizes this urban complex system by calculating transition probabilities among the different groups and at different time spans. Our results indicate that while short-term transition appears chaotic in the intermediate and lower rank groups, longterm transition across all rank groups reveals system stability. The phenomenon of discrete size classes emerging from self-organization between variables and a system has been demonstrated in ecological systems (Scheffer and van Nes 2006) . Using a competition model, Scheffer and van Nes (2006) found that size classes emerged in species distributions. Their results indicate that the self-organization between species and a system (e.g., an ecosystem) drives the emergence of size classes of species of similar size. Vandermeer and Yodzis (1999) , using a model with alternative basins of attraction, found that the structure of the attractors in a system changed when a critical environmental factor changed. In the paper, they give the example of lampreys entering the Great Lakes, but the effects of that change did not resonate for decades (i.e., decline of Great Lakes fishery). In other words, the perturbation to the system caused change that over time pushed the lakes from one attractor to another. When two attractors collide, this may result in one attractor disappearing, a phenomenon known as basin boundary collision, and the system "jumping" to an alternate attractor (Vandermeer and Yodzis 1999) .
For our purposes, the size classes in the city size distributions are alternative attractors, and these attractors could "collide" over time and reorganize into a different panarchical structure through time. As the system evolves through time, the cities and the system itself interact, which drives the structure and dynamics of the system. What we see in the data presented here are snapshots of cities and attractors in flux. Complex systems may exhibit resilience; that is a tendency to return toward a prior trajectory or state following disturbances. Rosser (2008) suggests that there are critical levels in a hierarchy that are essential to the resilience of a system, very much like what we observe in the empirical results presented in this paper. Hierarchical organization in urban systems is characterized by the vertical separation of low-frequency and high-frequency dynamics (Simon 1973) . The time for a complex system with k elementary components to evolve by natural selection is shorter if the system is made up of one or more stable subsystems (Simon 1973 ). Hierarchy will emerge faster from elementary components than nonhierarchical systems with the same number of elementary components. Thus, almost all large systems should have hierarchical organization, and that is exactly what we observe in nature (Simon 1973) . Organizing systems into hierarchies operates as a mechanism for systems to be resilient to perturbations (May et al. 2008) . Strong interaction of components in complex systems (e.g., forest fires, epidemics) can lead to loss of resilience (May et al. 2008) . Thus, the evolution of modularity or compartmentalization (e.g., hierarchy) should be expected.
A system"s resilience depends on the interactions between structure and dynamics at multiple scales. Although there has been a significant amount of research conducted on the subject of resilience, this paper provides further empirical evidence from urban systems that helps explain how resilience is generated in complex systems. Humans interact with the environment at distinct scales and create self-reinforcing patterns resistant to change (Peterson, 2002) . This study on the evolution of city size distributions shows that while short term transition appears chaotic, long term transition reveals relatively conservative system structure (i.e., cross-scale resilience).
