A survey of the patterns of synonymous codon preference in the HIV env gene reveals a correlation between the codon bias and the mutability requirements of different regions of the protein. At hypervariable regions in gp120 one finds a greater proportion of codons that tend to mutate nonsynonymously, but to a target that is similar in hydrophobicity and volume. We argue that this strategy results from a compromise between the selective pressure placed on the virus by the induced immune response, which favors amino acid substitutions in the complementarity determining regions, and the negative selection against missense mutations that violate structural constraints of the env protein.
Introduction
The redundancy inherent in the genetic code, particularly the phenomenon of ''codon bias,'' has drawn a great deal of attention in recent years. According to the neutral theory, in a finite breeding pool certain synonyms grow and others disappear due to the effect of random sampling (Kimura 1983) . The substitution of a codon by a synonym in a substantial fraction of the population could thus be viewed as a simple consequence of neutral drift.
However, as Grantham (1980) first showed, patterns of synonymous codon usage are manifestly nonrandom. In his own words, ''m-RNA sequences contain other information than that necessary for coding proteins.'' One example is the A-pressure typical of Lentiviridiae; another is CpG suppression in eukaryotic viruses (Oliver and Márin 1996, and references therein; van Hemert and Berkhout 1995) . In both cases there is a systematic bias which is improbable from the point of view of a simple neutral drift model where one would expect the codon bias at each site to be independent of the others. For instance, in unicellular organisms, such as yeast, as effective breeding populations, N e , are large, even relatively small selective differences [with selective coefficients of order O(1/N e )] can overcome neutral drift. In such cases several proposals have been put forward regarding the possible selective forces underlying the codon bias phenomenon; e.g., arguments referring to m-RNA secondary structure and base-pairing (Fitch 1980; Miyata et al. 1980a, b) , the bias against pretermination codons (Fitch 1980; Modiano et al. 1981) , and translational efficiency constraints due to relative abundances of ISO-accepting aminoacyl t-RNA molecules (Zuckerkandl 1965; Zuckerkandl and Pauling 1966; Ikemura 1981) . In multicellular organisms, where N e is usually small, although selection becomes a minor factor, the codon bias remains nonrandom. In such cases a possible explanation is that neutral evolution, or other factors, leads to global fluctuations in the mononucleotide pool and relative abundances of transcription enzymes specific to each nucleotide (Grantham 1980) or to directional mutation pressure (Jermiin et al. 1996) . It is highly probable that the explanation for codon bias will depend on the particular case at hand; in particular, it is certainly species dependent. In this paper we offer another explanation: the preference for certain synonyms, due to their superior mutability properties, that favor adaptation.
In the specific case of bias against pretermination codons, Modiano's proposal that such codons are disfavored as an evolutionary strategy stems from the observation (Fitch 1971 ) that they appear much less frequently than their synonymous partners. However, the proposal has been sharply criticized for several reasons. Kimura, for example, has pointed out that the selective advantage of a bias against pretermination codons in species with very low mutation rates would be extremely small and thus unable to counteract neutral drift. Moreover, without a specific mechanism to explain the selective disadvantage of pretermination codons, one falls into the trap of causality violation: How can a codon ''know'' that it is a pretermination codon without actually falling victim to this fatal mutation? And once it has fallen victim, how can the system recover the information that this was a codon choice to be avoided in the future?
As stressed by Huynen (1996) the neutral theory does not exclude the possibility that neutral evolution could ''facilitate adaptive evolution by increasing the number of phenotypes that can be reached with a point mutation from an original phenotype.'' As synonymous sequences can produce different mutant phenotypes following a point mutation, an evolving genetic population is constantly testing neighboring phenotypes through mutation attempts, most of which are negatively selected. At the same time random drift proceeds along the ''neutral net'' until a point in genotype space is reached from which an acceptable mutant can be found, whereupon a missense mutation can occur without being negatively selected. Recognizing that different synonyms mutate to different ''targets,'' it is natural to also consider how each codon originated from some precursor through an earlier mutation, different codons having different possible precursors. Statistically speaking, this implies that codons with a greater number of possible precursors are more likely to be found.
The prior mutation which gave rise to a given codon may have been a silent mutation or an amino acid substitution. In the latter there is no guarantee that the mutation can be reversed: further accumulated mutations at other positions in the sequence may have altered the structural conditions that prevailed when the precursor amino acid was being used. This irreversibility has been observed particularly in highly conserved sequences. For example, in cytochrome c, where only about 10% of all codons are variable in any one mammalian species, the set of variable codons, or ''covarions,'' is known to depend on mutations at ''fixed'' sites (Fitch 1971) , where fixed means that the amino acid at that position is the same for (almost) all individuals. However, in highly variable sequences, such as the m-RNAs that code for HIV proteins, nonlocal structural constraints are not as frequent so it is reasonable to assume that most codons could potentially revert to their precursors. Thus, as a first approximation, for variable sequences we can identify the set of possible precursors with the set of possible mutation ''targets.'' The fact that codons with a large number of possible precursors are also those which can most easily mutate to a new target implies that sequences that use codons which mutate more easily to a synonym, or to an amino acid with similar properties of hydrophobicity and volume, are more resistant to the potentially destructive effect of mutation. A second and less trivial implication is that an evolving species can better adapt in a given environment. In the case of a retrovirus, for example, such adaptation might be associated with changes in a neutralization epitope which has come to be recognized by the immune system. In fact, the ability of a virus to generate a high variability in vivo may be an essential part of its survival strategy if it has a long incubation period (Nowak 1992) . That this strategy could be supported in part by the codon bias is an example of the idea which motivated this paper: the preference for synonyms with better mutability properties favors adaptation.
The above ideas are germane to the question of pretermination codon bias. Considering a position where the only selective constraint is the negative selection against termination codons, the number of possible precursors of any codon other than a pretermination codon is nine, while for the latter it is less: for example, TAT (Tyr) has only seven possible precursors. Thus we see a mechanism whereby pretermination codons can be disfavored without violating causality; furthermore, this mechanism is independent of the mutation rate since a codon must have originated from some allowed precursor regardless of how long ago the mutation occurred. However, it predicts a negative bias against pretermination codons of only −2/9 for TAC, TAT, TCA, TTA, and TGG and −1/9 for TGC, TGT, TCG, TTC, CAA, CGA, CAG, AAA, AAG, AGA, GAA, GAG, and GGA, which is insufficient to explain the strong bias noted originally by Fitch.
The HIV-env proteins provide an excellent testing ground for all the above ideas. Neutralizing antibodies are produced predominantly for an epitope that overlaps with one of the two hypervariable regions in gp120, especially the V3 loop. To escape the immune system, the virus generates missense mutations in these regions on a time scale of about a day due to the poor accuracy of reverse transcription. This lack of accuracy, however, puts tremendous selective pressure on the virus to resist transcription errors in regions that must be conserved, either for structural reasons or to mediate essential functions of the virus. For example, missense mutations in the CD4 binding site, or the fusogenic domain in gp41, are mostly rejected. This suggests two important properties that should be noticeable in the HIV-env sequences. First, codons in recognition regions (such as the V3 loop) are likely to originate from a precursor that coded for a different amino acid, while in conserved regions the precursor is more likely to be a synonym. Second, the presumed reversibility of mutations would imply that conserved parts of the sequence use codons that have a higher probability to mutate to a synonym, while the V3 loop would use codons that can better mutate nonsynonymously to another acceptable amino acid. In the remainder of the paper we analyze empirical evidence for these properties.
Data and Models
We begin by briefly illustrating the above arguments with the help of a simple ''toy model.'' Consider a position in the protein that is completely conserved and accepts only the amino acid leucine. Six codons code for Leu (CTN and TTPu), but not all have the same number of silent point mutations: CTPy codons have three, CTPu have four, and TTPu codons two. Assuming that the nine possible point mutations of each codon are equiprobable, the probability that the amino acid is conserved by a point mutation is 4/9 for CTPu, 3/9 for CTPy, and 2/9 for TTPu. Favoring CTPu codons thus reduces the risk of a fatal transcription error. This occurs, even though there is no direct selective pressure in favor of any particular codon. A simple experiment demonstrates this point. Assume that each codon is represented equally in the gene pool and grows at a reproduction rate r subject to equiprobable point mutations of probability . The evolution equations for this system are
where x 1 (t), x 2 (t), and x 3 (t) represent the proportions of CTPy, CTPu, and TTPu, respectively, r is chosen such that x 1 (t) + x 2 (t) + x 3 (t) ‫ס‬ 1 and P ij is the probability that codon j mutates to codon i. An integration of this system with ‫ס‬ 0.01 and r(0) ‫ס‬ 1 + 2/3 is shown in Fig. 1 . The most ''mutable'' codon, CTPu, reaches the highest asymptotic proportion in the population with 2.2× more examples than TTPu, which is the least ''mutable.'' For the case where the immune system plays a role we assume that only two amino acids are possible at a given position: Leu and Met (methionine). It is reasonable to assume that codons that result from a recent missense mutation have an extra selective advantage, which we model by assuming that only missense mutations survive. This is tantamount to defining one time step as the time required for the induced immune response to eliminate (almost) entirely a detected pathogen. Of the six codons that code for Leu (CTN and TTPu), only CTG and TTG can mutate to ATG, which codes for Met. Starting with all Leu codons equally represented, after one time step all codons which are not able to mutate nonsynonymously are detected by the immune system and destroyed; the population is thus reduced to ATG, which is generated as a mutant from CTG or TTG. In future generations Leu will always be coded as CTG or TTG via mutations of the Met codon. These codons are favored because they are mutation targets, not because they have better adaptability properties. However, these codons are also precisely those which have the ability to mutate nonsynonymously, thereby escaping detection by the immune system. This example shows how adaptation can benefit from the fact that the sequences that are most likely to be reached from a precursor are also those which are best able to mutate.
We now turn our attention to a study of the aligned nucleotide sequences taken from 286 examples of the HIV env gene, as compiled by Myers in 1994. The existence of short sequences in this database, and sequences with large gaps, indicates that, besides point mutations, their evolution also involved substantial deletion events. These are likely to affect important structural aspects of the protein, which in turn can be expected to affect the issue of which mutations are allowed, and which are negatively selected. In particular, it may ''freeze in'' some of the amino acid substitutions that have occurred in the past thereby preventing the possibility of a reverse mutation. Also found were nine other sequences with one or two premature termination codons. These could be either errors in the data set or real mutations with the same effect as the previously discussed large deletions. Since our principal argument, that evolution favors adaptation, is based on the idea that point mutations of codons are, in principle, reversible, the effect will be clearest for those sequences that are most similar in length to the median. Thus, of the 286 sequences, 61 involving large gaps and 9 more containing premature termination codons were deleted, leaving 216 complete sequences, all of which included some small gaps relative to the alignment of the 3189 nucleotide sites but which were retained since these are less likely to alter the structure of the protein substantially or make most prior mutations irreversible. The existence of gaps implies that the number of codons observed at any given position varies, up to a maximum of 216. The overall codon usage pattern in these sequences is represented in Fig. 2 . The A-pressure is evident, as well as the usual bias against CpG codons in lentiviridiae. Figure 3 shows, as a measure of the variability of different segments of the env protein, the number of different amino acids observed per position, averaged by segments of 20 positions. Note the conserved regions corresponding to the CD-4 binding site and the fusogenic domain. The variability in both cases is extremely low (positions 560-580 and 680-780). Conversely, the V3 loop region (positions 380-540) stands out as one of two hypervariable regions, together with the segment 140-280 in gp120.
We analyze which codons are observed at each position and, for each codon, where it came from (probability of origin; PO) and to where it can mutate (probability of target; PT). We first consider PO: let n i denote the frequency of each codon at a given position, i ‫ס‬ 1,иии,64, and C ij the ''mutability matrix,'' whose entries are equal to 1 if there is a point mutation which takes codon i to codon j, and 0 otherwise. With no other information at our disposal, we assume that the precursor to each codon, i, was one of the codons that is still observed at that position in one of the sequences in the data set, i.e., a codon j i is a possible precursor of i if n j > 0 and C ij ‫ס‬ 1. If there is more than one possible precursor j, the probability of each is taken to be proportional to n j . The PO of the codon i from a given amino acid is the sum of the precursor probabilities over all j's which code for this amino acid. The probability that an amino acid Y originated from an amino acid X, PO Y (X), is 
where n tot = ͚ j C ij n j and the notation j(i) ʰ X(Y) signifies the codons j(i) that code for the amino acid X(Y). Along with PO we can also define the probability of synonymous origin, PSO, which is the mean probability that a codon arises via a silent mutation. For nonsilent mutations we measure the difference between two amino acids using the Euclidean distance in hydrophobicity and volume, d HV (Miyata et al. 1979 ), which has the virtue of being simple and produces a clear categorization of the 20 amino acids into six groups. Using d HV leads us naturally to the definition of PO as a function of distance, as the mean probability that the original codon represented an amino acid with distance in the interval n − 1 < d HV ഛ n:
where I n (X) is the set of amino acids Y whose distance to X is in the interval n − 1 < d HV (X,Y) ഛ n (n ‫ס‬ 1,2,иии). In the following we understand the term ''probability of origin,'' or PO, to mean the above distribution, unless specified otherwise.
To analyze the possible mutation targets of a given codon, we again assume that only single point mutations occur. There are nine possible point mutations of any codon, some of which violate constraints on vital functions of the protein. When the target is not a termination codon it codes for an amino acid, which may or may not be the same as before the mutation. The probability that a given amino acid Y will mutate to an amino acid X is
and the probability of a synonymous target, PST, and the probability of a target as a function of distance are defined in the same way as PSO and PO above. In Fig. 4 , the mean of PO over the 1063 codon positions of the env protein is represented. The first bar (n ‫ס‬ 0) corresponds to d HV ‫ס‬ 0, i.e., the PO by silent mutation, or PSO. The sum of all bins is not quite 1 because we are not representing the cases where the target is a termination codon. A histogram of PT for a random sequence of equiprobable nucleotides is given in Fig. 5 (solid lines) as a ''meter stick'' with which to compare later results. When the synonymous codons are taken to be equiprobable, but the amino acid distribution is the same as for the env protein, one obtains the dashed lines. Note that the amino acid usage favors nonsilent mutations to similar target amino acids over silent mutations (first three bars).
Results
PO was computed for each observed codon at every position. When the precursor is not known it cannot be determined; these cases are not considered in the statis- Fig. 4 . Graph of the probability that a codon for an amino acid A originated by point mutation from a precursor that coded for an amino acid B versus d HV . tics below. In the cases where it can, we also considered PSO. This quantity was averaged over segments of 20 nucleotide sites. The results are represented in Fig. 6 (upper line). Several distinguishing features of the protein can be clearly noted. (i) The first important hypervariable region, from positions 140 to 280, is characterized by a low PSO, as is the V3 loop region (380-560).
(ii) These two regions are separated by another in gp120, which is characterized by both a low variability and a high PSO. Likewise for the part of gp120 nearest to the NH 2 termination (positions 1-140). (iii) Sharp peaks at positions 560-580 and 680-780 imply a high PSO in the conserved regions corresponding to the CD4 binding site and the fusogenic domain and surrounding region. (iv) In the remainder of the sequence one notes that variable and conserved regions alternate, with a high PSO in the latter and a low PSO in the former. One notes, for example, the short hypervariable region in gp41 (800-820) and the transmembrane segment (860-890) where hydrophobic amino acids are dominant.
Next, we consider PST. We assume again equiprobable mutations and average over all codons observed in a segment of 20 nucleotide sites, irrespective of whether or not its PO is known. In spite of the different averaging sets, one sees a clear correlation between PST (lower line in Fig. 6 ) and PSO (upper line in Fig. 6 ). Note that PSO > PST because silent mutations are usually not rejected, the difference between the two indicating the degree of negative selection against missense mutations. Note, also, the two windows with a low PSO and PST and weak negative selection in gp120 (positions 140-280 and 380-560). In Fig. 7 we represent the two probabilities for each codon with a well-defined PO for all 3189 nucleotide sites. The correlation (linear correlation coefficient 0.0518) is evident as an upward tilt in the cloud of points: on average, codons which originate from a synonym tend to have a higher probability to mutate to a synonym. Two horizontal lines can be clearly noted. One corresponds to amino acids with complete third-base degeneracy which have a PST equal to 1/3, regardless of the chosen codon. The other line, at the level 1/9, corresponds to amino acids which can be represented by two codons, i.e., where only third-base transitions are silent.
In Fig. 8 PO (solid lines) and PT (dashed lines) are plotted against d HV for the interval (positions 1-140) which corresponds chiefly to a conserved region near the NH 2 termination of gp120 and which does not interact directly with immunoglobulin complementarity determining regions. The results are essentially indistinguishable from the average over the entire protein analyzed previously (Fig. 5) . The PO differs from the target distribution mostly due to the effect of negative selection against missense mutations at the conserved sites. Since some of the nonsynonymous targets are rejected, as shown in Fig. 6 , PSO > PST. Negative selection is more pronounced for distances greater than 2, indicating, once again, the importance of structural constraints.
Similar results are obtained for all other intervals ex- Fig. 5 . Graphs of PT versus d HV for two amino acids, A and B. The solid line represents the PT for a random sequence of equiprobable nucleotides; for the dashed line the actual amino acid distribution of the env protein was used but codons were chosen at random among the synonyms that code for each amino acid. cept the two hypervariable regions involved in the recognition of the virus by T-cell receptors (particularly the V3 loop region). As the graphs for these regions are very similar, we describe only the first one- Fig. 9 . Note that PSO ‫ס‬ PST ‫ס‬ 22%. This leaves only two possible hypotheses: (i) there is no negative selection against missense mutations whatsoever, or (ii) negative selection at a relatively limited number of sites is compensated by a contrary positive selection of nonsynonymous mutations that help the virus escape the induced immune response at sites that are associated with a neutralization epitope. The complete histograms reveal that the second hypothesis is the correct one. The mutation targets with 0 < d HV < 2 amount to 27% + 18% ‫ס‬ 45% of the total; amino acids with d HV ജ 2 are targeted 33% of the time. The PO is notably different: 52% of the precursor codons code for an amino acid with similar hydrophobicity and volume properties, while only 26% originate from amino acids with d HV > 2. This shows that negative selection is at work against targets which alter the amino acids' properties substantially, since 33% of the targets will have this property but only 26% are fixed. On the other hand, and even more strikingly, the probability that a codon originates from a missense mutation with d HV < 2 is greater than the corresponding target probability. This indicates that selection favors those mutations that alter the amino acid, but not so much as to violate structural constraints. This shows that positive selection in favor of nonsynonymous mutations can be observed through the patterns of codon usage. This claim is also supported by comparing the PSO for the different hypervariable regions which we identified in the previous section (Fig.  6) . The PSO in variable regions not related to neutralization epitopes, such as 800-820 in gp40, is not nearly as low as for the hypervariable regions in gp120. This indicates that in the former, one has weak structural constraints but not the positive selection in favor of missense mutations at potential neutralization epitopes. Finally, returning to the question of bias against pretermination codons we consider the issue in the light of the above ideas and the HIV data sets at hand. In a random sequence of equiprobable nucleotides the expected number of point mutations from an expressed codon to a termination codon is 0.4219(27/64). Choosing codons at random, but respecting the observed frequency of amino acids in the env protein, this number drops to 0.4058, an effect which can be attributed only to the selection of amino acids. For the actual codons from the env sequences the average is 0.4571, thus indicating that there are more significant factors than the risk of mutating to a termination codon. In the above we presented evidence for two such factors: the need to avoid missense mutations at conserved sites, and the positive selection of amino acid substitutions with d HV < 2 in the regions involved in the recognition mechanism. Taking once again the env protein data by segments of 60 nucleotide sites, we computed the average at each position of the number of possible point mutations to a termination codon. The results are shown in Fig. 10 . There is no evidence for a bias against pretermination codons or any obvious relation between the shape of this curve and the structure of the protein. For comparison we also computed the expected number of mutations to a synonym. With the exception of the recognition regions one can assume that such mutations are always accepted, contrary to mutations to a termination codon. The results are shown in Fig. 11 . The bias against ''presynonymous codons'' is particularly noteworthy in the ranges 240-260 and 500-520 in gp120, both of which are potential recognition sites. Note that there is a difference in the averaging method compared to PSO: here we consider a partition of the identity at each position, whereas in Fig.  6 we averaged over all codons which had a well-defined PO regardless of how many times it was observed in the data set. There are strong fluctuations in the probability to mutate to a termination codon which do not appear to be correlated with the structure of the env protein. The conclusion is that in considering arguments about the mutability properties of a codon, one must look at all nine possible mutations before deciding whether a par- Fig. 9 . Similar graphs as for Fig. 8 are given but for positions 140-280, an exposed hypervariable region of gp120. ticular one should be considered to be ''better'' than other synonyms. The codon that has the best chance of mutating to another allowed amino acid and fool the immune system may well be that which most risks mutating to a terminating codon.
We mentioned previously that neutral evolution could ''facilitate adaptive evolution by increasing the number of phenotypes that can be reached with a point mutation from an original phenotype.'' One of the chief results of this paper, gleaned from the above analysis, is that random drift is not alone in this task: selection forces also drive the system toward regions of sequence space that have better ''targets'' following point mutations, thereby setting the stage for both a better degree of resistance to mutation and improved adaptation capabilities. As we have assumed equiprobable mutations throughout, any information about phenotypic mutations is introduced via an explicit choice of synonyms, and not by a directional mutation pressure or bias of any kind. Such direc-tionality can exist and may play a role in avoiding pretermination codons. However, more complex phenotypic mutations cannot be prepared in this way without violating the ''central dogma,'' as such mutations would require directional mutation pressure to be applied differentially to different segments of the chromosome; and not globally to the entire transcription process; the only way that this could happen is if proteins could carry information about the environment into the transcription machinery. This applies to all global selective factors or other sources of directional mutation. The mechanism we have proposed in this paper, on the other hand, can, in principle, allow genetic systems to organize phenotypic mutations without violating the central dogma, since no information is introduced at the level of mutations of the genotype.
To understand how this mechanism can be promoted from the level of codon bias, where it is very weak and not all that relevant as we saw in the results above, to the level of organizing complex phenotypic traits requires one to consider the nontrivial biochemical processes involved in interpreting the genetic information stored in the genotype which define the shape and function of macroscopic phenotypic traits. Thus, for this mechanism to be useful toward understanding the self-organization of phenotypic evolution in complex organisms, the concept of synonym must be generalized beyond the codonamino acid redundancy. The chromosome does not encode directly the size and shape of various parts of an organism, but instead an interpreter, embodied by biochemical processes in living cells (and among them), translates the genotype into a phenotype. In this translation there are many possible sources of redundancy, the codon bias being only a relatively insignificant example. There are more subtle forms of synonyms, involving issues from protein secondary structure to the machinery of gene regulation. In these cases the mechanism which we have proposed can again be expected to favor the selection of synonyms with better mutability properties, e.g., enhancing the probability that random mutations recreate specific folded protein structures that have been successful in the past so that they can be tested again in a new context. As we have shown in this paper, this ability to bring back ''precursor'' molecular features requires a nonrandom choice of synonyms. In this sense one can say that the information in the distribution of synonyms translates into an organization of the mutation target space: Random mutations of the nucleotide sequences produce organized mutations in phenotype space. A nontrivial example has been studied by Angeles et al. (1997) .
The conclusion of this paper is best summarized with the help of an imaginary ''gedanken experiment'': one imagines replacing all present-day genetic sequences with other synonymous ones at random; the new sequences would then function well as long as no tran- Fig. 10 . The average number of point mutations that would yield a termination codon is represented as a function of the position along the sequence. Fig. 11 . The average number of point mutations that would yield a synonymous codon is represented as a function of the position along the sequence. scription errors occur, but would have poor resistance to mutations. In particular, with such a randomization of the synonym distribution, the ability to recover molecular structures that have been successful in the past would be mostly lost.
