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Introduction
The increasing penetration of smartphones, i.e., smart devices with multiple sensing and communication interfaces, creates the possibility of building novel types of applications that leverages the use of wireless ad hoc networks (MANETs), see for example Oliveira et al., 2012; Santiago et al., 2012; Yoon & Cho, 2012) . These devices can be intermittently connected and even individual nodes can dynamically be turned off to save energy. Regarding topology, high variability can be expected, from very dense scenarios to highly partitioned ones (Cheng et al., 2012) . We will refer to this type of networks as Smartphones-based wireless networks (SWNs).
Classical MANETs routing algorithms can provide forwarding in SWNs by
building and updating routing tables whenever mobility occurs. There is anyway a novel and critical factor that has a strong impact on the behavior of those algorithms: energy saving. For example, in some recent works (Frantti, 2012; Quintas & Friderikos, 2012 ) efforts on reducing energy consumption by modifying and adapting the lower layers of the networking architecture are presented.
Wireless adaptors are, after the terminal screen, the strongest source of power consumption. It is therefore very common for a node to occasionally turn off the networking device to save energy. The effect of the presence of nodes in the off-state must therefore be thoroughly evaluated.
The definition of a formal model to describe a SWN can be approached in different ways (Frantti & Koivula, 2011; Gutierrez-Reina et al., 2012; Liao et al., 2011; Torres et al., 2012; Zhou et al., 2004) . In (Buchegger & Le Boudec, 2002) the authors use game theory to evaluate cooperation in ad hoc networks for energy optimization. In (Tian et al., 2002 ) the authors propose a graph-based mobility model, which provides a more realistic movement than the random walk model by reflecting the spatial constraints in the real world. Finally, some papers have considered a graph structure called evolving graph to study the behavior of some kinds of SWNs, with the aim of designing new routing protocols; see for example (Ferreira, 2004; Monteiro et al., 2006 ).
We will use this last approach formally defining the concepts of evolving graph and journey as follows:
be a set of subgraphs of a given graph G such that G = ∪ T i=1 G i . Let S T = {t 1 , t 2 , . . . , t T , t T +1 } be an ordered sequence of time instants. The system Γ = {G, S G , S T }, where each G i is the subgraph in place during [t i , t i+1 [ ∀i ∈ {1, 2, . . . , T } is called an evolving graph.
Definition 2. Given an evolving graph Γ = {G, S G , S T }, a path P = {(u 1 , u 2 ), (u 2 , u 3 ), . . . , (u k , u k+1 )} in G and a time schedule R = {τ 1 , τ 2 , . . . , τ k } indicating that edge (u i , u i+1 ) is to be traversed at time τ i , the pair J = (P, R) is called a journey in Γ if and only if t 1 ≤ τ 1 ≤ τ 2 ≤, . . . , ≤ τ k < t T +1 and a subgraph in S G containing edge (u i , u i+1 ) is placed at instant τ i ∀i ∈ {1, 2, . . . , k}.
We propose an analytical model based on an evolving graph (hereinafter EG) associated to the network conditions. This tool provides an exhaustive evaluation of routing conditions, and its aim is to determine the best option for routing parameters taking into consideration the network conditions in SWNs, mainly the possible switching-off mechanisms adopted to save energy.
We describe an algorithm that determines factors like: how many complete messages get to the destination, which is the smallest amount of time required by a packet to get to the destination, and the fluctuations of the number of hops observed by a packet to get to its destination. Thus, for example, applying this algorithm to different switching-off patterns, through the obtained results with respect to the factors cited above, we can determine the best routing strategy to maintain an adequate performance while still saving energy.
We show that the complexity of the algorithm is O(nT 2 ), n being the number of nodes, and T being the width of the time interval studied, that is, the number of instants of time of the studied period.
The rest of this paper is organized as follows. Section 2 describes our model, i.e. the network conditions and the problem we are going to tackle in this network. Section 3 describes the EG associated to our model as well as a particular case of journey, Section 4 presents the details of the proposed algorithm. Section 5 offers computational results on a set of 400 randomly generated instances, both in static and dynamic scenarios. Finally, Section 6 gives the conclusions of this work.
Model definition

Network conditions
We represent an SWN as a set of n nodes, W = {v i } n i=1 , each referring to a device placed on the R 3 space. We define a coordinate function:
where T ∈ Z + and [0, T ] is the total interval of time during which there is network activity. The coordinate function provides the position of node v i at any instant of time t ∈ [0, T ].
Each node v i can be either active or inactive. A node is active, i.e., it can either send or receive messages, during certain time windows inside [0, T ], where we will suppose that time takes integer values (discretized time). The set of activating time windows for node v i is defined as:
where 0 ≤ t i s < t i r ≤ T if s < r with s, r ∈ {1, 2, . . . , 2p i }, p i being the number of activating time windows for node v i . Thus, v i can only send messages at time
] for some k ∈ {1, . . . , p i }. Outside tw i node v i is inactive and it can neither send nor receive any message.
The transmission range of a node is a zone in R 3 that depends of the node itself and the sending time t. We define the transmission range of node v i at instant t as R i (t) ⊂ R 3 such that if co j (t) ∈ R i (t) and v i sends a packet at time t, this packet will be received by v j at instant t + t ij (t). Note that
, and that this transmission range can depend on many factors, like the RF technology adopted, the surrounding environment, the antenna type, and so on. For example, it can be an sphere centered at co i (t) or like a cone with vertex at co i (t) if the antenna transmits only in one direction, or a disc or a circular sector if we only consider movements in R 2 (which is the usual), etc.
In this paper we will use the term "packet" to indicate the message unit, and we will suppose that all messages consist of one or several packets and that at any instant of time a node can send at most one packet.
On the other hand, function t ij (t) ∈ Z + indicates the units of time it takes for a packet to move from v i to v j . The node v j will receive this packet only
] for some k ∈ {1, . . . , p j }. We consider that t ij (t) is small enough so that co j (t) ≈ co j (t+t ij (t)), and therefore,
We are basically supposing that, since sending time are so small compared to the nodes mobility, vertices are practically static during each sending operation. Note that the fact that the values t ij (t) must be integer does not involve a strong restriction with respect to the continuous case, because we can define an appropriate unit of time for each SWN.
The sending of a packet from v i at time t and the reception at node v j at instant t + t ij (t) if co j (t) ∈ R i (t), implies a nonnegative cost that may depend on many different factors that might be of interest of the protocol designer. For example, it might be proportional to the distance, to the sending time, or it might be equal to one (representing a hop). For each path followed by a packet, our procedure will consider three associated values: time consumed, cost and number of hops.
Once node v j receives a packet from v i and determines that it has to forward it, it will do it at time t+t ij (t)+r j , where value r j ∈ Z + represents the processing time at node v j . The instant of time t + t ij (t) + r j must belong to the same activation window of t + t ij (t), otherwise the message will get lost at v j . To simplify, in this paper we suppose r j as a fixed value for each v j , but in general it can be a function r j (t) that may for example depend on the routing protocol.
This last can be included in our procedure without additional changes. In this work we are focussing on FIFO scheduling which is the generally deployed scheme. We are not saying that this is the best schedule, but it includes most of the real cases. Proving that more transmissions might be feasible with some other schedule is not part of this work. In fact, given that some transmissions are not possible (i.e. the system is above capacity), there may be different ways to choose which packets should be transmitted.
We will suppose that in the network the following circumstances are verified:
• If a node v i receives more than one packet at the same instant of time, because of interferences all the packets will be lost at v i .
• A node does not forward a packet originated by itself nor resends a packet whose destination is itself, nor resends a packet sent previously by itself.
Basically a packet is resent by a node only if it comes from different paths, thus avoiding loops.
• To save energy, a node v i resends the same packet (not originated by itself)
at most g i times, ignoring this packet if it comes after the g i -th resending operation.
• If a node v j is about to send a locally generated packet at instant t, instant t − r j belongs to the same activating time window that t, and v j receives one and only one packet at t − r j , except in the three cases listed below, it will send the packet received at instant t and it will send its own packet in the following available instant t, delaying if it is required any other own packets. If at instant t − r j v j receives more than one packet, as explained before these packets will be lost and therefore the node will send its own packet at instant t. The three exceptions are:
1. If the packet that receives at t − r j is directed to it; 2. if the packet received at instant t − r j was generated by v j in a previous instant of time;
3. if the packet received at instant t − r j is not directed to v j and v j already forwarded it g j times;
in the above three cases it will send its own packet at instant t.
Problem statement
Given an SWN consisting of n nodes,
, with all the conditions and data cited above, we suppose that during interval [0, T ] a subset of nodes The answers that we will give with our approach are all oriented to offer criteria to determine the impact of the different parameters values involving the network conditions (e.g., inactivity periods, transmission ranges, number of times that a packet can be resend, processing times, etc.), when adopting an energy saving procedure at the device level. The three most important metrics that we will obtain are:
• the number of complete messages that get to the destination;
• the minimum and maximum number of hops made by a packet to get to its destination;
• the amount of time required by a packet to get to the destination; 3. EG associated to our model
• v j is active during the time interval [t + t ij (t), t + t ij (t) + r j ] and
that is, if v j can receive and process a packet sent by v i at instant t, then vertices v i , v j ∈ V t and arc (v i , v j ) ∈ A t , having this arc two associated costs: c t ij = t ij (t) + r j (the sending time plus the processing time at v j ) and c ′t ij corresponding to the sending of a message from v i at time t and the reception at node v j at instant t + t ij (t) (see the network conditions).
We consider the EG Γ = {G E , S G , S T }, where
Note that as we consider discretized time, the last condition implies that G i is only in place at instant i.
It is easy to see that given our SWN with all the cited parameters, the construction of the corresponding EG Γ has complexity O(nσ), where σ is the sum of all the instants of time during which nodes are active, that is:
Note that σ is upper bounded by nT , the case in which all the nodes are active during the whole interval [0, T ], and then, that the construction of the EG Γ has complexity upper bounded by O(n 2 T ). We will use this fact later.
To clarify the presentation of our network model and its associated EG, we show an example of an SWN in R 2 with 11 nodes (W = {v i } and tw 11 = [10, 15] . To simplify, independently of the movements and position in R 2 of each node at each instant of time, we will suppose that the transmission range of each node does not change along its activation time window. Thus, if we denote by < i, k > the fact that node i is always in the transmission range of node k and vice versa, independently of the movements and position in R 2 , in this example we consider the next pairs: < 1, 2 >, < 1, 3 >, < 1, 5 >, < 2, 3 >, < 3, 4 >, < 3, 7 >, < 4, 5 >, < 4, 7 >, < 5, 6 >, < 5, 9 >, < 6, 9 >, < 6, 10 >, < 7, 8 >, < 8, 11 >, < 9, 10 > and < 10, 11 >.
We will assume that all sending operations will last 1 time unit, i.e. t ij (t) = 1 for all j in the transmission range of i and for all t in the activation window of i, and that r j = 1 ∀j.
In this example T = 15 and therefore S T = {0, 1, . . . , 14}. Figure 1 shows all the subgraphs G i i ∈ {0, 1, . . . , 13}. Note that given the size of this figure, inside each vertex we have written i instead of v i . From the sending times and processing times given above, it is evident that all arcs in all these subgraphs have cost c t ij = 2. In this example we do not consider a different second cost c ′t ij (we may suppose that both costs are the same). Figure 2 shows the resulting graph G E of our EG.
In our EG Γ we need to define a particular case of journey:
Definition 3. Let Γ be an EG as defined above and let J = (P, R) be a journey
. . , τ is }, we say that J is a possible journey from
In absence of any kind of interferences, a possible journey from v i1 to v is+1
implies that in our network model, a packet sent from node v i1 at time τ i1
Figure 2: Graph G E associated to our example.
arrives at node v is+1 at time τ is+1 − r is+1 and is processed by v is+1 .
From figures 1 and 2 it is easy to see that the pair (P, R) with P =
, (v 7 , v 8 )} and with R = {0, 2, 4, 6} is a possible journey in the EG associated to our example. Also (P, R ′ ) with R ′ = {1, 3, 5, 7} is a possible journey. In Section 4, after the application of our procedure to this example, it will be clear that a packet sent by v 1 at time t = 1 will arrive at v 8 at time t = 9 following the possible journey (P, R ′ ), while a packet sent by v 1 at time t = 0 will not arrive at v 8 despite of the existence of a possible journey in Γ between these nodes.
Note that the difference between journey and possible journey takes root in the fact that in our SWN model, a node must forward the packet immediately it has processed the packet; it can not store the packet and to forward it later, each time a node is in its range.
From the definition of possible journey, in absence of any kind of interferences, if we want to know the shortest path followed by a packet sent from a node to another one at a given time, we have to apply a specifically designed modification of the classical Dijkstra's algorithm (Dijkstra, E.W., 1959) to find a shortest path in directed graphs, in a similar way as in (Monteiro et al., 2006) .
But from a theoretical point of view, the conditions of our model do not guarantee this absence of interferences; if two or more packets arrive at a node at the same instant of time (which can occur in real SWNs), the node does not forward any of them. Therefore, if we take into account this last fact, we can not use and adaptation of Dijkstra's algorithm individually for each packet.
Moreover, another important difference between our model and those considered in the cited papers involving EGs, is that in those models, each node knows exactly what is going to happen in the network topology, i.e. it knows exactly when some other node will be available or not for communication, so when it receives a packet, as it knows the journey from the source to the destination, if possible, it only has to store the packet until the next node in the journey is available. Although in some SWNs the networks can have a predictable dynamic, in general this assumption is less realistic, and moreover it implies that a node could store hundreds or thousands of packets and that it could forward a lot of packets at the same time, which it is also less realistic. In our model, none of the nodes has information about the rest of them and if a node receives a packet, in absence of interferences it just resends the packet to all nodes inside its transmission range.
Thus we propose a new and more complex procedure that, taking into account the characteristics of our model, in particular the handicaps cited above, it allows to know the path followed by each packet sent by each node during the whole time period [0, T ].
The Algorithm
This section describes the details of the proposed algorithm, which whole pseudo-code is given in Appendix A.
To make more comprehensible its description, some steps will be executed on the network given in Section 3 to construct an EG. The additional data we need are the messages and the values g i . We will suppose that g i = 2 ∀i, that is, each node will forward at most twice the same packet, an that only the following messages are sent:
• v 1 sends to v 11 a message made of 3 consecutive packets at the instants of time 0, 1 and 2.
• v 3 sends to v 8 a message made of 2 consecutive packets at the instants of time 3 and 4.
• v 5 sends to v 10 a message made of 2 consecutive packets at the instants of time 3 and 4.
The aim of this algorithm is the construction of a directed graph G = (V, A)
with associated vectors to its vertices, from which we can obtain all the desired information.
By default, all variables that are not initially set to a different value must be considered as initialized at 0.
Each vertex v Iterations stop when Q = ∅.
As example of how graph G is being built through the iterations, Figure 4 shows the results on G of the five first iterations (the whole process corresponding to this example is given in Appendix B): the received packet at instant h − r m , eliminating at the same time its input arc of A, which can generate more vertices without any leaving arc in G at previous instant. Figure 6 shows graph G in its final form; note that vertices v Therefore, two paths in G corresponding to different packets will be vertexdisjoint, except in the case that they are concatenated. In this last case they will have in common the last vertex of the former and the first vertex of the latter.
From the algorithm design and some basic properties of graph theory, it is easy to prove the following statements, which we have included in a unique theorem: Theorem 1. Given an SWN, described with all the parameters of Section 2 and given the graph G and the set of vectors N obtained applying the algorithm, it is verified that: a) A packet generated and sent by v s at instant t will not get to its destination if and only if v t s ∈ V and d + (v t s ) = 0. b) A packet that was scheduled to be generated and sent by v s at instant t to v d , will be definitively sent by v s at instant t ′ , where
c) A packet that was scheduled to be generated and sent by v s at instant t to • The unique packet that will suffer a delay is the one sent from v 5 at t = 5, which was initially scheduled to be sent at t = 4. It will get to v 10 at t = 8 (9 − r 10 ), through path (v 5 , v 6 , v 10 ) and at t = 10 (11 − r 10 ), through path (v 5 , v 6 , v 9 , v 10 ).
• The rest of the sent packets will get only once to their final destination:
-The packet sent from v 1 at t = 1 will get to v 11 at t = 10 (11 − r 11 ), through path (v 1 , v 2 , v 3 , v 7 , v 8 , v 11 ).
-The packet sent from v 1 at t = 2 will get to v 11 at t = 11 (12 − r 11 ), through path (v 1 , v 5 , v 6 , v 9 , v 10 , v 11 ).
-The packet sent from v 3 at t = 3 will get to v 8 at t = 6 (7 − r 8 ), through path (v 3 , v 7 , v 8 ).
-The packet sent from v 3 at t = 4 will get to v 8 at t = 7 (8 − r 8 ), through path (v 3 , v 7 , v 8 ).
Note that each one of the paths followed by these last packets corresponds to a possible journey in Γ. For example, the packet sent from v 1 at t = 1 follows the possible journey ({(v 1 , v 2 ), (v 2 , v 3 ), (v 3 , v 7 ), (v 7 , v 8 ), (v 8 , v 11 )}, {1, 3, 5, 7, 9}).
To finish this section, we determine an upper bound for the complexity of the provided algorithm, that is polynomial with respect to the input parameters n and T . To our aim we define
Theorem 2. The algorithm has complexity O(nT 2 ).
Proof. The number of iterations made by the algorithm in the first phase is bounded above by σ since at each iteration it sets a different v t s and it removes it from Q. To know the vertex we have to choose at each iteration, it is enough to order in a list all the vertices v • Once the EG Γ is constructed (remember that this process is O(nσ)), the subroutine Forward (see detailed pseudo-code) requires just a few operations for each node v m such that (v a , v m ) ∈ A b , therefore the complexity of this subroutine is O(n).
Thus, once we have the ordered list, the number of basic operations made in the first phase is upper bounded by O(
Regarding the second phase, a few checks must be done for each vertex in V , where |V | ≤ σ to determine P (see detailed pseudo-code in Appendix B).
P will have less vertices than |V | and to know the vertex we have to choose at each iteration in this phase, we can make use of the ordered list made in the first phase but going from the end to the beginning. As each iteration in the second phase requires just a few basic operations, the complexity of this phase is O(σ).
Note that
2 and the construction of the EG Γ is O(n 2 T ). As in real situations T is much more greater than n, the complexity of the whole process (EG construction and execution of the algorithm) is O(nT 2 ).
A study case
We have designed an implementation of the above described algorithm and done a preliminary evaluation of the behaviors of a SWN to better illustrate the possibility of our proposal. The generation of the instances has been done following previous works about the behavior of MANETs (see e.g., (Ferreira et al., 2007; Monteiro et al., 2006) ), both in static and dynamic test scenarios.
The two basic metrics that we took into consideration were the percentage of delivered packets and the number of hops.
All data corresponding to the generated instances, as well as additional information, have been uploaded to the website http://www.grc.upv.es/stpa, to make them easily available to any researcher. The algorithm was implemented in Fortran 95 and was executed on a Pentium Core 2 Quad 2.33 Ghz computer.
Static case results
The generation of each instance is done randomly. N nodes are generated randomly inside a rectangle of 1000x500 u 2 . The chosen radio range is of 250 m. Thus, if the distance between two nodes i and j is less than or equal to 250, node i is in the transmission range of node j and vice versa. Among the n nodes generated m are selected at random to be transmitters and other m to be receivers; m pairs are created so that no node sends to itself, nor we have repeated pairs.
The total study time in each instance is 900 s, being the unit of a millisecond time, so as to have 900,000 time units. Other fixed values for all the instances are: t ij (t) = 1 ∀i, j, t, r j = 10 ∀j and g j = 2 ∀j. A transmission vector of 900,000 positions is created for each node to indicate respectively whether or not to transmit in that moment of time. Each node can transmit its own packets for 10 ′′ and cannot during 50 ′′ for randomly starting a case or the other one. Moreover each node i alternates periods of activity and inactivity, starting with one of them randomly and immediately switches to the opposite state.
First, for a fixed activity/inactivity ratio for nodes of 1.5/0.5 seconds and 5 communication pairs, we generated 5 sets of 20 instances with 10, 20, 30, 40 and 50 nodes respectively. Second, for a fixed number of 50 nodes and 5 communication pairs, we generated 6 sets of 20 instances with activity/inactivity ratios of 1.5/0.5, 3/0.5, 10/0.5, 1.5/1,5, 1.5/3 and 1.5/5 respectively. As in both groups there is a set with the same characteristics (50 nodes and 1.5/0.5 ratio) a total of 200 instances were generated for the static case.
Figures 7 and 8 were obtained from the instance sets corresponding to the variation of the number of nodes; in Figure 7 is represented the average percentage of delivered packets in each set of 20 instances, while in Figure 8 it is represented the average of the maximum, minimum and average number of hops of the delivered packets in each set. We observe that when increasing the number of nodes the percentage of delivered packet increases as expected, but the percentage of arrived packet is generally low, the maximum being at 34.5%
with 40 nodes. Moreover the path length increases quickly reaching in some situation more that 4 hops, which is a critical value in wireless networks.
Figures 9 and 10 were obtained from the instance sets corresponding to the variation of active/inactive ratios; in Figure 9 it is represented the average percentage of delivered packets in each set, while in Figure 10 it is represented the average of the maximum, minimum and average number of hops of the delivered packets in each set.
We observe that, as a general rule, when keeping the devices active most of the time the percentage of delivered packets increases as expected, even if with a very low percentage of arrived packet. Most importantly, the path length increases when keeping the devices active most of the time, reaching in some situation up to 6 hops, which is a critical value in wireless networks.
Note that the running time of the algorithm was similar in all the instances, and in the worst case less than two seconds. 
Dynamic case
It is basically the same as in the static case except obviously for connections between nodes that vary every 5 ′′ ; i.e., every 5 ′′ each position is recalculated for every node taking into account that each node moves with random speed generated by a normal distribution with mean 10 and deviation 4, heading straight to a destination also generated randomly within the grid 1000x500 in which nodes are generated. We know if a node has reached its destination or not at any given time (multiple of 5 ′′ ) by determining if the Euclidean distance between the point of origin and the destination is less than or equal to the Euclidean distance between the point of origin and the point at which "find" according to the rated speed. If at that time the node has not reached its destination, will continue in that direction with the same speed, otherwise it will create a new destination and a new speed to start another journey.
As in the static case, we generated 5 sets of 20 instances with 10, 20, 30, 40 and 50 nodes respectively, all of them with fixed activity/inactivity ratio 1.5/0.5 and 5 communication pairs, and also 6 sets of 20 instances with 50 nodes, 5 communication pairs and with activity/inactivity ratios of 1.5/0.5, 3/0.5, 10/0.5, 1.5/1,5, 1.5/3 and 1.5/5 respectively. Thus, a total of 200 instances were also generated for the dynamic case.
Figures 11 and 12 were obtained from the instance sets corresponding to the variation of the number of nodes; in Figure 11 is represented the average percentage of delivered packets while in Figure 12 it is represented the average of the maximum, minimum and average number of hops of the delivered packets.
We again observe that, as a general rule, when increasing the number of nodes the percentage of delivered packet increases as expected, but the percentage of arrived packet is generally low, the maximum being at 32,90% with 30 nodes.
Moreover the maximum path length increases quickly reaching in some situation more that 11 hops, which is an extremely critical value in wireless networks.
Figures 13 and 14 were obtained from the instance sets corresponding to the variation of active/inactive ratios; in Figure 13 it is represented the average percentage of delivered packets while in Figure 14 it is represented the average of the maximum, minimum and average number of hops of the delivered packets.
Again, we observe that when keeping the devices active most of the time the percentage of delivered packet increases as a general rule, even if with a very low percentage of arrived packet. Most importantly the path length increases when keeping the devices active most of the time, reaching in some situation up to 9 hops.
Note that in the dynamic case, the execution of the algorithm was obviously more time consuming than in the static case, due to the recalculations of positions and connectivity. The worst case had a running time of less than 5 minutes. What we do extract from these computation results is that in SWNs with the conditions given in this section, routing protocols must deal well with 2 issues: a low percentage of delivered packets and with long paths. Of course, these
conclusions cannot be extrapolated to other SWNs with different conditions, but the idea of our model is that it can be configured and "personalized" around a specific problem under study. We have varied the number of nodes and the active/inactive ratios, but the variation of all other parameters involving the behavior of a SWN cans also be studied with this tool: radio range, transmission range type, periods of transmission, number of times a packet can be resent by the same node, etc. Moreover, the algorithm can be modified to be adapted to other conditions, for example to the existence of buffers, such that a node can store a given number of received packets and resend them, when possible, in the receiving order or in other order depending on preferences.
Conclusions
In this paper we proposed an analytical model based on evolving graphs correlated to specifically defined network conditions. This tool provides an exhaustive evaluation of the routing conditions, and its aim is to allow designers to determine the best combination for routing strategies and parameters taking into consideration the network conditions in SWNs, mainly the possible switching-off mechanisms adopted to save energy.
The proposed algorithm determines factors like: how many complete messages get to the destination, which is the smallest amount of time required by a packet to get to the destination, and the fluctuations of the number of hops observed by a packet to get to its destination. Thus, for example, applying this algorithm to different switching-off patterns, through the obtained results with respect to the factors cited above, we can determine the best routing strategy to maintain an adequate performance while still saving energy.
We demonstrated that the complexity of the algorithm is O(nT 2 ), n being the number of nodes, and T being the width of the time interval studied.
Finally, to better illustrate the possibility of our proposal, we showed some computational results on a set of 400 randomly generated instances, whose data are available to any researcher through the website http://www.grc.upv.es/stpa.
Overall we think that our proposal is a flexible tool that could help routing protocols designers to fine tune their proposals. The flexibility of this work stands in the fact that the assumption that we took for its development can easily be adapted to other different context or scenarios. For example, our future research will focus on adapting our proposal to model Delay Tolerant Network (DTN) conditions for Intelligent Transport Systems (ITS) settings.
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Some comments about the obtained results
Regarding the packets sent we observe that:
• v 3 has to send a packet at t = 4 and receives 2 packets simultaneously at t = 4 − r 3 without being the destination. Due to interferences it will not forward at t = 4 any of these packets, sending its own (see iterations 3, 4 and 8).
• v 4 receives 2 packets at t = 5 − r 4 without being the destination. Since it had no local packet to be sent at t = 5, it will not forward any packet at t = 5 (see iterations 6, 7 and 11).
• v 5 must send a packet at t = 4, but receives a packet without being the destination at t = 4 − r 4 ; it did not forward this packet previously. It forwards the packet received at t = 4 (which was send from v 1 at t = 2), delaying the sending of its own packet at t = 5, that is the first available instant of time (see iterations 3 and 9).
• v 4 receives 2 packets at t = 6 − r 4 without being the destination. Since it had no local packet to be sent at t = 6, it will not forward any packet at t = 6 (see iterations 8, 9 and 15).
• v 9 receives 2 packets at t = 7 − r 9 without being the destination. Since it had no local packet to be sent at t = 7, it will not forward any packet at t = 7 (see iterations 12, 13 and 21).
• v 9 receives twice the same packet (sent from v 1 at t = 2) at t = 8 and t = 10 (see iterations 16, 23, 24 and 28).
• v 10 receives twice the same packet, being the destination (sent from v 5 at t = 5) at instants t = 9 − r 10 and t = 11 − r 10 (see iterations 18, 26, 27 and 30).
• v 10 receives three times and at three different instants of time the same packet (sent from v 1 at t = 2). It forwards it at t = 8 and t = 10 but not at t = 12 since g 10 = 2. At the same time at t = 12 the loop avoidance condition for not forwarding a received packet holds too, since v 10 exist in a component of vector path -An analytical model based on evolving graphs of smartphones based wireless networks is proposed.
-We present an algorithm that provides an exhaustive evaluation of routing conditions when dealing with ON-OFF behavior. -The presented algorithm can help routing protocol designers to determine the best recurring strategies and parameters.
-Computational results are given, both on static and dynamic scenarios.
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