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According to Landauer’s principle, erasure of informa-
tion is the only part of a computation process that un-
avoidably involves energy dissipation. If done reversibly,
such an erasure generates the minimal heat of kBT ln 2
per erased bit of information. The goal of this work is to
discuss the actual reversal of the optimal erasure which
can serve as the basis for the Maxwell’s demon operat-
ing with ultimate thermodynamic efficiency as dictated
by the second law of thermodynamics. The demon ex-
tracts kBT ln 2 of heat from an equilibrium reservoir at
temperature T per one bit of information obtained about
the measured system used by the demon. We have ana-
lyzed this Maxwell’s demon in the situation when it uses
a general quantum system with a discrete spectrum of
energy levels as its working body.
In the case of the effectively two-level system, which has
been realized experimentally based on tunneling of in-
dividual electron in a single-electron box [1], we also
studied and minimized corrections to the ideal reversible
operation of the demon. These corrections include, in
particular, the non-adiabatic terms which are described
by a version of the classical fluctuation-dissipation the-
orem. The overall reversibility of the Maxwell’s demon
requires, beside the reversibility of the intrinsic working
body dynamics, the reversibility of the measurement and
feedback processes. The single-electron demon can, in
principle, be made fully reversible by developing a ther-
modynamically reversible single-electron charge detec-
tor for measurements of the individual charge states of
the single-electron box.
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1 Introduction Thermodynamics of nanostructures,
in which quantum mechanics and statistical fluctuations
play an important role, has recently attracted considerable
attention, see, e.g., the reviews [2,3,4,5,6] and references
therein. One of the most interesting issues in this field is
realization of Maxwell’s demon [7,1,8,9], and more gen-
erally, understanding the role of information in thermo-
dynamic processes [10]. Development of thermodynamics
of information is also motivated by practical attempt to
demonstrate thermodynamically reversible computation –
see, e.g., [11].
The foundation for the physics of information was pro-
vided by Rolf Landauer in the context of thermodynam-
ics of computation. He demonstrated [12] that erasure of
information is the only part of a computation process that
unavoidably involves energy dissipation. Erasure of one bit
of information consists in bringing a two-state system ini-
tially in the most uncertain configuration (both states oc-
cupied with probability 1/2) to the pre-determined config-
uration, when the system is in one of its states with prob-
ability 1. This process leads to generation of heat in the
reservoir at temperature T , with the minimum of gener-
ated heat, kBT ln 2, achieved if the erasure is performed in
Copyright line will be provided by the publisher
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2 Dmitri Averin et al.: Reversible Maxwell’s demon
the optimal, i.e. reversible, way, as was recently confirmed
experimentally [13,14,15].
It has been understood for quite some time (see, e.g.,
[16]) that the principle of information erasure, and not the
energy dissipation in the measurement process as believed
previously [17], provides the resolution of the Maxwell’s
demon paradox, reconciling operation of this device with
the second law of thermodynamics. When the information
collected by the demon in the process of its operation is
erased in order to return the system to the initial state, this
information erasure process dissipates back into the reser-
voir in the form of heat the same amount of free energy
as extracted by the demon. The purpose of this work is to
make this relation between the reversible Landauer’s in-
formation erasure and Maxwell’s demon even more close,
by discussing the actual reversal of the optimal erasure
process, which, if complemented with a measurement and
feedback, produces the Maxwells demon operating with
the highest possible thermodynamic efficiency. The demon
extracts kBT ln 2 of heat from an equilibrium reservoir at
temperature T at the cost of creating one bit of informa-
tion about the state of the system which serves as its work-
ing body. Operation of such a reversible Maxwells demon
was demonstrated recently [1] using an individual electron
charge on the single-electron box as the two-state working
substance. This demonstration gives an example of a gen-
eral use of the single-charge structures [18] which provide
a convenient setting for studying various aspects of non-
equilibrium nanoscale thermodynamics [19,20,21].
The main general view on the physics of information
that emerged from the original theoretical studies of re-
versible computation and developed recently in details in
the context of the nanoscale thermodynamics, is that the
information can be viewed appropriately as the entropy of
a computing device [10]. Although a computing device is
quite different from a generic statistical system in that the
main degrees of freedom in it are well-controlled and not
fluctuating in time, intrinsic randomness of bit strings in
the computation process makes it necessary to view them
as carrying entropy in the same way as the fluctuating de-
grees of freedom of a statistical system. This view of in-
formation as entropy unites in a simple way understanding
of many different phenomena in information-assisted ther-
modynamics, and has many implications for the physics of
computation. One example is the basic notion that the log-
ically irreversible computation that does not conserve in-
formation, discarding a part of it during the computational
steps, cannot be achieved without the dissipation of at least
kBT ln 2 of energy per discarded bit, despite claims to the
contrary in the literature [22]. By the second law of ther-
modynamics, if the information is entropy, reduction of in-
formation in the computing device should be inevitably ac-
companied by the entropy increase in the surrounding en-
vironment, the process that can not be achieved without en-
ergy dissipation. Understanding of information as entropy
also poses new interesting questions about the nature of
randomness and thermalization which require further stud-
ies.
In this work, we illustrate the connection between
the entropy and information by considering the reversible
Maxwell’s demon based on a general multi-level quan-
tum system. The results here generalize to the multi-level
situation the discussion in Refs. [1,19] of the Maxwell’s
demon operation and thermodynamics properties of the
two-state state systems. The description of the Maxwell’s
demon is also extended by developing the minimization
scheme of the heat dissipated in its operation, which can
be essential for reaching the ultimate thermodynamic limit
of the Maxwell’s demon efficiency.
2 Thermodynamics of the master equation
2.1 First and second laws For completeness, we
start our quantitative discussion with a theoretical descrip-
tion of thermodynamic properties of the systems, evolu-
tion of which is governed by a rate equation – see, e.g.,
[23,1]. Single-charge tunneling in tunnel junction struc-
tures [18], e.g., in a single-Cooper-pair [24] or single-
electron box [25], provides one of the better-known and
precisely-controlled experimental examples of this case.
The system we consider is assumed to have a discrete set
of energy states |n〉 with energies En controlled by some
time-dependent parameters making the energiesEn(t) also
time-dependent, as illustrated in Fig. (1). If the system is in
the state n, an external source inducing a small variation of
the parameter q, slow on the time scale set by the energies
En themselves so as not to induce any transitions out of the
state n, does work dW = dEn on the system. The average
work done is then 〈dW 〉 = ∑n pndEn, where pn is the
probability for the system to be in the state n, and the no-
tation 〈...〉 =∑n pn... will be used for all quantities. As is
typical for experiments with many nanoscale systems, an
equilibrium reservoir at temperature T is assumed to inter-
act weakly with the system, inducing stochastic transitions
among the energy states |n〉. The evolution of the probabil-
ities pn is governed then by the usual rate equation:
p˙n =
∑
m
(Γnmpm − Γmnpn) , (1)
where the rate Γmn describes the transition from state |n〉
to state |m〉 – see Fig. (1). In the absence of degeneracies in
the energy spectrum of the system, dynamics of a general
quantum system can be described with the rate equation for
sufficiently weak coupling to the reservoir and sufficiently
slow evolution of the system’s energies. When a degener-
acy is present, validity of the rate equation requires in addi-
tion that the operator coupling the system to the reservoir is
diagonal in the basis of degenerate energy eigenstates, con-
dition that is satisfied in the examples of the single-electron
systems considered in this work. If some of these condi-
tions is not satisfied, off-diagonal elements of the density
matrix of the system starts playing role in its dynamics –
see, e.g., [23]. For the reservoir in equilibrium, the transi-
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Figure 1 Schematics of a general system with discrete en-
ergy spectrum with energies E0(t), E1(t), ... adiabatically
changing in time. Occupation probabilities of the energy
states of the system evolve according to the master equa-
tion (1) due to transitions with rates Γmn induced by a ther-
mal reservoir in equilibrium at temperature T .
tion rates Γ satisfy the detailed balance condition linking
the rates of the direct and reverse transitions:
Γmn/Γnm = e
(En−Em)/kBT . (2)
Each transition from state |n〉 to state |m〉 releases
the energy En − Em from the system into the reservoir.
Since this process is not associated with any variation of
the macroscopic parameters of the system, it represents the
heat flow. This means that quantitatively, the contribution
of the transitions of this type to the heat dQ flowing from
the system into the reservoir during a small time interval dt
can be written as dQ = (En − Em)Γmndt, where Γmndt
is the probability that the transition |n〉 → |m〉 happens
during the small interval dt. Taking into account that for a
given state n transition can take the system into any state
m, we can write the total heat flowing from the system into
the reservoir, when the system is in the state n, as
dQ =
∑
m
(En − Em)Γmndt . (3)
These relations for heat and work, together with the master
equation (1), give the first law of thermodynamics satisfied
by the evolution of the system. Indeed, taking the incre-
ment of the internal energy U =
∑
nEnpn and using the
master equation to transform the increment of probability
pn, we have
dU =
∑
n
(dEnpn + Endpn)
= 〈dW 〉+
∑
n,m
En(Γnmpm − Γmnpn)dt (4)
= 〈dW 〉+
∑
n,m
(Em − En)Γmnpndt = 〈dW 〉 − 〈dQ〉 .
To formulate the second law of thermodynamics for the
system considered here, one needs to define its entropy.
The entropy S of the total structure, including the system of
interest and the reservoir, consists of the two parts, Boltz-
mann’s entropy Ssys of the probability distribution {pn} of
the system over the states |n〉:
Ssys = −kB
∑
n
pn ln pn , (5)
and the entropy Senv of the environment. While Senv is not
known without specifying explicitly the model of the envi-
ronment, condition that the environment is in equilibrium
at temperature T provides sufficient information about it.
Under these conditions, the change of entropy Senv due
to each transition |n〉 → |m〉 can be related directly to the
heat transferred into the environment as a result of this tran-
sition. The average over all possible transitions then gives:
dSenv =
〈dQ〉
T
=
1
T
∑
n,m
(En − Em)Γmnpndt . (6)
Combining these two parts of the total entropy S, one can
determine its dynamics. The time evolution of the system
entropy Ssys follows directly from the master equation (1)
and the normalization condition
∑
n pn = 1:
1
kB
∂Ssys
∂t
= −
∑
n
p˙n(1 + ln pn)
=
∑
n,m
(Γmnpn − Γnmpm) ln pn (7)
=
1
2
∑
n,m
(Γmnpn − Γnmpm)(ln pn − ln pm) .
Evolution equation for the environment entropy Senv
which describes the evolution of Senv resulting from the
system dynamics, follows directly from Eq. (6), and can
be transformed as follows:
∂Senv
∂t
=
1
T
∑
n,m
(En − Em)Γmnpn
=
1
2T
∑
n,m
(En − Em)(Γmnpn − Γnmpm) . (8)
Adding Eqs. (7) and (8), we get the equation that gov-
erns the time evolution of the total entropy S:
∂S
∂t
=
1
2
∑
n,m
[kB ln
pn
pm
+
En − Em
T
](Γmnpn−Γnmpm) .
(9)
This equation can be simplified further using the detailed-
balance condition (2) in the form (En − Em)/kBT =
ln(Γmn/Γnm) to transform the last term in the brackets.
In this way, Eq. (9) gives the rate of the total entropy pro-
duction in the course of the time evolution described by the
master equation (1):
∂S
∂t
=
kB
2
∑
n,m
ln
Γmnpn
Γnmpm
(Γmnpn − Γnmpm) . (10)
Copyright line will be provided by the publisher
4 Dmitri Averin et al.: Reversible Maxwell’s demon
This equation shows explicitly that ∂S/∂t ≥ 0, and pro-
vides the expression of the second law of thermodynamics
for the evolution governed by the master equation.
2.2 Adiabatic evolution and dissipated heat and
work Adiabatic evolution, characterized by the vanish-
ingly small rate η of variation of the energies of the sys-
tem, η ∼ E˙n/En → 0, conserves the total entropy S,
and is of the main interest for all reversible processes, in
particular for the subsequent discussion of the reversible
Maxwell’s demon. In this regime, the rate of the varia-
tion of probabilities pn is also small, p˙n ∝ η → 0 and
they in the main approximation are given by the station-
ary solution of the master equation (1). In the typical case
when the energy spectrum {En} of the system includes
the state with the lowest energy, such a stationary state
corresponds to equilibrium, i.e., all the probability fluxes
in the master equation vanish: Γmnpn = pmΓnm. For an
equilibrium reservoir characterized by Eq. (2), this rela-
tion implies that the probabilities pn indeed maintain the
equilibrium form, pn/pm = e[En(t)−Em(t)]/T through-
out the evolution. Equation (10) shows then that the to-
tal entropy production vanishes in this case, ∂S/∂t = 0,
i.e., ∂Ssys/∂t = −∂Senv/∂t, implying that the changes
∆Ssys of the entropy of the system are directly compen-
sated by the average heat flow 〈Q〉(rev) to (or from) the
reservoir:
〈Q〉(rev) = −T∆Ssys . (11)
Since the total entropy is conserved, this transfer of heat
into the reservoir represents reversible process which can
be inverted, returning the system to the initial state and re-
moving the transferred heat from the reservoir.
While the relation (11) holds in the limit of vanishing
rate of variations in the system, η → 0, finite η makes the
process irreversible, and generates additional “dissipated”
heat in the reservoir. To find such heat in a general situ-
ation, it is convenient to write the master equation (1) in
the matrix form, p˙ = γp, where p is the vector column of
the probabilities pn, and γ is the matrix of the transition
rates with the matrix elements given by the two relations:
γnm = Γnm, for n 6= m, and γnn = −
∑
m 6=n Γmn. The
vector p can be expanded then effectively in the powers of
the variation rate η:
p =
∞∑
k=0
p(k) , (12)
where p(k) ∝ ηk, and p(0) is the vector of the in-
stantaneous equilibrium: p(0)n = e−En(t)/kBT /Z, Z =∑
n e
−En(t)/kBT . Substituting this expansion into the
equation p˙ = γp, using the fact that the instantaneous
equilibrium satisfies the stationary master equation:
γp(0) = 0 , (13)
and that the time derivative adds one factor of the rate η,
we see that the expansion (12) reduces the master equation
to the equations for the expansion terms: p˙(k) = γp(k+1).
Formally, these equations can be solved directly to produce
the series of the recursion relations:
p(k+1) = γ−1p˙(k) . (14)
However, since the matrix γ of the transition rates has a
non-vanishing kernel, spanned by p(0), its determinant is
zero, and the calculation of the inverse matrix γ−1 requires
the introduction of a ”generalized” inverse (also some-
times called ”pseudoinverse”) determined by some addi-
tional conditions. For the solution of the master equation,
the appropriate generalized inverse is the ”group” inverse
(see, e.g., [26]) defined by the following relations:
γγ−1γ = γ , γ−1γγ−1 = γ−1 , γγ−1 = γ−1γ . (15)
Combining the second and the third of these relations one
sees, in particular, that the group inverse has the following
important property:
γ−1p(0) = 0 . (16)
Expression for the average of the element of heat dQ
(3), as it appears, e.g., in Eq. (4), can be written in the ma-
trix form using the vector-column E = {En} of the ener-
gies En: 〈dQ〉 = −E†γpdt = −E†p˙dt. The average heat
transferred into the reservoir takes then the following form
〈Q〉 =
∫
〈dQ〉 = −
∫
E†p˙dt . (17)
We assume that the adiabatic evolution of the energies
En(t) starts and ends at times ti and tf , with energies stay-
ing constant outside of this time interval. The time depen-
dence of energies is also assumed to be sufficiently smooth,
so that E˙n(t) = 0 at both ends of the evolution, t = ti , tf .
Substituting the expansion (12) into Eq. (17) one can see
that the first, equilibrium, term p(0) of the expansion repro-
duces Eq. (11) for the reversible heat transfer. To do this,
we integrate Eq. (17) by parts and express the equilibrium
probabilities through the free energy F = −T lnZ of the
system with the help of the relation p(0)n = ∂F/∂En to
obtain
〈Q〉(rev) = −
∫ tf
ti
E†p˙(0)dt =
∫ tf
ti
E˙†p(0)dt
−E†p(0)
∣∣∣tf
ti
=
∫ tf
ti
∑
n
∂F
∂En
dEn −
∑
n
Enp
(0)
n
∣∣∣tf
ti
= ∆F −∆U = −T∆Ssys .
The second term in the expansion (12) gives the main
contribution to the dissipated heat 〈Q〉(dis) in the adiabatic
evolution:
〈Q〉(dis) = −
∫ tf
ti
E†p˙(1)dt =
∫ tf
ti
dtE˙†p(1)
=
∫ tf
ti
dtE˙†γ−1p˙(0) , (18)
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where we have used the fact that p(1) = γ−1p˙(0) = 0 at
t = ti , tf , because p˙(0) vanishes together with the deriva-
tives E˙n of the system energies at the ends of the evolution.
Calculating the derivatives
p˙(0)n = −
E˙n
kBT
p(0)n −
Z˙
Z
p(0)n ,
and making use of the property (16) of the group inverse,
we transform the expression for the heat dissipated irre-
versibly in the adiabatic evolution into the final form:
〈Q〉(dis) = − 1
kBT
∫ tf
ti
dt
∑
n,m
E˙m[γ
−1]m,nE˙np(0)n .
(19)
Equation (19) can be used for a system with arbitrary
spectrum En(t), as long as one can calculate the inverse
γ−1 of the transition rate matrix, as defined by Eq. (15).
As an example of the application of Eq. (19), we calcu-
late the dissipated heat for an adiabatic evolution of a two-
state system with state energies E0(t) and E1(t). The cal-
culation is simplified by the general property of Eq. (19)
which follows from Eq. (16): the dissipated heat depends,
as should be, only on the energy differences in the en-
ergy spectrum En(t), i.e., it does not change if all ener-
gies are shifted by some time-dependent offset δ(t). For
a two-state system, this means that the dissipated heat de-
pends only on the time dependence of the energy differ-
ence (t) = E1(t)− E0(t) and not on the evolution of the
individual energies E0,1 separately. This means that, effec-
tively, we can take the energies of the two states to be 0 and
(t), and the Eq. (19) is reduced as follows:
〈Q〉(dis) = − 1
kBT
∫ tf
ti
dt˙(t)2[γ−1]11p
(0)
1 .
For a two-state system, transition matrix takes the fol-
lowing explicit form:
γ =
(
−Γ10 Γ01
Γ10 −Γ01
)
,
and the group inverse defined by the conditions (15) can be
calculated directly:
γ−1 = γ/Γ 2Σ , ΓΣ ≡ Γ10 + Γ01 . (20)
This result means that [γ−1]11 = −Γ01/Γ 2Σ , and combin-
ing it with the detailed balance condition (2): Γ10/Γ01 =
e−/kBT and equilibrium probability p(0)1 = 1/(e
/kBT +
1) we obtain the heat dissipated in the adiabatic evolu-
tion of the two-state system with energy difference (t)
between the states:
〈Q〉(dis) = 1
4kBT
∫ tf
ti
dt
˙2
ΓΣ cosh
2(/2kBT )
. (21)
The higher-order terms in the expansion (12) gives pro-
gressively smaller corrections to the heat Q which vanish
more rapidly with the rate η of variation of the energies of
the system. This means that in the adiabatic limit, one can
take into account only the first two terms in the expansion
Eq. (12), limiting the expression for the heat exchanged
between the system and the reservoir to the two contribu-
tions:
〈Q〉 = 〈Q〉(rev) + 〈Q〉(dis) (22)
which are given by Eqs. (11) and (19), respectively, and
correspond to the reversible and irreversible heat generated
in the reservoir. One more useful remark that follow from
Eq. (22) is that the dissipated heat coincides with the “dis-
sipated work” 〈W 〉(dis), which can be defined naturally as
the work done on the system in excess of the change of the
system free energy. Indeed, combining Eqs. (22) and (11)
with the first law (4) we see that
〈Q〉(dis) = 〈Q〉 − 〈Q〉(rev) = 〈W 〉
−∆U + T∆Ssys = 〈W 〉 −∆F = 〈W 〉(dis), (23)
as stated above.
2.3 Classical fluctuation-dissipation theorem
Another feature of the heat dissipated in the adiabatic
evolution that is important for operation of the reversible
Maxwell’s demon is the direct relation between the av-
erage dissipated heat given in general by Eq. (19), or by
Eq. (21) in the case of a two-state system, and the magni-
tude of the fluctuations of the heat exchanged between the
reservoir and the system during the evolution. This rela-
tion, derived below, shows that in the adiabatic limit, the
dissipated heat vanishes not only on average, but for every
instance of the evolution implying that in principle, it can
be made negligible in every cycle of the Maxwell’s demon
operation. Qualitatively, the relation between the average
dissipated heat and its fluctuations can be seen as a version
of the classical limit of the fluctuation-dissipation theorem
connecting the linear heat conductance Gth and the zero-
frequency spectral density SJ(0) of the fluctuating heat
flux in this conductance (see, e.g., [27]): SJ(0) = 2T 2Gth.
In the case of adiabatic evolution, this relation is replaced
by the relation between the dissipated heat 〈Q〉(dis), which
in this context is an analog of the thermal conductance,
and the noise of this heat, which 〈Q2〉 replaces the spectral
density SJ(0). This analogy stems from the fact that the
dissipated heat in the adiabatic evolution is produced as
a response to a small deviation from the equilibrium be-
tween the system and the reservoir, created by a finite rate
of change of energies of the system in the same way as the
average heat flow through the thermal conductance Gth is
produced by a small temperature bias across it.
To derive the relation between the average dissipated
heat (19) and its noise quantitatively, we need to calcu-
late the heat noise 〈Q2〉 in the adiabatic evolution governed
by the master equation (1). Taking the elementary heat (3)
generated when the system is in the state n, and summing
it over all states with their probabilities, we get the total
Copyright line will be provided by the publisher
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elementary heat exchanged between the system and reser-
voir
dQ =
∑
n,m
(En − Em)Γmnpˆndt . (24)
In this expression, pˆn denotes an arbitrary distribution of
occupation probabilities which satisfies the rate equation
(1), but does not necessarily coincide with the actual prob-
ability distribution in the evolution of the system because
of, e.g., different initial condition imposed on the probabil-
ities pˆn. Because of this, dQ here is not the actual average
heat as, e.g., in Eq. (4). Equation (24) can be simplified
further as follows:
dQ =
∑
n,m
(En − Em)(Γmnpˆn − Γnmpˆm)dt/2
=
∑
n,m
En(Γmnpˆn − Γnmpˆm)dt = −
∑
n
En ˙ˆpndt , (25)
where in the last step we used Eq. (1), since the time de-
pendence of the otherwise arbitrary probabilities pˆn should
still be governed by this equation. Using Eq. (25) to define
an expression for the heat Q exchanged with the reservoir
during the full evolution we get:
Q =
∫ tf
ti
dQ = −
∑
n
∫ tf
ti
En ˙ˆpndt
=
∑
n
[
− Enpˆn
∣∣∣tf
ti
+
∫ tf
ti
E˙npˆndt
]
. (26)
Equation (26) represents the heat generated in the
reservoir as the difference between the work W done on
the system and the change of the system energy in the
evolution process, Q =W − (Ef −Ei). Since the system
randomly occupies different energy levels in the evolution,
the work W is a fluctuating quantity similarly to the sys-
tem energies Ef,i. They all contribute to the fluctuations
of the generated heat defined as usual as
〈Q˜2〉 = 〈Q2〉 − 〈Q〉2.
Similarly to the average dissipated heat (19), we find
these fluctuations in the first order in the small typical rate
E˙n of the variation of the system energies. Note that al-
though Eq. (19) contains the terms proportional to E˙2n un-
der the integral over time, a reasonable adiabatic evolution
changes the system energies considerably, i.e.
∫ tf
ti
dtE˙n ∼
En, so effectively, the dissipated heat (19) is of the first
order in the evolution rate E˙n. In this approximation, the
fluctuations of the initial and final energies of the sys-
tem are given by their standard equilibrium expressions,
〈E˜2i,f 〉 = Ci,fT 2, where Ci,f are the heat capacities of the
system before and after the adiabatic evolution, as follows
from the following considerations. First, corrections p(1)
to the equilibrium probabilities p(0), which could produce
a non-equilibrium contributions to fluctuations ofEi,f van-
ish at t = ti , tf according to Eq. (14) under the adopted
assumption of smooth evolution of the system energies. In
addition, the correlations among different tunneling events
described by the master equation decay on the time scale
Γ−1 set by the typical tunneling rate Γ , which is much
shorter than the evolution time interval tf − ti. Because
of this, the fluctuations of the initial and final energies of
the system and the fluctuations of the work done during the
adiabatic evolution are uncorrelated:
〈Q˜2〉 = 〈E˜2i 〉+ 〈E˜2f 〉+ 〈W˜ 2〉 , W =
∫ tf
ti
∑
n
E˙npˆndt .
(27)
The fluctuations of the work W done in the adiabatic evo-
lution can be found according to the standard prescrip-
tion for the correlation functions in the master-equation-
governed evolution:
〈W˜ 2〉 =
∫ tf
ti
dtdt′
∑
n,m
E˙m(t
′)pm,n(t′, t)E˙n(t)pn(t) .
(28)
Here pn(t) is the actual probabilities in the evolution pro-
cess, and pm,n(t′, t) is the distribution of probabilities
evolving at time t′ out of the initial configuration at t′ = t
in which the system occupies with certainty the state n:
pm,n(t, t) = δm,n. Since Eq. (28) already contains the rate
of change of energies squared, the probabilities in it can
be calculated in the quasistatic approximation, in which
pn(t) = p
(0)
n (t), and the master equation that determines
the probabilities pm,n(t′, t): ∂p/∂t′ = γ(t′)p, can be sim-
plified by essentially neglecting the time dependence of
the transition rates, i.e. reducing it to the following form:
∂p/∂t′ = γ(t)p. Formal solution of this equation can then
be written down immediately:
pm,n(t
′, t) =
[
eγ(t)|t
′−t|]
m,n
. (29)
The fact that this expression is the same for t′ < t as for
t′ > t is dictated by the fact that in the quasistationary
approximation, the correlation functions should be sym-
metric with respect to the interchange of the two times,
t ↔ t′. Combining Eq. (29) with Eq. (28), and taking into
account that the other terms in the integrals evolve on the
time scale much longer than that set by the tunneling rates,
we can take the integral over t′ in Eq. (28) by effectively
integrating only the probabilities (29):
〈W˜ 2〉 = −2
∫ tf
ti
dt
∑
n,m
E˙nE˙mp
(0)
n [γ
−1]m,n . (30)
Comparing Eq. (30) to Eqs. (19) and (23) of the pre-
vious Subsection, we see that the fluctuations of the work
done on the system are directly related to the dissipated
part of the work:
〈W˜ 2〉 = 2kBT 〈W 〉(dis) . (31)
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The energy-fluctuation terms can be removed from Eq. (27)
for the heat noise by averaging over the initial and final
states of the adiabatic evolution. Alternatively, in some sit-
uations, e.g. the one relevant for the most basic form of the
reversible Maxwell’s demon discussed below, the energy
fluctuations become negligible automatically. In that case,
fluctuations of the initial energyEi vanish because the evo-
lution of the system starts from the definite (ground) state
of the system separated by large energy gap ∆E  kBT
from the excited states, which suppresses all transitions
that could change the system energy. The fluctuations of
the final energy Ef vanish because the evolution ends with
the equally occupied two degenerate states of the system.
Although the transitions between these two states are not
suppressed, they do not cause any exchange of energy with
the reservoir, since the energies of the two states of the sys-
tem are the same. All other states are again separated from
the two degenerate states by large energy gap suppressing
the transitions to these states. For vanishing fluctuations
of the energies Ei,f , Eq. (31) can be extended directly
to the relation for the noise of the heat transferred to the
reservoir:
〈Q˜2〉 = 2kBT 〈Q〉(dis) , (32)
which can be viewed as an analog of the classical
fluctuation-dissipation theorem for the thermal conduc-
tance in the situation of adiabatic evolution. The main
consequence of this relation for the subsequent discussion
of the reversible Maxwell’s demon is the fact that the stan-
dard deviation of the heat noise vanishes together with the
average dissipated heat, and as a result, in the adiabatic
limit, the dissipated heat vanishes not only on average, but
for each realization of the adiabatic evolution.
3 Reversible Maxwell’s demon The discussion of
adiabatic evolution in the previous Section illustrates ex-
plicitly the standard understanding that thermodynami-
cally optimum processes require sufficiently slow, adia-
batic transformations, which minimize dissipated heat and
work and make the whole process effectively reversible.
Here we consider “Maxwell’s demon” (for reviews, see
[28]), a device which extracts energy from thermal fluctu-
ations in an equilibrium statistical system at temperature
T and transforms this thermal energy into free energy. All
this is achieved by means of a process the central part of
which is a measurement done on a fluctuating statistical
system in thermal equilibrium, and application of the feed-
back control pulses which depend on the outcome of this
measurement. In principle, Maxwell’s demon (MD) can be
realized using an arbitrary quantum system with the energy
spectrum En weakly interacting with a thermal reservoir,
as considered in the previous Section. The simplest cycle
that realizes the demon operation consists of three steps.
The first step is an adiabatic evolution of the system ex-
tracting heat from a thermal reservoir in equilibrium. For
simplicity, we assume that the system has a configuration
of the energy levels En such that the ground state energy
E0 is well separated from the excited states, so that there
is a range of temperatures T in which the system occu-
pies the ground state with near certainty, so that the entropy
(5) of the system effectively vanishes. The adiabatic evolu-
tion should start then with the system in the unique ground
state and should bring it to another equilibrium configu-
ration with the level occupation probabilities pn, in which
the entropy (5) is increased to a nonvanishing value Ssys.
According to Eq. (11), in the course of this evolution, the
heat
〈Q〉 = −kBT
∑
n
pn ln pn (33)
is extracted on average from the reservoir. As follows from
the discussion in the previous Section, in the adiabatic
limit, the fluctuations of the extracted heat in this case are
determined by the fluctuations of the system energy at the
final point of the evolution. If there are no energy fluctu-
ations at the final point, the fluctuations of Q vanish and
extracted heat Q is given by Eq. (33) for each individual
cycle, Q = 〈Q〉. The adiabatic evolution considered here
is reversible and generates entropy Ssys in the system’s
states. If the system represents a computing device, this
entropy corresponds to the information stored in this de-
vice. The reversal of the adiabatic evolution just described
would remove this information from the device by bring-
ing it to the definite prescribed state, and therefore coin-
cides with the Landauer information erasure discussed in
the Introduction. Thus, the first step of the operation of our
Maxwell’s demon is the reversal of the information erasure
protocol.
The second step of the MD operation is the measure-
ment of the actual state of the system at the end of the evo-
lution. Since we are limiting the discussion here to classi-
cal situations, the only two important features of the mea-
surement is whether it is precise, and whether it is done
reversibly, without the avoidable energy dissipation. If the
measurement is ideal in both respects, then the state of the
system at the end of the evolution is determined precisely,
and the only thermodynamic price paid for this is the need
to physically record this information I about the state of
the system. For an ideal measurement, the statistics of the
measurement outcomes exactly repeats the statistics of the
occupation of the energy levels of the system, and is char-
acterized by the probabilities pn. This means that in the
limit of large number of MD operation cycles, each mea-
surement generates on average the amount of information
I = −
∑
n
pn ln pn (34)
which coincides with the system entropy before the mea-
surement. This fact illustrates the general understanding of
information as the entropy of the computing system that
was discussed in the Introduction.
The last step of the MD cycle is the application of the
sequence of pulses to the system that drive it quickly from
Copyright line will be provided by the publisher
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the actual observed state at the end of the adiabatic evolu-
tion into the configuration when the occupied state is the
unique ground state of the system, similar to the starting
point of the evolution. The pulses should be applied in a
time much shorter than the typical transition rates. Since
the energy spectrum of the system is controlled by the ex-
ternal pulses, the ground state can in general be a different
state in each cycle (depending on the outcome of the mea-
surement) but can be made to have the same energy each
time. Such a rapid return to the ground states completes
the MD cycle. It does not generate any heat in the reser-
voir, since no transitions have time to happen during it. The
net result of one cycle of MD operation is then the extrac-
tion of the heat (33) from the reservoir, which, by the first
law, was transformed into the free energy of the external
source manipulating the energy states of the system. This
transformation was achieved at a cost of creation of the
information (34) about the actual state of the fluctuating
system at the end of the adiabatic evolution. These expres-
sions shows that the operation of such a optimal reversible
demon does not contradict the second law. Reversible era-
sure of the information (34) dissipates back into heat pre-
cisely the energy kBTI extracted by the demon from the
thermal reservoir.
The demon operation just described relies on the exis-
tence of the accurate measurements of the states of the sys-
tem that are distinguished by their energies En(t). While
theoretically the energy is an absolutely legitimate observ-
able, experimentally, the non-invasive measurements of en-
ergy presents considerable problems. In this respect, prac-
tical implementation of the MD cycle is only possible when
the energy states n of the system can also be distinguished
by some other physical quantity that is directly measurable.
This is the case for the single-electron circuits, where the
dominant energy of the system is the electrostatic energy,
and the different energy states are distinguished also by the
excess number of individual electron charges on the elec-
trodes of the system. The charge states can be measured
directly with any of the several existing single-charge de-
tectors, DC [30,31,32] or RF [33] single-electron transis-
tors, or quantum-point contacts [34]. Such a Maxwell’s de-
mon operating with individual electrons has been realized
[1] using the most basic single-electron system, single-
electron box (SEB) [24,25]: two electrodes connected by
a small tunnel junction that allows electrons to tunnel be-
tween them. An advantage of this system is that at low
temperatures, kBT  EC , where EC is the characteristic
electrostatic energy associated with one electron charging
the system, its dynamics can be naturally reduced to that
of a two-state system, simplifying the measurement and
control part of the MD cycle. Moreover, the energies E0,1
of the two remaining states of the two-state system can be
gate-voltage driven back-and-forth between the regimes of
large |E0 − E1|  kBT , and small, |E0 − E1|  kBT ,
energy separation, as needed for the MD operation - see
Fig. 2 and the discussion below.
Figure 2 Typical qualitative time dependence of the en-
ergy difference between the two states of an effectively
two-state system, e.g. single-electron box, that corresponds
to several cycles of the operation of reversible Maxwell’s
demon. Two parts of each cycle that can be explicitly seen
in the diagram are: (1) adiabatic ramp of the energy dif-
ference starting from initial value that is much larger in
magnitude than the thermal energy kBT and ending at the
degeneracy point where the energy difference vanishes;
and (2) abrupt return from the degeneracy point to the
ground state. At the beginning of the ramp, the system is
with certainty in the ground state, while at the degener-
acy point both states are occupied with equal probability
1/2. Whether the applied feedback makes the state n = 0
or n = 1 the ground state in a given cycle depends on
the actual state the measurement finds the system in at the
degeneracy point in this cycle. The heat kBT ln 2 is ex-
tracted from the reservoir during each adiabatic ramp and
converted into the free energy transferred to the external
source which manipulates the energies of the system.
In the two-state regime, only the two charge states,
n = 0 and n = 1, have the non-vanishing occupation prob-
abilities. These states differ by one extra electron charge
residing either on the left or on the right electrode of the
SEB. In this respect, the SEB Maxwell’s demon is simi-
lar to the Szilard engine [35], in which the states of the
Maxwell’s demon working substance are distinguished by
two possible positions of one particle. This correspondence
between the energy and charge states also makes it possi-
ble to measure directly the actual state of the system with a
charge detector. The energies E0 and E1 of the two charge
states can be controlled by the applied time-dependent gate
voltage (for more detailed description of the system – see,
e.g., [29]. As partly discussed in the previous Section, the
thermodynamic properties of a two-state system, including
now the characteristics of the MD cycle, depend only on
the energy difference  = E1(t)−E0(t) and not on the in-
dividual energies E0,1 separately. The gate-voltage-driven
typical qualitative time dependence of the energy differ-
ence that corresponds to several cycles of MD operation as
described above is shown in Fig. 2.
Each cycle starts with an adiabatic ramp that slowly
drives the system from the state with ||  kBT , when
the ground state is occupied with near absolute certainty,
to the degeneracy point  = 0, where the two states of the
system are equally occupied. This means that the entropy
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of the system is increased by∆Ssys = kB ln 2 and the heat
Q = kBT ln 2, as in Eq. (11), is extracted from the reser-
voir during each ramp. Note that under the conditions of
this cycle, there are no equilibrium fluctuations of the heat
at the end point of the ramp, and therefore, no heat fluctu-
ations at all in the adiabatic limit, i.e., the extracted heat is
the same in each cycle. The cycle of MD operation is com-
pleted by the measurement of the actual state of the system
at degeneracy point, and application of the corresponding
feedback pulse of gate voltage which swiftly turns the mea-
sured state into the ground state of the system. Since the
pulse is fast on the time scale set by the transition rates,
no heat is exchanged with the reservoir in this return to the
ground state, so the net result of the cycle is the extraction
of the heat during the adiabatic ramp, which is converted
into the free energy transferred to the source of the con-
trol pulses. For instance, in the case of SEB, this means
that the battery producing the gate voltage, ideally, should
be charged by the MD operation. Thermodynamic cost of
this transformation of heat into free energy is creation of
one bit of information about the actual state of the system
at degeneracy; for the SEB, position of the extra electron
on the left or right electrode of the box. If this information
is erased in an optimal, reversible, fashion, precisely the
same amount of free energy as extracted by the Maxwell’s
demon is converted back into heat, ensuring that the second
law of thermodynamics is satisfied.
3.1 Minimization of the dissipated heat Ideal op-
eration of the Maxwell’s demon discussed so far is affected
in general by several possible imperfection. The most fun-
damental limitation is imposed by the finite rate of the adi-
abatic ramp which, in addition to the reversible extraction
of the heat (11) from the reservoir, dissipates irreversibly
the heat (19). In the case of the MD cycle based on a two-
state system, e.g. the SEB described above, the irreversibly
dissipated heat is given by Eq. (21) and can be minimized
by appropriate choice of the profile of the energy differ-
ence ramp (t). To do this, one needs to minimize the in-
tegral in Eq. (21) with respect to the function (t). Since
the integral in Eq. (21) does not contain any derivatives of
(t) of higher than the first order, this minimization prob-
lem is equivalent to the one encountered, e.g., in the La-
grangian formulation of classical mechanics, and leads to
the Lagrange equation for the function (t) minimizing the
dissipated heat:
d
dt
∂J
∂˙
=
∂J
∂
, J ≡ ˙
2
4kBTΓΣ() cosh
2(/2kBT )
.
(35)
Calculating the derivatives, one can see that the Lagrange
equation can be transformed into the form requiring that
the integrand in Eq. (21) is constant in time:
dJ
dt
= 0 , i.e.
˙√
ΓΣ() cosh(/2kBT )
= −
√
4kBTJ .
(36)
Integrating this equation over the time interval of adiabatic
evolution, from ti = 0, when the energy difference ac-
quires some large value (0) = i  T , to tf = τ , when
(τ) = 0, one obtains the condition that gives the constant
heat flux J during the evolution:√
4kBTJτ =
∫ i
0
d√
ΓΣ() cosh(/2kBT )
, (37)
and therefore, determines the total dissipative heat 〈Q〉(dis)
(21) in the adiabatic ramp:
〈Q〉(dis) = Jτ . (38)
To obtain the explicit solution of Eq. (37), one needs
to specify the energy dependence of the total tunneling
rate ΓΣ() in the two-state system. An important exam-
ple is provided by the hybrid SEB based on the normal
metal/insulator/superconductor (NIS) tunnel junction as
used in the experiment ([1]). Single-electron tunneling rate
in the NIS junction is (see, e.g., [29])
ΓΣ() = 2Γm cosh
2{/2kBT} , (39)
where Γm is the tunneling rate at degeneracy, when  = 0,
Γm =
1
RT e2
(2pi∆kBT )
1/2e−∆/kBT .
Here RT is the normal-state resistance of the NIS tunnel
junction and∆ is the superconducting energy gap in the su-
perconducting electrode of the junction. With the rate (39),
integral in Eq. (37) can be calculated explicitly to find the
minimum Qm of the dissipated heat 〈Q〉(dis) (21) for the
optimum adiabatic ramp satisfying the condition (36):
Qm = Jτ =
kBT
2τΓm
tanh2
i
2kBT
. (40)
This equation shows that, qualitatively, the dissipated heat
is indeed minimized for slow adiabatic ramps, when the to-
tal ramp time τ is large, τ  Γ−1m , and that in this limit, the
dissipated heat can in principle be made negligible in com-
parison with the reversible heat kBT ln 2 extracted from
the reservoir in the ideal MD cycle.
It is instructive to compare Eq. (40) to the result that
would be obtained without the minimization of the dissi-
pated heat, e.g., for the linear time dependence of the en-
ergy difference (t) in the adiabatic evolution shown qual-
itatively in Fig. 2. Evaluating the integral in Eq. (21) for
˙ = const = i/τ and the total tunneling rate (39), one
obtains:
〈Q〉(dis) = i
4τΓm
tanh
i
2kBT
[
1− 1
3
tanh2
i
2kBT
]
.
(41)
We see that in the relevant limit of large initial energy i 
kBT , non-optimized dissipative heat (41) is larger than the
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optimized heat (40) by a large factor i/3kBT . This shows
that the optimization procedure can play quite an important
role in the MD operation.
We can also find explicitly the time dependence of the
energy difference ramp (t) for which the dissipated heat
〈Q〉(dis) reaches the minimum (40). Integrating Eq. (36)
with the NIS tunneling rate (39), we obtain
t/τ = 1− tanh((t)/2T )/ tanh(i/2kBT ) .
Finally, solving this equation for (t), one finds the profile
of the optimum adiabatic ramp that minimizes the dissi-
pated heat in the hybrid SEB:
(t) = kBT ln
[ 2τ − (1− e−i/kBT )t
2τe−i/kBT + (1− e−i/kBT )t
]
. (42)
In this case, as one can see from Eqs. (36) and (39),
|˙| ∝ cosh2{/2kBT}, i.e., qualitatively, Eq. (42) de-
scribes more rapid variation of the energy difference (t)
at large , where the total tunneling rate is larger, and
slower variation in the vicinity of the degeneracy point.
4 Conclusions In this work, we have discussed the
reversal of the optimal Landauer’s information erasure.
This reversal serves as the central element of the Maxwell’s
demon operating at the limit of thermodynamic efficiency.
The limit is consistent with the second law of thermody-
namics and corresponds to extraction of kBT ln 2 of en-
ergy from an equilibrium thermal reservoir at temperature
T per one bit of generated information about the working
substance of the demon. The reversible Maxwell’s demon
considered here can be implemented not only with individ-
ual electrons in single-charge structures as in [1], but also
in other nanostructures, e.g. molecular systems, or in the
Josephson junction structures based on the dynamics of in-
dividual magnetic flux quanta.
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