This paper describes a technique, called V-Mirroring, for integrating videos taken from different cameras with different viewpoints of the same scene. The term V-Mirroring stems from the use of virtual mirrors in order to composite videos together. These mirrors are placed in the scene, near to the locations of the cameras. Thereafter, for any given camera, its corresponding video is overlaid with the remaining videos in the locations of the virtual mirrors closest to their respective cameras. Thus, the objects in the scene that are imaged by more than one camera, can then be viewed from multiple viewpoints in a single video. Previous approaches for compositing images or videos, such as panorama mosaicing, require that the input videos' image planes lie on the same, or approximately the same 2D plane, thereby losing the 3D feeling of the environment. In this work, videos can be taken from very different viewpoints and still be combined into a single video containing the differing videos.
Introduction
In an age where cameras have largely become ubiquitous, algorithms for representing the plethora of captured images or videos in a meaningful way have become essential. Most major events are now documented by at least one camera. Multiple videos of a given rock concert, for example, are often uploaded to video sharing websites within mere minutes after the concert's end. The paparazzi and adoring fans follow celebrities around with cameras constantly documenting their every move with images and videos. In most retail stores or banks, several surveillance cameras are strategically placed to cast a watchful eye on would-be thieves. In all three examples, the resulting product is many disparate images and videos of the same scene, person or object. The benefits of having many images or videos of a common event captured from unique viewpoints, however, are not reaped by the person viewing the images or videos, as they remain disjointed and can only be viewed as separate entities. Our goal is to combine similar videos, acquired from different cameras but of the same scene, into a single video. gain better understanding of how the videos relate to each other spatially. In other words, the viewer would be able to identify the position of the cameras in relation to one another, and thus, they will also be able to get a more threedimensional representation of the scene, object or person. Thus, combining similar videos will enable a more immersive "being there" experience than otherwise experienced with multiple disparate videos.
One highly explored group of methods for combining similar videos or images is image stitching. The goal of image stitching is to combine many images into a composite image, such as a panorama. The images must be properly aligned and the seams between the images must not be visible, in other words, they must be well-blended. There are different approaches to solving the image stitching problem. Brown and Lowe categorize the methods into two main categories: direct and feature-based methods [16] . In direct methods [3, 12] , the camera parameters are iteratively estimated by minimizing the difference in pixel intensity in the area of overlap. In feature-based methods [4, 10, 14, 20] , a correspondence between points in the images is established using either low-level features, such as corners and edges, or high level features such as parts of objects. Most of these methods, however, are not robust to changes in illumination, zoom and rotation. In order to develop techniques that are in fact robust to the aforementioned changes, a type of features called invariant features was developed [2, 22] . In [16] , Brown and Lowe describe their image stitching technique which use Lowe's Scale Invariant Feature Transform (SIFT features) [17] .
The quality of the resulting panorama is highly dependent on the type of images acquired for all of these techniques. Thus, image acquisition plays a pivotal role in image stitching. There are three main ways of acquiring images [7] :
1. Camera Rotation: The camera is rotated around an axis perpendicular to the optical axis and which passes through the optical center of the camera. Rotations in an axis other than the specified axis lower the quality of the panorama. Moreover, since the images are to be combined into a single two-dimensional (2D) image, but each image is taken on a different 2D plane, the images need to be projected onto a single surface, such as a cylinder or a sphere. Projection, however, degrades the quality of a panorama.
Camera Translation:
The camera is mounted on a sliding plate and translated in a direction parallel to the image plane. One main disadvantage to this approach of image acquisition is that the camera translation must remain in the direction parallel to the image plane, otherwise the size of the objects may vary, which causes problems when stitching the images together. For example, if the camera were to translate slightly closer to the objects of interest, those objects would appear larger in the subsequent pictures than in the previous ones and stitching these images together would be very difficult.
3. Hand held Camera: The camera is held by the user and is moved in a direction approximately parallel to the image plane. Naturally in this approach, the amount of undesirable translations and rotations is considerable, thus making the images acquired difficult to stitch together. The amount of overlap area between images must be increased in order to reduce the amount of inconsistencies.
Few techniques use the camera rotation method to acquire their data sets since there are limited applications that would benefit from this method of image acquisition. Thus, most image acquisition is done by translating the camera in a direction parallel to the image plane, with the camera either mounted on a sliding plate of sorts or held by hand. In fact all of the aforementioned image stitching techniques excluding one notable exception [2] , require that the camera be moved along the same direction as the image plane. Since all the acquired images are either on, or approximately on the same plane, the resulting panoramic images created do not create the feeling of looking into a three-dimensional environment. By limiting the amount of viewpoint change, the images that can be acquired are limited and thus the number of possible applications for these techniques are also limited. Even in Baumberg's approach [2] , which allows for viewpoint changes and rotations, the maximum amount of rotation before the results begin to degrade is around 51 degrees. In our approach, we can use several cameras positioned along several viewpoints with an unlimited amount of relative rotation between the cameras.
Moreover, for these image stitching techniques, the amount of overlap of the photos significantly affects the quality of the resulting composite image. In fact, as Chen asserted [8] , an overlap of approximately 50% is desirable in order to have the best results. If there is no overlap, then there is a risk of having holes in the lightfield. In other words, if the scene was not properly sampled, then there can be gaps in the resulting panorama.
Beyond image stitching, a few papers have described forays into dynamic panorama mosaicing, which is the creation of panoramic videos. Many of the techniques employ systems that either have specialized panoramic cameras such as catadioptric cameras, or use a mirroring system to generate the panoramas [5, 6, 13, 18, 23, 24, 25] . Agarwala et al. created Panoramic Video Textures (PVTs) with a single panning video camera [1] . Likewise, RavAcha et al. [21] created Dynamosaics using a single cam-era. In both cases, since only a portion of the scene has been imaged at any given time, the resulting panorama does not have images for the entire panorama. Thus, the PVTs and Dynamosaics can only really work for repetitive motion, such as swaying trees or waterfalls. Neither technique can create dynamic panoramas for scenes with highly aperiodic motion, such as the inside of a bank or a rock concert.
With panoramas, whether static or dynamic, once the panorama is created, the viewpoint cannot be changed. There has been some work done on using multiple cameras with different viewpoints to render new views. Levoy and Hanrahan [15] 
View Integration using Virtual Mirrors
The main problem encountered when attempting to combine similar videos from different cameras with differing viewpoints lies in how to represent a 3D world in a 2D plane. Our approach draws from the idea that when a person is looking into a mirror, the objects between that person and the mirror can be seen both directly and indirectly through the mirror. In that way, more than one side of the object can be seen at the same time. Thus, we developed a virtual mirror technique, V-Mirroring, whereby for each camera, a virtual mirror is placed in the scene close to it. The virtual mirror reflects the video captured by the camera. In other words, given the video from one camera, we label this camera the "principal camera" and its corresponding video the "principal video". The cameras whose viewpoints overlap with the viewpoint of the principal camera are labelled "secondary cameras" and each secondary camera has its own corresponding virtual mirror placed in the scene. The videos from the secondary cameras are overlaid onto the principal video at the location of their corresponding virtual mirror. We call these generated videos "combined videos". The V-Mirroring technique allows the objects within a scene captured by the similar videos to be observed from more than one viewpoint in just one combined video.
The idea of V-Mirroring is further illustrated in Figure 1 . The image from the secondary camera (shown in Figure 1b) is overlaid onto the image from the principal camera (shown in Figure 1a) as a virtual mirror in order to produce Figure 1c . As can be seen in this illustration, two nearly opposing views of the woman are visible in one single 2D image.
The number of combined videos is equal to the number of similar videos. Each of the similar videos can serve as principal video with the remaining videos serving as mirror videos. The virtual mirrors can then act as thumbnails whereby clicking on one of them switches the combined video so that the video overlaid on the clicked virtual mirror becomes the principal video and all remaining videos are overlaid onto it. Further details to our approach will be presented in Section 3.
Implementation of V-Mirroring
As described in Section 2, given several similar videos acquired by different cameras with different but overlapping viewpoints of the same scene, we combine these similar videos into a single video using V-Mirroring. In order to determine the proper pixel mapping to create the virtual mirrors, the relative positions of the cameras are required. Determining these parameters is not a trivial problem, thus in our initial implementation, we use two calibrated cameras. The setup is described in Section 3.1.
Hardware
The similar videos used in our work were taken from McGill University's Shared Reality Environment (SRE) [9] , a laboratory space. The laboratory setup consists of several projection screens onto which we projected a landscape to serve as a generic background. Moreover, there are two calibrated 3Com U.S. Robotics BigPicture Cameras in the SRE. One camera lies just below the east screen, facing the west screen and the other is facing the north screen. We call these cameras "Camera East" (CE) and "Camera South" (CS) respectively. A diagram of the setup is shown in Figure 2 .
CE and CS were calibrated and thus the relative rotation and translation between them could be easily found. With the rotation matrices, R, and the translation vectors, T, of each camera, mapping the pixels of one camera onto a virtual mirror placed in the video of another camera becomes possible. 
Pixel Mapping
In this section, we describe how the videos of the secondary cameras are overlaid onto the principal video. Although there is no limit to the number of secondary cameras possible other than the physical limitation of the video resolution, for the purpose of clarity, our work uses only the two calibrated cameras, CE and CS. Since mapping each secondary camera to the principal video does not affect the mapping of the other secondary cameras, this method is easily extended.
Problem definition: For each point in the secondary camera image plane, find the corresponding point on the principal camera image plane.
We solve the corresponding points for each frame of the video. Each image point has 2 components, the x-(horizontal) and the y-(vertical) component and each one is solved for individually. We begin by solving for the corresponding x-components of the principal camera image plane to all the x-components of the secondary camera image plane. Thus, we project all the points onto the X-Z plane of the camera, as in Figure 3 .
For each of the x-components of the secondary camera image plane we solve for the point of intersection between the ray that passes through the point itself, P SC , and the optical center of the secondary camera, C SC , and the virtual mirror plane. We call this point of intersection the "mirror point", P M . The virtual mirror plane is placed a small distance, M X , away from the secondary camera, with the plane parallel to the secondary camera image plane. After we find the x-component of P M , we can then find the corresponding x-component of the point on the principal cam- Figure 3 . Diagram of Pixel Mapping. Points projected onto the X-Z plane, to determine the horizontal components of the homography. The point P SC (X) on the secondary camera (C SC ) image plane, is mapped to the point P M on the virtual mirror plane, which is in turn mapped to the point P P C (X) on the principal camera (C P C ) image plane. era's image plane. The algorithm used to find these points is described in Figure 4 .
Once all the horizontal components of the corresponding points on the principal camera's image plane are found, the vertical components can be found by projecting all the points onto the Y-Z plane of the cameras. The algorithm remains as in Figure 4 by replacing the horizontal components with the vertical ones. Figure 5 shows the projection of the points onto the Y-Z plane. It is important to note that the Y-Z plane of each individual camera is not to be confused with the real-world coordinates. Thus, when the secondary camera is projected onto its Y-Z plane, the real-world projection is actually onto the X-Y plane.
With all the corresponding points, the pixels of the video of the principal camera at the virtual mirror can be replaced with the corresponding pixels from the secondary camera. This mapping, however, is a many-to-one function, meaning, more than one pixel from the secondary camera can correspond to a single pixel of the principal camera. Thus, the average of the pixels that map to the same location is taken and it is that value that is used for the virtual mirror. 
Virtual Mirrors as Thumbnails
Once the combined videos, the videos containing the virtual mirrors, are created, the virtual mirrors can serve as thumbnails whereby clicking on them would switch to a new view with the clicked virtual mirror's camera serving as principal camera. In other words, if there are two cameras, there are two combined videos. In each of the combined videos, we have a view from the principal camera's field of view as well as the secondary camera displayed in the virtual mirror. By clicking on the virtual mirror, the view then switches, and its camera then becomes principal camera and what was the principal camera then becomes the secondary camera. In order to create our demonstration, a multimedia authoring program, Adobe Flash Professional was used to embed the video streams in a web page. The web page could then be viewed remotely by any authorized users, which is an ideal situation for video surveillance applications or for people wishing to share videos with friends. 
Results
In Figure 6 and 7 images from the videos with CE and CS serving as the principal cameras are shown respectively. As can be seen in Figure 6 , the view of the scene as captured by CE is displayed with a virtual mirror located in the approximate location of CS. In this case, the corresponding frame from the video captured by CS is inverted and displayed in the virtual mirror. Likewise, in Figure 7 , CS is the principal camera, and the corresponding frame captured by CE is displayed in the virtual mirror.
Dealing with Occlusion
One of the main difficulties of the V-Mirroring approach is occlusion, whereby the foreground is between the virtual mirror and the principal camera's field of view. In the case of occlusion, the portions of the virtual mirror that are occluded should no longer be replaced by the corresponding pixels from the secondary camera. Thus, a technique for differentiating between foreground and background is required. In our approach, we found that a simple background subtraction method sufficed for the given videos. An image of the scene without any foreground from each of the cameras is used as the background model. Each frame is compared against its own respective background model using pixel-to-pixel subtraction. If, at the location of the virtual mirror, the frame and the background model match within a certain threshold of tolerance, then there is no occlusion. However, wherever the frame and background do not match within the location of the virtual mirror, then the pixels are not replaced with the pixels from the secondary camera video. In Figure 8 , although the foreground should be in front of the virtual mirror, without differentiating between foreground and background, the virtual mirror is replaced over the foreground rendering the person behind the mirror, and yet still "reflected" inside the virtual mirror. This occurrence, of course, is contrary to what would actually be seen had there been a real mirror located in the place of a virtual mirror. With the background subtraction method, however, as in Figure 9 the foreground is not replaced with the mirror, thus more closely reflecting what would occur in reality.
Dealing with Illumination Changes
Once the background subtraction method is used to fix the occlusion problem described in Section 4.1, then the changes in illumination becomes an issue that must be handled. The simplest approach, which is the approach we adopted, is to divide each frame by its own greatest intensity value and then multiply it by the greatest intensity value of the background model. In doing so, we manage to render the illumination of each frame closer to that of the background model.
Conclusions
In this paper, we have described a new method, called V-Mirroring, for integrating multiple videos of a scene, object or person in a single video. The main advantage to VMirroring, which differs from other techniques, is that the Figure 8 . The virtual mirror is replaced over the foreground causing the person to be behind the virtual mirror. videos can be taken from different cameras and from different viewpoints. Because multiple views of a scene can be represented in a single video, the resulting combined video provides a feeling of looking into a 3D environment. Moreover, better understanding of the spatial relationships between views is achieved when the multiple videos are combined into a single video.
If we take the example of the video surveillance application, many surveillance systems consist of multiple cameras with one or more monitors displaying the videos captured by the cameras. In the case of one monitor, the displays cycle through the multiple videos, implying that at any given time, only one view can be surveyed by the guard. In the case of multiple monitors, although all the views can be displayed at once, the guard may not be able to turn his or her attention to all the monitors at once, thus situations that may warrant a response can easily go unnoticed. Moreover, with the multiple monitors, virtually no spatial relationships of one view to another is provided to the guard. With VMirroring, since multiple views are combined into a single video, the security guard can focus his or her attention on a single monitor, but still be able to see all the views at any given time. If more detail of a view is required, he or she can click on the corresponding virtual mirror to make that view the principal one.
One limitation of the V-Mirroring technique is that the cameras must be calibrated in order to map the virtual video onto the virtual mirror. While surveillance systems can make use of the technique, the goal is to use V-Mirroring for other applications where hand held cameras are used, such as rock concerts, paparazzi filled events, or even weddings. It is then necessary to find a technique to establish the relative positions of the cameras such as Nistér's five-point algorithm [19] .
Overall, however, the V-Mirroring technique is a simple but effective method of combining multiple similar videos into a single video.
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