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In this paper, we present a hybrid volume-of-fluid-based algorithm for the simulation
of free-surface-flow problems. For the solution of the flow field, the lattice Boltzmann
method is used. The additional advection equation for the volume-of-fluid (VOF) fill level
is discretized with a classical finite volume method. For the interface reconstruction, a
piecewise linear interface reconstruction in 3D has been implemented. The free-surface-
tracking algorithm is embedded into the 3D, non-uniform, lattice-Boltzmann-based solver
VirtualFluids; Freudiger et al. (2009) [1], Freudiger (2009) [2]. The advection algorithm
is verified and validated with well-known advection test cases. For the validation of the
free-surface algorithm, we present simulations of a breaking-dam benchmark.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
The lattice Boltzmann method (LBM) has become an efficient approach for solving a variety of difficult CFD problems,
including those in the field of multiphysics. For free-surface-flow problems, the ability of a numerical model to handle high
viscosity ratios and high density ratios is crucial. If capillary forces are neglected, only the denser and more viscous phase
needs to be simulated. The influence of the second (less dense) phase on the flow dynamics can then be represented by
appropriate boundary conditions at the interface.
Several approaches have been developed to apply LBM to free-surface problems. The authors in [3] use amodified version
of the immiscible lattice Boltzmann (ILB)model proposedby [4]. In thismultiphasemodel, an additional anti-diffusion sweep
(recoloring step) is used to prevent the mixing of the two phases. In [3], the authors use an ILB-like model, but modify it to
neglect the second fluid phase. In contrast tomultiphasemodels, the LB calculation steps occur only on thenodes of one of the
phases. At the phase interface, then, appropriate boundary conditions are developed and applied. No surface reconstruction
is needed. The authors in [5,6] combine LB with a VOF method and a flux-based advection scheme. Their algorithm was
developed for the simulation of metal foams but has proved capable of handling free-surface-flow simulations as well. The
flux terms are expressed directly in terms of LBM distribution functions. Instead of the anti-diffusive recoloring algorithm,
a straightforward geometrical representation of the interface is used to maintain a sharp interface region. The work in [7]
modifies this idea and compares it to commercial CFD software. In [8], level-set and VOF approaches are compared.
Unfortunately, none of these approaches leads to satisfactory algorithms on non-uniform, tree-type grids. This is because
they attach the variables for the interface description directly to the LB nodes and handle the advection equation on the
mesoscopic lattice Boltzmann scale. This causes problems at non-uniform grid transitions, where an LB node simultaneously
belongs to two grids of different refinement levels. Such transitions require a consistent scaling and interpolation between
the nodal states on both levels, which can introduce distortions on the interface and violate conservation of mass. Similar
problems exist in the field of fluid–structure interaction (FSI). For example, LB nodes are marked as inactive as soon as they
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are inside a solid body; however, the advection scheme might require them to remain active. This inconsistency cannot be
solved with node-based methods.
Apart from the aforementioned methods, [9] proposes a hybrid method that combines an Eulerian LBM for the flow field
and a Lagrangian front-tracking method for the advection step. The interface is captured through marker particles, which
are then advected on the basis of a valid pressure and velocity field.
In this work, we modify the basic idea of [9] to present a hybrid scheme that discretizes the advection equation in a
classical macroscopic way, rather than in a mesoscopic LB framework. A volume-of-fluid (VOF) method has been chosen to
compute the dynamics of the interface, which is captured implicitly through the volume fraction of a control volume being
filled with fluid.
A sophisticated choice for the VOF control volume, coupled with the LBM, leads to amethod that is especially suitable for
mass-conserving applications on non-uniform, block-structured grids and for fluid–structure interaction. The robustness
and in particular the inherent conservation of mass of VOF methods is lacking in the level-set approach [10] and in
some particle methods [11,12]. Hybrid schemes may cure this problem but at the same time lead to significantly higher
computational costs [13,14].
For the simulation of free surface flow in a VOF framework, an additional transport equation must be solved for the
interface evolution between the two phases. Here, the main numerical difficulty is to maintain a constant interface width,
that is, to avoid the artificial diffusion of the interface profile.
Classical finite-volume-based schemes discretize the convective term in the transport equation with a higher-order
scheme and do not include a geometrical representation of the interface [15,16]. The transport equation is evaluated for
all cells in the computational domain, which may lead to cells with unphysical fill levels higher than one or lower than zero.
Moreover, a diffusive interface is generated, with awidth in the range of several cells. Thismight be one reason VOFmethods
are not widely accepted in the CFD community.
In contrast, surface reconstruction schemes, as used in this work, determine the exact position of the free surface in the
interface cells (reconstruction step). Then, either a flux-based advection or a Lagrangian advection of the surface takes place
(advection step). Note that the transport equation is evaluated for interface cells only. An inherently sharp interface with a
width of at most one cell is reconstructed.
The first VOF algorithm can be traced back to the SLIC (Single-Line-Interface-Calculation) algorithm of [17], which used
a constant surface reconstruction scheme and operator splitting for the advection step. The work of [18] introduced the
SOLA-VOF algorithm with a piecewise linear interface reconstruction (PLIC) for the treatment of the free-surface boundary
conditions. The piecewise linear concept was adapted to the surface reconstruction step in [19], which also represented
the surface as a set of linear plane segments. Since then, several developments in the field of VOF methods have appeared.
Among the surface reconstruction schemes, [20] and [21] present second-order schemes for the evaluation of the surface
normal from the discrete fill level information. For the advection step, unsplit methods [22] make it possible to treat all
advection directions at once but are still based on a PLIC surface reconstruction. In this work, we develop and employ a
flux-based advection scheme and compare both split and unsplit schemes for two different surface reconstructionmethods.
2. The Lattice Boltzmann method
The LBM regards CFD problems on a microscopic scale instead of solving the macroscopic Navier–Stokes equations. The
primary variable of microscopic approaches is the probability distribution function f (t, x, ξ), which specifies the probability
to encounter a particle at position x at time t with velocity ξ. In 1872, Ludwig Boltzmann derived an equation describing the
development of these distribution functions f due to interactions on the microscopic scale:
Df
Dt
= ∂ f (t, x, ξ)
∂t
+ ξ · ∂ f (t, x, ξ)
∂x
= . (2.1)
The left-hand side of this equation is an advection-type expression, while the right-hand side contains the collision operator
, which describes the interaction of particles. External forces are neglected in this derivation. For continuum flows with
low Knudsen numbers, discretized microscopic particle velocities ei can be introduced to obtain a model with reduced
computational costs. This leads to a set of discrete Boltzmann equations:
Dfi
Dt
= ∂ fi(t, x)
∂t
+ ξi ·
∂ fi(t, x)
∂x
= i. (2.2)
In this work, the D3Q19 model [23] is used for the discretization of the velocity space. The model introduces the following
19 velocities:
{ei, i = 0, . . . , 18} =
c ·
{0 1 −1 0 0 0 0 1 −1 1 −1 1 −1 1 −1 0 0 0 0
0 0 0 1 −1 0 0 1 −1 −1 1 0 0 0 0 1 −1 1 −1
0 0 0 0 0 1 −1 0 0 0 0 1 −1 −1 1 1 −1 −1 1
}
(2.3)
where a constant velocity c determines the speed of sound cs = c/
√
3.
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Fig. 2.1. Collision and propagation.
A finite difference discretization in space and time on a grid with c = 1x/1t = 1 (grid spacing 1x, time stepping 1t)
leads to the lattice Boltzmann equation,
fi(t +1t, x+ ei1t)− fi(t, x) = i. (2.4)
Finally, Eq. (2.4)may be split up into a local collision, which drives the particle distribution functions to equilibrium locally
as
f¯i(t, x) = fi(t, x)+i (2.5)
and a propagation step, where the evolved particle distribution function is moved to the respective neighbor as (Fig. 2.1)
fi(t +1t, x+ ei1t) = f¯i(t, x). (2.6)
It can be shown that the solutions of the lattice Boltzmann equation (Eq. (2.4)) satisfy the incompressible Navier–Stokes
equations up to errors of O(1x2) and O(Ma2) [24].
Density fluctuation ρ andmomentum ρ0u are the first two hydrodynamicmoments of the distribution functions and are
needed in the additional advection step later:
ρ =
18∑
i=0
fi and ρ0u =
18∑
i=0
eifi. (2.7)
2.1. Single relaxation time models
A simple approximation for the collision term i is the single relaxation time (SRT) approximation developed by
Bhatnagar, Gross, and Krook (BGK) [25]:
i = −1t
τ
(fi − f eqi ). (2.8)
Here, f eqi is a low-order polynomial approximation of the Maxwellian equilibrium distribution, and τ = 3ν + 121t is the
relaxation time coupled with the kinematic viscosity ν. The equilibrium distribution functions tuned for incompressible
flows are
f eqi = wi
[
ρ + ρ0
(
3
ei · u
c2
+ 9
2
(ei · u)2
c4
− 3
2
u2
c2
)]
(2.9)
where ρ0 is the reference density andwi are weighting factors that depend on the chosen discretization model [26]. For the
D3Q19 model, they are defined as
w0 = 13 , w1..6 =
1
18
and w7..18 = 136 . (2.10)
2.2. Multiple relaxation time model
In the more advanced MRT model [27], the particle distribution functions are transformed into moment space before
relaxation. The momentsm = M · f are labeled as
m = (ρ, e, , jx, qx, jy, qy, jz, qz, 3pxx, 3pixx, pww, piww, pxy, pyz, pxz,mx,my,mz)Ď ,
where Ď denotes transpose operation, and denote the following: mass density m0 = ρ; the part of kinetic energy
independent of the densitym1 = e; the part of kinetic energy square independent of the density and kinetic energym2 = ;
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the momentum m3,5,7 = jx,y,z ; m4,6,8 = qx,y,z are related to heat flux; m9,11,13,14,15 are related to the symmetric traceless
viscous stress tensor;m16,17,18 are third-order moments; andm10,12 are fourth-order moments.
For the relaxation, several different relaxation rates are used. This leads to an increase in stability and allows for the
development of more accurate boundary conditions and thus more efficient simulations [28]. The collision operator for
MRT is defined
 = M−1 · S · (M · f−meq) (2.11)
M denotes the transformation matrix from distribution functions to moments (m = M · f and f = M−1 ·m) and is given in
Appendix. Themeqi are the equilibrium moments, given by
meq0 = ρ, meq3 = ρ0 ux, meq5 = ρ0 uy, meq7 = ρ0 uz, (2.12a)
meq1 = eeq = ρ0 (u2x + u2y + u2z ), (2.12b)
meq9 = 3peqxx = ρ0 (2 u2x − u2y − u2z ), (2.12c)
meq11 = peqzz = ρ0 (u2y − u2z ), (2.12d)
meq13 = peqxy = ρ0 ux uy, (2.12e)
meq14 = peqyz = ρ0 uy uz, (2.12f)
meq15 = peqxz = ρ0 ux uz, (2.12g)
where ρ0 is a constant density and ρ is a density variation. The velocities are derived from the moments representing
momenta: uα = jα/ρ0. Finally, S = si,i is the diagonal collision matrix, which contains the relaxation parameters
s1,1 = sa
s2,2 = sb
s4,4 = s6,6 = s8,8 = sc
s10,10 = s12,12 = sd
s9,9 = s11,11 = s13,13 = s14,14 = s15,15 = −1t
τ
= sω
s16,16 = s17,17 = s18,18 = se.
(2.13)
The relaxation time τ is
τ = 3 ν
c2
+ 1
2
1t, (2.14)
where ν is the kinematic viscosity. The parameters sa, sb, sc, sd and se can be freely chosen in the range [−2, 0] and tuned
to improve stability [29]. While the optimal values for these parameters depend on the specific system under consideration
(geometry, initial and boundary conditions), reasonable values are given in [27]. We choose sa = sb = sc = sd = se = −1.0.
2.3. Smagorinsky LES
In order to capture turbulent structures in the flow, a large eddymodel [30] is used. In LESmodels, a spatial filter is applied
to the velocity field. The filter should be fine enough that the large turbulent structures of the flow do not get filtered out.
Only the effect of the small eddies on the large-scale flow structures needs to be modeled and is included in the simulation
through an additional turbulent viscosity νT. We use a Smagorinsky model in which νT depends on the shear rate:
νT = (CS1x)2‖S‖ (2.15)
with Smagorinsky constant CS and strain rate tensor
Sαβ = 12
(
∂ u¯α
∂xβ
+ ∂ u¯β
∂xα
)
. (2.16)
The strain rate tensor can be computed from the moments as
Sαβ = sxx2c2s ρ
(
c2s ρδαβ + ρuiuj − Pαβ
) = sxx
2c2s ρ
Qαβ (2.17)
with speed of sound cs, Dirac delta function δ, density ρ, velocity u, and the second-order moments of the distribution
functions P , which can be locally computed fromm9,11,13,14,15. From Eq. (2.17) and
τtotal = 3c2 νtotal +
1
2
1t = 3
c2
(ν0 + νT)+ 121t, (2.18)
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a quadratic equation is obtained, which yields
τt = 12
(√
τ 20 + 18C2S1x2Q − τ0
)
(2.19)
and a modified relaxation rate sxx for the second-order momentsm9,11,13,14,15
sxx = 1
τtotal
= 1
τ0 + τt . (2.20)
2.4. Boundary conditions and volume forces
For no-slip boundaries, we use a second-order bounce-back scheme [31]. It slightly violates the conservation ofmass, but
because it is second order in space, an overall scheme of second order can be achieved. The modified bounce-back scheme
is given by
f t+1IA =
(1− 2q) f
t
iF + 2q f tiA, 0.0 < q < 0.5,
(2q− 1)
2q
f tIA +
1
2q
f tiA, 0.5 ≤ q ≤ 1.0, (2.21)
where fI and fi are anti-parallel incoming (missing) and outgoing distribution functions, respectively, and where q denotes
the subgrid wall distance for direction i.
At slip boundaries, the macroscopic velocity u at the boundary is determined, then projected onto the surface normal
vector nˆ as
u‖ = u− (u · nˆ)nˆ (2.22)
and finally applied as boundary velocity u‖ using the following modified version of the second-order bounce-back scheme:
f t+1IA =

(1− 2q) f tiF + 2q f tiA − 2ρwi
ei · u‖
c2s
, 0.0 < q < 0.5,
(2q− 1)
2q
f tIA +
1
2q
f tiA − ρwi
ei · u‖
qc2s
, 0.5 ≤ q ≤ 1.0.
(2.23)
At the free-surface boundary, Eq. (2.24) enforces the equality in fluid pressure and surrounding pressure [5]:
f t+1I = −f ti + f eqI (ρB,u(tB, xB))+ f eqi (ρB,u(tB, xB)) (2.24)
where f eqi,I (ρB,u(tB, xB)) are Maxwellian equilibrium distribution functions, ρB is related to the surrounding pressure by
ρB = pBc−2s , tB = t + 121t , and xB = x+ 12 eˆi. The value for u(tB, xB) is obtained by extrapolation.
Volume forces F, such as gravity, are included by adding an additional term directly to the distribution functions fi in
every time step [32]:
1fi = 3ωiρei · F. (2.25)
2.5. Grid refinement
The necessary numerical extensions to perform LB calculations on non-uniform grids can be found in [33,34]. In our
implementation, we restrict the mesh resolution of two adjacent grid nodes of different levels to a factor of two. We use
a level-independent microscopic velocity c , which leads to identical Mach and Reynolds numbers on all grid levels. This
results in a nested time-stepping scheme, where one time step on a coarse grid corresponds to two time steps on the next
finer grid level. A typical grid interface is shown in Fig. 2.2. The grid nodes shared by the fine and coarse grid carry two sets
of distribution functions f for each grid level. Additional ghost layers are not needed. A cubic interpolation in space and a
linear interpolation in time is used to exchange the distribution functions between two grids.
3. Free-surface model
From a numerical point of view, a free surface represents a moving boundary. Compared to obstacles moving with a
predefined velocity, the motion of this boundary is not prescribed, and the surface is allowed to move freely. At the same
2220 C. Janssen, M. Krafczyk / Computers and Mathematics with Applications 59 (2010) 2215–2235
Fig. 2.2. Non-uniform block transition.
(a) Node based. (b) Cell based.
Fig. 3.1. Control volumes at a non-uniform block transition.
(a) Node based. (b) Cell based.
Fig. 3.2. Control volumes next to a rigid body.
time, the interface has to be kept sharp, although large deformations and even topological changes may occur. In this work,
a volume-of-fluid approach [18,19] is used, and a fluid fraction variable ε is introduced to describe the fill level of a control
volume Vcv, i.e., the volume fraction being filled with fluid:
ε = Vfluid
Vcv
. (3.1)
For a unit cell (1xi = 1.0) filled with a fluid of density ρf and massmf , we can state
ε = mf /ρf
Vcv
= mf
ρf 1x1 1x2 1x3
= mf
ρf
. (3.2)
Thus, a fill level of ε = 0.0 indicates a completely empty cell, while a fill level of ε = 1.0 indicates a completely filled cell.
3.1. Choice of control volume
So far, the layout of the control volumes Vcv has not been specified. In other free-surface approaches, the control volumes
are directly assigned to the LB nodes [5]. In contrast to these approaches, we use a staggered grid layout, where every
cell (i.e., control volume) is spanned by eight LB nodes. In Fig. 3.1(b), the 2D equivalent is shown. The advantage of this
approach is its suitability for a mass-conserving application on non-uniform, block-structured grids (Fig. 3.1). In the node-
based layout, a gap occurs between the control volumes at the block transition, and the nodes on the common node row
belong to two control volumes on both grids. The cell-based layout, on the other hand, provides direct contact between the
control volumes of two different refinement levels. This allows the mass flux between coarse and fine blocks to be uniquely
determined, which ensures the conservation of mass.
Similar advantages can be seen for combined free-surface and FSI simulations, as shown in Fig. 3.2. In the node-based
layout (Fig. 3.2(a)), the middle node is a solid (and inactive) node in the LB context and does not provide valid particle
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Fig. 3.3. Control volume with six exchange directions.
distribution functions. Nevertheless, its control volume is partially filled with fluid, so these distribution functions are
needed for the advection step. A cell-based layout cures this problem (Fig. 3.2(b)). The solid fraction of the boundary cells
must be determined, but the basic algorithm is applicable.
The new layout leads to additional requirements for the consistency between cell and node states. A cell is considered
fluid if and only if all its vertices are fluid nodes. A cell is considered gas if and only if all its vertices are gas nodes. All other
cells are interface cells. With this layout, the mass exchange will take place between the six neighboring cells (cf. Eq. (3.3)
and Fig. 3.3),
{nˆi, i = 0, . . . , 5} =
{1 −1 0 0 0 0
0 0 1 −1 0 0
0 0 0 0 1 −1
}
(3.3)
rather than between18neighboring nodes as in othermodels. As a sign convention, incomingmass flux is defined as positive.
3.2. Discretization of the advection equation
The mass exchange between neighboring cells can no longer be determined in terms of LB distribution functions f ,
but must be evaluated from macroscopic velocity and density information on the participating LB nodes. For the weakly
compressible LB approach, the sum of fill levels is not conserved, so a recourse to the continuity equation and the principle
of conservation of mass is used to derive the advection algorithm:
Dρ
Dt
= ∂ρ
∂t
+∇ · (vρ) = 0. (3.4)
We discretize this equation with a classical finite volume method by integrating the equation over the control volume and
applying the divergence theorem to obtain a surface integral for the convective term:∫

∂ρ
∂t
d+
∫

∇ · (vρ)d = ∂
∂t
∫

ρ d+
∫
Γ
(vρ) · nˆdΓ (3.5)
where nˆ is the unit out-normal vector on the corresponding face of the control volume. Discretizing in time with an explicit
Euler finite difference scheme leads to
mt+1 = mt −
5∑
i=0
8i (3.6)
where8i denotes the flux through the ith face of the control volume. The new cell fill level of an interface cell is calculated
by
εt+1 = m
t+1
ρt+1
=
mt −
5∑
i=0
8i
ρt+1
=
εtρt −
5∑
i=0
8i
ρt+1
(3.7)
for an unsplit method where all three spatial directions are treated at once. Fig. 3.4(a) shows a straightforward unsplit
method. If no detailed surface reconstruction on the basis of characteristics and pathlines is carried out [22], the redmarked
volume is fluxed multiple times. In the following unsplit method, we double- or triple-flux the red volume, rather than
tracing the characteristics. With Mamax = 0.1 and hence vmax ≈ 0.05 (a reasonable restriction for an LB method), the
maximum CFL number is CFLmax ≈ 0.05. On a Cartesian grid with 1x = 1t = 1.0, the maximum triple-fluxed volume
yields 0.053 ≈ 1.25× 10−4 and hence is negligible.
In a split method (Fig. 3.4(b)), each advection direction is treated separately, with two intermediate values ε∗ and ε∗∗ for
the fill level:
ε∗ = ε
tρt −80 −81
ρt+1
, ε∗∗ = ε
∗ρt −82 −83
ρt+1
, and εt+1 = ε
∗∗ρt −84 −85
ρt+1
. (3.8)
In order to avoid anisotropic effects, the order of directions may be swept every time step. Both split and unsplit methods
will be compared in the following sections.
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(a) Unsplit method. (b) Split method.
Fig. 3.4. Different flux methods.
3.2.1. Constant fill level in time
In a straightforward approximation for the fluxes 8i, the face fill level εti (moistened portion of the cube surface) is
assumed to be constant during the advection step:
8i =
(
v · nˆρ)ti · εti ·1t. (3.9)
A surface reconstruction step evaluates the moistened face area εti (Section 3.3) at time step t . The face values of density ρi
and velocity vi are determined from the corresponding nodal values:
(vρ)i =
∑
i
(
v · nˆρ)i ∀ fluid nodes i. (3.10)
In the worst case of an under-resolved wave front, this interpolation is constant in space, and grid refinement will be
necessary to improve accuracy. For all other cases, the interpolation is of linear order, which is sufficient since it corresponds
to the order of the surface reconstruction scheme and the discretization in time.
The fill level of a cell (maximum possible flux) is not considered in these time-constant approaches. After the summation
of all six flux components in the advection step, an unphysical fill level below zero or larger than one can occur. Different
algorithms exist to distribute the excessivemass among neighboring cells. A velocity-based distribution that distributes this
excessivemass portion to the neighboring interface cells with aweight that depends on the cell velocity vector has delivered
the best results:
1mi = mex ei · vH(ei · v)∑
j
ej · vH(ej · v) , ∀ neighboring interface cells i, (3.11)
where v is the averaged cell velocity from the cell that changed its state and H is the Heaviside function.
3.2.2. Linear fill level in time
In contrast to the approach for a constant fill level in time described in Section 3.2.1, a time-linear determination of the
fluxed volume does not introduce excessive mass:
8i =
(
v · nˆρ)ti · ∫
t
εti dt. (3.12)
By construction, the maximum fluxed volume can never be exceeded.
3.3. Surface reconstruction
The fluxes 8i are determined locally for every interface cell, and the mass flux can immediately be balanced. One
important criterion for the quality of a numerical model for transport problems is that it preserves the conservation of
mass. Below we present two different surface reconstruction schemes: a straightforward scheme without detailed surface
reconstruction and a classical piecewise linear interface reconstruction scheme. Both schemes lead to consistent flux terms.
The fluxed volumes are the same, no matter which of the two neighboring cells evaluates the value.
3.3.1. Averaging of cell fill levels
In the averaged cell fill level approach, the face fill level is determined without geometrical surface reconstruction by
averaging the fill level of the two cells between which the mass exchange takes place. This approach is mass-conserving
for the transfer between two interface cells but not for the transfer between interface and fluid cells. For this latter case, an
effective face fill level below one is obtained for the interface cell, yet for an adjacent (completely filled) fluid cell, the whole
edge is moistened. To fix this problem, a case distinction is introduced, which sets the face fill level to one if either of the
two participating cells is a fluid cell:
εi =

1.0 ε (x+ ei) = 1.0
0.0 ε (x+ ei) = 0.0
ε (x+ ei)− ε (x)
2
else.
(3.13)
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Subsequently, the resulting value for εi is used to calculate the flux8i (Eq. (3.9)). This simple scheme leads to good results
with minimum effort, as will be shown later. No detailed surface reconstruction needs to be done, and even the normal
vector information is not necessary. This approach is similar to the one in [5], but instead of using all 18 lattice directions
for the mass exchange, only the six orthogonal directions are used. This may be the reason why, although the global shape
and advection behavior is represented fairly accurately, oscillations can still occur on the free surface.
3.3.2. Piecewise linear interface reconstruction
Alternatively, a piecewise linear reconstruction method (PLIC method) can be used [19,35]. This type of method
determines the face fill levels more accurately and avoids oscillations on the interface. The free surface is represented as
a line segment (in 2D) or a plane (in 3D), which can be uniquely described by its unit normal vector n and the distance α to
a point of origin:
x · n = α. (3.14)
The normal vector can be determined by a discrete approximation as, for example, by the gradient of the fluid fraction
variable ε:
n = − ∇ε‖∇ε‖ . (3.15)
The gradient is obtained from the surrounding cell fill levels:
∇ε = 1
21x
(
ε¯x(x+ e0)− ε¯x(x+ e1)
ε¯y(x+ e2)− ε¯y(x+ e3)
ε¯z(x+ e4)− ε¯z(x+ e5)
)
(3.16)
where ε¯x,y,z(x) are averaged values of the neighboring cells [36]:
ε¯x (x, y, z) =
1∑
i=−1
1∑
j=−1
ε(x , y+ i, z + j) · wi,j (3.17)
ε¯y (x, y, z) =
1∑
i=−1
1∑
j=−1
ε(x+ i, y , z + j) · wi,j (3.18)
ε¯z (x, y, z) =
1∑
i=−1
1∑
j=−1
ε(x+ i, y+ j, z ) · wi,j. (3.19)
Different weighting factors wi,j can be used. The weight wi,j = 1 corresponds to a center-of-mass approach [37], but
according to [36], the following weights produce the best results:
w0,0 = 4, w±1,0 = w0,± = 2 and w±1,±1 = 1. (3.20)
Because the fill level in a cell is limited to the range ε ∈ [0.0, 1.0], it is clear that the resulting normal vector is only an
approximation. It can be shown that the approximation is between first- and second-order accurate. In addition, enhanced
schemes have been developed to improve the accuracy of normal vectors. The least-squares VOF interface reconstruction
algorithm (LVIRA, [20]) uses an iterative procedure to obtain surface normalswith an accuracy ofO(1x2). The Efficient LVIRA
(ELVIRA, [21]) accelerates the iterative process by selecting several candidates for the surface normal, then choosing the one
whichminimizes a predefined error norm. The work of [38] extends this idea to three dimensions and determines 72 to 144
candidates for the normal vector. Each candidate requires a surface reconstruction, 27 intersections of the reconstructed
plane and grid cells, and the evaluation of the error norm, which leads to high computational costs. To lower these costs, we
implement a reduced version, where only 27 candidates are tested; specifically, the central, forward, and backward finite
differences are evaluated for each component of the normal vector. All 27 possible combinations are checked in a manner
similar to that used in the ELVIRA method.
The quality of the calculated normal vector is examinedwith a straightforward test setup, depicted in Fig. 3.5. An inclined
surface with normal vector n is mapped to the grid. The normal vector is then numerically calculated out of the cell fill levels
and compared to the theoretical target value. In Fig. 3.6, the L1 error norm for four different approaches is given for a plane
with an inclination from 0 to pi/2. The use of Parker–Youngs weighting factors reduces the error by approximately a factor
of two. The modified ELVIRA correction further diminishes the error by another approximate order of magnitude.
Subsequently, the only remaining unknownvalue for the linear surface reconstruction is the distance between the surface
plane and a coordinate origin. The expression for the cut volume of a plane and a unit cell with1xi = 1.0 is given by
ε(n, α) = 1
2n1n2n3
[
α3 −
3∑
j=1
H(α − nj)
(
α − nj
)3 + 3∑
j=1
H(α − αmax + nj)
(
α − αmax + nj
)3] (3.21)
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(a) Initial setup. (b) Geometry.
Fig. 3.5. Inclined plane.
Fig. 3.6. Error norm for normal vector of an inclined plane.
with Heaviside function H , αmax =∑3j=1 nj, plane parameter α, cell fill level ε, and surface normal n. Solving analytically for
α as an inverse of this expression is not generally possible; therefore, Brent’s method is used to determine α iteratively [39].
The position of the plane can then be uniquely determined.
In the following sections, the calculation of fluxes8i on the basis of the piecewise linear surface reconstruction is shown
for the time-constant (Section 3.2.1) and time-linear (Section 3.2.2) case.
3.3.3. Constant fill level in time
The evaluation of the face fill levels εi is straightforward. The intersections of the reconstructed plane and the unit cell
are determined in order to obtain the moistened face area. Three subcases must be distinguished:
(1) 1D case (n1 = n2 ≈ 0.0) with a paraxial fluid surface
(2) 2D case (n1 ≈ 0.0), in which the fluid surface is inclined in one direction only
(3) 3D case.
3.3.4. Linear fill level in time
The fluxes8i are determined using the intersection of the fluid body and the fraction of the cell volume that is advected,
for example, V0,cell = v01t1x11x2 in the x0-direction. The cut volume of a plane and an arbitrary cuboidal control volume
with extents1xi is given by
V (n, α,1xi) = 12n1n2n3
[
α3 −
3∑
j=1
H(α −1xjnj)
(
α −1xjnj
)3
+
3∑
j=1
H(α − α˜max +1xjnj)
(
α − α˜max +1xjnj
)3] (3.22)
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Fig. 3.7. Non-uniform block transition with ghost layers (dotted lines).
with Heaviside function H and α˜max = 1x ·n =∑3j=11xjnj. This volume V is evaluated for the reconstructed linear surface
(normal vector n, plane parameter α) and the portion of the cell volume which is advected to the neighboring cell, vi1t:
8i = V (n, α, vi1t) (3.23)
for an LB unit cell with1xi = 1.
3.4. Grid refinement for the free-surface part
At the transition between grids of two different refinement levels, a local surface reconstruction is necessary (Fig. 3.7) for
the data transfer from a coarse to a fine grid. The surface is reconstructed in a cell on the coarse grid using the PLIC algorithm.
On the basis of the resulting unique half-space with normal vector n and plane parameter α, the corresponding eight cells
on the fine grid are specified. The fill levels are obtained using the intersections of the half-space and the cell cuboids (Eq.
(3.22), with1xi = 1xi,fine = 0.51xi,coarse). The nodal states are set by a point-in-object test, which determines if the nodes
on the fine grid are inside or outside the fluid volume. The resulting set of fine cells is transferred to the fine block, stored
in a ghost layer, and used as a boundary condition in the advection step. In the opposite direction (fine to coarse), the cell
information is coarsened on the fine block in a straightforward way, then transferred to the ghost layer of the coarse block.
3.5. Algorithm and implementation
The whole advection algorithm is included as an additional module in the LB framework VirtualFluids. After the LB
collision and propagation steps, the position of the interface is updated on the basis of the new, valid velocity and density
fields.
Algorithm 1 Calculation loop
collision (SRT or MRT or MRT+LES or SRT+LES Eq. (2.5))
forcing (Eq. (2.25))
propagation (Eq. (2.6))
apply boundary conditions (section (2.4))
—
evaluate mass fluxes and determine cell changes (Algorithm 2)
apply cell changes and update nodal states (Algorithm 3)
The advection algorithm loops over interface cells only. The first part (Algorithm 2) evaluates the mass fluxes for all
interface cells according to Section 3.2. If an interface cell changes its state (i.e., becomes filled or void), it is added to a list
of new fluid or new gas cells but keeps the information for the excessive mass.
In the second part of the interface update (Algorithm 3), these changes are stored in the state matrix, and consistency
between the nodal state and cell fill level is ensured. In the loop over the new cells, the eight nodes of the cell are checked
and, in case they change their state, are stored in a list of new gas or fluid nodes. The number of new interface neighbors is
counted in order to determine and store the portion of mass for each new interface cell.
Afterwards, the new fluid nodes must be initialized because they do not contain any distribution functions. The
macroscopic values of density and velocity from neighboring old fluid nodes are interpolated:
ρ¯(x) =
∑
i
wiρ(x+ ei) and v¯(x) =
∑
i
wiv(x+ ei). (3.24)
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Algorithm 2 Evaluate mass fluxes and determine cell changes
if cell type == interface then
determine face values for density ρi and velocity ui
determine surface normal vector n
reconstruct surface (i.e., determine plane parameter α)
determine face fill levels εi
calculate mass flux and evaluate new fill level
—
if new fill level εt+1i < 0.0 then
add cell to container with new gas cells
set new fill level to 0.0 and store excessive negative mass portion
end if
if new fill level εt+1i > 1.0 then
add cell to container with new fluid cell
set new fill level to 1.0 and store excessive mass portion
end if
end if
Based on this information, the particle distribution functions f are initialized with Maxwellian equilibrium distribution
functions Eq. (2.9):
fi = f eqi (ρ¯, v¯). (3.25)
The non-equilibrium part of the distribution functions is then improvedwith a local, LB-specific, Poisson-type iteration [40].
In this iteration, a local collision takes place on the new fluid nodes, where the macroscopic velocity is fixed to the above-
determined value v¯ and the density is allowed to change:
i = −1t
τ
(
fi − f eqi (ρ, v¯)
)
and ρ =
18∑
i=0
fi. (3.26)
Finally, the density converges to the correct nodal density. This minimizes pressure waves induced by incorrect density
initialization.
As a last step, the excessive massmex is distributed among neighboring interface cells according to Eq. (3.11). The whole
algorithm is Jacobi type. The result does not depend on the order of loop execution because a temporary fill-level matrix is
used to store the values of εt+1i .
Algorithm 3 Apply cell changes and update nodal states
set new cell states
set new node states
initialize new fluid nodes
check and adjust interface cell states
if applicable, locally distribute the excessive mass (Eq. (3.11))
4. Results
4.1. Verification
The quality and the convergence behavior of the new algorithm is first checked with purely advective test cases. The
LB collision and propagation steps are omitted. Instead, the equilibrium distribution functions for a given velocity field are
prescribed according to a velocity potential Ψ (x, y) as
u = ∇ × Ψ (4.1)
with u = (u, v, 0) and Ψ = (0, 0,Ψ (x, y)). The error is quantified using the relative distortion of the material area Er ,
i.e., the L1-norm of the difference between actual and target fill levels:
Er =
∑

∣∣εtact − εttg ∣∣∑

εttg
. (4.2)
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(a) Parameters. (b) Geometry.
Fig. 4.1. Notched circle.
Fig. 4.2. Notched circle after one rotation.
4.1.1. Notched circle
The notched circle setup [41] (Fig. 4.1) with rotational velocity field shows good conservation of shape (Fig. 4.2) after one
full rotation with the given stream function
Ψ (x, y) = −ω
2
[
(x− x0)2 + (y− y0)2
]
. (4.3)
In Table 4.1, the resulting errors are given for simulations with different surface reconstruction schemes (simple, PLIC
time-constant, PLIC time-linear), normal vector schemes (CM/PY, both with and without ELVIRA), and split and unsplit
methods. The split method in combination with the time-linear PLIC produces the best results, nearly independent of
the method used for normal vector estimation. Our results are compared to those from other similar VOF methods as
tested by [42]: a simple line interface reconstruction (SLIC, [17]), an SLIC approach with consideration to normal vector
and surface orientation (Hirt–Nichols, [18]), a VOF approach with flux correction (FCT-VOF, [42]), and a PLIC method [19].
With a minimum error of Er,min = 0.0438, our results are comparable to those from the methods tested by [42].
4.1.2. Single vortex
Additionally, the Rider–Kothe single vortex test case [43] has been examined. The imposed velocity potential is given by
Ψ (x, y) = 1
pi
sin2(pix) sin2(piy)2 cos(pi t/T ). (4.4)
The initial setup and the test case parameters are given in Fig. 4.3. The material is stretched into a filament that spirals
towards the vortex center (Fig. 4.4). Following [44], the additional cosine results in a flow problem that time-reverses
(turning point t = T/2), so at time t = T the initial setup should be restored. Our results are compared to those from [43].
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Table 4.1
Error norm for notched circle test case compared with the results of [42].
Normal vector Time disc. ELVIRA Simple approach PLIC
Time-constant Time-constant Time-linear
CM Unsplit No
0.1252
0.1424 0.1356
CM Unsplit Yes 0.1305 0.1059
PY Unsplit No 0.1369 0.1163
PY Unsplit Yes 0.1291 0.1079
CM Split No
0.1328
0.1499 0.0485
CM Split Yes 0.1288 0.0442
PY Split No 0.1332 0.0438
PY Split Yes 0.1270 0.0447
SLIC 0.0838
Hirt–Nichols 0.0962
FCT-VOF 0.0329
Youngs 0.0109
(a) Parameters. (b) Geometry.
Fig. 4.3. Single vortex.
Table 4.2
Error norm for single vortex test case (T = 2).
Normal vector Time disc. ELVIRA Simple approach PLIC
Time-constant Time-constant Time-linear
CM Unsplit No
0.056563
0.015114 0.018763
CM Unsplit Yes 0.011394 0.017291
PY Unsplit No 0.010197 0.016721
PY Unsplit Yes 0.012050 0.017468
CM Split No
0.054632
0.015242 0.013315
CM Split Yes 0.011029 0.009828
PY Split No 0.010060 0.009932
PY Split Yes 0.010694 0.011435
Rider, Kothe [43] 0.001853
Stream scheme [45] 0.003154
For error norm Eg , the authors specify the absolute difference between target and actual fill levels
Eg =
∑

Vcv
∣∣εtact − εttg ∣∣ (4.5)
which can be transformed to a relative error Er norm by taking into account the total fluid volume of the advected body:
Er =
∑

∣∣εtact − εttg ∣∣∑

εttg
=
∑

Vcv
∣∣εtact − εttg ∣∣∑

Vcvεttg
= Eg
Vobstacle
. (4.6)
For the Rider–Kothe circle with Vobstacle = pir2 = 0.07065, we obtain
Er = EgVobstacle =
Eg
pir2
= 14.5Eg . (4.7)
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(e) t = 0.4 T . (f) t = 0.6 T .
Fig. 4.4. Rider–Kothe reversed single vortex test case.
In Table 4.2, the resulting relative errors Er are given for various simulations. Again, the split method in combination
with the time-linear PLIC produces the best results, with a minimum error Er,min = 0.0098. This is comparable to the
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Fig. 4.5. 2D cut of advection test case.
(a) Uniform.
(b) Non-uniform.
Fig. 4.6. Initial grid layout (2D cut).
(a) Simple approach. (b) PLIC.
Fig. 4.7. Comparison of two surface reconstruction schemes.
algorithms of [43] (2D PLIC with second-order normal vector determination and second-order time integration) and [45]
(Stream scheme, PLIC and unsplit time integration on the basis of streamlines and characteristics).
4.1.3. Pure advection, convergence check
The order of convergence is validated with the orthogonal advection of a sphere of water (Fig. 4.5). The simulation is first
run for different uniform grid resolutions from 5 to 40 nodes per sphere diameter. Secondly, a refined region (red box in
Fig. 4.5) with double resolution is introduced. The resulting grid is shown in Fig. 4.6 for the 120× 20× 20 test case.
The actual position of the center of mass of the sphere xtact is compared to the target value x
t
tg at discrete time steps t:
E1 =
∑
t
∣∣xtact − xttg ∣∣∑
t
∣∣xttg ∣∣ . (4.8)
We obtain an order of convergence of about 0.85 for the PLIC surface reconstruction (Table 4.3) and 1.2 to 1.6 for the
simple averaging approach. The low order is due to the explicit time discretization of the interface advection step (which is
first order in time) and the surface reconstruction scheme (where the determination of the normal vector is between first
and second order in space).
It is initially surprising that the simple approach leads to higher rates of convergence; however, after comparing
snapshots from the two simulations, it becomes clear that in the advection steps for the simple approach scheme, the sphere
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Fig. 4.8. Convergence plots for different advection velocities.
Table 4.3
Order of convergence for purely advective test case.
Courant number 0.125 0.1 0.05 0.025
PLIC uniform 0.818 0.824 0.840 0.829
PLIC non-uniform 0.823 0.785 0.854 0.878
shape is degenerated to an artificial shape, whereas in the PLIC scheme, the sphere is advected nearly perfectly (Fig. 4.7).
The distortion of the surface shape itself is not considered in the chosen center-of-mass-based error norm but should be
included in future simulations.
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(a) Parameters. (b) Geometry.
Fig. 4.9. Dam break setup.
Fig. 4.10. Breaking dam, time series.
The non-uniform advection tests for the PLIC approach with a refinement region (Fig. 4.8(b)) lead to convergence rates
similar to those from the uniform simulations (Fig. 4.8). We conclude that the chosen interpolation at the grid transition
introduces no additional negative effects.
4.2. Validation: Breaking dam
After performing the basic convergence tests, the classic breaking-dam benchmark [46] is used to demonstrate our
model’s capability of handling real-world fluid simulations. The main setup is shown in Fig. 4.9. A fluid column in a channel
is constrained by a waxed paper diaphragm. The diaphragm is held in position by a thin film of beeswax on a metal strip
forming part of the fluid reservoir. An electric current is used to free the waxed paper, initiating the collapse of the water
column. On the front, bottom, and back walls of our numerical wave tank, slip boundary conditions are used; for the left
and right walls, periodic boundary conditions are applied. In [46], a maximum dimensionless velocity of U = 1.71 was
determined, which corresponds to Re ≈ 103 483 and Fr ≈ 2.418.
For the LB, an incompressible MRT model with LES [30] on a uniform grid was chosen. Viscosity ν and forcing g are
adjusted to match the given dimensionless numbers. The calculations are stopped when the surge front reaches the back
wall of the container (Fig. 4.10).
In Fig. 4.11(a) and (b), the results for four different grid resolutions are compared with the experimental reference data
from Martin and Moyce [46]. Very good agreement with respect to the height of the collapsing water column can be seen
in Fig. 4.11(a), even at low resolutions. However, our numerical surge front (Fig. 4.11(b)) evolves faster than the one in the
experiment. This might be due to the fact that the delay from triggering (a thin diaphragm that is released by an electric
current) is not modeled in our numerical wave tank. This effect was also observed by [47].
5. Outlook
We presented a conservative, finite-volume-based advection scheme for free-surface-flow simulations with LBM, which
is inherently suitable for the application on non-uniform, block-structured grids. The linear rate of convergence is due to
the first-order discretization of the advection equation in time and could be improved by the use of more sophisticated
time-integration models (e.g., a Heun scheme with O(1t2)).
C. Janssen, M. Krafczyk / Computers and Mathematics with Applications 59 (2010) 2215–2235 2233
(a) Position of the water column top.
(b) Position of the surge front.
Fig. 4.11. Breaking dam, comparison of numerical and experimental results.
The algorithm provides good shape conservation even at low resolutions and does not introduce large interface
distortions. Using the VOF approach for the advection of the interface does not affect the remarkable stability of theMRT-LES
LB model, an indication that these different numerical approaches are complementary.
The introduction of surface tension is possible, and there are various approaches for calculating surface tension in a
volume-of-fluid context (generalized height function, etc.); however, the authors of this work tend to prefer truly local
multiphasemodels, where the surface tension is a direct consequence of specific collision operators, as, for example, is done
in [48].
From an algorithmic point of view, an adaptive grid refinement is desirable, as a priori grid refinement is suboptimal for
most free-surface-flow problems. The dynamic update of the block structure in VirtualFluids supports this feature andwill
be extended accordingly.
This extension will also be beneficial for fluid–structure interaction problems. Basic simulations with free surfaces and a
coupling to a rigid body engine [49] are very promising and will be published elsewhere.
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Appendix. Transformation matrix

1· (1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1)
c2· (−1 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1)
c4· (1 −2 −2 −2 −2 −2 −2 1 1 1 1 1 1 1 1 1 1 1 1)
c· (0 1 −1 0 0 0 0 1 −1 1 −1 1 −1 1 −1 0 0 0 0)
c3· (0 −2 2 0 0 0 0 1 −1 1 −1 1 −1 1 −1 0 0 0 0)
c· (0 0 0 1 −1 0 0 1 −1 −1 1 0 0 0 0 1 −1 1 −1)
c3· (0 0 0 −2 2 0 0 1 −1 −1 1 0 0 0 0 1 −1 1 −1)
c· (0 0 0 0 0 1 −1 0 0 0 0 1 −1 −1 1 1 −1 −1 1)
c3· (0 0 0 0 0 −2 2 0 0 0 0 1 −1 −1 1 1 −1 −1 1)
c2· (0 2 2 −1 −1 −1 −1 1 1 1 1 1 1 1 1 −2 −2 −2 −2)
c4· (0 −2 −2 1 1 1 1 1 1 1 1 1 1 1 1 −2 −2 −2 −2)
c2· (0 0 0 1 1 −1 −1 1 1 1 1 −1 −1 −1 −1 0 0 0 0)
c4· (0 0 0 −1 −1 1 1 1 1 1 1 −1 −1 −1 −1 0 0 0 0)
c2· (0 0 0 0 0 0 0 1 1 −1 −1 0 0 0 0 0 0 0 0)
c2· (0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 −1 −1)
c2· (0 0 0 0 0 0 0 0 0 0 0 1 1 −1 −1 0 0 0 0)
c3· (0 0 0 0 0 0 0 1 −1 1 −1 −1 1 −1 1 0 0 0 0)
c3· (0 0 0 0 0 0 0 −1 1 1 −1 0 0 0 0 1 −1 1 −1)
c3· (0 0 0 0 0 0 0 0 0 0 0 1 −1 −1 1 −1 1 1 −1)

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