Supplementary Figure Legends
Surface anatomical location of the ten edges most highly ranked by the sRRR method, using cortical atlas coordinates from the UNC AAL neonatal atlas (1), rendered with the BrainNet viewer (2) . The top ten tracts ranked by the model were examined in more detail as a potential subset of informative imaging variables. These top ten variables correspond to edges in the tractography connectivity matrix that can be mapped back to anatomical locations in the brain. Taking the group connectivity matrix (Supplementary Figure 11) as representative of the phenotype, the top ten edges were visualized according to the UNC AAL atlas coordinates using the BrainNet Viewer. These are surface views, with the cortical region shown as a grey circle and the surface semi-transparent. Effect on the global communicability of the brain structural network due to removal of ten random edges (1000 iterations), compared to effect of removing ten edges most highly ranked by sRRR (dotted line, significantly lower than random distribution mean, p < 2. Gene Ontology (GO) Biological Process annotation for 47 genes mapping to top 100 SNPs.
ClueGO visualizes the selected GO terms in a functionally grouped annotation network that reflects the relationships between the terms based on the similarity of their associated genes.
The degree of connectivity between terms (edges) is calculated using kappa statistics, as described in (5) . The calculated kappa score is also used for defining functional groups. A term can be included in several groups. The thickness of the line around each node is inversely proportional to the hypergeometric enrichment p-value of the term corrected with Benjamini-Hochberg; terms with corrected p-values > 0.05 have no visible outline. The node color relates to cluster membership, and labels indicate the GO BP term identity of each node.
Supplementary Figure 8 Literature meta-search results for top ranked genes with sRRR.
Literature meta-search results for 47 genes mapping to top 100 SNPs. Each node is a gene and each link is a literature citation mentioning both genes in the abstract, connected by a meaningful term (such as "activate", "methylate" and "cleave"). 
Supplementary Methods

Image Acquisition
MRI was performed on a Philips 3-Tesla system (Philips Medical Systems, Netherlands) using an 8-channel phased array head coil. The 3D-MPRAGE and high-resolution T2-weighted fast spin echo images were obtained before diffusion tensor imaging. Single-shot EPI DTI was acquired in the transverse plane in 32 non-collinear directions using the 
Imaging data selection and quality control
The T2-weighted MRI anatomical scans were reviewed in order to exclude subjects with extensive brain abnormalities, major focal destructive parenchymal lesions, multiple punctate white matter lesions or white matter cysts. All MR images were assessed for the presence of image artifacts (inferior-temporal signal dropout, aliasing, field inhomogeneity, etc.) and severe motion. All exclusion criteria were designed so as not to bias the study but preserve the full spectrum of clinical heterogeneity typical of a preterm born population.
Probabilistic tractography
Regions of interest for seeding tractography were obtained by segmentation of the brain based on propagating the AAL/Shi neonatal atlas labels (1), and the resulting segmentations were transformed from T 2 to diffusion (B 0 ) space using a custom neonatal pipeline (10) .
Tractography was performed for cortico-cortical connections only on the DTI data using a previously described modified version of probabilistic tractography (11) that estimates diffusive transfer between voxels using the integrated anisotropy along the tracts. Cortical parcellations were transformed from T2-space into diffusion space using the IRTK software package (12); (www.doc.ic.ac.uk/~dr/ software/). d-MRI data were pre-processed using FSL's Diffusion Toolkit (FDT; www.fmrib.ox.ac.uk/fsl/). After eddy-current correction, BedpostX was used to fit a 2-compartment partial-volume model of diffusion (13, 14) . One thousand streamlines were propagated from each cortical seed mask, and tracking stopped when streamlines reached a target region, left the brain mask, entered voxels containing cerebrospinal fluid (CSF), or exceeded a curvature threshold.
Cortico-cortical connectivity was defined along the length of all streamlines using a modified version of the ProbtrackX algorithm. This approach incorporates information from diffusional anisotropy at each voxel and fiber orientation of pathways traced between remote regions to
give an estimate of white matter connectivity. (3, (14) (15) (16) . Briefly, orientation distribution functions (ODF) were calculated from the partial volume model of diffusion at each voxel. As streamlines pass between adjacent voxels, the overlap of their ODFs approximates the probability of diffusive transfer between them. Mean anisotropy, calculated by averaging the diffusive transfer between adjacent voxels connected by a streamline and multiplied by the number of times each voxel was sampled during tractography, was integrated along the length of all streamlines that reached a cortical target region as a surrogate measure of structural connectivity (3) . Diffusion data in this case were modelled as 'ball and stick' with bedpost, rather than calculated from the tensor. The algorithm then incorporates information from both diffusional anisotropy in each voxel (based on the Monte Carlo samples of diffusion direction), and fibre coherence given by streamline counts traversing the voxels. As such the measure of connectivity is more akin to a probability of diffusion between voxels along the pathway rather than a point-wise estimate of anisotropy. This value was then mapped onto each target region to create a cortical map of connectivity.
On this basis, a weighted adjacency matrix of brain regions was produced for each infant, from which self-connections along the diagonal were removed and from which values above the diagonal were reflected in the diagonal to generate a symmetric matrix. The connectivity dimensions n x q made up of randomly generated, normally distributed values with mean zero and standard deviation 1 was generated using the rnorm function in R and used as the null phenotype.
sRRR parameters
The reduced-rank regression model (RRR) (17, 18) models the simultaneous dependence of the q image variables on the set of p SNPs in a linear model:
where B is the p× r matrix of regression coefficients for the p SNPs, A is the r×q matrix of regression coefficients for the q image variables and E is the n×q matrix of errors.
The rank of the regression coefficient matrix C = BA can be reduced, allowing the Given the assumption that only a subset of genetic markers will be found in statistically meaningful association with a subset of image features (i.e. there is a sparse pattern), the model must be able to select those variables (Supplementary Figure 2) . This is achieved by driving some coefficients in the model to zero by penalizing the l 1 -norm of the coefficients for X and Y. A norm is a function that assigns a length to vectors, and the l 1 -norm corresponds to the distance travelled on a rectangular grid to go from one point to another. In the case of penalised regression, the l 1 -norm is used to find the sum of the absolute coefficients in the model, thus shrinking coefficient values (and the complexity of the model) and allowing some coefficients with a minor effect on the response to become zero. This is used to solve the corresponding penalized weighted least squares problem: The optimal solution to penalised regression with convex penalties can be found using coordinate descent algorithms that iteratively update the coefficient estimates using softthresholding (19) .
Model selection including the choice of values for the regularization parameters and ranking of selected variables is a difficult problem, and was addressed here through stability selection (20) . This is a resampling strategy that computes the probability of each variable being selected when randomly resampling from the data (i.e. when extracting random subsets of the data), at a given value of the regularization parameter. In a traditional setting such as cross validation, model selection would consist of selecting the correct model from a set of possibilities. Two problems emerge with such an approach, namely that the correct model might not be among the set of options being considered at all, and that with high-dimensional data it is very hard to determine the right amount of regularization. Stability selection overcomes this since it does not rely on selecting one model from among a list. Instead the selection probability for each variable is estimated using a resampling procedure, and this probability is taken as a measure of each variable's importance in the linear model. The general approach is described in (20) and in summary, the penalised model is fitted for each subsample, and this involves an iterative algorithm that alternates between two steps until convergence (estimate A given B, and B given A), keeping the λ values fixed.
A set number of SNPs (n = 500) and image features (n=50) were included in the model, and stability selection was used with 1000 subsamples of size 2/3 total number of subjects and convergence criterion = 1x10 -6 , resulting in an empirical ranking of all genome-wide SNPs based on the strength of their association with the tractography phenotype. A permuted distribution was computed by running sRRR in the same way, with the additional step of permuting the order of subjects (rows) within the phenotype matrix between each subsample at the stability selection stage, and this was done with 1000 and 20 000 subsamples with the same results in both instances. Additionally, the random normally distributed matrix phenotype was used in sRRR with the same parameters and permutation of datasets (rows)
between each subsample to calculate selection frequencies under the null of no association between SNPs and genotypes SNPs were mapped to genes in the NCBI build 37/hg19, using a window of 2 kilobase pairs upstream and 0.5 kilobase pairs downstream as per the NCBI dbSNP approach (21).
Graph theory assessment of top ten imaging variables (edges) ranked by sRRR
Communicability of a network
The ten tractography edges ranked most highly by sRRR were assessed from an "edgecentric" perspective as previously described for the adult brain (22) . In this approach, the importance of edges for information flow in the brain is investigated by assessing their impact on the "communicability" of the network.
The communicability measure was introduced by (23) as a broad generalisation of the concept of shortest path between two nodes in a network, incorporating the concept that information flow in a system can also follow routes other than the shortest path (24) . The communicability measure accounts not only for the shortest paths connecting the nodes i and j but also for all the other walks that permit a "particle" to travel from one to the other. Walks are weighted in decreasing order of the length of the walk, so that longer walks have lower contributions to the communicability function (23) . Since the (i,j) entry of the k th power of the adjacency matrix (A k ) ij gives the number of walks of length k starting at node i and ending at node j, communicability G ij can be formally given as
where A denotes the adjacency matrix of the network, satisfying A ij = 1 if nodes i and j are connected and A ij = 0 otherwise. To measure the global communicability G within the entire network, G ij is averaged over all node pairs (i, j) (25) .
The contribution of the top ten ranked edges to the global communicability of the structural brain network was assessed with a modified "lesioning" strategy inspired by the approach taken in (22) . In this application, the group median binary adjacency matrix was obtained, and global communicability for this unaltered network ("baseline") was calculated as described above. The group median matrix was then lesioned by removing the top ten ranked edges, and global communicability was calculated on this altered network ("test"). The effect of removing these specific ten edges was compared to a null distribution by repeating the above procedure removing instead from the baseline network ten random edges each time (creating a new "randomly lesioned" network) and re-computing global communicability.
This was done for 1000 iterations, deleting ten random edges with replacement at each iteration, excluding the ten edges of interest from the random sampling pool.
For each lesioned network, the change in global communicability compared to baseline was 
