Digital Kronecker-sequences are a non-archimedean analog of classical Kroneckersequences whose construction is based on Laurent series over a finite field. In this paper it is shown that for almost all digital Kronecker-sequences the star discrepancy satisfies D * N ≥ c(q, s)(log N ) s log log N for infinitely many N ∈ N, where c(q, s) > 0 only depends on the dimension s and on the order q of the underlying finite field, but not on N . This result shows that a corresponding metrical upper bound due to Larcher is up to some log log N term best possible.
Introduction and statement of the result
For an s tuple α = (α 1 , . . . , α s ) of reals the classical Kronecker-sequence S(α) = (x n ) n≥0 is defined by x n := ({nα 1 }, . . . , {nα s }) for n ∈ N 0 , where {x} denotes the fractional part of a real number x. It was shown by Weyl [15] that that S(α) is uniformly distributed in the s-dimensional unit-cube [0, 1) s if and only if 1, α 1 , . . . , α s are linearly independent over Q. Quantitative versions of this result can be stated in terms of star discrepancy which is defined as follows:
Let S = (y n ) n≥0 be an infinite sequence in the s-dimensional unit-cube [0, 1) s . For x = (x 1 , . . . , x s ) ∈ [0, 1] s and N ∈ N (by N we denote the set of positive integers and we set N 0 = N ∪ {0}) the local discrepancy D(x, N) of S is the difference between the number of indices n = 0, . . . , N −1 for which y n belongs to the interval [0, x) = s j=1 [0, x j ) and the expected number Nx 1 · · · x s of points in [0, x) if we assume a perfect uniform distribution on [0, 1] s , i.e., D(x, N) = #{0 ≤ n < N : x n ∈ [0, x)} − Nx 1 · · · x s .
Definition 1 (star discrepancy). The star discrepancy D * N of a sequence S is the L ∞ -norm of the local discrepancy, i.e., Apart from the one-dimensional case s = 1, it is very difficult to give good estimates for the star discrepancy of concrete Kronecker-sequences. In a remarkable paper Beck [1] showed the following metrical result:
For arbitrary increasing function ϕ(n) of n ∈ N we have
for almost all α ∈ R s .
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In particular, for almost every α ∈ R s we have
for every ε > 0, and for almost every α ∈ R s there are infinitely many N ∈ N such that D * N (S(α)) ≥ c(s)(log N) s log log N with a c(s) > 0 not depending on N.
In connection with the construction of digital sequences a "non-archimedean analog" to classical Kronecker-sequences has been introduced by Niederreiter [11, Section 4] and further investigated by Larcher and Niederreiter [8] .
Let q be a prime number and let Z q be the finite field of order q. We identify Z q with the set {0, 1, . . . , q − 1} equipped with arithmetic operations modulo q. Let Z q [x] be the set of all polynomials over Z q and let Z q ((x −1 )) be the field of formal Laurent series
with a k ∈ Z q and w ∈ Z with a w = 0.
The discrete exponential evaluation ν of g is defined by ν(g) := −w (ν(0) := −∞). Furthermore, we define the "fractional part" of g by
Throughout the paper we associate a nonnegative integer n with q-adic expansion n = n 0 + n 1 q + · · · + n r q r with the polynomial n(x) = n 0 + n 1 x + · · · + n r x r in Z q [x] and vice versa.
For every s-tuple f = (f 1 , . . . , f s ) of elements of Z q ((x −1 )) we define the sequence S(f ) = (x n ) n≥0 by
This sequence can be viewed as analog to the classical Kronecker-sequence and is therefore sometimes called a digital Kronecker-sequence (this terminology will be clearer in a moment).
In analogy to classical Kronecker-sequences it has been shown in [8] that a digital Kronecker-sequence S(f ) is uniformly distributed in [0, 1) s if and only if 1, f 1 , . . . , f s are linearly independent over Z q [x] . The special case that the f i are rational functions was studied in [6] and in [4] .
In the analysis of digital Kronecker-sequences one can obviously restrict to the set Z q ((x −1 )) of Laurent series over Z q with w ≥ 1, i.e. with g = {g}. In analogy to the results of Beck here we are interested in metrical results for the star discrepancy of digital Kronecker-sequences. To tackle this problem we need to introduce a suitable probability measure on (Z q ((x −1 ))) s . By µ we denote the normalized Haar-measure on Z q ((x −1 )) and by µ s the s-fold product measure on (Z q ((x −1 ))) s . We remark that µ has the following rather simple shape: If we identify the elements
) where t k = q − 1 for infinitely many k in the natural way with the real numbers
, then, by neglecting the countable many elements where t k = q − 1 only for finitely many k, µ corresponds to the Lebesgue measure λ on [0, 1). For example, the "cylinder set" C(c 1 , . . . , c m ) consisting of all elements g = ∞ k=1 a k x −k from Z q ((x −1 )) with a k = c k for k = 1, . . . , m and arbitrary a k ∈ Z q for k ≥ m + 1 has measure µ(C(c 1 , . . . , c m )) = q −m . In [7] Larcher proved the following metrical upper bound on the star discrepancy of digital Kronecker-sequences.
Theorem 1 (Larcher, 1995) . Let s ∈ N, let q be a prime number and let ε > 0. For
with a c(q, s, ε) > 0 not depending on N.
Recall that it follows from a result of Roth [12] that there exists a quantity c(s) > 0 such that for every sequence S in [0, 1) s we have
for infinitely many N ∈ N. 
with a constant c > 0 which is independent of N. This has been shown by Schmidt [13] . It is the object of this paper to show that the metrical upper bound from Theorem 1 is best possible in the order of magnitude in N (up to some log log N term). We will prove: Theorem 2. Let s ∈ N and let q be a prime number. For µ s -almost all f ∈ (Z q ((x −1 ))) s the digital Kronecker-sequence S(f ) has star discrepancy satisfying
s log log N for infinitely many N ∈ N with some c(q, s) > 0 not depending on N.
For the proof of Theorem 2 we use an approach similar to the technique used by Beck [1] to give a metric lower bound for the discrepancy of Kronecker sequences. In the following section we will collect some auxiliary results. The proof of Theorem 2 is then presented in Section 3.
Auxiliary results

For given
Then the elements x n of the digital Kronecker-sequence can be constructed with the following digital method: For n ∈ N 0 with q-adic expansion n = n 0 + n 1 q + n 2 q 2 + · · · (this expansion is obviously finite) we set
and then we put x n,j := C j n for j = 1, . . . , s where all arithmetic operations are taken modulo q. Write x n,j as x n,j = (x n,j,1 , x n,j,2 , . . .) ⊤ . Then the nth point x n of the sequence S(f ) is given by x n = (x n,1 , . . . , x n,s ) where
It follows that digital Kronecker-sequences are just special examples of digital sequences as introduced by Niederreiter in [10] , see also [3, 11] . This way of describing the sequence S(f ) is the reason why it is called a digital Kronecker-sequence.
We continue with some notational issues. As already mentioned we sometimes consider j ∈ N 0 as elements in Z q [x] and vice versa. Similarly, f ∈ Z q ((x −1 )) is sometimes considered as element in [0, 1) and vice versa, just by substituting q for x. It should always be clear from the context what is meant. However, multiplication and addition of polynomials and Laurent series are always performed in Z q ((x −1 )).
An important tool in our analysis are q-adic Walsh functions which we introduce now:
Definition 2 (q-adic Walsh functions). Let q be a prime number and let ω q := exp(2πi/q) be the qth root of unity. For j ∈ N 0 with q-adic expansion j = j 0 + j 1 q + j 2 q 2 + · · · (this expansion is obviously finite) the jth q-adic Walsh function q wal j : R → C, periodic with period one, is defined as q wal j (x) = ω j 0 ξ 1 +j 1 ξ 2 +j 2 ξ 3 +··· q whenever x ∈ [0, 1) has q-adic expansion of the form x = ξ 1 q −1 + ξ 2 q −2 + ξ 3 q −3 + · · · (unique in the sense that infinitely many of the digits ξ i must be different from q − 1).
We collect some properties of Walsh functions. More informations can be found in [3, Appendix A].
) and jk and jl, respectively, in We need some notation. For m ∈ N 0 let
Lemma 2. Let S(f ) = (x n ) n≥0 be a digital Kronecker-sequence generated by an s-tuple
where for k = κq a−1 + k ′ with a ∈ N, 1 ≤ κ < q and 0 ≤ k ′ < q a−1 we have
and for k = 0 we have
and where
However, if w ≥ m, then we put G(N, w) = N.
Proof. This follows directly from [9, Lemma 7] and the construction of S(f ) in terms of matrices C 1 , . . . , C s .
, not all of them 0, let
Then we have
Proof. Let χ be the characteristic function of the interval [0, q −(m−1) ). Then χ has a finite Walsh series representation in base q of the form
since at least one of the k j is different from zero and for such a k j we have 1 0 q wal ik j (f j ) df j = 0 according to Lemma 1.
be polynomials which satisfy β j (k j ) = 0 or gcd(β j (k j ), k j ) = 1 for all j = 1, . . . , s, but not all of them equal to zero. Let
for infinitely many (k 1 , . . . , k s ) ∈ P with gcd(k 1 , . . . , k s ) = 1}.
Then we have µ s ( M ) = 0.
Proof. For given k 1 , . . . , k s with gcd(k 1 , . . . , k s ) = 1 and not all k j = 1 let 
The integral in the last sum equals
and this is zero unless we have
This certainly cannot hold if i = 0 or j = 0. Let i, j = 0. If β l (k l ) = 0 for some l and if (5) holds, then ik l + jk l = 0 and hence i + j = 0. Therefore we have jβ l (k l ) = 0 for all l = 1, . . . , s and hence β l (k l ) = 0 for all l = 1, . . . , s what is a contradiction. This means: If (5) holds, then i, j = 0 and β l (k l ) = 0 for all l = 1, . . . , s. Hence for all l = 1, . . . , s we have gcd(k l , k l + β l (k l )) = 1. Now, if (5) holds, for any l, l ′ with l = l ′ we have
and therefore
Since gcd(k l , β l ) = 1, we conclude that k l |k l ′ for all l ′ . Since gcd(k 1 , . . . , k s ) = 1 it follows that k l = 1 and, since l was arbitrary, (k 1 , . . . , k s ) = (1, . . . , 1), a contradiction to the assumptions. So Lemma 5. Let (Ω, A, µ) be a measure space and let (A n ) n≥1 be a sequence of sets A n ∈ A such that
Then the set A of points falling in infinitely many sets A n is of measure
Proof. This is [14, Lemma 5 in Chapter I]. A proof can be found there.
s such that (1, . . . , 1) ∈ P and for each (k 1 , . . . , k s ) ∈ P we have gcd(k 1 , . . . , k s ) = 1. Let Proof. For given (k 1 , . . . , k s ) ∈ P let
With the same proof as for Lemma 3 we have 
Proceeding in the same way as in the proof of Lemma 4 we obtain
provided that for all (i, j) = (0, 0) we have that
does not hold for all u = 1, . . . , s. Of course, by the definition of P the condition (7) can only hold if i, j = 0. If for u = v we have
Hence, if (7) holds for all u, then we have If we denote the summands of the sum in the denominator of (6) in any order by a 1 , a 2 , . . . , a Q , then the expression on the right hand side of (6) can be written as
Since 0 ≤ a k ≤ 1 for all k, and since lim Q→∞ Q k=1 a k = ∞ the limit in (8) is one and the result follows.
The proof of Theorem 2
We use the representation of D(x, N) given in Lemma 2. For any
with the property that each of the k * i is of the form
with some a * i ≥ 3 and some 0 ≤ l * i < q (N, w(k 1 , . . . , k s ) ).
By the definition of the J k and by the orthonormality of Walsh functions (see Lemma 1) we have
unless we are in one of the following three cases (with k = κq a−1 +k ′ and k
1. k is such that k ′ = k * , i.e., k = κq a * +c−1 + k * for some c ∈ N and κ ∈ {1, . . . , q − 1}. In this case we have
In this case we have
and for t ∈ N 0 and u j ∈ {tq − t + 2, . . . , tq − t + q} we put
Then for u j ≥ 2 we have
where κ = u j − (tq − t + 1). Hence, according to Case 1, we have
for some c 1 (q) > 0. Similarly,
and hence, according to Case 3, we have
for some c 2 (q) > 0, and
and hence, according to Case 2, we have
for some c 3 (q) > 0. Summing up, for all u j ≥ 0 we have
for some c 4 (q) > 0. Now we have
where the summation is over all u j with k j + β j ( k j , u j ) < q m for all j = 1, . . . , s. Then for any J ∈ N we have N, w( k 1 , . . . , k s ) ) (10) N, w( k 1 + β 1 ( k 1 , u 1 ), . . . , k s + β s ( k s , u s ) ) .
Note that |G (N, w(k 1 , . . . , k s ) )| ≤ qN always. Therefore and using (9) for the last sum in (10) we have
with some c 5 (q, s) > 0 depending only on q and on s.
Let the function F from Lemma 6 be such that
Let P from Lemma 6 be given by (1 + κx j ) = 1 for all i = 1, . . . , s .
Lemma 7. With F as in (11) and P as in (12) we have
Proof. We put
Let W q (a) be the set of all monic polynomials over Z q with degree a, i.e. 
Let µ q the polynomial analog to the Möbius-µ function defined by µ q (a) = 1 and µ q (af ) = µ(f ) for a ∈ Z q and f ∈ Z q [x], µ q (f ) = 0 if there exists an irreducible g ∈ Z q [x] with g 2 |f and µ q (f ) = (−1) ρ if f splits up in ρ different irreducible factors. We just remark that µ q is multiplicative and refer to [2, p. 42] for more informations.
First we consider the case s = 1. Then the inner sum in (13) reduces to (we omit the index "1" for the sake of simplicity)
If ℓc ∈ W q (a), then the leading coefficient of the polynomial c is uniquely determined by ℓ and deg(c) = a − deg(ℓ). Hence we have
and therefore we obtain
Using the factorization of p we now obtain
as claimed. Now assume that s ≥ 2. As above we begin by studying the inner sum in (13) . We have
For any factor of the above product we have (we omit the index "i" for the sake of simplicity)
Using the same arguments as above it can be shown that
where
Hence we obtain
. . .
We show that
For any x ∈ N we have
for the last sum we have
, where we used
and hence (14) is shown. Hence
. . . Inserting this in (13) we obtain
Now we make a suitable choice for f = (f 1 , . . . , f s ) and for k * . Let (f 1 , . . . , f s ) ∈ M and let ( k 1 , . . . , k s ) ∈ P be such that 
