We examined how depth information from two different cue types (object motion and texture gradient) is integrated into a single estimate in human vision. Two critical assumptions of a recent'model of depth cue combination (termed moa!i@d weak fusion) were tested. The first assumption is that the overall depth estimate is a weighted linear combination of the estimates derived from the individual cues, after initial processing needed to bring them to a common format. The second assumption is that the weight assigned to a cue reflects the apparent reliability of that cue in a particular scene. By this account, the depth combination rule is linear and dynamic, changing in a predictable fashion in response to the particular scene and viewing conditions. A novel procedure was used to measure the weights assigned to the texture and motion cues across experimental conditions. This procedure uses a type of perturbation analysis. The results are consistent with the weighted linear combination rule. In addition, when either cue is corrupted by added noise, the weighted linear combination rule shifts in favor of the uncontaminated cue.
INTRODUCTION
There are a variety of measures in two-dimensional (2D) images which provide information about threedimensional (3D) structure. Psychophysical studies of biological depth perception have most commonly studied these depth cues in isolation: depth from binocular disparity (Julesz, 1971; Mayhew & Frisby, 1981) depth from texture gradient (Gibson, 1950; Todd & AkerStrom, 1987 ) structure from motion (Wallach & O'Connell, 1953; Sperling, Landy, Dosher & Perkins, 1989) , and others. These studies leave open the problem of how depth information from different cue types is integrated into a single estimate at each location in a scene. This problem is receiving an increasing amount of attention (Biilthoff & Mallot, 1988; Aloimonos & Shulman, 1989; Maloney & Landy, 1989) .
Clark and Yuille (1990) divide approaches to the problem into weak fision and strong fusion models. Research on single depth cues has fostered an understanding of depth perception as a system of modular processes (Marr, 1982) and weak fusion models emphasize the apparently modular structure of depth vision. They assume that even when multiple depth cues are simultaneously present in a scene, each type of depth cue is processed independently to produce an estimate of depth. These separate depth estimates are then combined at each location by a rule of combination.
In contrast, strong fusion models assume that information from multiple cue types is processed cooperatively to arrive at a single depth estimate. By this account, the apparently modular structure of the visual system is an artifact of the kinds of experiments used to investigate it. Single cue experiments may only demonstrate that depth perception is organized to accommodate missing information. Strong fusion models formulate depth estimation as a nonseparable function of multiple cues and predict nonlinear interactions between depth information derived from different types of cues. Weak fusion models preclude such interactions.
Studies of cues strongly in conflict have demonstrated complex interactions between different types of depth information (Wallach & Karsh, 1963; Epstein, 1968; Johnston, Cumming & Parker, 1993) and, consequently, the simple weak fusion models described above cannot be valid descriptions of human visual processing. The rejection of these models leads naturally to a search for a model of depth processing that parsimoniously accounts for human depth estimation in scenes where multiple types of cues are present, and which also explains the interactions observed between cue types.
Maloney and Landy (1989) (also see Landy, Maloney, Johnston & Young, 1991b) have proposed a framework for investigating depth cue combination
