Magnetic induction tomography is a new non-invasive technology, based on eddy current discovery of electromagnetic induction by Michael Faraday. Through this technique, the passive electrical properties distribution of an object can be obtained by the use of image reconstruction algorithm implemented in this system. There are many types of image reconstruction that have been developed for this modality, however in this paper only two algorithms discussed, Linear Back Projection and Eminent Pixel Reconstruction. Linear Back Projection algorithm is the most basic type of image reconstruction. It is the simplest and fast algorithm out of all types of algorithms, whereas Eminent Pixel Reconstruction algorithm is an improved algorithm which provided better images and has been implemented in other modalities such as optical tomography. This paper has implemented Eminent Pixel Reconstruction in magnetic induction tomography applications and the performance is compared to Linear Back Projection based on the simulation of the fourteen types of simulated phantoms of homogenous and isotropic conductivity property. It was found that Eminent Pixel Reconstruction has produced better images relative to Linear Back Projection, however the images are still poor when the objects are located near to the excitation coil or sensor and it is worse when the distance between objects are near to each other.
1.0 INTRODUCTION
Magnetic Induction Tomography (MIT) is a technique interested in passive electrical properties (PEPs) that are conductivity, permittivity and permeability. MIT attempts to image the PEPs distribution within an object space non-invasively. This modality is categorized as passive imaging family together with Electrical impedance tomography (EIT), Electrical Capacitance tomography (ECT) and Magnetostatic Permeability Tomography (MPT) 1, 2 . The general principle on magnetic induction tomography is that coils are used to generate an oscillating magnetic field which induced eddy current in the object due to its conductivity. These eddy currents then generate secondary magnetic fields and will be measured by the sensors at the receiver 3, 4 . Even though both primary signals and secondary signals exist at the sensors, only secondary signal is the interest of MIT modality as it carries the info on the electrical properties of the material which then transformed to an image.
In metal imaging where the conductivity is very high, secondary signals recorded by the sensors is not a big issue as the value is relatively higher which is up to 10 6 compared to low conductivity materials such as biological tissues 5 . In metal imaging especially in molten steel processes, real time scheme is the priority as monitoring the flow of molten steel during the process is crucial compared to high contrast issue. Thus the applied algorithm has to be fast enough to suit the requirement of the real time system and Linear Back Projection (LBP) is the best option to that 6 . In different to low conductivity imaging, especially in biomedical tissue, high contrast issue has become the priority compared to speed of the image generation. In human body, an organ is built by several tissues which located close to each other and comes with different properties. Thus when an health issue exist (i.e. tumor), a high resolution screening process is needed as the objective is to highlight the boundary of the tumor which may covers several part of the tissues. In achieving this, a more thorough study on the algorithm is crucial in solving the low resolution and inaccurate issues of the reconstructed images.
This paper discusses the weaknesses and limitations of the LBP algorithm in the MIT imaging system through simulation with several simulated phantoms of different sizes and shapes. The enhancement of the images quality through the use of EPR algorithm as an enhancement to the LBP also has been tested and compared. The info on the performances will be the additional inputs to the future research in finding the better solution to the reconstructed images in term of resolution, shapes and size accuracy.
2.0 MIT MODEL AND SENSITIVITY MAPS
The developed MIT system of this research consisted of a TRI-COIL sensor jig design as in Figure 1 , with 8 transmitter panels and 8 receiver panels which were arranged alternately at equidistance between each in circular way. Each panels had three 4cm×4cm×4cm dimension slots where each slot was located with transmitter in transmitter panels and so with the receivers. In total for all the three layers, there were 24 transmitters and 24 receivers with each layer consisted of 8 transmitters and 8 receivers. In this research, the simulation is only done on single layer (middle layer), since this paper wanted to analyze the performance of EPR and LBP algorithm at single layer basis on the developed MIT system. At single layer basis, each transmitter will undergo 8 projections which for 8 receivers in total produced 64 projections which then contribute to the sensitivity maps of the MIT system. Sensitivity map is a set of matrices of the projected path from one transmitter to one receiver of a system. Each pixel in the sensitivity map represents the sensitivity area of the wave propagation [7] [8] [9] . 
3.0 IMAGE RECONSTRUCTION ALGORITHMS
There are many types of image reconstruction algorithms such as linear back projection, non-linear algorithm and filtered back projection, however in this project, LBP algorithm is used as a basis for comparison to EPR algorithm.
The LBP algorithm is based on matrix multiplication in such as it requires several multiplications to be performed. In order to reconstruct the image, each sensitivity matrix is multiplied by its corresponding sensor reading; where this is the same as back project each sensor reading to image plane individually. The mathematical equation for LBP is 10 , 11 :
Where, ( , ) = Voltage distribution obtained using LBP algorithm in n x n matrix where n is equals to dimension of sensitivity maps. , = Signal loss amplitude of receiver Rx-th for projection Tx-th in unit of volt. ̅ , ( , ) = The normalized sensitivity matrices for the view of Tx-Rx.
Eminent Pixel Reconstruction (EPR) is an algorithm that is derived from the basic reconstruction algorithm of LBP. This new image reconstruction algorithm successfully highlights high intensity pixels from the surrounding pixels in the cross-section image. If the value equals to or less than the concentration threshold preset, the final values are set to zero. This is a threshold method which is by changing the pixel values depending on whether they are less or greater than the specified threshold. The following equations simply show the concept of EPR algorithm [9] .
Where, ( , ) = EPR marking matrix, 1 represent eminent pixels.
( , )= Reconstructed concentration profile using LBP algorithm ( , ) = Improved concentration profile using ERP algorithm Since biological tissue has been the interest in this research, it is important to touch a little bit on the algorithm similarity of CTScanner and Magnetic Resonance Imaging (MRI) as all involves in biological tissue imaging. In the first place, CT Scanners utilizing x-ray source in its imaging technique whereas MRI applied very high magnitude of magnetic field to align the hydrogen nuclei in the body. In these both modalities, LBP has been the basic of image reconstruction algorithm at their early development stage, but has progressed up to the current level which capable of producing a very high resolution reconstructed images. As a hard field modality, CT Scan still adopt LBP concept with some modification and hybridization and utilizes the attenuation of x-rays by biological tissues as signals for generating the images [12, 13] . In different to MRI, nonlinear approach has been chosen it its current algorithm as magnetic field is nonlinear and ill posed nature, thus a nonlinear method is incapable of producing a very high contrast images between each tissues [14, 15] .
Composition of Pixels Concentration Profile
By computing the composition of the image pixel concentration, the performance of the image reconstruction algorithm can be determined. The composition determination is to extract more information of the reconstructed profile. In the reconstruction process, the reconstructed image's pixels are distributed according to different color profile.
Calculation of the concentration distribution for component A and B is as follows:
× 100 (4)
Where; A is the percentage of pixel concentration at threshold value and above. B is the percentage of pixel concentration less than pixel threshold value.
V(x,y) is the obtained pixel values for 64 × 64 pixels concentration profile. are the maximum total pixel values, 32550.
Error Measurement of Image Reconstruction
Error measurement for image reconstruction in this project is by calculating the pixel concentration error of the reconstructed image. Calculation for pixel concentration error is the difference between the exact values and reconstructed values divide by the exact values. The result is then multiplied by 100 percentages to get a percentage value. The formula for pixel concentration error measurement is as follows:
Where, Exact is the true pixels concentration of the phantom in SimMap before undergoing any reconstruction process, whereas Reconstructed is the pixel concentration of the phantom after reconstruction process. The pixel concentration area of the phantom is computed as the summation of the maximum pixel values for the phantom. It can be easily computed by using the formula in (6) and is represented in mm² unit. For easy computation, composition B is used for the pixel concentration area computation instead of composition A. Composition B is totally the 0 pixel values which are represented by blue color. Composition A is a matrix consists of a set of variable of the pixel values bigger than 0 other than blue color. Therefore, it is hard to compute only the maximum threshold values since during the reconstruction some noises which are unwanted pixels are still present. There is still some affected area around the desired phantom represented by green, yellow and cyan color due to the algorithm inefficiency and limited accuracy.
4.0 RESULTS AND DISCUSSION
The simulation in obtaining the images has been developed based on MATLAB version R2010 software. The phantom created in this simulation is the homogeneous phantom which contains a set of binary matrices. There is only 2 dimensional (2D) phantom has been carried out. The shape of the biological tissues is not exactly same as the real tissues but is replaced by the square and round shape that is mimicking the biological tissues. Figure 2 shows the types of phantom that has been created and Figure 3 display the reconstructed images of phantom (f) using LBP and EPR algorithm. SimMap is referring to the phantom before undergoing any image reconstruction and A is any pixel values other than zero whereas B is referred to zero pixel value represented by the deep blue color. Figure 4 shows the reconstructed images of phantom (d), (g), (i) and (j) using EPR algorithm at different threshold values. By increasing the intensity, the image is better in term of quality and has least percentage of error measurement. However, even increasing the intensity value to the optimum, there are still some errors in the images due to very high sensitivity near the sensors. On the other hand, the EPR algorithm also cannot solve the problem for the very close distance of phantoms, hence produce a single image even for a dual close objects. Some improvement of this algorithm is still needed in solving this problem.
Figure 4 Reconstructed images of phantom (d), (g), (i) and (j) using EPR at different pixel threshold value
The graph in Figure 5 show the comparison between pixel concentration and error measurement for a selected phantom whereas Figure 6 displays the performance comparison of EPR and LBP algorithm on the reconstructed images in MIT. The measurement error is based on the calculation of the area of phantom in two phases which is before and after undergoing reconstruction in percentage. Figure 6 shows the area error for 14 different types of phantom based on LBP and EPR algorithm. Based on the results, the percentage of error measurement for LBP is higher than EPR for all types of phantoms and approximately up to 30% compared to EPR. Images reconstructed using LBP are accompanied by noises due to smearing effect exist in this algorithm, whereas EPR algorithm filtered this effects at a certain degree of adjusted intensity values from 1-10 and highlights high density values in respective to the background. From the above results, it is clearly shown that EPR is much more efficient and provided higher accuracy compared to LBP. By varying the intensity values, the image accuracy is also varied, but the quality of the reconstructed images still at low resolution level. It is clear that, even EPR has been implemented there are still high intensity points at the internal side of the boundary of region of interest (ROI) due to the excitation coils located at the position. At these points, higher magnitude of magnetic fields is generated and had contributed errors to the reconstructed images.
5.0 CONCLUSIONS
MIT modality provides opportunity in non-invasive, nonintrusive and to date as far as the authors are concern, there is no reported radiation effects on this technique. However due to the existing of the so called ill-posed problem in this passive imaging modality, LBP and EPR image reconstruction algorithm do not have enough capability in producing quality reconstructed images of the objects because linear methods cannot solve the behavior of the nonlinear pattern. However, these two algorithms provided informative info on the constraints and limitations faced by MIT modality such as resolution and shape of the object together with the minimal distance of each object itself. Enhancements need to be done in the algorithm in such that higher accuracy image is vital if MIT wants to be applied in the medical tissue imaging or in high speed movement of liquid material in a pipeline. As magnetic field is nonlinear and ill-posed in nature, thus nonlinear algorithm is the best solution in providing the best solution to the above mentioned issues. On the other hand, processing time issue as a drawback to the iteration from such algorithm has to be put into consideration when discussing the nonlinear technique.
