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a b s t r a c t
We establish a functional central limit theorem for a sequence of least squares residuals
of spatial data from a linear regression model. Under mild assumptions on the model we
explicitly determine the limit process in the case where the assumed linear model is true.
Moreover, in the casewhere the assumed linearmodel is not truewe explicitly establish the
limit process for the localized true regression function undermild conditions. These results
can be used to develop non-parametric model checks for linear regression. Our proofs
generalize ideas of a univariate geometrical approach due to Bischoff [W. Bischoff, The
structure of residual partial sums limit processes of linear regressionmodels, Theory Stoch.
Process. 8 (24) (2002) 23–28]which is different to that proposed byMacNeill and Jandhyala
[I.B. MacNeill, V.K. Jandhyala, Change-point methods for spatial data, in: G.P. Patil, et al.
(Eds.), Multivariate Environmental Statistics. Papers Presented at the 7th International
Conference onMultivariate Analysis held at Pennsylvania State University, University Park,
PA, USA, May 5–9 1992, in: Ser. Stat. Probab., vol. 6, North-Holland, Amsterdam, 1993,
pp. 289–306 (in English)]. Moreover, Xie andMacNeill [L. Xie, I.B. MacNeill, Spatial residual
processes and boundary detection, South African Statist. J. 40 (1) (2006) 33–53] established
the limit process of set indexed partial sums of regression residuals. In our framework
we get that result as an immediate consequence of a result of Alexander and Pyke
[K.S. Alexander, R. Pyke, A uniform central limit theorem for set-indexed partial-sum
processes with finite variance, Ann. Probab. 14 (1986) 582–597]. The reason for that is
that by our geometrical approach we recognize the structure of the limit process: it is a
projection of the Brownian sheet onto a certain subspace of the reproducing kernel Hilbert
space of the Brownian sheet. Several examples are discussed.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In practice the correctness of an assumed linear model is mostly checked by analyzing the least squares residuals of the
observations. Instead of considering the residuals directly a popular approach is to investigate the partial sums (CUmulative
SUM) of the residuals. Note that there is no loss of information by considering the partial sums of the residuals instead of
the original residuals since the partial sums mapping is one to one. MacNeill [1,2] embedded the partial sums of residuals
into the space of continuous functions. Let us call this continuous random function the residuals partial sums process.
Then he showed for univariate observations that the limit of the least squares residuals partial sums process is useful
for getting an asymptotic model check (change-point check) for linear regression against non-parametric alternatives. In
the papers mentioned above the limit processes were explicitly calculated. These expressions are complicated functions of
the Brownian motion. These results are generalized to the spatial case by MacNeill and Jandhyala [3] for ordinary partial
sums and by Xie and MacNeill [4] for set indexed partial sums of regression residuals. In this paper we derive the limit
I Parts of this paper are based on a part of the Ph.D. thesis of the second author, supervised by the first author.∗ Corresponding author.
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process in the spatial case by a geometric method generalizing a univariate approach due to Bischoff [5]. By our approach
we obtain important additional properties of the limit process as a by-product. In particular, the limit process can be
described in a much simpler way and results for set indexed partial sums can be received immediately. Moreover, we
additionally determine the limit process under localized alternatives. These results can be used to establish asymptotic
tests of Cramér–von Mises and Kolmogorov(–Smirnov) type for model checks and change-point problems. Such tests can
be analogously obtained as in the papers mentioned above and in [6,7]. Applications of partial sums processes to real data
can be found in [4].
To bemore specific we consider in this paper the unit square [0, 1]2 as the experimental region.We assume that we have
an observation at each of the n2 points of the regular lattice
En := {(`/n, k/n) : 1 ≤ `, k ≤ n, n ∈ N} ⊂ [0, 1]2. (1.1)
Accordingly, we put together the observations carried out in En in an n× nmatrix
Y(En) :=

Y11 Y21 · · · Yn1
...
... · · · ...
Y1k Y2k · · · Ynk
...
... · · · ...
Y1n Y2n · · · Ynn
 ∈ Rn×n,
where the observation in (`/n, k/n) is denoted by Y`k. Let g : [0, 1]2 → R be the true but unknown regression function,
which describes the mean function of the observations. Under the null hypothesis H0 we assume a linear model. To be more
precise let f1, . . . , fp : [0, 1]2 → R be known, linearly independent, real-valued regression functions defined on [0, 1]2. For
a real-valued function f (·) defined on [0, 1]2, let f (En) := (f (`/n, k/n))n, nk=1,`=1 ∈ Rn×n. Then the null hypothesis is given by
H0 : g(En) =
p∑
i=1
fi(En)βi, (1.2)
where β = (β1, . . . , βp)> ∈ Rp is a vector of unknown parameters. Hence, under H0 the matrix of observations can be
presented by
Y(En) =
p∑
i=1
fi(En)βi + En×n, (1.3)
where En×n := (ε`k)n, n`=1,k=1 is an n × n random matrix with independent and identically distributed, real-valued random
variables ε`k, 1 ≤ `, k ≤ n, defined on a common probability space (Ω,F , P) as components. We assume E(ε`k) =
0 and Var(ε`k) = σ 2 ∈ (0,∞), 1 ≤ `, k ≤ n. Under the alternative H1 a non-parametric regression model
Y(En) = g(En)+ En×n, (1.4)
is assumed.
We furnish the vector space Rn×n with the Euclidean inner product
〈A, B〉Rn×n = trace(A>B), A, B ∈ Rn×n.
The corresponding norm is denoted by ‖·‖Rn×n . Let Wn := [f1(En), . . . , fp(En)] be the subspace of Rn×n spanned by the
matrices f1(En), . . . , fp(En) for which linear independence is assumed without loss of generality in the following. Let prWn
and prW⊥n = id− prWn denote the orthogonal projectors onto the subspaceWn and onto the orthogonal complementW⊥n of
Wn, respectively. Hence, the best linear unbiased estimator (BLUE) for g(En) underH0 is given by the least squares estimator
ĝ(En) := prWnYn×n. The corresponding matrix of the least squares residuals under H0 is given by
(r`k)
n,n
k=1,`=1 := prW⊥n Y(En) = prW⊥n En×n = En×n − prWnEn×n. (1.5)
Next, we consider the partial sums operator Tn : Rn×n → C([0, 1]2) defined by
Tn(A)(z1, z2) := 1n
[nz2]∑
k=1
[nz1]∑
`=1
a`k + nz1 − [nz1]n
[nz2]∑
k=1
a[nz1]+1,k +
nz2 − [nz2]
n
[nz1]∑
`=1
a`,[nz2]+1
+ 1
n
(nz1 − [nz1])(nz2 − [nz2])a[nz1]+1,[nz2]+1, (z1, z2) ∈ [0, 1]2,
where A = (a`k)n, n`=1,k=1 ∈ Rn×n. Here [t] = min{n ∈ Z : n ≤ t}, t ∈ R. For a fixed n ∈ N, we define the residual partial
sums process of Y(En) by
1
σ
Tn(prW⊥n Y(En))(z1, z2), (z1, z2) ∈ [0, 1]2.
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Under H0 we obtain by (1.5)
1
σ
Tn(prW⊥n Y(En))(z1, z2) =
1
σ
Tn(En×n − prWnEn×n)(z1, z2), (z1, z2) ∈ [0, 1]2.
In this paper we show under H0 that 1σ Tn(prW⊥n Y(En)), n → ∞, converges weakly to a projection of the Brownian
sheet onto a certain subspace corresponding to the regression model; see Section 2. Under localized alternatives the above
sequence of randomprocesses convergesweakly to the above limit processwith an additional trendwhich can be calculated
explicitly. Moreover, we briefly discuss the results for set indexed partial sums. In Section 3 several examples are discussed.
The proofs are postponed to the Appendix.
2. Residual partial sums limit processes
We need some notation to state our main results. Let B2 be the Brownian sheet (standard Brownian (2) motion) on
C([0, 1]2); see [8,9,25,26] and the references cited there. As usual, C([0, 1]2) is furnished with the sup-norm ‖g‖∞ :=
sup(x,y)∈[0,1]2 |g(x, y)| .
Theorem 2.1 (Invariance Principle). Let (En×n)n≥1 be a sequence of independent n × n-dimensional random matrices whose
components ε`k are independent and identically distributed random variables with E(ε`k) = 0 and Var(ε`k) = σ 2 ∈ (0,∞),
defined on a probability space (Ω,F , P). Then
1
σ
Tn(En×n)
D−→ B2, as n→∞, in C([0, 1]2).
Proof. The proof of Billingsley [10], pp. 90–91, can be extended to the metric space C([0, 1]2). Park (1971) gave a different
proof of this theorem. 
For f ∈ L1([0, 1]2, λ2)we define hf : [0, 1]2 → R by
hf (z1, z2) :=
∫
[0.z1]×[0,z2]
f (s, t)λ2(ds, dt), z1, z2 ∈ [0, 1],
where λ2 is the Lebesgue measure on R2. The reproducing kernel Hilbert space (RKHS) of the Brownian sheet B2,
HB := {hf : [0, 1]2 → R| f ∈ L2([0, 1]2, λ2)}, (2.1)
is decisive for our results. Note that h ∈ HB if and only if h is an absolutely continuous function having a λ2-density which
belongs to L2 = L2([0, 1]2) = L2([0, 1]2, λ2). HB is furnished with the following inner product and corresponding norm,
respectively:
〈hf , hg〉HB :=
∫
[0,1]2
f (t, s)g(t, s)λ2(dt, ds) = 〈f , g〉L2 , (2.2)∥∥hf ∥∥2HB :=
∫
[0,1]2
|f (t, s)|2 λ2(dt, ds) = ‖f ‖2L2 . (2.3)
Thus L2([0, 1]2)→ HB, f 7→ hf is an isometry. The subspace ofHB,
HBV ([0,1]2) := {hf ∈ HB|f ∈ BV ([0, 1]2)},
is technically decisive for being able to calculate the residual partial sums limit process in explicit form, where BV ([0, 1]2) is
the set of functions having bounded variation in the sense of Hardy; see Definition A.4. Next, we define a bilinear form
〈·, ·〉 to be able to project the Brownian sheet onto a finite dimensional subspace of HBV ([0,1]2). Let 〈·, ·〉 be defined on
HBV ([0,1]2) × C([0, 1]2), by
〈hf , u〉 := ∆[0,1]2(uf )−
∫ R
[0,1]
u(t, 1)df (t, 1)+
∫ R
[0,1]
u(t, 0)df (t, 0)
−
∫ R
[0,1]
u(1, s)df (1, s)+
∫ R
[0,1]
u(0, s)df (0, s)+
∫ R
[0,1]2
u(t, s)df (t, s), (2.4)
where
∫ R denotes Riemann–Stieltjes integration and ∆[t1,t2]×[s1,s2]g := g(t2, s2) − g(t2, s1) − g(t1, s2) + g(t1, s1). For the
known regression functions f1, . . . , fp we define the subspace
WHB := [hf1 , . . . , hfp ] ofHB
spanned by hf1 , . . . , hfp . In the sequel we denote by prU the orthogonal projector onto U in the inner product space in which
U is a subspace.
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Proposition 2.2. Let f1, . . . , fp ∈ BV ([0, 1]2), and let h1, . . . , hp be an orthonormal basis (ONB) of WHB . Then
pr∗WHB : C([0, 1]
2)→ WHB , u 7→
p∑
i=1
〈hi, u〉hi(t, s), (t, s) ∈ [0, 1]2, (2.5)
is a projector whose restriction pr∗WHB |HB onHB coincides with the orthogonal projector prWHB ontoWHB inHB.
Now we are in the position to state our main result.
Theorem 2.3 (Spatial Residuals Partial Sums Limit Process). Let f1(·), . . . , fp(·) ∈ C([0, 1]2) ∩ BV ([0, 1]2). Then, as n→∞,
1
σ
Tn(En×n − prWnEn×n)(·) D−→ Bf := B2(·)− (pr∗WHB B2)(·), in C([0, 1]
2),
where the index f denotes the vector f = (f1, . . . , fp)>. Bf is a zero-mean Gaussian process with covariance function Kf(·) :
[0, 1]2 × [0, 1]2 → R, given by
Kf((t, s), (t ′, s′)) := Cov(Bf(t, s), Bf(t ′, s′))
= min(t, t ′)min(s, s′)−
p∑
i=1
hi(t, s)hi(t ′, s′),
where hf1 , . . . , hp build an ONB of {hf1 , . . . , hfp}.
Under the alternative H1 a non-parametric regression model Y(En) = g(En) + En×n (see (1.4)) is assumed, where g is the
unknown true regression function. To get a limit process we have to localize the model:
1
n
g(En)+ En×n, (2.6)
Then the corresponding matrix of the least squares residuals under H1 is given by
Rn := (r`k)n, nk=1,`=1 =
1
n
g(En)− prWn
1
n
g(En)+ En×n − prWnEn×n. (2.7)
Hence, the residual partial sums process is given by
1
σ
Tn
(
1
n
g(En)− prWn
1
n
g(En)
)
(z1, z2)+ 1
σ
Tn(En×n − prWnEn×n)(z1, z2), (z1, z2) ∈ [0, 1]2.
Let g ∈ BVV [0, 1]2 where BVV [0, 1]2 is the set of functions having bounded variation in the sense of Vitali; see
Definition A.2. Then 1
σ
Tn( 1ng(En)) converges uniformly to
1
σ
hg by Theorem A.3, n → ∞. By Lemma A.9 we have
Tn(prWn
1
ng(En))(z1, z2) = prTn(Wn)Tn( 1ng(En))(z1, z2) which converges uniformly to pr∗WHB hg by Lemma A.15. Hence,
combining with Theorem 2.3 we obtain the following result for model (2.6).
Corollary 2.4 (Spatial Residuals Partial Sums Limit Process for Localized Alternatives). Let f1(·), . . . , fp(·) ∈ C([0, 1]2) ∩
BV ([0, 1]2) and let g ∈ BVV ([0, 1]2). Then, as n→∞,
1
σ
Tn
(
prW⊥n
(
1
n
g(En)+ En×n
))
(·) D−→ 1
σ
hg(·)− 1
σ
(pr∗WHB hg)(·)+ Bf(·) in C([0, 1]
2).
Remark 2.5. Without loss of generality we can assume that the variance σ 2 is known since otherwise, without altering the
asymptotic results, σ 2 can be replaced by a consistent estimator for σ 2.
Our results can immediately be generalized to multiple responses which are independent by considering each of the
responses alone. In the case where themultiple responses are correlated, however, more effort is needed; see a forthcoming
paper by Bischoff and Gegg. The partial sums dealt with in this paper correspond to change-boundaries that are rectangles
with the origin (0, 0) as an essential corner of each rectangle. In real data the possible collection of relevant change-
boundaries is usually much larger, possibly as large as the set of boundaries corresponding to all convex sets of the regular
lattice on the unit square. To overcome this problem limits of set indexed partial sums can be considered; see [11–13].
Theorem 2.3 and Corollary 2.4 can immediately be generalized to set indexed partial sums. We obtain these results by
using a central limit theorem for set indexed partial sums given in [13] and by slightly generalizing in an obvious way the
technique and the projectors defined above. Then the corresponding residual partial sums limit process coincides with the
process given in Section 4 of [4].
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3. Examples
In this section we discuss the constant, first-order and second-order regression model.
3.1. Constant regression model
As a simple case, we consider a constant model under H0, i.e. Y(En) = β + En×n, where β is an unknown parameter.
Hence, f1(t, s) = f (t, s) = 1, (t, s) ∈ [0, 1]2, implyingWHB = [hf (·)], where hf (t, s) = ts, (t, s) ∈ [0, 1]2. Let f = (f1). Since
B2(t, s) = 0 a.s. if t = 0 or s = 0, the residual partial sums limit process is given by
Bf(t, s) = B2(t, s)− (pr∗WHB B2)(t, s) = B2(t, s)− tsB2(1, 1), (t, s) ∈ [0, 1]
2,
which is the Brownian pillow (standard Brownian (2) bridge). The covariance function of Bf(·) is given by Kf((t, s), (t ′, s′)) =
min(t, t ′)min(s, s′)− tst ′s′.
3.2. First-order regression model
Under H0 we assume a first-order regression model, i.e.
Y(En) = β1f1(En)+ β2f2(En)+ β3f3(En)+ En×n,
where β0, β1, β2 ∈ R are unknown and f1(t, s) = 1, f2(t, s) = t , f3(t, s) = s, (t, s) ∈ [0, 1]2. An ONB ofWHB = [hf1 , hf2 , hf3 ]
is given by
h1(t, s) = ts, h2(t, s) =
√
3ts(t − 1), h3(t, s) =
√
3ts(s− 1), (t, s) ∈ [0, 1]2.
Let f = (f1, f2, f3). Since B2(t, s) = 0 a.s. if t or s = 0, the residual partial sums limit process is given by
Bf(t, s) = B02(t, s)− 3ts(t + s− 2)B2(1, 1)+ 6ts(t − 1)
∫
[0,1]
B2(t, 1)dt + 6ts(s− 1)
∫
[0,1]
B2(1, s)ds,
where B02 is the Brownian pillow. Furthermore, the covariance function Kf(·, ·) of Bf(·) is given by
Kf((t, s), (t ′, s′)) = min(t, t ′)min(s, s′)− tst ′s′ − 3tst ′s′(t − 1)(t ′ − 1)− 3tst ′s′(s− 1)(s′ − 1).
3.3. Second-order regression model
We consider a full second-order model, i.e.,
E(Y ) = β0 + tβ1 + sβ2 + t2β11 + tsβ12 + s2β22, (t, s) ∈ [0, 1]2,
where β0, β1, β2, β11, β22, β12 ∈ R are unknown and f1(t, s) = 1, f2(t, s) = t , f3(t, s) = s, f4(t, s) = t2, f5(t, s) = ts
and f6(t, s) = s2, t, s ∈ [0, 1]2. An ONB of WHB = [hf1 , . . . , hf6 ] is h1(t, s) = ts, h2(t, s) =
√
3ts(t − 1), h3(t, s) =√
3ts(s − 1), h4(t, s) =
√
5(2t3s − 3t2s + ts), h5(t, s) = 13 (t2s2 − t2s − ts2 + ts), h6(t, s) =
√
5(2ts3 − 3ts2 + ts). Let
f = (f1, . . . , f6). Then, after some computation, the residual partial sums limit process is given by
Bf(t, s) = B(f1,f2,f3)(t, s)− (10t3s+ t2s2/9− 136t2s/9− 136ts2/9+ 10ts3 + 91ts/9)B2(1, 1)
+ (120t3s− 180t2s+ 60ts)
∫
[0,1]
B2(t, 1)tdt
+ (2t2s2/9− 60t3s+ 808t2s/9− 2ts2/9− 268ts/9)
∫
[0,1]
B2(t, 1)dt
+ (2t2s2/9− 2t2s/9+ 808ts2/9− 60ts3 − 268ts/9)
∫
[0,1]
B2(1, s)ds
+ (120ts3 − 180ts2 + 60ts)
∫
[0,1]
B2(1, s)sds− 4/9(t2s2 − t2s− ts2 + ts)
∫
[0,1]2
B2(t, s)dtds,
where B(f1,f2,f3) is the residual partial sums limit process associated with the first-order regression model. The covariance
function of Bf is given by
Kf((t, s), (t ′, s′)) = (t ∧ t ′)(s ∧ s′)− tst ′s′ − 3tst ′s′(t − 1)(t ′ − 1)
− 3tst ′s′(s− 1)(s′ − 1)− 5(2t3s− 3t2s+ ts)(2t ′3s′ − 3t ′2s′ + t ′s′)
− 1
9
(t2s2 − t2s− ts2 + ts)(t ′2s′2 − t ′2s′ − t ′s′2 + t ′s′)
− 5(2ts3 − 3ts2 + ts)(2t ′s′3 − 3t ′s′2 + t ′s′).
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Appendix
We refer the reader to [14], pp. 12–18, for discussion on BV ([0, 1]) and some elementary notions which will be used in
the following.
Definition A.1. Let Γ be a non-overlapping, finite exact cover of [0, 1]2, and let ψ be a real-valued function defined on
[0, 1]2. The variation of ψ over Γ is v(ψ;Γ ) := ∑I∈Γ |∆Iψ | . The total variation of ψ over [0, 1]2 is V (ψ; [0, 1]2) :=
sup v(ψ;Γ ), where the sup is taken over all non-overlapping, finite exact covers Γ of [0, 1]2.
Definition A.2. A function ψ is said to have bounded variation on [0, 1]2 in the sense of Vitali if there exists a positive real
numberM such that V (ψ; [0, 1]2) ≤ M; see [15]. We denote this class of functions by BVV ([0, 1]2).
Theorem A.3. If ψ ∈ BVV ([0, 1]2), every ϕ ∈ C([0, 1]2) is ψ-RS-integrable on [0, 1]2. Moreover, we have∣∣∣∣∫ R[0,1]2 ϕ(t, s)dψ(t, s)
∣∣∣∣ ≤ ‖ϕ‖∞ V (ψ; [0, 1]2). (A.1)
Proof. See [16,17] or [18], pp. 56–60. 
Definition A.4. ψ ∈ BVV ([0, 1]2) is said to have bounded variation on [0, 1]2 in the sense of Hardy if there exist x¯, y¯ ∈ [0, 1]
such that ψ(x¯, ·) and ψ(·, y¯) have bounded variation on [0, 1]; see [15]. We denote this class of functions by BV ([0, 1]2).
Proposition A.5. If ψ ∈ BV ([0, 1]2), thenΦ,Ψ : [0, 1] → RwithΦ(x) := V (ψ(x, ·); [0, 1]) andΨ (y) := V (ψ(·, y); [0, 1]),
x, y ∈ [0, 1] have bounded variation.Φ and Ψ are called total variation functions of ψ . In particular, for arbitrarily fixed x′ and
y′ in [0, 1], the functions ψ(x′, ·) and ψ(·, y′) defined on [0, 1] are in BV ([0, 1]).
Proof. See Theorem 1 in [15]. 
Theorem A.6 (Integration by Parts). Let ϕ be ψ-RS-integrable on [0, 1]2, let ϕ(c, ·) be ψ(c, ·)-RS-integrable on [0, 1] and let
ϕ(·, c) beψ(·, c)-RS-integrable on [0, 1], for c = 0 and 1. These assumptions are fulfilled if ϕ ∈ C([0, 1]2) andψ ∈ BV ([0, 1]2).
Then ψ is ϕ-RS-integrable on [0, 1]2 and we have∫ R
[0,1]2
ψ(t, s)dϕ(t, s) = ∆[0,1]2(ϕψ)+
∫ R
[0,1]2
ϕ(t, s)dψ(t, s)+
∫ R
[0,1]
ϕ(0, s)dψ(0, s)+
∫ R
[0,1]
ϕ(t, 0)dψ(t, 0)
−
∫ R
[0,1]
ϕ(t, 1)dψ(t, 1)−
∫ R
[0,1]
ϕ(1, s)dψ(1, s). (A.2)
Proof. We refer the reader to Young [19] for the complete proof of this theorem. See also [20] for formula (A.2) in the case
where ϕ ∈ C([0, 1]2) and ψ ∈ BV ([0, 1]2). 
Proof of Proposition 2.2. (1) We show that prWHB (u) = pr∗WHB (u) for u ∈ HB.
By using integration by parts of the Riemann–Stieltjes integral defined on [0, 1] (see Theorem 1.2.7 in [14]), we get for
the bilinear form defined in (2.4)
〈hf , u〉 = −∆[0,1]2(uf )+
∫ R
[0,1]
f (t, 1)du(t, 1)−
∫ R
[0,1]
f (t, 0)du(t, 0)
+
∫ R
[0,1]
f (1, s)du(1, s)−
∫ R
[0,1]
f (0, s)du(0, s)+
∫ R
[0,1]2
u(t, s)df (t, s). (A.3)
Then by using integration by parts for the Riemann–Stieltjes integral defined on [0, 1]2 (see Theorem A.6), we obtain∫ R
[0,1]2
u(t, s)df (t, s) = ∆[0,1]2(uf )−
∫ R
[0,1]
f (t, 1)du(t, 1)+
∫ R
[0,1]
f (t, 0)du(t, 0)
−
∫ R
[0,1]
f (1, s)du(1, s)+
∫ R
[0,1]
f (0, s)du(0, s)+
∫ R
[0,1]2
f (t, s)du(t, s). (A.4)
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Combining (A.3) and (A.4), we get
〈hf , u〉 =
∫ R
[0,1]2
f (t, s)du(t, s)
=
∫
[0,1]2
f (t, s)uˆ(t, s)λ2(dt, ds) = 〈hf , u〉HB , (A.5)
where uˆ ∈ L2([0, 1]2) is a λ2-density of u. Thus, the inner product 〈·, ·〉HB given by (2.2) coincides with the bilinear form〈·, ·〉 onHBV ([0,1]2) ×HB. Hence the projectors prWHB and pr∗WHB restricted toHB coincide.
(2) pr∗WHB is a projector (see Definition 5.15 in [21]), since pr
∗
WHB
is linear (by definition), pr∗WHB ◦ pr
∗
WHB
= pr∗WHB (by
definition and (1)), and surjective ontoWHB (by definition and by (1)). 
Remark A.7. Let f : [0, 1]2 → R. We define for (z1, z2) ∈ [0, 1]2,
f (n)(z1, z2) :=
n−1∑
k=1
n−1∑
`=1
f (`/n, k/n)1[(`−1)/n,`/n)×[(k−1)/n,k/n)(z1, z2)+
n−1∑
`=1
f (`/n, 1)1[(`−1)/n,`/n)×[(n−1)/n,1](z1, z2)
+
n−1∑
k=1
f (1, k/n)1[(n−1)/n,1]×[(k−1)/n,k/n)(z1, z2)+ f (1, 1)1[(n−1)/n,1]×[(n−1)/n,1](z1, z2),
where 1A(·), A ⊆ [0, 1]2, denotes the indicator function of A. Then f (n) ∈ BV [0, 1]2 is right continuous and
∥∥f − f (n)∥∥∞
→ 0. Since ∂2Tn(f (En))(z1,z2)
∂z1∂z2
= n · f (n)(z1, z2)λ2-a.s.,
hf (n)(z1, z2) =
∫
[0,z1]×[0,z2]
f (n)(t, s)λ2(dt, ds) = 1
n
Tn(f (En))(z1, z2). (A.6)
Lemma A.8. Let f , g : [0, 1]2 → R; then Tn(f (En))(·) ∈ HB. Moreover, we have
〈Tn(f (En))(·), Tn(g(En))(·)〉HB = 〈f (En), g(En)〉Rn×n .
Hence, Tn : Wn → Tn(Wn) =: WnHB is an isometry.
Proof. Tn(f (En)) ∈ HB follows by Remark A.7. Moreover, Remark A.7 implies
〈Tn(f (En)), Tn(g(En))〉HB =
∫
[0,1]2
n2f (n)g(n) λ2(dz1, dz2)
=
n∑
k=1
n∑
`=1
f (`/n, k/n)g(`/n, k/n) = 〈f (En), g(En)〉Rn×n . 
Lemma A.9. For any A = (a`k)n, n`=1,k=1 ∈ Rn×n, we have
Tn(prWn(A))(·) = prTn(Wn)(Tn(A)(·))(·) = prWnHB (Tn(A)(·))(·).
Proof. Let f1(En), . . . , fp(En) be an ONB ofWn. Hence, by Lemma A.8 we get
Tn(prWn(A))(·) =
p∑
i=1
〈A, fi(En)〉Rn×nTn(fi(En))(·)
=
p∑
i=1
〈Tn(A)(·), Tn(fi(En))(·)〉HBTn(fi(En))(·) = (prWnHB Tn(A)(·))(·). 
In the following without loss of generality let f1, . . . , fp be an ONB of the subspace
W := [f1, . . . , fp] of L2([0, 1]2).
Then hf1 , . . . , hfp is an ONB of WHB . Let f˜
(n)
1 , . . . , f˜
(n)
p be the orthonormal vectors in L2 constructed with the vectors
f (n)1 , . . . , f
(n)
p by the Gram–Schmidt orthogonalization procedure. Then hf˜ (n)1
, . . . , hf˜ (n)p is an ONB ofWnHB .
2174 W. Bischoff, W. Somayasa / Journal of Multivariate Analysis 100 (2009) 2167–2177
Lemma A.10. Let c = 0, 1 and let fi(·) be continuous on [0, 1]2, i = 1, . . . , p. Then∥∥∥f˜ (n)i − fi∥∥∥∞ n→∞−→ 0, ∥∥∥f˜ (n)i (c, ·)− fi(c, ·)∥∥∥∞ n→∞−→ 0,∥∥∥f˜ (n)i (·, c)− fi(·, c)∥∥∥∞ n→∞−→ 0.
Proof. We first consider the case i = 1. Since f (n)1
‖·‖∞−→ f1, as n→∞, f (n)1
‖·‖L2−→ f1, which, by the continuity of ‖·‖L2 , implies∥∥∥f (n)1 ∥∥∥L2 n→∞−→ ‖f1‖L2 = 1. Hence, for n→∞, f˜ (n)1 := f (n)1 /
∥∥∥f (n)1 ∥∥∥L2 ‖·‖∞−→ f1.
Now let us consider the case i = 2. Since f˜ (n)1
‖·‖∞−→ f1 and f (n)2
‖·‖∞−→ f2, as n→∞, then 〈f˜ (n)1 , f (n)2 〉L2 n→∞−→ 〈f1, f2〉L2 . These
yield f (n)2 −〈f˜ (n)1 , f (n)2 〉L2 f˜ (n)1
‖·‖∞−→ f2−〈f1, f2〉L2 f1 as n→∞ implying
∥∥∥f (n)2 − 〈f˜ (n)1 , f (n)2 〉L2 f˜ (n)1 ∥∥∥L2 n→∞−→ ∥∥f2 − 〈f1, f2〉L2 f1∥∥L2 = 1.
Thus, by combining these results, we finally get
f˜ (n)2 :=
f (n)2 − 〈f˜ (n)1 , f (n)2 〉L2 f˜ (n)1∥∥∥f (n)2 − 〈f˜ (n)1 , f (n)2 〉L2 f˜ (n)1 ∥∥∥L2
‖·‖∞−→ f2 − 〈f1, f2〉L2 f1∥∥f2 − 〈f1, f2〉L2 f1∥∥L2 = f2.
The assertion for i = 3, . . . , p can be handled analogously. The rest of the assertion is obvious. 
Since
∥∥hf (n) − hf ∥∥HB , ∥∥hf (n) − hf ∥∥2∞ ≤ ∥∥f (n) − f ∥∥2∞ the following corollary is obtained by Lemma A.10.
Corollary A.11. Let fi(·) be continuous on [0, 1]2, i = 1, . . . , p. Then∥∥∥hf˜ (n)i − hfi∥∥∥HB n→∞−→ 0 and
∥∥∥hf˜ (n)i − hfi∥∥∥∞ n→∞−→ 0.
Proposition A.12. Let fi ∈ BV ([0, 1]2), and let c = 0 or 1. Then for i = 1, . . . , p, positive real numbers Mi, Mic and Kic exist
such that V (f˜ (n)i − fi; [0, 1]2) ≤ Mi, V ((f˜ (n)i − fi)(c, ·); [0, 1]) ≤ Mic and V ((f˜ (n)i − fi)(·, c); [0, 1]) ≤ Kic for all n ≥ 1.
Proof. (a) i = 1. Since f˜ (n)1 = f (n)1 /
∥∥∥f (n)1 ∥∥∥L2 , we get by the triangle inequality
V (f˜ (n)1 − f1; [0, 1]2) ≤
V (f1; [0, 1]2)∥∥∥f (n)1 ∥∥∥L2
+ V (f1; [0, 1]2),
V ((f˜ (n)1 − f1)(1, ·); [0, 1]) ≤
V (f1(1, ·); [0, 1])∥∥∥f (n)1 ∥∥∥L2
+ V (f1(1, ·); [0, 1]),
V ((f˜ (n)1 − f1)(·, 1); [0, 1]) ≤
V (f1(·, 1); [0, 1])∥∥∥f (n)1 ∥∥∥L2
+ V (f1(·, 1); [0, 1]),
V ((f˜ (n)1 − f1)(0, ·); [0, 1]) ≤
V (f1(1/n, ·); [0, 1])∥∥∥f (n)1 ∥∥∥L2
+ V (f1(0, ·); [0, 1]),
V ((f˜ (n)1 − f1)(·, 0); [0, 1]) ≤
V (f1(·, 1/n); [0, 1])∥∥∥f (n)1 ∥∥∥L2
+ V (f1(·, 0); [0, 1]).
Since f1 ∈ BV ([0, 1]2), by Proposition A.5 we have V (f1(1/n, ·); [0, 1]) ≤ ‖Φ1‖∞ and V (f1(·, 1/n); [0, 1]) ≤ ‖Ψ1‖∞.
Since
∥∥∥f (n)1 ∥∥∥L2 converges to ‖f1‖L2 as n → ∞, the sequences on the right hand side of the preceding inequalities are
bounded from above.
(b) i = 2. Let f ∗(n)2 := f (n)2 − 〈f (n)1 , f (n)2 〉L2 f (n)1 . Since
f˜ (n)2 =
f (n)2 − 〈f˜ (n)1 , f (n)2 〉L2 f˜ (n)1∥∥∥f (n)2 − 〈f˜ (n)1 , f (n)2 〉L2 f˜ (n)1 ∥∥∥L2
,
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we get by the triangle inequality
V (f˜ (n)2 − f2; [0, 1]2) ≤
V (f2; [0, 1]2)∥∥∥f ∗(n)2 ∥∥∥L2
+
∣∣∣〈f˜ (n)1 , f (n)2 〉L2 ∣∣∣ V (f1; [0, 1]2)∥∥∥f ∗(n)2 ∥∥∥L2
∥∥∥f (n)1 ∥∥∥L2
+ V (f2; [0, 1]2),
V ((f˜ (n)2 − f2)(1, ·); [0, 1]) ≤
V (f2(1, ·); [0, 1])∥∥∥f ∗(n)2 ∥∥∥L2
+
∣∣∣〈f˜ (n)1 , f (n)2 〉L2 ∣∣∣ V (f1(1, ·); [0, 1])∥∥∥f ∗(n)2 ∥∥∥L2
∥∥∥f (n)1 ∥∥∥L2
+ V (f2(1, ·); [0, 1]),
V ((f (n)2 − f2)(·, 1); [0, 1]) ≤
V (f2(·, 1); [0, 1])∥∥∥f ∗(n)2 ∥∥∥L2
+
∣∣∣〈f˜ (n)1 , f (n)2 〉L2 ∣∣∣ V (f1(·, 1); [0, 1])∥∥∥f ∗(n)2 ∥∥∥L2
∥∥∥f (n)1 ∥∥∥L2
+ V (f2(·, 1); [0, 1]),
V ((f (n)2 − f2)(0, ·); [0, 1]) ≤
‖Φ2‖∞∥∥∥f ∗(n)2 ∥∥∥L2
+
∣∣∣〈f˜ (n)1 , f (n)2 〉L2 ∣∣∣ ‖Φ1‖∞∥∥∥f ∗(n)2 ∥∥∥L2
∥∥∥f (n)1 ∥∥∥L2
+ V (f2(0, ·); [0, 1]),
V ((f (n)2 − f2)(·, 0); [0, 1]) ≤
‖Ψ2‖∞∥∥∥f ∗(n)2 ∥∥∥L2
+
∣∣∣〈f˜ (n)1 , f (n)2 〉L2 ∣∣∣ ‖Ψ1‖∞∥∥∥f ∗(n)2 ∥∥∥L2
∥∥∥f (n)1 ∥∥∥L2
+ V (f2(·, 0); [0, 1]),
where Φ2 and Ψ2 are total variation functions on [0, 1] of f2. By Lemma A.10, all sequences on the right hand side of the
preceding inequalities converge to positive real numbers. Hence, the sequences on the left hand side are bounded from
above.
(3) The assertion for i = 3, . . . , p can be derived analogously. 
Proposition A.13. Let (ψn)n≥1 be a sequence in BVV [0, 1]2, and let
(
V (ψn; [0, 1]2)
)
n≥1 be the corresponding sequence of the
total variations of (ψn)n≥1. If ‖ψn‖∞ n→∞−→ 0 and
(
V (ψn; [0, 1]2)
)
n≥1 is bounded, then
∫ R
[0,1]2 ϕ(t, s)dψn(t, s)
n→∞−→ 0, for
ϕ(·) ∈ C([0, 1]2).
Proof. For the case of [0, 1]we refer the reader to [22] or [23].
Let ϕ ∈ C([0, 1]2) and let ε > 0. There exists a δ > 0 such that
sup
‖(t1,s1)−(t2,s2)‖≤δ
|ϕ(t1, s1)− ϕ(t2, s2)| ≤ εM + ‖ϕ‖∞
.
For such a δ > 0, there exists a partition Γ of [0, 1]2,
Γ := {[x0, x1], (x1, x2], . . . , (xp−1, tp]} × {[y0, y1], (y1, y2], . . . , (ym−1, ym]},
where
0 = x0 < x1 < · · · < x`−1 < x` < · · · < xp = 1
0 = y0 < y1 < · · · < yk−1 < yk < · · · < ym = 1,
such that max1≤`≤p,1≤k≤m ‖(x`−1, yk−1)− (x`, yk)‖ ≤ δ. Let us denote the elements of Γ by A`k, 1 ≤ ` ≤ p, 1 ≤ k ≤ m.
Note that for 1 ≤ ` ≤ p, 1 ≤ k ≤ m, we get∣∣∆I`kψn∣∣ ≤ 4 ‖ψn‖∞ , n ≥ 1.
Since ‖ψn‖∞ n→∞−→ 0, there exists an n0 = n0(ε) ∈ N such that
‖ψn‖∞ ≤
ε
4mp(M + ‖ϕ‖∞)
, for all n ≥ n0.
Let us define a step function g :=∑mk=1∑p`=1(min(t,s)∈A¯`k ϕ(t, s))χA`k , where A¯`k stands for the closure of A`k and χA stands
for the indicator function of A ⊆ [0, 1]2. Then ‖ϕ − g‖∞ ≤ εM+‖ϕ‖∞ , and ‖g‖∞ ≤ ‖ϕ‖∞. Furthermore, by the definition
of g , we obtain∣∣∣∣∫ R[0,1]2 g(t, s)dψn(t, s)
∣∣∣∣ ≤ 4mp ‖g‖∞ ‖ψn‖∞
≤ 4mp ‖ϕ‖∞ ‖ψn‖∞ ≤
ε ‖ϕ‖∞
M + ‖ϕ‖∞
.
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Hence, by the triangle inequality and by inequality (A.1), we finally get∣∣∣∣∫ R[0,1]2 ϕ(t, s)dψn(t, s)
∣∣∣∣ ≤ ‖ϕ − g‖∞ V (ψn; [0, 1]2)+ ε ‖ϕ‖∞M + ‖ϕ‖∞ ≤ ε, n ≥ n0.
This leads us to the conclusion
∫ R
[0,1]2 ϕ(t, s)dψn(t, s)
n→∞−→ 0. 
By Lemma A.10 and Proposition A.12, the conditions of Proposition A.13 are satisfied forψn(·) = (f (n)i − fi)(·) as well as for
ψn(c, ·) = (f (n)i − fi)(c, ·) and ψn(·, c) = (f (n)i − fi)(·, c), n ≥ 1, c = 0 and 1. Thus Proposition A.13 implies the following
result.
Corollary A.14. If the regression functions f1, . . . , fp ∈ C[0, 1]2⋂ BV ([0, 1]2), then for u ∈ C([0, 1]2), and c = 0 or 1, we
have ∫ R
[0,1]2
u(t, s)d(f (n)i − fi)(t, s) n→∞−→ 0,∫ R
[0,1]
u(c, s)d(f (n)i − fi)(c, s) n→∞−→ 0,∫ R
[0,1]
u(t, c)d(f (n)i − fi)(t, c) n→∞−→ 0.
Lemma A.15. Let (un)n≥1 be a sequence in C([0, 1]2) with un ‖·‖∞−→ u. Then
(prTn(Wn)un)(·) = (prWnHB un)(·)
‖·‖∞−→ (pr∗WHB u)(·), n→∞.
Proof. By the triangle inequality, we have
sup
(t,s)∈[0,1]2
∣∣∣(prWnHB un)(t, s)− (pr∗WHB u)(t, s)∣∣∣ = sup
(t,s)∈[0,1]2
∣∣∣∣∣ p∑
i=1
〈hf˜ (n)i , un〉hf˜ (n)i (t, s)−
p∑
i=1
〈hfi , u〉hfi(t, s)
∣∣∣∣∣
≤ sup
(t,s)∈[0,1]2
p∑
i=1
∣∣∣〈hf˜ (n)i , un〉hf˜ (n)i (t, s)− 〈hfi , u〉hfi(t, s)∣∣∣
= sup
(t,s)∈[0,1]2
p∑
i=1
∣∣∣〈hf˜ (n)i , un〉hf˜ (n)i (t, s)− 〈hf˜ (n)i , un〉hfi(t, s)+ 〈hf˜ (n)i , un〉hfi(t, s)
− 〈hfi , un〉hfi(t, s)+ 〈hfi , un〉hfi(t, s)− 〈hfi , u〉hfi(t, s)
∣∣
≤
p∑
i=1
∣∣∣〈(hf˜ (n)i − hfi)+ hfi , (un − u)+ u〉∣∣∣ ∥∥∥hf˜ (n)i − hfi∥∥∥∞
+
p∑
i=1
∣∣∣〈hf˜ (n)i − hfi , (un − u)+ u〉∣∣∣ ∥∥hfi∥∥∞ +
p∑
i=1
∣∣〈hfi , un − u〉∣∣ ∥∥hfi∥∥∞
≤
p∑
i=1
∣∣∣〈hf˜ (n)i − hfi , un − u〉∣∣∣ (∥∥∥hf˜ (n)i − hfi∥∥∥∞ + ∥∥hfi∥∥∞)+
p∑
i=1
∣∣∣〈hf˜ (n)i − hfi , u〉∣∣∣ (∥∥∥hf˜ (n)i − hfi∥∥∥∞ + ∥∥hfi∥∥∞)
+
p∑
i=1
∣∣〈hfi , un − u〉∣∣ (∥∥∥hf˜ (n)i − hfi∥∥∥∞ + ∥∥hfi∥∥∞)+
p∑
i=1
∣∣〈hfi , u〉∣∣ ∥∥∥hf˜ (n)i − hfi∥∥∥∞
≤
p∑
i=1
‖un − u‖∞
(
4
∥∥∥f˜i(n) − fi∥∥∥∞ + K (1)in ) (∥∥∥hf˜ (n)i − hfi∥∥∥∞ +
∥∥∥h˜fi∥∥∥∞)
+
p∑
i=1
(
4 ‖u‖∞
∥∥∥f˜ (n)i − fi∥∥∥∞ + K (2)in ) (∥∥∥hf˜ (n)i − hfi∥∥∥∞ + ∥∥hfi∥∥∞)
+
p∑
i=1
‖un − u‖∞ (4 ‖fi‖∞ + Ki)
(∥∥∥hf˜ (n)i − hfi∥∥∥∞ + ∥∥hfi∥∥∞)+
p∑
i=1
‖u‖∞ (4 ‖fi‖∞ + Ki)
∥∥∥hf˜ (n)i − hfi∥∥∥∞ , (A.7)
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where
K (1)in := V ((f˜ (n)i − fi)(·, 1); [0, 1])+ V ((f˜ (n)i − fi)(·, 0); [0, 1])
+ V ((f˜ (n)i − fi)(1, ·); [0, 1])+ V ((f˜ (n)i − fi)(0, ·); [0, 1])+ V (f˜ (n)i − fi; [0, 1]2),
K (2)in :=
∣∣∣∣∫ R[0,1] u(t, 1)d(f˜ (n)i − fi)(t, 1)
∣∣∣∣+ ∣∣∣∣∫ R[0,1] u(t, 0)d(f˜ (n)i − fi)(t, 0)
∣∣∣∣
+
∣∣∣∣∫ R[0,1] u(1, s)d(f˜ (n)i − fi)(1, s)
∣∣∣∣+ ∣∣∣∣∫ R[0,1] u(0, s)d(f˜ (n)i − fi)(0, s)
∣∣∣∣+ ∣∣∣∣∫ R[0,1]2 u(t, s)d(f˜ (n)i − fi)(t, s)
∣∣∣∣ ,
Ki := V (fi(·, 1); [0, 1])+ V (fi(·, 0); [0, 1])+ V (fi(1, ·); [0, 1])+ V (fi(0, ·); [0, 1])+ V (fi; [0, 1]2).
Since K (1)in is bounded (see Proposition A.12), K
(2)
in
n→∞−→ 0 (see Corollary A.14) and Ki is bounded (since fi ∈ BV ([0, 1]2)),
i = 1, . . . , p, then by Lemma A.10, Corollary A.11 and by the hypothesis, the right hand side of (A.7) converges to zero as
n→∞. Therefore, pr∗WnHB un converges to pr
∗
WHB
u uniformly on [0, 1]2, whenever un → u in C([0, 1]2). 
Proof of Theorem 2.3. By Lemma A.9, we have
Tn(En×n − prWnEn×n)(·) = Tn(En×n)(·)− (prWnHB Tn(En×n)(·))(·) (A.8)
and by Lemma A.15, we have that pr∗WnHB un converges to pr
∗
WHB
u uniformly on [0, 1]2 whenever un → u in C([0, 1]2).
Furthermore, since 1
σ
Tn(En×n)
D−→ B2 (see Theorem 2.1), by the continuous mapping theorem of Rubin (see [24], Theorem
5.5), we have
1
σ
Tn(En×n)(·)− prWnHB
(
1
σ
Tn(En×n)(·)
)
(·) D−→ B2(·)− (pr∗WHB B2)(·).
This completes the proof. 
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