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第二階論理によるペアノ算術
田畑 博敏*
は じ め :こ
本論文の目的は,第二階論理の言語 (第二階言語)によって定式化されたペアノ算術 (自然数に
ついてのペアノの公理から導かれる定理の集合)がカテゴリカルであること,すなわち,すべての
モデルが同型であること,を示し,そのことから帰結することがら,特に,自然数上の関数の回帰
性 (recurslon)による定義の可能性,について調べることである。われわれは第一階論理と第二階
論理の表現力の比較の観点から,すでに,第二階論理の持つ一般的な特性について調べた (田畑
[2001])。今回は,第二階論理の定式化の特徴が特に顕著に見られるペアノ算術を研究する (う 。
よく知られているように,ペアノは自然数に関する公理系を作ることにより,その公理から算術
の真理を定理として導こうとした。その公理の中に数学的帰納法の原理が含まれている。第一階の
論理によるこの原理の定式化は,いわゆる公理図式によるもので,具体的な一階の (自由変項を含
む)論理式を代入することにより,無数の公理が得られる。それゆえ,数学的帰納法の公理は無数
の論理式に対応する無数の公理を含むことになる。しかし,論理式はせいぜい可算個しかないゆえ
に,論理式が表す自然数の性質もせいぜい可算無限個しかない。他方,第二階論理によって定式化
される数学的帰納法の公理は単一の公理であり,それは,「すべての自然数の性質 (集合)」 に言及
していると解釈され,非可算個の性質 (集合)を量化の範囲に含んでいる。さらにi第一階の論理
によるペアノの公理系はコンパクト性定理により,標準モデルとは同型でない非標準モデルが存在
するのに対して,第二階のペアノの公理系はカテゴリカルである (すなわち,すべてのモデルが同
型的である)。 このような相違は,なによりも定式化の基礎にある論理の相違に由来している。論理
の表現力の比較というi言わば通奏低音的動機に導かれている本論文は,特に第二階ペアノ算術の
カテゴリー性に焦点を当てる。方法として,論理を表現する言語に,意味の体系としての構造 (こ
れ自体は集合論のメタ言語で語られる)を対応させる,モデル論的アプローチを採用する。
そこで,本論文の梗概はつぎのようになる。まず第1節では,第二階ペアノ算術の公理系を提示
して,そのモデルのいくつかを考え,非標準的モデルにも触れる。第2節では,第二階論理による
ペアノの公理系がカテゴリカルであることを示す。それを受けて,第3節では,公理系の意図され
たモデルを,互いに同型なペアノ・モデルの代表としてとり,ここで原始回帰 (pttmiuve recursion)
という定義図式によって定義される自然数上の演算 (加法・乗法・巾法)の存在を示す。第4節で
は,数学的帰納法のモデルではあるが,他のペアノの公理のモデルとはかぎらないモデルと,(意図
された)自然数のモデル上の合同関係との,つながりを論じる。それに関連して,第5節では,帰
納モデルのあるものでは,中法のように,原始回帰によって定義される演算が存在しないことがあ
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ることを見る。そして,演算が自然数 (のモデル)上の合同関係と両立するものであるかどうか,が
それの決め手となることを示す。
1.第二階のペアノ公理系
1,1 ペアノ・モデルと帰納法モデル
われわれは (ゼロを含む)自然数について,素朴な理解を持っている。まず最初の数0(ゼロ)が
ある。(数1を最初の数とすることもあるが,われわれはゼロから始める。)つぎに,二番目の数と
しての数1,二番目の数としての数2,等々が続く。直後の数 (後者)が前者によって一意に決ま
ることが承認済みであるとすれば,数1はSO(successor of zero),数2はSSO,等々と表現され
よう零すると,自然数の全体は ,
10,1,2,…・ |
としてではなく,秒しる
10, SO, SSO, い・ |
として表されよう。これら自然数は,それぞれ特質を持つとともに,ある共通性も有する。例えば ,
(最初の数0を除いた)すべての数には,その直前の数 (前者)が存在する (1の前者は0,2の前
者は1,等)。 またn番目以下の数は丁度n個存在する (最初の数0以下の数は0そのものであるか
ら一個存在し,二番目の数 1以下の数は1と0で二個存在する,等)。 このような自然数の持つ特性
(各数の特質や共通性)を統一的に把握するにはどうしたらよいか。その一つの解答は,G.ペアノ
にようて与えられた,以下のペアノの公理系 (公理の集合を “Π"で表示する)である。ペアノの
戦略は,この公理系を中核として,その他の自然数の主要な法則・特性を導く,というものである。
定義1. 1. 1:以下の公理の集合Πをペアノの公理系という。
Π: lP⇔Vx¬(c=σx)
2P ⇔ VxVy(σx=σy→X=y)
3P'⇔ VX[XcAvz(xz→Xσz)VxXx]
ここで,“c"は数詞ゼロの一般化,すなわち,構造の領域内に存在するある個体を表示する個体定
項 (または0項関数記号)であり,“σ"は「後者」をとる関数を表示する1項関数記号である。そ
れにより,通常設定される,「cは自然数である」や「自然数の後者も自然数である」といった命題
に相当する公理は,cが領域のある特定の要素を表示し,σが領域から領域への関数を表示する,と
いうこれらの記号の用法にすでに含まれていることにより,不要である。
公理系Πの第一の公理:lPは,「どんな個体もcの前者ではない」と主張している。すなわち,
cの前に数はない,cが何かの後者となることはない,と主張している。(集合論の語法では「cは
関数σのrange[値域]に含まれない」と主張している。)この主張は,ある個体xとその後者 :σ
xの関係を,視覚的に,x→σx と表現するとすれば,O→c またはc←○という図は描くこ
とができない(→がcに到達することはありえない),ということを意味する。第二の公理:2Pは,
「異なる個体は異なる後者を持つ」または「σは単射である」ということを主張している。図式で示
すと,
O→x一回
といった図が描けない(二箇所以上の異なる所から一つの個体に複数の→が到達することはない)こ
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とを意味している (ただし,上図のOと□は異なる個体とする)。 第二の公理:3Pは,数学的帰納
法の完全な形の定式化であり,これは,「どんな性質も,もしそれが,cが持ち,それを持つ後者も
再びそれを持つ (後者系列で遺伝する)ような性質ならば,すべての個体がそれを持つ」と主張し
ている。「性質」は外延的な解釈により,構造の領域の部分集合と解されるから,言い換えると,3
Pは,「0を (要素として含み),関数σに関して閉じている任意の集合は,領域そのものと一致す
る」を意味していることになる。3Pの第一階言語での表現が公理図式であり,代入される述語表
現がせいぜい可算無限個しか存在しないゆえに,非可算個以上ありうる性質または集合の十全な表
現に問題があったのに対して,第二階言語での3Pの表現はその難点を免れている。
定義li l. 2
(1)Π全体のモデルである構造をペアノ。モデル (またはペアノ構造)という。
(2)公理3Pのモデルである構造を帰納法モデルという。
(3)PA2はΠの (意味論的)帰結である文の集合とし,CON(■)と表す。すなわち,
P A2=lφ∈sENT(L2)IΠトサ|=lφCSENT(L2)IVMV″∈Π (
卜″⇒M卜φl =CON(Π).
ここで,Πの各公理のモデルの例をいくつか見ておく。
〔例11上で述べた,われわれが素朴に知っている自然数の構造 :
打=〈N, 0, S〉,
すなわち N=10,SO,SSO,SSsO,一|で 0が最初の数ゼロで,Sが後者関数SIN→N
である構造は,ペアノ・モデルである。それゆえ,帰納法モデルでもある。実際,0が最初の数だ
から,0=SxとなるxはNの要素の中にはない (ゆえに公理lPが満たされる)。 x+yならば ,
Sx+Syである。なぜなら,x+yということは,SS…sO=x,SS…O=yで,Sの個数が
異なることを意味するが,そのとき,それぞれにSを一個ず加えたSxとSyも,依然としてSの
個数が異なるからSx+Syとなるからである。よって,対偶をとれば,公理2Pが満たされるこ
とになる。さらに,XO(0が性質Xを持ち),かつ任意のzCNに対して,Xz→XSzが成り立
つならば,XO,xso,xSSO,… となって,N中のすべての要素xに対して,Xxが成り立つ。
すなわち,公理3Pが満たされる。
【例 2】 ゼロと,2を加えるという関数:+2(x)=x+2から成る偶数2N=10,2,4,…|
の構造 :
〈2N,0,+2〉
もペアノ。モデルであり,帰納法モデルである。先の例と同様に,容易に確かめうる。
【例 3】 構造:〈N*,0*,S・〉
一―ここで,N*=11,2,4,8,…|は2の中乗 :20,21,22,23.…の集合であり,0*=20
=1,すべてのx∈N■に対して S・(x)=2xである一―は,ペアノ・モデルであり,帰納法
モデルである。
【例 4】 構造: くlal,a, f〉
――ここで, fはlal上の可能な唯―の関数である一―は,帰納法モデルであるが,ペアノ。モ
デルではない。実際,公理lPを満たさない。しかし,この構造は公理3Pのみならず,公理2P
も満たす121。
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〔例5】 構造:〈ta,bl, a,g〉
――ここで,a+b,任意のx∈ la,blイこ対してg(x)=b
一―は,帰納法モデルであるが,ペアノ・モデルではない (ただ
し,この構造で公理lPは満たされる)③ 。
【例6】構造:Я=〈A,ca,σa〉
一一ここで,A=10, 1, 2,3,4,51,ca=0,σaはAからAへの1項関数 すなわち ,
σ■:A→A であり,σЯ=|(0, 1〉,(1, 2〉,(2,3〉,(3, 4〉,(4, 5〉,
(5,0〉|である一―は,帰納法モデルである。
      5/0娼1関数σ・ のインプットと
アウトプットの関連は,                ↑ ↓
4     2右図によって図示できる。 ＼3/この構造は,公理2Pと
3Pのモデルではあるが,公理 lPのモデルではない。よって,ペアノ・モデルではない “
)。
【例 7】 構造:0=(B,ca,σa〉
―一ここで,B=10,1,2,…121であり,ca=0,σど=|く0,1),(1,2〉,(2,3〉,
。¨,(11,12〉,(12,7〉|とする一―は,帰納法モデルである。われわれは関数σaの値の配分の仕
方を,
0→1→2→3→4→5→6ラ7＼
12       8
↑    ↓
11      9
＼10/
と図示できる。この構造は,公理3P,および公理lPのモデルではあるが,公理2Pのモデルで
はない6)。
以上のように,ペアノの三公理のモデルには,各種のものがある。各公理の意味することは,こ
れらのモデルを調べることにより,一層明確に理解できる。つぎに,われわれは,二番目の公理 3
P,すなわち「数学的帰納法」の原理の定式化を比較しよう。
1.2 帰納法の定式化の比較
数学的帰納法 (以下「帰納法」と呼ぶことがある)の第二階言語による定式化 :
vx[xcAVz(Xz→Xび )→VxXx]
は,公理図式ではなく,単一の公理である。この公理は,第一階言語による,公理図式としての定
式化 (公理の無限集合):
φX∧VZ(φZ→φ σ Z)→Vxφx  (,XはFREE=Ixlであ る第 一 階
の式)
より,大きな表現力を持っている。第一階論理による (一項述語に対応する)論理式は,可算無限
個のアルファベットを認めたとしても,各論理式の長さが有限であるかぎり,可算無限の個数しか
持たない。それに対して,標準的な意味論を持つ第二階論理では,個体の全宇宙の任意の部分集合
に帰納法原理は適用でき,そのような部分集合は (個体が可算無限個しか存在しないとしても),非
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可算無限個存在する。“VX"は,そのような非可算無限個ある部分集合 (または個体の持つ性質)
のすべてに言及している。
それだけでなく,第一階論理を基礎にした第一階ペアノ算術には,自然数の構造に代表される,意
図されたモデルとは同型でないモデル,非標準モデルが存在する。このことは,第一階論理におい
て成り立つコンパクト性定理からの帰結である。他方,以下の補題 (補題1,2.1)に見るよう
に,第一階ペアノ算術のモデルである構造Яが標準的数しか持たないととと,標準的数の集合がЯ
において第一階の式によって定義可能であることとは,必要十分の関係にある。よって,第一階ペ
アノ算術が非標準モデルを持つということは,意図された数 (標準的数)が第一階の論理式では定
義できない,ということを意味する。「算術を適確に表現する」という観点からも,第一階論理の表
現力の弱さが,ここで浮彫りになる。
さて,第一階ペアノ算術の非標準モデル,すなわち,意図された標準モデルと同型でないモデル
の存在は,第一階論理のコンパクト性定理から,(大まかには)以下のように導かれる。第一階ペア
ノ算術の言語に,新しい個体定項 “k"を加えて,この言語の語彙を拡大する。さらに ,
k tt c, ktt σ c, k+σσc, ……・
という無限に長い文のリストを,第一階ペアノ算術の公理の集合Πlに公理として新たに加えて,公
理系Πlを拡大する :Πl*=Hl∪lk tt c,ktt σ c,kttσ σ c,…|。 この拡大された公理系
Hlキの任意の有限部分集合H′ =Πl∪ lk tt c,…,k tt σ 4..σ clを取り,k=σ…∵ cと解
釈し,cとσは標準的解釈を与えることによって,この有限部分集合は自然数の構造でモデルを持
つ。このとき,コンパクト性定理から,Hlキ=Πl∪ lk tt c,kttσ c,kttσ σ c,…1自体
もモデルを持つことが帰結する169。このモデルを,
町
とする。飩 は第一階ペアノ算術PAlのモデルである (つまりHlのモデルである)とともに,新
しい式の集合 lk tt c,k+σc,kキσc,…|のモデルでもある。従って,餌の領域には非
標準数,すなわち,ゼロ (最初の数)でもなく,ゼロの後者でもなく,ゼロの後者の後着でもなく,
…,という数,が存在する。いま,飩の領域に含まれる (飢で解釈された)標準的数 :財(c),飩
(σと),堕(σσc),…の集合をN(釘)とする,すなわち ,
N(飩)=1飩(c),斑(σc),餌(σσc),…l。
集合N(虹)は,構造釘において,第一階論理によっては定義できない。仮に,N(朗)が定義可能
であるとすると,
N(町)=Ix l町[x]SATβl
(ここでβは,FREE(β)=lxlである第一階の式)
となる。町は第一階ペアノ算術のモデルだったから,第一階の式βで定義された集合N(飩)に数学
的帰納法が適用できる筈である。すると,飩の宇宙は,N(飩)の要素,すなわち標準的数以外の要
素は含まないことになり,町は非標準的数を含むという,先の結果と矛盾する。こうして,N(町)
が,構造飩において第一階論理では定義できない,ということが分かる。
一般に,PAl(第一階ペアノ算術)の標準モデルと,標準的数の集合の (第一階論理での)定
義可能性との間を結ぶ,つぎの補題が成り立つ。
補題 1.2.1.
Я=くA,ca,σA〉をPAlの第一階モデルとする。このとき,
Яが標準モデルである 徹の宇宙には標準的数しか存在しない)
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⇔標準的数の集合N(Я)がЯで定義可能である。
【証明,
[⇒:]Яが標準モデルであるとすると,冤の宇宙の要素はすべて標準的数である。このとき,第一
階の論理式 “x=x"は,そのようなすべての要素に対して成り立つから,標準的数の集合,すな
わち冤の領域Aそのものは,(式x=xによって)定義可能である。
[⇒:]標準的数の集合N傲)がP AlのモデルЯにおいて,第一階の式βによって定義可能だとす
る。つまり,N徹)=lx:Я[x]SATβl(ここでβは自由変項としてxのみを含む第一階の
式)が成り立つとする…… (イ)。いま,(第一階の形での)帰納法の公理の対偶をとり,これを(★)
で示す :
(★): ヨx司φx→[¬φCVヨy(φy∧コφσy)]
この式は,帰納法公理の対偶だから,P AlのモデルЯで,自由変項が “x"のみであるような,任
意の第一階の式φxに対して,成り立つ。このφxを,N`りを定議する第一階の式βとみなすと,
式 (☆)の解釈は,つぎのようになる :
「x/N(Я)であるようなx∈Aが存在するならば,ca/N(Я)であるか,さもなければ ,
y∈N(4)しか σa(y)〆N仰)であるような,y∈Aが存在する」。
いま仮に,x/N傲)であるようなx∈Aが存在する,と仮定する。すなわち,Яが非標準モデ
ルである,と仮定する…… (口)。 Яは (第一階の)ペアノ。モデルであるから,ca c N(Я)であ
る。よって,(★)により,y∈N(Я)しかしσ・ (y)/N(Я)であるような,yCAが存在する,
ということが帰結する。これは,標準数の集合がある要素を欠いているということに外ならず,標
準数の集合を定義できているという,最初の仮定 (イ)に矛盾する。従って,二番目の仮定 (口)は
成り立たない。すなわち,Яは,非標準モデルではなく,標準モデルである。
Q. E. D.
こうして,帰納法公理の,第一階論理による定式化と,第二階論理による定式化との違いが明確
になった。第一階論理による帰納法公理の定式化に関して,非標準数を持つ非標準モデルを取った
とき,(上の補題により標準的数の集合が第一階の式で定義できないから)標準数の集合に対して帰
納法を適用できない。言い換えると,第一階の帰納法の図式は,非標準数の出現を食い止められな
い。標準数であることの必要十分条件を与える第一階の式βを,われわれが手に入れたとすると,¬
βは非標準数の必要十分条件を与えることになる。この式βを,第一階の帰納法図式に当てはめて ,
非標準数の存在を認めると,標準数の集合が要素を欠く,という結果を招き,標準数の集合は定義
できなくなる。第一階論理を基礎に取るかぎり,コンパクト性定理を認めねばならない。そうする
と,非標準モデルの存在をも認めねばならない。すると,補題1,2.1により,その非標準モデ
ルでは標準的数は定義できなくなる。
これに対して,第二階論理で定式化された第二階ペアノ算術は,以下で見るようにカテゴリカル
であるから,第二階の帰納法公理は非標準数を阻止することになる。
1.3 非標準モデル
ここで,非標準モデルに関する「状況」を一瞥しよう。1930年代にスコーレム (T.skolem)
よって発見された算術の非標準モデルは,病理的な反例といった程度の認識を得たにすぎなかった
が,1950年以降のヘンキン (L.Henkin)の高階論理と一般意味論の研究,さらにロビンソン
(A.Robinson)のノンスタンダiド・アナリシスの展開により,市民権を獲得している。ヘンキン
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は,標準意味論とは異なる,一般構造に基づく一般意味論を用いて,算術の (二重の意味で)非標
準なモデルを開発した。一般意味論においては,第二階論理は,強い意味で完全となり,コンパク
ト性も取り戻す。
第二階論理において,非標準構造Яは,個体の宇宙とじて集合Aを持ち,関係宇宙として,An⊆
T Anでぁるような,集合族 :
〈An〉n≧1
を持ち,少なくとも一つのm≧1に対して ,
A.m+?Am …… (★★)
である。この最後の条件 (★★)が,第二階の意味で「非標準的」ということの,実質的な内容で
ある。
さて,自然数の第一階理論 (第一階ペアノ算術)が持つ非標準モデルから,第二階ペアノ算術の
非標準モデルがどのようにして創られるか:その概略を見よう。いま,第一階ペアノ算術の非標準
モデルを任意に取り,これを
飢
とする。任意の■≧1に対して,n項関係の関係宇宙Mnが,Mn⊆?Mn(MnがMのn項デカル
ト積の巾集合の部分集合)であるような,集合の族 :
(Mn〉n≧1
を選ぶことによって,釘から,第二階論理に対応する構造を構成する。こうして得られた第二階の
構造を
いた*
としよう。飢*は第二階ペアノ算術 (P A2)のモデルだろうか?飩半に関する詳しい構成法が未だ
与えられれていないが,もし飩半がP A2のモデルであるならば,阿*は必ず,第二階の意味で非標
準であらねばならない,ということが帰結する。特に ,
Ml+,MI=TM            ヽ
である (Mは飢の個体宇宙)。
その理由はこうなる。PAlの非標準モデル堕における標準数の集合 :
N(飢)
を考える。もし第二階の構造町*がPA2のモデルであるならば,それは特に (第二階の)帰納法
公理のモデルでもある。さて,標準数の集合N(町)が,飢*の一項関係の宇宙Mlの中に含まれて
いる,すなわぢ,                           ,
N(斑)CMl……①
と仮定しよう。この集合N(い0は,ゼロを含み,後者に関して閉じている (すなわち,この集合の
各要素の後者が再びこの集合の要素となる)から,帰納法公理により,Vx(xC M→xCN(飩)),
すなわち,
M⊆N(町)
である。ところで,当然,すべての標準数は飢の個体宇宙Mの要素であるから,N(飩)⊆Mである。
よって,これらから,
M=N(斑)
が導かれる。しかし,このことは成り立たない。なぜなら,飩は非標準モデルであったから,Mに
は,N(釘)の要素以外の,非標準的数が要素として含まれているからである。従って,先の仮定①
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は成り立たない。すなわち,
、      N(飢)/Ml
である。しかし,N(飢)⊆M であるから,N(飩)∈,M ではある。よって ,
Ml半?M
が帰結する。こうして,町*は「第二階の意味で」(先の条件 (★☆)を参照)非標準的である (す
なわち,一項関係の宇宙は,個体宇宙の巾集合の,真部分集合となる)。
第二階ペアノ算術がカテゴリカルであるのは,スコーレムが指摘したように① ,帰納法公理に現
れる集合が,標準的な意味によって解釈されるときに,かぎる。すなわち,標準的意味論一一そこ
ではn項関係の宇宙は個体の宇宙のn項デカル ト積の巾集合である:An=9An十一を用いて,メタ
理論から意味を与えるときに,かぎられる。しかし,ヘンキン (Henkin[19501)1ま,個体宇宙の非
標準化と関係宇宙の非標準化という二重の意味で,非標準モデルを構成することを可能にした。も
ちるん,もし意味論を変えるならば,われわれは標準的見方を捨てて,一般的な集合概念をモデル
に付加しなければならない。
こうして,われわれが非標準的解釈に踏み込んで行くや否や,第二階論理は表現力のある部分を
失い,もはやカテゴリカルではなくなる。しかし,意味論を変えても,第二階ペアノ算術は第一階
ペアノ算術よりは強力である。なぜなら,PAlの無矛盾性がP A2で(意味論的に)証明されるか
らである。
すでに見たように,第一階ペアノ算術がカテゴリカルでないのは,標準数の集合N(飢)=|
飢(c),町(σc),飢(σσc),…|が,非標準数を持つ構造 (=非標準モデル)で,第一階の式
によって定義できず,それゆえ,この集合にたいして帰納法公理を適用できないからであった。な
ぜ,標準解釈を持つ第二階ペアノ算術がカテゴリカルであるか?その理由は,そこでは,すべての
可能な (個体の)集合に対して,帰納法公理が適用できるからであり,非標準数を持つ構造は,第
二階帰納法公理のモデルにならないからである。
われわれが,第二階論理にとどまり,しかも,十全でない (つまり個体宇宙のn頂デカル ト積の
中集合の真部分集合を関係宇宙として認める)構造を採用するとき,量化は,その構造に現われた
集合や関係にしか適用されない。そのとき,一項関係の宇宙は,その要素の一つとして,標準数の
集合を含まないかもしれない。ヘンキンの一般構造では,第二階の式によってその構造で定義でき
きる,すべての集合と関係とを,その宇宙とする。そうすると,第一階のケースと同様に,非標準
数を持つ構造では,第二階の式によって標準数の数が定義できない,ということが起こる。
2.第二階ペアノ公理系のカテゴリー性
この節では,第二階ペアノ公理系がカテゴリカル (categonca)でぁること,すなわち任意のペア
ノ・モデルが同型である (isomorphic)であることを示す。そのために,まず,二つの補題を準備
し,これを用いて二つの定理を証明する。最初の定理 (定理2.2.1)は,回帰定理 (recurslon
heorem)と呼ばれるもので,これは,任意のペアノ。モデルN=〈N,cr,σめ と,これと同じ
タイプの任意の構造Я=(A,cA,σa〉 との間に,唯一の準同型写像 (homOmorphism)が存在す
ることを主張する。この準同型は,自然数の切片 (ゼロまで減少する鎖)を定義域とする部分関数
の合併として定義できる。これが,のぞましい準同型となっているかどうかということ,は確認さ
れねばならない。第二の定理 (定理2.3.1)は,イをペアノ構造,aを同タイプの任意の構造
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とするとき,ЯがNめある準同型の像となることの必要十分条件は,Яが帰納法モデルである,と
いうことを主張するものである。この二つの定理により,任意のペアノ・モデルが同型的であると
いうこと (定理2.4.1)が導かれる。このような順序で進むことにしよう。
2, 1 準備 :部分関数
構造N=(N,cΥ,σ→ をペアノ。モデル,すなわち,ペアノの三公理lP,2P,3Pをすべ
て満たす構造とする。Я=〈A,ca,σa〉を,打と同じタイプのsignatureを持つ (すなわち,caが
c「と同様に個体 (ただしAの要素)であり,σaがσ下と同様に一項関数 (ただしA上の)であるよ
うな),任意の構造とする。以下の定義は,これらの構造に対して与えられる。
定義 2. 1. 1:切片の定義
Nの部分集合H(すなわちH⊆N)が切片(segment)であるのは,Hが,ざまで減少する鎖(chain)
である場合,すなわち
cT∈H & Vx∈N[σtt x∈H⇒x∈H]
という場合,である。
この定義によれば,明らかに,Nとlc打|は,ともに切片である181。N自身がNの最大切片で
あり,IcΥIはNの最小切片である。ic「|が切片であるのは,特に公理lPによって保証される。
Nの切片を小さい方から描けば,つぎのようになる。
ic打|
icT,  σlcrrl
icr,  σttc下,  σΥσ
「
c下|
ic下,  σ州「cTf,  σち「 C下, σ ttσ ttσ Trcて, ……… | =N
定義 2.1.2:(切片上の)部分関数の定義
fが切片上で定義される部分関数 (pa?al function)であるのは, fがつぎの二つの条件 (1),
(2)を満たす,切片H(⊆N)からAの中への関数 (写像)である場合である :
f:H→A
(1)f(cr)=cЯ(つまり,ペアノ・モデルNでのゼロに相当する要素c(1ま,fに
よって,構造Яの特異要素 cЯに対応づけられる)
(2)f(σtt x)=σA f(x)
(つまり, x∈Hが, fによって, f(x)∈A へと写される
ならば,x→σ「 xという対応を,f(x)→σ
A f(x)
という対応で模倣するように, fは,びイxを,σa f(x)へと写す)
こうして,部分関数fは,まず (1)イこより,Nの特異要素 (最初の数ゼロ)であるc打を,Aの
特異要素caに写像して,写像の基底とする。つぎに, fは,双方の構造における関数σ「 とσ
Aの
,
インプットとアゥトプットの対応の仕方を保存する仕方で写像する。すなわち, fは, fにより関
連づけられた,双方の構造の要素x∈Nとf(x)∈Aが,それぞれ,対応する関数σ「 とび
aのイン
プットであるとき,それらのアウトプット同士で,び打xをσa f(x)へと写像する :
f(σ
「
x)=σA f(x)。
この (2)の条件は,準同型である要件の一つである0。
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f(x)
|
σЯ f (x)
X
|
σ` rx
補題 2. 1.3:Nのすべての要素は,(なんらかの)部分関数 fの定義域 (domain):
Dom f中にある。
I証明】
次の方針で証明する。まず,「ある部分関数の定義域に (要素として)含まれる」という条件を満
たす,Nの要素の集合Gを定義する。この,Nの部分集合Gに対して,Gがcイを含み,「後者」関
数 :σ打1こ関して閉じている,ということを示す。Nがペアノ。モデルであることにより,公理3P
をこのGに適用して,GがN全体と同一であることを導く。そこで,まず,Gを定義する :
G=lx∈NIヨf(fは部分関数&Dom fは切片である&x∈Dom f)|。
1,基底 ic下∈G。
理由はこうである。fとして,f(cr)=cAで定義される関数f itcTI→A をとる。先に述べ
たように,公理lPにより,Icrl=Dom f⊆NはNの切片である。部分関数の定義より, fは
部分関数である。cTC ic下|=Dom f。∴ヨf(fは部分関数&Dom fは切片である&
c下∈Dom f),i crc G。
2.帰納のステップ:Vy(yCG⇒σΥ y∈G)。
なぜなら一―。任意のyCNをとり,y∈Gと仮定する。すると,Gの定義により,ある部分関数
fが存在して,Dom fは切片であり,y C Dom f。いま,σtt yをとる。場合を二つに分ける。
(イ)もし,σr y∈Dom fならば,Gの定義により,σΥy C G。
(口)そこで,σイy/Dom fとする。そして ,
H=Dom f∪ l σtt y l
f*=f∪|(σtt y,σa f(y)〉|
として,fの拡張関数 fキ を定義する。このとき,以下で示すように,①H,すなわちDom f半は
切片となり,②f・は部分関数である。しかも,③σ「
yCH=Dom f■だから,Gの定義により,
σtt y∈Gである。
①まず,上の定義により,H=Dom fIであるが,このH
は切片である。なぜなら,Dom fが切片であるから,∬∈
Dom f,ic打∈H。 いま,任意のxCNをとり,σtt xを
考える。σtt x∈Dom f*=Dom f U lσttyl=H と仮
定する。 もしσtt x+σtt yかつσttx C Dom fなら1ぎ,
Dom fが切片であるから,切片の定義から,x∈Dom f⊆Dom f*。もしσtt x=σtt yならば ,
ペアノ公理2Pにより,x=yである。ところが,y C Dom fだから,x∈Dom f⊆Dom f*。
いずれにせよ,x∈Dom f*=H。こうして,σtt x∈H という仮定からx∈Hが導かれた。す
なわち,Vx∈潤 (σダxGH⇒x∈H)。こうして,Hは(σ打に関して)単調減少条件を満たし,
しかも,c下∈Hだったから,このHは(Nの)切片である。
②つぎに, f*が部分関数であることを示すために,部分関数の定義により, f*が,
(1)f・(cり=ca
(2)f*(σtt x)=σa f*(x)(σΥ x∈Hであるすべてのx∈Nに対して)という二つ
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の条件を満たすことを示せばよい。まず,(1)である。Dom fは切片だからc打∈Do“f,しかもf
は部分関数だから, f(cr)=cao f・の定義よりf⊆f*,.・c「∈Dom f⊆Dom f*。よっ
て,f*(∬)=f(cr)=ca。次に(2)である。任意のx∈Nにつき,もしσtt x∈Dom fならば ,
fが部分関数であることとf⊆f半から,直ちに成り立つ。もしσtt x/Dom fで,σtt x=σtt y
のとき,公理2Pより,x=y。ところが,f・は f・=f∪|くσtt y,σЯ(fy)〉|と定義し,か
つy∈Dom f⊆Dom f*だから, f*(σtt y)=σa f(y)=σa f*(y)。 x=yだから,
(2)が成り立つ。
③f*の定義により,σtt y∈Dom f■である。
こうして,「f・は部分関数&Dom fキは切片&σtty C Dom fキ」である。よって,Gの定義に
より,σtty C G。ゆえに,上の帰納のステップが成り立つことが示された。
よって,基底と帰納のステップが成り立つから,公理3P(数学的帰納法)により,GはN全体
である。すなわち,G=No                       Q・E.D.
以上の証明において,われわれは二つの公理,lP,2P,3Pを全部用いた。次に二番目の補
題に移る。
補題 2.1.4
fとgが部分関数で,x∈Dom f∩Dom gとする。このとき, f(x)=g(x)。
(この補題の意味は,二つの部分関数が,共通の定義域に関しては一致する,ということである)
【証明】
先の補題のときと同様に,望ましい性質を持つ,Nの部分集合を定義して,これが実際にはNと
一致することを,公理3Pを用いて証明する。まず,その (Nの)部分集合として,
G=lx∈NIVfVg(fとgは部分関数である&x∈Dom f∩Dom g⇒
f(x)=g(x)|
を定義する。
1.基底 :♂∈G
なぜなら一―。任意の部分関数fをとると,部分関数の定義により,fはある切片上で定義される
が,その切片に (切片の定義により)c下が必ず含まれているから,c下∈Dom fであり,かつ
f(c→=caでぁる。そこで,いま,fとgが任意の二つの部分関数である,とする。cTC Dom f
かつcΥC Domg,ゆえにc下∈Dom f∩Dom g。このとき,f(cり=c・,g(cり=caでぁるか
ら, f(cり=g(cりである。こうして,cr∈G.である。
.2.帰納のステップiVy(yCG⇒σ「 y∈G)
以下のようにして,これが成り立つことが分かる。任意のyCNをとり,yCGと仮定する。そし
て, fと目を任意の部分関数とする。場合を二つに分ける。
イ)σtty C Dom f∩Dom gのとき。部分関数の定義の (2)イこより,
f(σtt y)=σa(fy)]…
…①
g(σtt y)=σЯ(gy)
仮定より,σ
「
y∈Dom f かつ σtt y∈Dom g。また,部分関数の定義域は切片であり,切片は
σ下に関して単調に減少するから,y C Dom f∩Domgo y∈Gだから,これらのことから,
f(y)=g(y)……②
∴①,②より, f(σtt y)=g(σtt y)が導かれる。以上より,つぎのことが示された :
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σtt y∈Dom f∩Dom g⇒f(σtt y)=g(σΥ y)・…・・③。
口)σtt y/Dom f∩Dom gのとき。このとき, トリヴィアルに,上の③が成り立つ。
こうして,イ),口)より,
VfVg[fとgが部分関数&σtty C Dom f∩Dom g⇒f(σΥ y)=g(び下y)]
すなわち,σ「
y∈G である。こうして,帰納のステップは成り立つことが示された。
以上により,帰納法公理3Pによって,G=N。 Q. E, D.
二つの補題が証明できたので,本題の定理に移る。
2.2 回帰 (recursion)に関する定理
定理 2.2.1:回帰定理 (recursion heorem)
任意のペアノ。モデル :打=(N,c下,σめ と (これと同じタイプの)任意の構造 :Я=(A,
ca,σЯ〉との間に,ただ一つの準同型写像 (homOmorphism)が存在する。
【証明】
先の二つの補題を組み合わせることにより,Nの各要素は,(それを定義域に含む)任意の部分関
数によぅて,A中の同一の要素に写される。なぜなら,最小の切片上で定義される最小の部分関数
から出発して,σ下に基づいて切片を大きくすることにより,部分関数を大きくするとき,補題 2.
1.4により,共通の (つまり小さい方の)定義域に含まれるNの要素は,同一のAの要素に写さ
れる。このようにして,増大する部分関数の列が生じるが,大きい関数は,小さい関数を部分とし
て含んでいる。補題2.1.3により,Nの要素は,♂から始めて,この部分関数の列の,定義域
の列に新たに加わるが,新しい (大きな)部分関数の定義に含まれたときも,写されるAの要素は ,
小さい関数の定義域に含まれていたときと同じAの要素がそのまま引き継がれるからである。従っ
て,x∈Nである任意のxに対して,(x∈Dom fとなる)任意の部分関数 fに対して ,
f(x)=z
となるような,唯―のz∈Aが存在する。いま,すべてのx∈Nに対して,h(x)を,上で述べ
た唯―の,Aの要素 zであるような,そういう関数 :                   ′
hiN→A
と定義する。すなわち,h=|〈x,z〉|ヨf(f:N→A&fは部分関数&f(x)=z)|とす
る。言い換えると,hはすべての部分関数 fの合併 (uniOn)である。証明すべきことは,この関数
hがNみらЯへの準同型写像 (homOmorphism)であり,しかも,そのような唯―の可能な準同型
である,ということである。
さて,部分関数の定義により,すべての部分関数fに対して, f(cり=caであるから,
h(cり=cЯ¨・…①               ぅ
である。さらに,補題2,1.3により,Nの要素はなんらかの部分関数fの定義域に含まれてい
る (σtty C Dom f)ので,任意のσr y∈Nに対して,ある部分関数fが存在して, f(σr y)
=zCA である。ところで,hの定義より,h(σar y)=zだから,
h(σr y)=f(σtt y)……②
fは部分関数だから,部分関数の定義 [定義項の (2)1により,
f(σT y)=σЯ(fy)……③
再び,hの定義により,hy=fyであるから,これと③により,
f(σtt y)=σa(hy)……④
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②と④より,
h(σtt y)=σa(hy)……⑤
①と⑤により,関数h(hiN→A)が準同型であること,が示された。
残された課題は,hの唯一性 (uniqueness)である。hの定義と,上の①,⑤により,hは,切
片Nを定義域とする部分関数である。いま,定義域をNとする任意の部分関数fをとる。補題2,1.
4により,x∈Dom h∩Dom fである任意のx∈Nに対して,h(x)=f(x)である。ところ
が,Dom h=Dom f=Nであるから,N=Dom h∩Dom fである。よって,任意のx∈Nに対
して,h(x)=f(x)である。すなわち,
f=h
である。こうして,準同型 hは唯―に決まる。                 Q・E. D.
2,3 帰納法モデルとペアノ・モデル
つぎに,帰納法モデルとペアノ・モデルの間の関係に関する定理に移る。
定理 2.3.1
構造打=(N,∬,σめ をペアノ・モデルとし,Я=くA,ca,σ■)をNと同タイプの任意の構
造とする。このとき,
冤はNの準同型像 (homOmorphic image)である
⇔Яは帰納法モデルである。
【証明】
[⇒:]冤を,準同型hiN→Aによる,Nめ準同型像とする (すなわちA=h[N])。示すべき
ことは:Яが公理3Pのモデルである,ということである。いま,
caC H かつ Vy(y∈H⇒σa y∈H)
であるような,任意のH⊆Aを考える。われわれは,H=Aであることを示したい。さて,仮定に
より,ЯはNめhによる準同型像であり,Nはペアノ。モデルであるから,「に対して公理3Pを
用いることができる。そこで,Nの要素で,hによるその像がHの要素であるもの (Hの要素の,h
による逆像)の集合Gを定義する。すなわち ,
G=IxCNl h(x)∈HI。
もし (1)基底 :∬∈G,および (2)帰納のステップ:Vy(y∈g→σΥy c G)が示されたとす
ると,Nに対して公理8Pを適用して,G=Nを得る。すると,Gの定義から,G=Nにより,Vx(x
CN⇒h(x)∈H)である……①。よって,h[N]⊆Hである。(実際,yCh[N]=ty∈
AIヨxCN(h(x)=y)|とすると,あるxCNが存在 して,h(x)=y。ところが,①よ
り,h(x)CH であるから,y∈H。 区上より,yCh[N]⇒y∈Hc∴h[N]⊆H。)仮
定により,AはNのhによる写像の値域に一致する (つまりhはAの上への写像)であるから,A
=h[N]であった。ゆえに,A⊆H。 しかし,Hの定義より,H⊆A。 ∴H=A。よって,aは
公理3Pのモデルとなる。こうして,右辺が導かれる。
そこで,上の (1)と(2)力I成り立つことを示せば十分である。
(1)基底 ic下∈G。
なぜなら,∬CN,かつHの定義により,ca c H,そしてhは準同型であるから,h(cり=cA,∴
h(c州9 CH,ic下∈ lxCNlh(x)∈HI=G。
(2)帰納のステップ:Vy(y∈G⇒σry C G)。
田畑博敏 :第二階論理によるペアノ算術
任意のy∈Nをとり,yCGとする。Gの定義により,h(y)∈Ho Hの定義より,Hは後者関数
に関して閉じているから,σ■(h(y))∈H。 しかし,hは準同型であるから,h(σtt y)=σЯ(h
(y))。.・.σΥ y∈N&h(σtt y)∈H。 ∴σ「 y∈ Ix∈Nlh(x)∈HI=G。こうして,Vy
(y∈G⇒σtty C G)が示された。
[←:]Яを帰納法モデルとし,N‐をペアノ・モデルとする。回帰定理 (定理2.2.1)により,
NぬゝらЯへの唯―の準同型 (写像)hが存在する。冤がNめ準同型像であることを言うには,hが
「上への」(onto)写像であること,すなわちh[N]=Aであること,を示せば十分である。いま ,
H=h[N]と定義する。すなわち ,
H=ly∈AIヨx(x∈N &h(x)=y)|
とする。もし,(1)基底icac H,(2)帰納のステップ:Vy(y∈H⇒σa y∈H)が成り立てば ,
Яが帰納法モデルであることから,公理3Pを適用して,H=A,ゆえにh[N]=Aを得る。
(1)基底 icЯ∈H。
なぜなら一―。hは打からaへの準同型だから,h(cり=ca かっc下∈N。 もちろんcЯ∈Aだ
から,ca∈lyCAIヨx(xCN&h(x)=y)|=H。
(2)帰納のステップ:Vy(y∈H⇒σЯy C H)
任意のy(∈A)をとり,y∈Hとする。Hの定義より,あるx∈Nが存在して,h(x)=yo h
は準同型だから,h(σΥ x)=σa h(x)=σa y。しかも,σtt x∈N。 ゆえに ,
σΥx C N  &h (σtt x)=σa y∈A。
∴ σЯ y∈ly∈AIヨx(x∈N &h(x)=y)|=H。
以上より,Vy(y∈H⇒σ・ yCH)が示された。              Q. E.D.
2.4 ペアノ・モデルの同型性
さて,先の二つの定理,すなわち回帰定理 (定理2.2.1)と定理2.3.1,を用いて,ど
のような二つのペアノ・モデルも互いに同型であること,言い換えると,ペアノの公理系Πはカテ
ゴリカル (範疇的・定型的 i categonc』)でぁること,が証明できる。これをつぎの定理とする。
定理 2.4. 1:任意のペアノ。モデルは同型的 (isomorphic)である。
〔証明】           、
構造 :打=(N,c下,σTfy
および 幹 =〈N*,c下■,σ下キ〉
を二つのペアノ・モデルとする。定理2.2.1と
定理2.3.1により,Nから御Pの上への準同型hi
h:N→
が存在し,かつ,幹
幹
からNめ上への準同型h*:
onto
h*:幹→ 打
が存在する (10。ここで,これら二つの準同型 hとh・の合成 :
h・Oh
がNからNへの準同型写像となることは,容易に示すことができる。う。ところで,定理2.2.
1(回帰定理)によれば,Nセ打との間には唯―の準同型が存在する。NからNの上への同一性関
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数 [恒等写像I(x)=x]は準同型であり,(関数としては)hキOhと同一である。すなわち,h*
Ohは打からNへの唯―の同一性関数に外ならない。よって,hは一対―でなければならない (さ
もなければ,世がペアノ。モデルであることに反する事態が生じる住211。従って,hは,Nから
N稗の上への一対一写像であるような,準同型である。すなわち,hは,Nみら御卜の上への同型
写像 (isomorphism)である。 Q. E. D.
こうして,すべてのペアノ,モデルは同型的であるから,あたかも唯―のペアノ・モデルが存在
するかのように語ることができる。いわば,同型なすべてのペアノ。モデルを代表する構造を,
打=〈N, 0, S〉
と表示する。以後,このモデルを「意図されたモデル」(intended model)と同一視する。
3.ペアノ・モデルと原始回帰
G.ペアノは,未定義の原始概念として,自然数,ゼロ,後者の概念をとり,それらについての公
理系Π (通常は五つの公理の集まりを考えるが,われわれの場合は,「構造」を対応させるので,三
つで十分である),すなわち,lP,2P,3Pを定めることで,自然数を公理化している住。。わ
れわれは,この公理系の任意のモデルが,意図されたモデル :
イ=(N, 0, S〉
と同型である (isomorphic),というところまで,自然数についての理解を確定させた。
さて,これらの公理に現れる一つの特異な対象としてのc打(すなわちゼロ)と一つの演算σΥ(す
なわち「後者」関数)だけでは,自然数の多面的性質をうまく表現することはむずかしい。そこで ,
例えば,自然数の加法・乗法・巾法などを導入して,「素数性」といった興味深い概念を容易に定義
できるようにしたい。しかし,あくまで,その基礎となるのは,ペアノの公理系でなければならな
い。では,どのようにすれば,それらの演算を導入できるか ?
ペアデの方法は,数学的帰納法の原理を用いて,これらの演算を定義することである。よく知ら
れた加法の定義は,つぎの二つの方程式によって与えられる :
(Vx,yCN) x+0=x
x+Sy=S(x+y)。
では,そのとき,加法の定義は自然数の構造,つまりわれわれの「意図されたモデル」でのみ定義
されるのか,それとも任意のペアノ構造でも定義できるのか?われわれは回帰定理 (定理2.2.1)
によって,任意のペアノ構造に対して,同一の演算の存在を示すことができる,というのがその答
えである。実際,回帰定理の存在意義は,このような定義による関数を一般的化した関数,すなわ
ち原始帰納的関数;の導入を正当化することにある。
では,どのようにして,回帰定理がペアノ・モデルに共通の演算を定義するのか?われわれは,任
意のペアノ・モデル :
幹 =〈Nキ,cΥ・ ,σ打*〉
と任意の (同タイプの)構造 :
71=(A,cA,σA〉
を持つとき,方程式 :
(a)h(cTf・)=ca
(b)h(σ下*y)=σЯ(h(y))
田畑博敏 :第二階論理によるペアノ算術
が,数学的帰納法によって,hを定義することになることを,以後,具体的に示す。こういった定
義は,これらの方程式によって定義される唯―の関数が存在することを示すことによって,自らを
正当化しなければならない。実際,このような関数hが唯一存在することは,回帰定理 (定理2.2.
1)が主張していたことであった。以下で,われわれは,ペアノ。モデルで唯―の加法,乗法,巾
法の各演算が存在することを示す (命題3.1.1,命題3.1.2,命題3,1.3)。さらに ,
回帰定理によって,「ペアノ。モデルでは,数学的帰納法を用いることによって,すべての回帰的演
算 (recursive operation)が導入されうる」(定理3.2.1)という,より強力な結果が得られる
(乗法と巾法の存在は,この定理の系として導かれる)。
自然数上の関数のこのような定義法は,ペアノ。モデル以外でも有効だろうか?ペアノ・モデル
ではない帰納法モデルでは,(後に見るように)必ずしもそうはならない,ということをヘンキンが
示している。しかし,ともかく,この節では,ペアノ・モデルでの関数の確保を追究しよう。
3.1 ペアノ・モデルにおける加法・乗法・巾法
命題 3. 1. 1:すべてのペアノ・モデルで,唯―の加法の演算が存在する。
【証明】
N稗=(N■,c下*,σΥ*〉 をペアノ構造とする。示したいことは,以下の (1.1)と(1.2)を満た
す,唯―の演算 fが存在すること,である (10:
(1.1)f(x,c打半)=x
(1.2) f(x, σ9f・(y))=σΥ*(f(x, y))。
このことを,回帰定理 (定理 2.2.1)を用いて,証明するために,われわれは,構造 :
幹 =(NI,carキ, σΥ*〉
をとり,かつ,すべてのx∈N■に対して,構造 :
い限*=(N・, x, σr*〉
をとる。回帰定理により,幹とヽ瀞の間に,唯―の準同型 (写像)hxが存在する。その関数 :
hxは,準同型であるから,つぎの (1),(2)を満たす :
(1)hx(cr*)=x
(2)hx(σ「・ (y))=σ
Υ士(hx(y)) (ただし,すべてのyCN■に対して)。
二項関数fを,規則 :
f(x,y)=hx(y)
で定義することにより,この関数 fが上の (1,1)と(1.2)イこ従うことは容易に確かめうるCD。従っ
て,関数 fの存在は確立された。
つぎに,このような関数fが唯一つしか存在しないこと (唯一性 。一意性)を示すために,先の
条件 (1,1)および (1.2)を満たす,(別の)関数gが存在する,と仮定する。このとき,すべてのx
CN■に対して,gxを,規則 :
gX(y)=目(X,y)  (ただし,すべてのy∈N■に対して)
によって定義する (xを固定して,gxは一頂関数とみなす)。 ところで,この関数gxは上の条件
(1)と(2)を満たす。0。つまり,gxは幹 から州卜への準同型である。ところが,回帰定理 (定
理2.2.1)により,方程式 (1)と(2)1こよって定義される関数,すなわち幹 から郷徽への
準同型は唯一つに定まる。言い換えると,すべてのx∈N*に対して,hx=gxである。ゆえに ,
(二項関数として見たhとgに対して)h=gである。          Q.E, D.
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こうして,回帰定理 (定理2.2.1)を用いて,われわれは,すべてのx,y∈N*に対して ,
(1.1)と(1.2)とによって定義される唯―の演算 (つまり,「後者」関数σ下・ を基礎にしての加法演
算)が存在することを示した。回帰定理が,任意のペアノ・モデルで加法の定義とその存在を正当
化する,というのは,この意味においてである。同様の方法により,われわれは乗法と巾法を定義
し,回帰定理により,それを正当化できる。以下の二つの命題 (命題 3.1.2,命題 3.1,3)1こより,乗
法と巾法が定義され,存在が主張される :
命題 3. 1.2:乗法の存在
すべてのペアノ・モデルにおいて,唯―の乗法演算が存在する。すなわち,幹=(N*,c打*,
σ峰 〉をペアノ構造であるとすると,以下の条件 (2.1)と(2.2)を満たす,唯―の演算gが存在す
る :
(2.1)g(x,carキ)=c f*
(2.2)g(x, σ打・ (y))=g(x,y)+下* x (ただし,すべてのx,yCN*に対して)
ここで,“十枠"は,すでに定義され,その唯一存在が確かめられた二項演算としての,加法であ
る。
命題 3.1.3:巾法の存在
すべてのペアノ・モデルにおいて,唯―の中法演算が存在する。すなわち,幹=〈NⅢ,c「*,
σ下*〉をペアノ構造であるとすると,以下の条件 (3,1)と(3.2)を満たす,唯―の演算hが存在す
る :
(3.1)h(x,∬十)=σ下*(Fr*)
(3.2)h(x,σ下・ (y))=h(x,y)・打*x       (ただし,Vx,yCN・)
ここで,“.韓"は,すでに定義され,その唯一存在が確かめられた二項演算としての,乗法である。
乗法を定義する方程式:(2.1),(2.2)の通常の書き方は ,
(2.1)′:x'0=0
(2.2)′ :x。(y+1)=x・y+x
であり,中法を定義する方程式:(3.1),(3.2)の通常の書き方は ,
(3.1)′ I xO=1
(3.2)′ :xytI=xy'X
である。ペアノ。モデルでは,すべての回帰的演算 (帰納的関数)が定義され,回帰定理により正
当化される。そのような一般的な定理を示すことにより,上の二命題 (命題3.1。2と命題3.1.
3)はその定理の系となる (そのことで,これらの命題の個別的な証明は省略できる)。
3.2 ペアノ・モデルにおける回帰演算
定理 3. 2. 1:回帰演算は,任意のペアノ・モデルにおいて,数学的帰納法によって導入さ
れる。
【証明】
簡単のため,われわれが導入する回帰演算を二項演算にかぎる。まず,そのような特殊な形での定
理を述べ,つぎに証明を与える。構造 :
N稗=〈N・, c*, σ士〉
を任意のペアノ・モデルとし,fをN・上の一項関数,gをN半上の三項関数とする。このとき,以
下の方程式 (1.1)と(1.2),すなわち,原始回帰 (p?mitive recursion)の方程式,を満たすような,
田畑博敏 :第二階論理によるペアノ算術
N*上の二項関数 hが存在する。
(1,1)h(x,」*)=f(x);
(1,2)h(x,σ打4(y))=g(x,y,h(x,y))   (ただし,Vx,yCN■)
(二項演算に限定した形での)この定理を証明するために,つぎの補題を証明する :
《補題》
N稔=(N*j♂*,σ韓 〉がペァノ・モデルならば,すべてのx∈N*に対して,以下の,原始
回帰の方程式 (1),(2)を満たすような,N*上の唯―の (xをひとまず固定して考えることによ
り,yについての)一頂関数hxが存在する :
(1)h又(」V・)=f(x)
(2)hx(σ下*(y))=g(x,y,hx(y))         (ただし,VyCNI)
ここで, fはN*上の一項関数,sはN*上の三項関数である。
補題の証明
最初に存在性を証明する。見やすくするために,N*のデカルト積を,Nl=N■×N*とする。
xCN*であるすべてのxに対して,(ひとまずこのxを固定して考えて)このデカルト積Nl上で
のある要素cが半∈Nlと,さらにNl上での (形式的には一項の)関数σx伸を,それぞれ
cx打■=(car*, f(x)〉
および    σx下*:Nl→Nl
〈y,z〉トー )ー〈σイ・ (y),g(x,y,z)〉
(つまり,σx枠(〈y,z〉)=〈σ下*(y),g(x,y,z)〉)と
定義する。こうして,定まるNlの要素cが中とNl上の関数σが*から作られる新しい構造 :
州1=(Nl, c xΥ*,σx下キ〉
と,さきのペアノ・モデル 伽P=(N*,J*,σ打*〉 に,回帰定理 (定理2.2.1)を適用す
る。すると,幹から亜 への唯―の準同型 (homOmorphism):
が存在して,これがつぎの準同型の定義条件 (1),(2)を満たすことになる :
(1)mx(crf.)=cx枠             `
(2)mx(σ
「
*(y))=Tx下*
さて,いま,以下で定義
される二つの射影関数 (prO_
ieCttOn)Ψl,Ψ2をとれ :
Ψl:Nl→N半
〈x,y〉卜 →x
および
Ψ2:Nl→Nキ
(x,y〉卜 →y
(ただし,x,y∈N*
なる任意のx,yに
対して)。
(mx(y))
N
II
(ただし,VyCN■)
Nl=Ntt XN4
lI
吉  Cド七偽ω〉
↓    mx      ↓y          mx(y)=01Z〉
σ
l・
(労―一ニモゴ,干.キsE新!≧又子孝竜雄妥士Vち〉
I     I
また,すべてのx∈N・に対して, (xをひとまず固定して)hxとkxを一項関数とみなして,そ
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れらを ,
hx IN*→Nキ                kx:N+→N■
y卜→Ψ2(mx(y))            y卜→Ψl(mx(y))
と定義する。すると,以下の証明により,,関数kxがN*上の同一性関数 (恒等写像)であること
が判明する。
まず,関数kxのインプットとなったとき,対応する関数値がそれ自身となるような,そのよう
なN■の要素の集合をGと定義する。すなわち,
G=lyCNキl kx(y)=yl。
もし,GがNキそのものならば,N・の任意の要素をインプットとするときのkxの関数値がイン
プットそのものということになるから,結局,関数kxはNキ上の同一性関数であることになる。実
際そのようになることを,(o'がペアノ・モデルだから)公理3PをG⊆N■に適用することで示
す。実際に,
1.基底:∬半∈G
2.帰納のステップ:Vy∈N■ (y∈G⇒σ下*y∈G)
という二つの主張が成り立つ 住p。 ょって,公理3Pにより,G=N*である。こうして,kxはN・
上の同一性関数である (すなわち,Vy∈Nキ:kx(y)=y)ことが示された。
さて,いま,さきに定義した関数hxが,補題で述べられている原始回帰の条件 (1)と(2)を満
たすこと,を証明したい。
条件 (1):hx(J・)=f(x)
これが成り立つことは,つぎのようにして示しうる :
hx(ダ半)=Ψ2(mx(J・))
=Ψ2(cx下キ)
=Ψ2((Car*,f(x)〉
=f(x)
条件 (2):hx(σ下キ y))=g(x,y,hx(y))
これが成 り立つことは,つぎのようにして示 しうる :
hx(σ打士(y))=Ψ2(mx(σイ・ (y)))
=Ψ2(σ xΥ・ (mx(y)))
[hxの定義:hx(y)=Ψ2(mx(y))イこよる]
[mxは準同型であるから,準同型の第一
条件 (1)による]
[cx下中の定義による]
[射影Ψ2の定義による]
[hxの定義による]
[準同型の第二条件 (2)による]
=Ψ2(〈σ下*(kx(y)),s(x,kx(y),hx(y))〉) [mx,Ψl Ψ2,σx下キ
の定義により,… 部分は  という順序対と同一にな
ることによる ;註tりでの帰納のステップの導出参照]
=Ψ2(〈σ打準(y),g(x,y,hx(y))〉[kxが同一性関数であることが
=g(x,y,hx(y))
上で示されたから,kx(y)=yによる]
[Ψ2の定義による]
こうして,先に定義した関数hxが補題で述べられている条件 (原始回帰の条件)を満たすことが
示された。ゆえに,補題が主張するような関数hxが確かに存在するということを示したことにな
る。
そこで,補題の証明を完成させるには,関数hxの唯―性を示さねばならない。これを行うため
に,原始回帰の条件 (=補題が述べている条件)(1)および (2)を満たすような,他の関数hx*
田畑博敏 :第二階論理によるペアノ算術
が存在する,と仮定する。いま ,
H=ly CN*l hx(y)=hx*(y)|
とおいて,公理3Pを用いると,容易に,H=N*が得られる。すると,N*の任意の要素に対す
るhxとhx輩の関数値が一致するから,hxとhx半は同一であることになる。
最後に,上の補題を用いて,定理3.1.1(加法の存在と唯一性)を証明したのと類似のやり
方によって,いま問題にしている定理 (定理3.2.1)を得ることができる。すなわち,規則 :
h(x,y)=hx(y)
によって,補題において,その唯一存在が示されたところの関数hxから,二項関数hを得ること
ができる。この関数hは,(hxが補題で述べられた条件(1〉(2)を満たす唯―の関数であることによ
り)最初に提示された原始回帰条件 (1.1)と(1.2)を満たすような,唯―の関数である。
Q. E. D.
この定理 (定理3.2.1)の系 (cor01lary)として,回帰演算 (「原始回帰」という形式に従っ
て定義される演算)の一つである,加法・乗法・巾法の唯一存在を主張する命題が得られる。改め
て,それらの命題をここでまとめよう :
加法 :f(x)としてN*上の同一性関数をとり,s(x,y, z)=σrr*(z)とする。すると,
加法は,以下の原始回帰の二条件を満たす二頂関数hとして得られる :
乗法 :f(x)として値」キの定数値関数をとり,(+下*を上で得られた加法として)g(x,y,
z)=z+下*xとする。乗法は,以下の原始回帰条件を満たす二項関数hとして得られる :
h(x,c・f・)=x
h(x,σ下・ (y))=σ下*(h(x,y))
h(x,」・)=♂半
h(x, σ下キ(y))=h(x, y)+打・ x
h(x,∬・)=σイ・ (ダ・)  _
h(x,σ打・ (y))=h(x,y)。打*x
(通常の表記では x+0=x)
(x+(y+1)=(x+y)+1)
(通常の表記では x・0=0)
(x。(y+1)=x・y+X)
巾法:f(x)として値 σ機 (cr・)の定数値関数をとり,(・伸 を上でえられた乗法として)g(x,
y,z)=z・打*xとする。巾法は,以下の原始回帰条件を満たす二項関数hとして得られる :
(通常の表記では xO=1)
(x41=xy・x)
4.帰納法モデル
前節で,われわれは回帰定理 (定理2.2.1)をペアノ・モデルに適応して,加法や乗法など
の回帰演算の唯一存在を確認した。その際,関数を定義するメカニズムは数学的帰納法,すなわち
公理3Pであった。では,ペアノ。モデルではないような帰納法千デルでも,数学的帰納法によっ
て関数を定義する,ということが可能であろうか?ヘンキンは,一般にそうはならないことを示し
ている (Henttn[19601)。われわれも,ヘンキンに従って,このことを追究しよう。
ヘンキンによれば,帰納法公理 (公理3P)は;そのモデルを同型性まで特徴づけることはない
が,二つの広いカテゴリーに分類される。それは ,
ペアノ・モデル (公理3P以外にlPと2Pも成り立つモデル)
循環モデル (公理3Pと2Pは満たすがlPは満たさないモデル)
スプーン型モデル (公理3PとlPは満たすが2Pは満たさないモデル)
の二つである。第1節で挙げたペアノの公理の七つのモデルのうち,ペアノ。モデルであるのは,例
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1,例2,例3であり,循環モデルであるのは例4,例6であり,スプーン型モデルであるのは例
5,例7である。これらのモデルの間には,どのような関連があるのか?帰納法モデルでの数学的
帰納法による関数の定義可能性を知るには,それが他のモデルとどう関連し合うかを知る必要があ
る。そのために,帰納モデルと合同関係のつながりを調べよう。
4.1 帰納法モデルと含同関係 (congruence retadon)
定理 4.1.1:構造
打=(N, 0, S〉
を,ゼロと後者関数を持つ自然数の構造 (自然数から成るペアノ公理系の意図されたモデル)とせ
よ。もし (同じタイプの)構造Яが帰納法モデルであるならば,ある合同関係 (硝)～に対して ,
Яtt N～ (ただし,<～=(N～,0鳩,S礁〉であり,N～=
|[x〕～ lx∈NI=～による同値類の集合)
である (すなわちЯと<～は同型である)。
この定理の意味は,意図された自然数の構造打と同じタイプの,必ずしもペアノモデルとはかぎ
らない帰納法モデルЯに対して,ある合同関係～を自然数構造Nに導入することで,帰納法モデル
7Lと同型のモデルN～を,その自然数構造下を改編して得ることができる,というものである。
【証明】
打=〈N,0,S〉を,ゼロと後者関数を持つ自然数の構造とする。Яが帰納法モデルであるとす
ると,定理2.3.1(Яが帰納法モデルであるとき,かつそのときにかぎり,冤はNの準同型像
である)より,ЯはNの準同型像である。よって,打からЯの上への楽同型hから得られる合同関
係h～によって (田畑 [20011命題2.7.2参照),「を再編してNれを作ると,Яtt Nをhとなる (田
畑 [20011命題2,7.4参照)ta。ょって,N上のある合同関係～に対して
Я茎州
r～
である。 Q. D. E.
4.2 自然数上の合同関係
われわれは,N=(N,0,S〉に,加法と乗法の演算を加え,さらに (大小の)順序を考察範囲
に入れることにより,打を拡張して ,
(N,0,S,+,・<〉
をとる。この拡張は根本的なものではなく,便宜的なものである。なぜなら,イにおいて,加法と
乗法が定義できることはすでに見たし,x<y⇔ョz(z半OAy=x+z)として,加法を用い
て順序関係 “<"が定義できるからである。このようにNを拡張する理由は,それによって,構造
N上の合同関係 (congmence relation)の明確な記述が可能となるためである。
ここで,自然数上の,剰余に関するよく知られた合同関係を一般化してできる関係Rm,nを,つ
ぎのように定義する。
定義 4. 2. 1
mとnを,自然数の任意のペアとせよ。以下の規則によって,われわれは,関係Rm,nを以下の規
則によって定義する 120):
任意のx,y∈Nに対して ,
(X,y〉∈Rm,n⇔(1)x,y<n&x=y,または
田畑博敏 :第二階論理によるペアノ算術
(2)x,y≧n&ヨz[z∈N&(x=y+(zo ?)Vy=x+(z・m))]
つぎの定理によって,N上の合同関係は,同一性関係か,またはこの関係Rm,nに外ならない,と
いうことがわかる。
定理 4.2.2
N上の二項関係RがN上の合同関係 (congruence relation)である
⇔RがN上の同一性関係であるか,または,R=Rm,nとなるような自然数m,nが存在する。
〔証明】
[⇒:]Rが<上の合同関係であるとし,かつRが同一性関係ではない,と仮定する。(同一性関
係ではない合同関係Rを満たすものとして)x,y∈N なるx,yで くx,y〉∈R かつx半
yであるものが存在する。そこで,いま,nを
n=min lx∈NIヨy(〈x,y〉∈R&y+x)|
と定義する。すなわち,自らとは異なる自然数に対してRという関係にある自然数の中の最小の数
を,nと定義する。Rは同一性とは異なる同値関係であることと,nの定義により,nは(Rの対
称性とnの最小性により)より大きいものに対して関係Rにあるから ,
z半0&〈 n,n tt z〉∈R
となるようなz∈Nが存在する。さて,mを,nがnとは別の数とRの関係にあるときの,その別
の数との差の最小値,すなわち,
m=min izCNlz+0 &くn, n+z〉∈RI
と定義する。こうして,われわれは,Rに基づいて,nとmを定義した。それゆえ,Rm,nも定まっ
た。示すべきことは,R=Rm,nというこ である。
まず,Rm,n⊆Rを示す。(x,y〉∈Rm,nとする。Rm,nの定義より,x<nのときは,x=y
であるから,〈x,y〉=〈x,x〉である。Rは合同関係,よって同値関係だから,反射性より,
〈x,x〉∈R,ゆえに 〈x,y〉∈Ro x,y≧nのとき,Rm,nの定義により,この関係にある
xとyの組 (くx,y〉または 〈y,x〉)は,つぎの表で○印のついた組である :
…   n+m n+m+l nttm+2   ..'
n
Rキ1
n+2
n+m
n+m+1
nttmt2
nt2m
n+2m+1
nt2mt2
nt2m n42m+in+2m+2.Ⅲ
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この表で○がついている縦と横の組v,wから成る二つの順序対 (v,w〉〈w,v〉はすべてRを
満たす。なぜなら,Rが同値関係でもあるから,(v,v〉という形の順序対はすべてRを満たすし,
nとmの定義により,(n,n+m〉CRから始めて,Rの合同性により,(nttk,n+kttzm〉(1≦k
≦m-1,0≦z)の形の順序対がすべてRを満たすからである。D。 よって,くx,y〉∈Rであ
る。こうして,Rm,n⊆Rである。逆に,〈x,y〉∈Rとする。いま,Rにより,nとmが定めら
れ,これにより,Rm,nが確定した。x<nならば,(Rにより定まった)nの,上記の定義により,
x=y。このとき,Rm,nの定義により,(x,y〉∈Rm,no x,y≧n xのとき,x=n
+w,y=n+w+v(w≧0)とすると,ヨz∈N(v=m・z)が示せる。分。ゆえに,〈x,y〉
∈Rm,nである。よって,R⊆Rm,n。である。∴R=Rm,n。
[←:]RがN上の同一性関係ならば,トリヴィアルにRは合同関係でもある。そこで,もう一つ
のケースとして,R=Rm,nとなるような自然数nとmが存在するとする。このとき,Rm,nが合同
関係であることは,定義 4。2.1のRm,nの定義から示すことができる 1231。
Q. E. D.
さきに定義 4.2.1として定義した合同関係 (congmence relation)Rm,nは,n=0のとき,よく
知られた法合同 (mOdular cOngmence),すなわち二つの自然数の差 (の絶対値)がmの倍数であ
るという合同関係である。このとき,(この関係を～で表現して)同値類 [x IN(すなわち〈x,y〉
∈Rm,nである自然数xまたはyのクラス)は,以下のようにm個ある :
[0]～=10,m,2m,3m,… |
[1]～=11,m+1,2m+1,3m+1,… |
:
[m-1]～=Im-1,2m-1,3m-1,4m-1,… |
また,n+0のときの関係Rm,nは,0からn-1までの自然数に関してのみ,同一性関係であり,
n以上の自然数に関して,nを起点とする法合同となり,同値類はm+n個ある :
「
:!II亘|||
n+1獅]   :| [n]～=in,n ttm,n+2m,n+3m,… |
| [n+1]～=in+1,n ttm+1,n+2m+1,R+3m+1,…|
m‐1個 :
| [nttm_1]～=in ttm-1,n+2m-1,n+3m-1,n+4m-1,… |
4i3 ペアノ公理系の相対的相互依存
定理 4.3.1:(N～と同タイプの)すべての帰納法モデルは,公理lPか公理2Pのモデルで
もある。
〔証明】
Яを帰納法モデルとする。さきの定理 4.1,1を用いると,くとのある合同関係 (congmence rel?On)
～に対して,冤はN～と同型である :
Я茎打～。 (ただしく～=〈N～,0州r～,Sttr～〉でN～は～による同値類の集合)
田畑博敏 :第二階論理によるペアノ算術
ところが,定理 4,2,2により,～は,N上の同一性関係であるか,または,ある自然数n,mに対し
て,Rm,nである,という二つの可能性しかない。これらの二つの可能性に対応して,つぎの (1)と
(2)が成り立つが,いずれの場合も定理が主張できる。
(1)冤茎Nの場合。なぜなら,～がN上の同一性関係ならば,N=N｀であるからである。この
とき,Яはペアノ・モデルでもあるから,公理lPと公理2Pの両方のモデルでもある。
(2)Яtt Nたの場合。これは,ある自然数m,nに対して,～=Rm,nのときである。このとき,
(a)n=0と,(b)n半0,の二つの場合に分けることができる。
(a)n=0の場合。一項関数S～ (正式にはST～であるが以後S～と略記する)は順序組み換え
となる :
SN IN～→N～
[0卜卜 → [SO]留=[1]N
[1卜|―→ [Sl]～=[2ト
[m■]～トー → [S(m_1)]～=[m]～=[0]～
すなわち,
[0]～
|
S'    S～   S～      s～
一
 [1]~―手[2]N―・・・ ・中_ [m‐1ト
|
明らかに,構造打～は,mを法とする剰余類の (SNに基づく)循環型である。従って,公理2P
が満たされる。
(b)n半0の場合。このとき,[0]～=101である。従って,Vx∈N(x+0→x/
[0]舟),∴Vx∈N(S(x)/[0]N)……。①。(なぜなら,てはペアノ,モデルだから公理lP
を満たすので,任意のx∈Nに対して,S(x)半0,すなわちS(x)/101=[0]付だから。)と
ころで,[S(x)]～=S ([x]～)である……②。(なぜなら,S(x)CNを代表元とする,Rm,nす
なわち～に基づく同値類 [S(x)]～は,xを代表元とする～に基づく同値類 [x]～に,SNを適用
して得られるからである。)それゆえ,①と②より,V[y]～こN～(SN([y]?)半[0]N)である
(熟)。 こうして,公理lPがN■で成り立つ。このとき,構造打～はスプーン型である。
以上により,すべての帰納法モデルは公理lPまたは公理2Pを満たす。 Q. E. D.
5.帰納法モデルと原始回帰
われわれがよく知っている自然数の加法や乗法は,意図されたペアノ・モデル以外のモデル,例
えば,循環型やスプーン型のような,ペアノ・モデルでない帰納法モデルでは,どのように導入で
きるのか?本節では,帰納法モデルでは,加法や乗法の演算が数学的帰納法によって導入され得る
のに対して,巾法はそれができない,ということを示す。任意の帰納法モデルЯでの加法と乗法は,
自然数モデルNその加法と乗法の準同型像となっている。これは,(回帰定理により)ЯとNの間
に存在する,唯―の準同型hと結びついた,合同関係～を介した「商への移行」(passing to the
quo慣ent)から得られる。しかし,中法に見られるように,自然数上の演算 fとN上の合同関係～が
与えられても,N■上の演算gが「商への移行」から得られる,という保証は,一般には,無い。す
S～
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なわち,sが,合同関係～に対応した準同型hによる,自然数上の演算 fの準同型像である,という
保証はない。(～上の演算gの存在は,Nこの演算 fの,合同関係～との両立可能性に掛かってい
る。
以下でみるように,自然数上の加法と乗法はユニバーサル演算と名づけられる演算の一つである
のに対して,巾法はそうではない。ユニバTサル演算は自然数上の合同関係と (ある形で)両立可
能である。自然数の構造から帰納法モデルに移行するとき,われわれは,ユニバーサル演算の準同
型像が得られるような商構造へと,移行していることになる。
5,1 帰納法モデルでの加法と乗法
これから,任意の帰納法モデルで加法と乗法の (唯一の)演算が存在し,それらが,自然数の意
図されたモデルN上の加法と乗法の準同型像となっていることを確認する。
定理 5. 1.1:すべての帰納法モデルには,唯―の加法の演算が存在する。
【証明】
この定理は,つぎの二つの補題によって,示される :
補題1.構造Я=(A,♂σa〉が帰納法モデルであれば,すべてのx∈Aに対して,(このxを
ひとまず固定して)以下の (1),(2)を満たす,A上の唯―の一項演算hxが存在する。
(1)hx(ca)=x
(2)hx(σЯ y))=σ4(hx(y)) (ただし,すべてのy∈Aに対して)
補題2.構造Я〒〈A,ca,σa〉が帰納法モデルであれば,以下の方程式 (1.1)と(1.2)を満た
す,A上の唯―の二項演算fが存在する。
(1,1)f(x,ca)=x
(1.2)f(x, σa(y))=σA(f(x, y))
補題 1の証明                                 ′
まず,演算hxが存在したとして,その唯一性 (uniqueness)を証明する。hxとhx・を,上の
(1),(2)を満たすような,A上で定義された二つの一項演算とする。そして,
G=lyCAlhx(y)=hx*(y)|
とおく。目指すのはG=Aである。もしこれが示されたならば,Aの任意の要素に適用されたhx
とhx■の値が一致するから,hx=hx・を導くことができる。Яは帰納法モデルであるから,数
学的帰納法の公理 (公理3P)を用いることができる。実際 ,
基底 ica c G
帰納のステップiVy∈A(y∈G⇒σЯ(y)∈G)
の二つの主張が成り立つ 。0。 よって,公理3Pにより,G=A,∴hx=hx・。
つぎに,(1),(2)を満たすような一項関数hxの存在を示す。このような関数は,Aの要素 x
を一つ固定して,一項関数として考えられている。そこで,このような関数を定義することに貢献
するAの要素の集合を,Hと定義する :
H=Ix∈AIヨz(hz:A→A &z=x&hzは(1)と(2)を満たす)|
Яは帰納法モデルであるから,Aの部分集合Hに,公理3Pを適用することを試みる。実際 ,
基底 i ca∈H
帰納のステップ:VyCA(y∈H⇒σ・ (y)∈H)
が成り立つ 乾0。 こうして,数学的帰納法 (公理8P)により,H=Aが導ける。よって,任意のx
田畑博敏 :第二階論理によるペアノ算術
∈Aに対して,(1),(2)を満たすh?A→Aである関数hxが存在することが示された。
こうして,補題1は証明された。
補題2の証明
まず,二項演算fの存在を証明する。fを,すべてのx,y∈Aに対して,その関数値が
f(x,y)=hx(y) (ただし,hxは,xを固定したとき,補題1でその存在
が示された関数とする)
で定義される,A上の二項関数とする。このfが条件 (1,1),(1.2)を満たすことは容易に示すとと
ができる (27)。
つぎに,fの唯―性を示す。f*を,条件 (1,1),(1.2)を満たす他の関数とせよ。このとき,f
=f・を示さねばならない。いま,すべてのxCAに対して,(xを固定して一項関数として見た)
f・xを
f*x(y)=f・(x,y) (ただし,すべてのy∈Aに対して)
となる一項関数とせよ。すると,f*xは補題1でのべられた条件 (1)と(2)を満たす90から,補
題1によって ,
f*x=hx
が導かれる。よって, fとf・の定義 (すなわち, f(x,y)=hx(y), f*(x,y)=fキx(y))イこ
よって, f=f*である。こうして, fの唯一性が示 された。
ところで,補題 2の条件 (1,1),(1.2)は加法を定義する原始回帰であった。従って,唯―の加
法の存在が示されたことになる。
Q. E. D.
つぎの定理は,帰納法モデルで唯一つ存在する加法が,自然数の意図されたモデル師の準同型像
となっていること,すなわち,(ペアノ・モデルとはかぎらない)任意の帰納法モデルにも唯一つ存
在する加法が,われわれがよく知っている加法の大まかな対応物になっていること,を保証する。
定理 5.1.2
自然数の構造 :打=〈N, 0,S〉と帰納法モデル :Я=〈A,ca,σa〉 が与えられたとする。こ
のとき,Яの加法 十Я `ま,Nめ加法 十 の準同型像 (homOmorphic inage)である。
〔証明】           ,
回帰定理 (定理2.2.1)により,NからЯへの唯一
の準同型写像が存在するが,定理2.3.1(すなわち ,
Яが帰納法モデル⇔ЯがNの準同型像)により,Яは
「の唯―の準同型像である。そこで,hを,ダからЯの上
への唯―の準同型 (写像)とする。われわれは,帰納法
モデルである構造Яの加法 +a が,Nめ加法+の準
同型像であることを示さねばならない。そのためには,N
で定義された加法の結果x+yをhでAに写したときの
像:h(x+y)が,xとyのそれぞれのhによる像 h
(x),h(y)のAにおける加法の結果:h(x)+ah
(y)と一致することを示せばよい。すなわち,すべての
x, yCNに対して ,
h(x+y)=h(x)+Ah(y)…… (★)
CЯ
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となることを示せばよい。そこで ,
G=lyCNlh(x)+Ah(y)=h(x+y)|
とおく。すなわち,Aの任意の要素xを固定して,このxにNのどんな要素yを加えても上の (★)
が成り立つことを示すために,このような要素yの集合GがAそのものと一致することを示したい。
Nはペアノ・モデルであるから,Gに公理3Pを適用できる。
1.基底:OCG
なぜなら,
h(x)+ah(0)
=h(x)十Я ca
=h(x)
=h(x+0)
2.帰納のステップ:VyCN(yCG⇒SyCG)
Aの任意の要素yをとり,yCGと仮定する。Gの定義より,h(x)+4h(y)=h(x+y)……・①
このとき, h(x)+ah(Sy)=h(x)+Я σЯ(h(y))   [hは準同型だから]
[h(0)=c・による]
[c4はЯでの0に相当し,+Яは加法であるから]
[x+0=xによる]
=σЯ(h(x)+Ah(y))
=σЯ(h(x+y))
=h(S(x+y))
=h(x+Sy)
[+aはЯでの加法だから]
[上の①より]
[hは準同型だから]
[+はNその加法だから]
こうして,基底と帰納の女テップが成り立つことが示されたから,公理3Pにより,G=No Gの
定義により,任意のGの要素yに対して (☆)が成り立つ、よって,任意のxCN,y∈Nに対し
て,(★)が成り立つ。 QH EH D.
ここで,これまでの二つの定理の意味を振り返って見よう。帰納法モデルЯ=〈A,cЯ,σЯ〉が
与えられたとする。すると,回帰定理 (定理2.2,1)によってその唯一存在が保証されている,イと
Яの間の準同型写像hから,合同関係～が得られるが,これによって打を整序した打～とЯは,定
理4.1.1により,同型である :
冤茎ダ～。
そうすると,Яでの加法 十a は,Nでの加法 + の商への移行 (passing to he quo慣ent)で
ある。すなわち,fをNたからЯへの (上で述べられた)同型写像とすれば,十Яは
f txl～ 十a fty]～ =f[x+y IN
によって,得られる。言い換えると,Nでの加法の準同型像として帰納法モデルЯではたらく加法
十aは,代表元間での (元のイにおける)加法の結果x+yを代表元とする,～による剰余類 [x
+y卜のfによる像に一致する。
定理 5.1. 3:すべての帰納法モデルには,唯―の乗法演算が存在する。
【証明】
加法の場合と同様に,つぎの二つの補題を示すことにより,定理は証明しうる。
補題 1。 構造 :a=〈A,ca,ca〉を帰納法モデルとする。そのとき,x∈Aであるすべてのx
に対して,以下の (1),(2)を満たす,A上の唯一の一項演算kxが存在する :
(1)kx(ca)=cЯ
(2)kx(σa y))=kx(y)十Яx     (VyCA,また十aはA上の加法)
補題2,構造 :Я=〈A,ca,σЯ〉を帰納法モデルとする。そのとき,A上の二項演算hで,以
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下の (2.1)と(2.2)を満たすものが唯一存在する :
(2.1)h(x,ca)=ca
(2.2)h(x,σa(y))=h(x,y)+Яx。
補題 1は唯一性と存在性に分けて証明できる。9。 補題2は補題 1を用いて証明できる。ω。補題 2
イよ (2.1),(2.2)を満たす演算,つまり乗法が唯一存在することを主張している。
Q. E. D.
定理 5.、1. 4
自然数の構造:NとくN,0,S〉と,帰納法モデル :Я=(A,cЯ,σa〉 とが与えられたとき,構
造Яの乗法「・句 は,Nでの乗法「・」の準同型像 (homOmorphic image)である。
【証明】
さきの定理5,1.2の場合と同様に,定理2.2.1(回帰定理)により,NみらЯへの唯―の準同型写像
hが存在するが,仮定より,Яが帰納法モデルであるから,定理2.3.1により,4は研め (hによる)
準同型像となっている,すなわち,Я=h[[Ⅷ。この (上への)準同型h:N→Aを用いて,■の乗
法・aがNの乗法・の準同型像となっていることを示す。そのためには,x,y∈Nであるすべて
のx,yに対して ,
h(x)。ah(y)=h(x・y)……。(★)
を示せば十分である。そこで,任意のxCNを固定する。そして,このxについて ,
G=lyCNlh(x)・ah(y)=h(x+y)|
とおき,G=Aを示せばよい。実際, 1.基底 :0∈G,2.帰納のステップ:Vy(y∈G⇒
SyCG)が成り立つ。0。 よって,イがペアノ・モデルだから,Gに公理3Pを適用して,G=A
を得る。こうして,すべてのx,y∈Nに対して,(★)が成り立つ。
Q. E. D.
5.2 帰納法モデル上の巾法演算
定理 5. 2. 1:すべての帰納法モデルが中法演算を持つとはかぎらない。
【証明】
帰納法モデル :Я=〈A,ca,σA)に対する巾法演算は,以下の (3.1),(3.2)を満たすようなA上
の二項関数hとなろう :
(3,1)h(x,ca)=σ・ ( a)
(3.2)h(x,σA(y))=h(x,y)'ax(Vx,y∈Aで,・aはA上の乗法)
さて,われわれは,これらの条件 (3.1),(3.2)1こよって定義されるいかなる関数も存在 しないよう
な帰納法モデルを作ることができる。構造 :
IB==〈B,ca, σa〉
において,B=ica,dlとし,ca+d,σB(ca)=d……① ,
とする。このとき,Cは循環型の帰納法モデルである。それ
にも関わらず,さきの方程式 (3.1),(3.2)イよ目的の関数を定義
できない。なぜなら,一方で,
σ8(d)=ca……②
B
H
h(♂,ca)=σB(cり=d
しかし,他方で,
[(3.1)と①]
?
―
―
?
?
?
?
?
h(ca,cり=h(ca,σ8(d)) [②より]
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=h(ca, d)。a ca [(3,2)より]
=ca+d      [・どはB上の乗法で,caはBでゼロに相当]
.・.h(ca,ca)半h(cり,ca),つまり矛盾となる。よって,この帰納法モデル0では巾法を定義できない。
従って,すべての帰納法モデルが巾法演算を持つとはかぎらない。
Q. E. D.
5.3 ユニバーサル演算
これまでの諸定理において,加法や乗法のような演算は数学的帰納法によって定義できる (言い
換えると,任意の帰納法モデルにそのような演算が存在する)のに対して,巾法のような他の演算
はそうではない (巾法が存在しない帰納法モデルがある),ということを見た。なぜ,そのような違
いが生じるのか?加法・乗法と,中法との間には,どのような差異があるのか?数学的帰納法によっ
て演算を定義するとき,公理3P以外の原理が関係して来るのか?これらに関しての試金石は,元
の構造の準同型像である商代数にある。つまり,商演算の存在条件が,商の基礎にある合同関係と
演算との両立可能性に関わっている,ということの中にある。
そこで,自然数の演算がどれほど自然数の合同関係を柔軟に反映できるか,ということの指標と
なる概念から定義する。
定義 5.3.1:ユニバーサル演算の定義
Nめ二項演算 fがユニバーサル演算である
⇔Nこのすべての合同関係～に対して, fが以下の (※)を満たす :
(※)Vx,y,X:,yI:
〈x,xl〉∈～ &〈y,yt〉∈～
⇒ 〈f(x,y),f(xl,yl)〉∈～。
要するに,自然数上の二項演算が
ユニバーサルであるということは,
任意の合同関係によって自然数が
X    Xi
＼ ＼
y     yi
/    /
＼ 評 潮
N=
分類されても,類の代表元に無関係に,演算 (の結果)が類に関して保存される,ということであ
る。
定理 5.3.2
f,～,hを以下のものとする。
fi打=〈N,0,S〉上の二項演算 ,
～ IN上の合同関係 (congruence relation)
hi～に対応する,打から
「
～への準同型 (ただし,ダ～=(N～,Oh,S礁〉)
とする。このとき,
ヨg(gはN～上の二項演算である&gはfのN～における準同型像である)
⇔ fはユニバーサル演算である。
I証明〕
いま,Nの二つの要素x,yに対するfの値がzとなるような,すなわち,f(x,y)=z とな
るような,N内の二つの要素:x,y,zをhでく～に写して,h(x),h(y),h(z)を得て,そ
れらの順序三組 〈h(x),h(y),h(z)〉から成るような集合gを作る。言い換えると,
g=|〈h(x),h(y),h(z)〉lf(x,y)=zl
とする。もしgをNた上の演算と見ると,
[⇒:]
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gはN上の演算 fの準同型像になっている 。
"。
N～
IIgを実際にN～上の関数と仮定する。(gの定義
の仕方から,gはN～におけるfの準同型像にな
っている。)さて, fがユニバーサル演算であるこ
とを示すために,任意のx,y,xl,yl(∈N)
をとり,〈x,xl〉∈～,(y,yl〉∈～ と仮
定する。～=|〈x,y〉∈N×Nlh(x)=
h(y)|であるから,h(x)=h(xl),h(y)=
h(yl)……①である。示すべきことは,〈f(x,y),
f(xl,yl)〉∈～ である。いま,f(x,y)=z,
f(xl,yl)=vとすると,gの定義から,〈h(x),h(y),
h(v)〉∈gであり,gが関数であること :
?
＝
h(z 〉∈g,かつ くh(xl),h(yl),
〈u,w,t〉∈g かつ くu,w,s〉∈g⇒ t=s
と,①より,h(z)=h(v),すなわち,h(f(x,y))=h(f(xl,yl))である。よって ～の定
義より,〈f lx,y),f(xl,yl)〉∈～ である。
[←:]            イ
fについて,定義 5。3.1での条件 (※)が満たされているとする。gが関数であることを示すには,
〈x,y,z〉∈g&〈x,y,v〉∈g⇒z=vを示せイぎ十分である。いま,〈x,y,z〉∈g,くx,
y,v〉∈gとする。すると,gの定義より,(hは準同型であるが必ずしも一対一とはかぎらないか
ら)あるxo,xl,yO,yl C Nが存在して,h(xo)=x=h(xl),h(yo)=y=h(yl),である。と
ころで,(※)より,
〈xo,xl〉∈～ &〈yO,yl〉∈～ ⇒ 〈f(xO,yo),f(xl,yl)〉∈～……②
であるが,h(xo)=h(xl)より〈 o,xl)∈～が成り立ち,h(yo)=h(yl)より〈 o,yl〉∈～
が成り立つことによって,②の前件が成り立つから,後件 :〈f(xo,yo),f(xl,yl)〉∈～ が導か
れる。ゆえに,～の定義により,
h(f(xo,yo))=h(f(xl,yl))。……③
ところが,(x,y,2〉Cgだったから,〈h(xo),h(yo),z〉∈g,ゆえにgの定義により,xo,
yoに対するfの値の,hによる像がzに外ならないから,
z=h(f(xo,yo))……④
である。また,〈x,y,v〉∈gだったから,〈h(xl),h(yl),v〉Cg,ゆえに,再びgの定義
により,
v=h(f(xl,yl))・…・⑤。
③,④,⑤により,
Z=V
が導イする。
gがN～上の演算 (関数)であることが示されたから,(さきに述べたように)gの定義により,
gはfの準同型像となる。
h(x)=h(xl)
h(z)=h(v)
f(xl,yl)
定理 5. 3. 3:巾法はユニバーサル演算ではない。
Q. E. DE
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【証明】
定義4.2.1での関係Rm,nで=0,m=3とすると,R3,0は3を法とする (剰余に関する)合同関
係となる。そのとき,(2,2〉C R3,0かつ く0,3〉∈R3,0である。しかし,20と23とは,3
を法として合同ではない。実際 ,
20=1∈ [1]～= 11, 4, 7,10, 中●|,
23=8∈[2]～=12,5,8,■,…|。
∴ (20,23〉/R3,0である。
QI E. D.
さて,自然数上の演算 ,が,ユニバーサル演算である (自然数上の)演算 fとgから,原始帰納
(primitive recursion)の図式によって得られた,とする。このとき,Iもユニバーサル演算だと言
えるか?必ずしもそうは言えない。中法がそうはならない例となっているからである。しかし,も
し,が可換的である (commutative)ならば,すなわち,交換律がなりたつならば,jはユニバーサ
ルでもある。つぎの定理がこのことを主張する。 ′
定理 5,3,4
1が,ユニバーサル演算f,gから原始回帰によって得られる,N=(N,0,S〉上の二項演算で
あるとする。このとき,もし,が可換的である (commutative)ならば, jはユニバーサルである。
〔証明】
jがfとgから原始回帰によって得られるとすると,すべてのx,y∈Nに対して ,
(イ),(x,0)=f(x)
(口),(x,Sy)=g(x,y, ,(x,y))
とおくことができる。さらに, ,が可換的であり, fとgはユニバーサル演算である,とする。い
ま,～をN上の合同関係 (congruence rel?on)である,とする。示すべきことは,,がユニバー
サルである,ということである。手のためには,さきの定理5,3.2によって,打～=(N～,
10卜,SN〉の中に,の準同型像 j～が存在すること,を示せば,必要にして十分である。すなわち,
I～ (Ix〕～,[y〕N)=[j(x,y)ト
であるような,唯―の j～が存在すること,を示せばよい。これを証明するために,まず,次の命題
を証明する。
命巴 :すべてのx∈Nに対して,構造N =｀(N～,[01～,SN〉において,以下の条件(1),(2)を
満たす,唯―の演算 j～[x〕～が存在する。
(1)i～[X]～[01～=f～[xl～
(2)i～[x〕「VS～[y]～=gtt tx〕～[y付(j～[x〕～[y〕～)
(ここで,f～とg～は,ユニバーサルであるfとgの準同型像であり,これらは,定理 5,3.2によっ
て,その存在が保証されている。)
最初に,命題が主張する,itttX卜の唯―性を示す。そこで,i～[x卜と ,～・ [x]～を,条件 (1),(2)
を満たす二つの演算とする。いま ,
G=|[y]～∈N li～[x〕～[y卜=jⅣ*[xl～[y]～|
とおく。目標は,G=N～である。N～は帰納法モデルであるから,N～の部分集合であるGに対
して,公理3Pが適用できる。実際 ,
1.基底 :〔01～CG,
および 2.帰納のステップ iV[y〕ⅣC N～(ty卜∈G⇒SN[y〕″CG)
田畑博敏 :第二階論理によるペアノ算術
が成り立つ●0。 よって,公理3Pにより,G=N～。これと,Gの定義により,
V[y〕～∈N～ (i～[x]～ty〕″=i～半[x〕～[y〕?)
が成り立つ。従って, 1～[Xl留=i?キtxl～である。
つぎに, I～[x〕～の存在性を示す。Hを,(対応する)関数 i～[x〕～が存在するような,N～のすべ
ての要素 [x]～の集合,すなわち,
H=|[x〕～∈?ψ ヨ[z〕～(j～[Z〕壁N～→N～&i～[Z〕～は(1),(2)を満たす &tx卜=t21～)|と
せよ。日標はH=N～である。事実 ,
1. 基広;:[01留∈H
および 2.帰納のステップ :V[y〕～∈N～ ([y〕～∈H→S～tyI～∈H)
が成り立つ。。とく～が帰納法モデルであることにより,N～の部分集合であるHに公理3Pを適応
して,H=N～。こうして,すべての[x〕～∈N～に対して,(1),(2)をみたす,N～上の一項関数
i～tx卜が唯一存在する。従って,,μ([X〕～,[y〕～)=j～Ix卜[y卜と定義すれば,このような二項関
基 j～が唯一つ存在することが示された。つまり, Iの準同型像となる,打～上の関数 j～が存在す
る。よって,定理5.3.2により, ,はユニバーサルである。
Q. E. D.
定理5.3.4によれば,すべての可換的演算はユニバーサルであるが,このことの逆は成り立たない。
すなわち,ユニバーサルな演算であっても可換的であるとはかぎらない。このことを主張するのが
つぎの定理である。
定理 5.3.5:すべてのユニバーサル演算が可換的である,とはかぎらない。
【証明】
例として,すべてのx,y∈Nに対 して ,
Ixy=x2.y
である二項演算 jを考えると,この iはユニバーサルである 。9。 しかも, iは,
|と:了!=z+x2
として,ユニバーサル演算f,gにより,原始回帰により得られる。しかし, ,(2,1)=4,
I(1,2)=2だから, jは可換ではない。                Q. E.D.
註
(1)われわれは,田畑 [20011で用いた用語 (これはManzano[1996]に基づく)を踏襲して用い
る。今回もManzano[19961(特に第3章)に多くを負っている。また,第一階論理上で展開さ
れる (古典的)モデル理論についても,懇切丁寧なManzano[19991を参照した。
(2)fはlal上の関数だからfa=aとなるが,公理lPiVx¬(a
=fx)から全称例化により,¬(fa=a)が導けるから,矛盾と
なる。よって,この構造は公理lPを満たさない。ところが,公理 2
Pは満たす。実際,任意のx,yとして,a以外にないから, fx=
fy→x=yは,fa=fa→=aに外ならないが,これは トリヴィアルに成り立つからであ
る。また,公理3Pが成り立つことは以下のようにして分かる。領域 talの部分集合Xとして
はり (空集合)かlalそのものしかない。X=②のとき,a/りだから,司Xa,ゆえに, ト
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リヴィアルに,Xa∧Vz(Xz→Xfz)→VxXx……。(※)が成り立つ。また,X=lal
のとき,領域の要素はaのみだから,VxXxが成り立つから, トリヴィアルに (※)が成り立
つ。よって,Xの全称化により,公理3Pが成り立つ。
(3)まず,公理3Pが満たされることは,つぎのようにして分かる。X=②,X=lblのとき,¬
Xaであるから,Xa∧Vz(Xz→Xgz)→VxXx…… (※)|まトリヴィアルに成り立つ。
X=lalのとき,Xaは成り立つが,a+b/1al.・.コXb。ところが,b=ga .・.コX
ga,∴Xa∧コXga,∴¬Vz(Xz→Xgz)。よって,トリヴィアルに (※)が成り立つ。
X=la,blのとき,Xa,Xbが共に成り立つから,VxXxが成り立つ。よって,トリヴィ
アルに (※)が成り立つ。こうして,与えられた構造は公理3Pを満たす。しかし,公理2Pは
満たされない。なぜなら,s(a)=g(b)=b,しかしa tt bだから,ヨxヨy(g(x)=g(y)
Ax+y)であるからである。
(4)公理2P,すなわち VxVy(σax=σЯy→x=y)が成り立つことは,関数σスの値の
配分の仕方を
」a:A→A
II  II
O→1
1→2
2→3
3→4
4→5
5→0
わかる。同一の数が,異なる二つの数の,関数σAによる関数値になっ
拌と評ω=的
という図が含まれないことは,一目瞭然であるからである。また,公理3Pが成り立つことは次
のようにして分かる。XがAの非空真部分集合のとき,例えばX=10,112,3,41のと
き,z=4とすると,Xz,しか ¬x5,∴¬X σA4となるように,Xから拶F除されたAの要
素の前者をzとすると,XzAコx σa zであるから,必ずVz(Xz→X σЯ z)は不成立であ
る。よって, トリヴィアルに,X ca∧Vz(Xz→X σaz)→VxXx…… (※)が成り立つ。
また,x=Aのとき,当然VxAxだから,VxXxは成り立つ。よって (※)が成り立つ。X
=りのとき,¬X ca。ょって, トリヴィアルに (※)が成り立つ。こうして,公理3Pが成り
立つ。しかし,この構造は公理lPのモデルではない。実際,0=ca=σЯ 5,∴ヨx(ca=σA x),
∴¬Vx¬(ca=σA x)だからである。
(5)公理3Pのモデルであることは,つぎのようにして示しうる。Xが,B-101以外の,Bの
真部分集合のとき,排除された,0以外のBの要素の,前者をzとすれば,Xz∧¬xσりzであ
るから,これが反例となって,Vz(Xz→Xσ` z)は不成立である。よって,トリヴィアルに ,
X ca∧Vz(Xz→X σBz)→VxXx…… (※)が成り立つ。X=B一101のとき,0/B―
101=X,∴¬x ca,よって,トリヴィアルに,(※)が成り立つ。B=Xのとき,VxBx,∴
VxXx,よって,トリヴィアルに,(※)が成り立つ。こうして,この構造は公理3Pのモデル
と図示することによって ,
ていないこと,つまり
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となっている。公理lPのモデルであることは,0すなわちcaに前者が存在しないことが図から
すぐ読み取れることにより,明らかである。また,公理2Pのモデルでないことは,つぎのよう
にして示し得る。x=6とすると,σB x=σ86=7。y=12とすると,σ8y=σぢ12=7。∴
σa x=σa y=7。しかし,6=x+y=7。∴ヨxヨy(σa x=σB y∧x+y),すなわち¬
VxVy(σa x=σa→x=y)だから,公理2Pは成り立たない。
(6)コンパクト性定理によれば,文の任意の集合Φと任意の式″に対して ,
Φ卜″ ⇒ (ヨ△)[Δ⊆OAΔは有限である∧Δ卜ψ]
である (田畑[20011151頁)。 ″として,式x+xを取ると,任意のモデルMで,?,Fx tt x
が真となるから,
AFX+X⇔匈VM(M卜△⇒M卜X tt x)⇔ヨM(M卜△)⇔△はモデルを持つ
畔 x+x⇔¬VM(M卜0⇒M卜X+X)⇔ヨM(M卜Φ)⇔0はモデルを持つ
となる。よって,コンパク ト性定理 (の代入例)の対偶 :
VΔ [△⊆oA△は有限である,畔x tt x]⇒呼 x+x
は ,
「Φの任意の有限部分集合がモデルを持てば,0もモデルを持つ」
を意味するから,「■1・の任意の有限部分集合がモデルを持てば,Πいそのものもモデルを持つ」
が導かれる。
(7)Manzan。[1996](121頁)によれば,すでに1929年頃,スコーレムはそれを指摘している。
(8)Nはペアノ。モデルであるから,そのイ団体宇宙Nにはc打が含まれているicttC N。また,σЧまN
からN―lcrlの上への (onto)の写像だから,もしσTx C Nならば,σtt x tt crかっx∈Nで
あり,ともかくx∈Nである。∴脚岐 ∈N⇒xCNが成り立つ。よって,Nは切片である。また ,
x∈Nなる任意のxをとり,σtt x∈lc引とすると,σtt x=c下である。しかし,Nはペアノ・
モデルであるから,公理lPが成り立つので,cr tt σtt xである。よって,矛盾となる。よって ,
トリヴ ィアル に,VxCN(σtt x∈に打|⇒xCに下|)が成 り立 つ 。無論 ,cr∈ic下|であ る。 よ っ
て,Ic打|は切片である。
(9)部分関数が,すなわち,H(⊆N)の要素からAの要素への写像が,いかに生成されるかを,
(実際は時間とは無関係であるが)時間上で,模式的に描写すると,以下のようになろう。
H c打○
?
?
?
?
A c冤○
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両構造の特異要素を見つける
それらを対応させる
対応させられた要素をインプットとしたときの ,
σ打とσAによるアウトプットを探す
?
?
?
?
?
?
?
?
?
?
?
tl  i}:迂
:
tL
tL
tr
tL
c打。___0
1    1f        それらを対応させる
c冤0-一―●
cイ。
一
。 σttO
c).___古 σЯ。     手Tゴデを警ξ覇夢†チ子〒と換手したときの,
CΥ°~~~〒十一~ィf    それとを対応させる
c冤0-一-0-一―●
ゴ:三I三I迂:  …探す
tO 定理2.2.1により保証されたてから幹 への準同型に関して,定理2.3.1により,
州牛がNめ準同型像である⇔N羊は帰納法モデルである
である。ところで,仮定により,N年はペァノ・モデルである。よって,帰納法モデルでもある。
∴N孝はNの準同型像である。よって,NからNHtの上へのある準同型hが存在して,N・=h[N]
である。また,同じ定理により,
ダがN稗の準同型像である⇔打は帰納法モデルである
が成り立つ。仮定により,「はペアノ・モデルであるから,帰納法モデルでもある。よって,幹
からNめ上へのある準同型h*が存在して,N=h*tN*]。
住0 以下の(1),(2)が成り立つことにより,h÷Ohが,NみらNへの準同型であることを示したこと
になる。
(1)(hキ。h)(cN)=h半(h(cり)=h*(c下・)=c打
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(2)任意のy∈Nに対して ,' (h*Ch)(σtt y)=h*(h(σtt y))           [合成写像の定義より]
=h*(σ
「
・ (h(y)))         [hが準同型であるから]
=σイ(h*(h(y)))         [h*が準同型であるから]
=σ打((h・●h)(y))           [合成写像の定義より]
住② hが一対―でないとする。すると,あるx,y∈Nが存在して ,
x+y&h(x)=h(y)
である。y=〆?宅・p牧 とおくことができる(N
の要素は補題2.1,3より部分関数の定義域に合
まれるから,切片の列を大きい方から小さい方に辿
れるから)。 y=σtt zとして,場合に分ける。
i)z=xのとき。h(x)=h(z)=w とすると,
h(y)=h(σ屹)=σ丁*(h(z))=σイ*(w)。
h(y)=w,∴=σΥキwとなり,世がペアノ
挙     ンh(X)=h(y)↓
↓
Z
↓y
h(z)
ところが,h(x)=h(y)だから,
'モデルであることに反する。
ii)z tt xのとき。
イ)h(z)=h(x)のとき。上の1)と同様の議論により,幹がペアノ・モデルであるとい
う仮定に反する,という不合理が生じる。
口)h(z)半h(x)のとき (右上図参照)。 hは準同型だから,h(y)=h(σセ)=
σ下・ (h(z))=σΥ・ (h(σtt σ征・・x))=σΥキσΥ*h(σ征・・x)=". …=σイキσ打■ …h(x)。
ところが,h(y)=h(x),∴σイ*σ打・・..h(x)=h(x)。こうして,この場合も,州碑がペア
ノ・モデルであるという仮定に反する事態となる。
こ9 高名なペアノの公理系 (すでに述べたように,通常は五つの公理であるが)は,次第に洗練される
形で考えられたらしい (ペアノ[19691の「はじめに」参照)。 全3巻のペアノ全集 (Peano[19571,
t19581,[19591)の第Ⅱ巻に収められている, 1889年のラテン語による論文 :“Arittmettces
pttncipia,■ova mehodo exposica"(Hetten00rt[1967]に英語による抄訳がある)では 個の公
理を挙げているが,このうちの4個は,“="に関する法則である。ペアノ[19691に全訳の邦訳が
ある,1891年の論文 “Sur concett di numeЮ"では,五つに整理され,算術の公理として
分離されている (邦訳93頁参照)。
αつ 定項関数と後者σΥ・ を用いた,原始帰納の定義方式による,加法f(x,y)の値の決まり方
を (見取り図風に)図示すると,以下のようなものになろう。(xは固定されており,yが変化す
るものとみなす。)
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C壁
*(c州写*)
―
←
?
?
←
?
?‥?
←
?
|
↓
打*y
打*y)=σ打*(f(x,y》
19 規則:f(x,y)=hx(y)によって定義されたfが(1.1)と(1.2)を満たすことは,つぎ
のようにして示しうる :
(1.1)f(x,c下半)=hx(c打学) [規則による]
[hxが準同型であるから上の(1)イこよる」
(1.2)f(x, σ下*(y))=hx(σ下*(y))  [規貝U]
=σ下*(hx(y))  [hxが準同型であるから上の (2)1こよる]
=σ下・ (f(x,y)) [規則]
=g(x,y)で定義されるgxが上の (1);(2)を満たすことは,つぎのようにして
gx(c下*)=g(x,c構)      [gxのgによる定義による]
=x           [gが上の条件 (1,1)を満たすことによる]
gx(び下*(y))=g(x,σΥ*(y))[gxのgによる定義による]
Ⅸ二
=x
l161  gx(y)
わかる :
(1)
(2)
=σ打キ(g(x,y))
=σTr■(gx(y))
&り 基底と帰納のステラプが成り立つことを順次示す。
1.基底ic伸∈G
なぜなら,kx(cTf・)=Ψl(mx(cイ*))
=Ψl(cxN4)
[gが上の条件 (1,2)を満たすことによる]
[再びg文のgによる定義による]
[kxの定義による]
[mxが準同型であるから(1)より]
主Ψl((c打・ ,f(x)〉  [cx下*の定義による]
=Cttrキ [射影関数Ψlの定義による]
む る ん ,c打・ ∈ N・で あ る か ら,cOf*∈Nキ&kx(c「*)=c打半。 .・.c打・ ∈ G。
2.帰納のステップiVyCN*(y∈G⇒σ下*(y)CG)
任意のyCN*をとり,y∈Gと仮定する。Gの定義より,kx(y)=y……①
さて,kx(σ下・ (y))=Ψl(mx(σ下*(y)))[kxの定義による]
田畑博敏 :第二階論理によるペアノ算術
=Ψl(gx打と.`里誉.tェ,ユ必_   [?xが準同型だから(2)の条件による]
ところが,最後の式の下線部分Ⅲ…Ⅲ」こついては,以下のようになる :
ヱ1ぜr.ど堕モ々と」圭σが・ (〈Ψl(mx(y)),Ψ2(mx(y))〉) [mxの定義によりmx(y)が順序
対であることと射影Ψl,Ψ2の定義による]
=〈σ
「
*(Ψl(mx(y))), g(x,Ψl(mx(y)),Ψ2(mx(y)))〉
[σが■の定義による]
=〈σ打*(kx(y)),g(x,kx(y),hx(y))〉[kxの定義よりkx(y)=Ψl(mx(y)),
hxの定義よりhx(y)=Ψ2(mx(y))による]
よって,まとめると ,
kx(σTf・(y))=Ψl(σx碑(mx(y)))
=σ
「
*(kx(y))
[._…p部分が__のような順序対で
あることと,射影Ψlの定義による]
[①よりkx(y)=yによる]=σ下・ (y)
こうして,σTr*(y)∈N*&kx(σ打*(y))=σ下|(y)であるから,Gの定義により,
σイ・ (y)CG となる。以上より,
VyCNキ(y∈G⇒σTf*(y)∈G
が示された。すなわち,帰納のステップが成り立つことが示された。
Q9 構造上の「合同関係」とは,構造Я=〈A,(An〉.≧1,(ca〉c∈oPER.CONS〉の二項関係R⊆
AXAで,以下の条件 (i)―(lii)を満たすもののことである :
(1)RはA上の同値関係 (すなわち反射的・対称的・推移的である関係)である。
(ii)任意のn項関数定項f,およびAの要素 xl,…,X■vl,~,ynに対して ,
〈xl,yl〉∈R, ・・,(Xn,y.〉∈R=⇒〈fЯ(xl,"・,xn), fa(yl,"・,yl)〉∈R
すなわち,関係Rを満たす個体の一方 (のグループ)に適用された関数の値は,同じ関係
を満たす他方 (のグループ)に適用された関数値に対して,再び関係Rを満たす。
(iti)任意のn項関係定項T,および個体 xl,…,Xn,yl,…,yn C Aに対して ,
〈xl,yl∈R, ・中,(xn,yn〉∈R=⇒ (響 (xl,・…,Xn)ぐ〉TЯ (yl,中,,yn))
すなわち,関係Rを満たす個体の一方 (のグループ)は,同じ関係にある他方 (のグルー
プ)と,任意の関係を満たすか否かに関して常に一致する。
田畑 [20011139‐40頁参照。
t9 復習を兼ねて,田畑 [20011から,関連する「命題」を (証明ぬきで)拾い出してみる。
(1)命題2.7.2(田畑 [2001〕40頁):hを構造aから他の構造3の中への強い準同型である
とする。このとき,～h=|〈x,y〉∈AXAlh(x)=h(y)|として定義される関係～hは,
A上の合同関係である。
この命題は,強い準同型 (「強い」という限定は,もとの構造での要素間の関係成立が,写され
た先での関係成立の,十分条件のみならず必要条件でもあることを示すが,関係ではなく関数の
みをわれわれはいま問題にしているので,この限定の有無は無関係である)によって他の構造の
同一個体に写されるもとの構造の個体同士が関係～hを満たす,として～hを定義すると,この
関係～hは合同関係にある,と主張している。要するに,(他の構造の)同一の要素に写される,
もとの構造の要素どうしは,ある程度の類似性がある筈だと予想されうるが,実際に,「合同関係」
を満たすという,相当に類似度の高い関係にあることになる。つぎの図示により,その状況を(大
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まかではあるが)視覚化できよう :
A(=Яの個体宇宙)
||
B(=らの個体宇宙)
||
～hi合同関係
(11)命題2,7.3(田畑 [20011140‐1頁):Я上の任意の合同関係=に対して,≡=～hであるよ
うな ,Яか ら,徹か ら作 られ る)別の 構 造 :Я==〈A二,(ca=〉c∈o配R,CONS〉の 上 へ の (onto)
強い準同型hが存在する。
この命題は,上の命題 (命題2,7.2)とは逆に,元の構造上に合同関係が存在すれば,それを言わ
ば材料にして,合同関係を満たす,同じ同値類の要素は,すべて自らが属する当の同値類に写さ
れる,という仕方で (強い)準同型を作ることができる,と主張している。以下の図でこのこと
を大まかに示す :
tr
A
?
?
?
?
?
h
?
?
?
?
?
?
?
?
?
?
?
?
?
?
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(iti)命題 2,7.4(田畑 [2001]141頁):hが冤から3の上への (onto)強い準同型であるとする。
.そのとき,
Яtth茎0  (ただ し Я～h=(A～h,〈C～h〉cC oPER CONS〉
A～h=|[x]～hix∈AI=～hの同値類の集合)
この命題の内容は以下のようなことである。ЯからCの上への強い準同型hが存在するとすれば,上
の命題 2.7.2により,冤の個体宇宙A上に～hという合同関係が定義できるが,命題2.7.3により,こ
の合同関係～hに基づいて,ЯからЯ～hの上への強い準同型h*が作れる。このとき,～hという
合同関係そのものが,「Bの同一要素に写されるAの要素を (言わば)同一視する」という関係とし
て定義されていたので,Bの同一要素bに写されるAの要素a,aア…・が全部,こんどはA～hの同
一要素 [a]～hに (aからЯtthへの準同型h*により)写されるから,Bの要素bと,A～hの要素
[a]?hを同型対応させることができる筈である。これが,この命題の意図である。以上のことは ,
つぎの図により,大まかに理解できる :
A～h
ll
tL
?
＝
田
田
田
?
?
?
?
?
(?)命題2,7.5(田畑 [20011142頁):hlとh2が,それぞれ,Яから01の上への,および,
Яから82への,強い準同型であり,かつ～hl=～h2のとき,ol≡o2である。
この命題は,命題 2.7.4より,31茎Я～hl=Я～h2茎82が導かれることと,≡が同値関係
であることから証明される。つぎの図により,この命題の意図の概略を示すことができる :
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?
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?
?
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?
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A～h2=A～hl
901 定義に基づいて,Rm,nの具体例を考える。m=3,n=0,すなわちR3,0をとる。定義は〈x,
y〉 ∈R3,0⇔(1)x,y<0&x〓yまたは (2)x,y≧0&ヨz(x=y+3zVy=x+3z)
であるが,Nでは,(1)は常に偽であるから,(2)が実質的定義条件である。(2)の連言の前半は常
に成り立つから,事実上,後半部が定義条件である。つまり,xがyに対してR3,0の関係にある
のは,x―yまたはy一xが3の倍数である場合である。通常「3を法として合同」と表現され
る関係,すなわち3で割った剰余が同じか否か (0か1か2か否か)で当の関係の有無を決める
ものである。「同一剰余を持つ」関係で分類してできる剰余類は
[0卜=10,3,6,9,12,15,…|
[1]…11,4,7,10,13,16,…|
[2卜=12,5,8,11,14,17,…|
となる。ここで,見られる循環が,帰納法モデルの中の循環モデルと関連する。
また,別の具体例として,Rm,n=R5,2をとる。      ・
定義条件は,(x,y〉∈R5,2⇔(1)X,yく2&x=yまたは (2)x,y≧2&ヨz(x=y+5z
Vy=x+5z)であるから,2より小さい自然数までの同値類はその自然数から成る単元集合で ,
2以上の自然数の場合, 5を法とする剰余類となる。
[0]～=101
[1卜 =111
[2]～=12, 7, 12, 17, 22, 27,…|
[3]～=13, 8, 13, 18, 23, 28,…|
[4卜=14, 9, 14, 19, 24, 29,…|
[5卜=15, 10, 15, 20, 25, 30,…|
tL
B2Bl
(0★|
tO☆l
?
?
?
?
?
?
?
1●★|
10☆l
(口|
?
?
?
?
?
?
?
?
?
?
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[6卜=16, 11, 16, 21, 26, 31,…
|
ここで見られる,「一直線」と「循環」の結合,すなわち「スプーン型」は,帰納法モデルの
スプーン型と関連する。
9り 実際,まず,〈n,n〉から〈n+1,n■〉,〈n+2,n+2〉,…,つまり,表の (左上から右下の方向に
走る)対角線上の順序対がすべてRを満たす (図①)。 つぎに,〈n,n+m〉から出発して ,
(n+1,n+m+1〉,〈n+2,nttm+2〉,… の列 (対角線と平行に右下に走る図②の列)の)慣序対がRを
満たす。この列と対角線に対して対称な列 :〈n+m,n〉,(nttm+1,日1〉 〈n+m+2,n+2〉,― の順
序対列もRを前たす (図③)。 これは,この列の出発点 〈n+m,n〉が,(n,n+m〉∈RとRの対称性
により得られるからである。さらに,〈n,n+m〉∈
Rと〈nttm,n+2m〉∈Rより県の推移性により,
〈n,n+2m〉を出発点として対角線と平行に走る列
(図④)が得られ,この列と対角線に対して対称
な くn+2m,n〉で始まる列が (図⑤)得られ ,
〈n,n+2m〉 ∈Rと 〈n+2同1,n+3m〉 ∈RIR?推              Ψ 、｀、  ＼移性から くn,n+3m〉で始まる列 (図⑥)が得られ,…,等々 となる。
99 最初の仮定からは,Rが合同関係である,ということしか知られないが,nとmを定義するこ
とにより,言わば,Rの「正体」を調べるための「探り」を入れた。n=oならば,Rは「mを
法とする合同」の関係である。もしn半0ならば,0≦k≦n-1までの各自然数kについては,
〈k,k〉という形の順序対のすべてが,かつそれのみがRを満たす。Rm,nの定義により,(k,
k〉はRm,nを満たす。そこで,いま,x,yのいずれもがnに等しいか,nより大きいとして ,
y≧xとした。もしx=n tt w,y=n+w+vならばy=x+vだから,順序対 〈x,y),す
なわち〈n+Ln+wttv〉は,表において,対角線の列より上の列に現れる。そのとき,“n tt w+v"
の “v"の部分は,ある自然数zに対して,v=zmである。
そうすると,y=x+zm,∴ヨz[zcN&(x=y+zmvy=x+zm)]。ゆえに,〈x,
y〉∈Rm,nとなる。
991)Rm,nは同値関係である。x=xは常に成り立つので,x<n&x=x⇔x<n。また,0∈N&x=x+0=x+0・m,∴ヨz[z∈N&(x=x+z・m)]。ところが,x<nvx≧n
よって,x<nvx≧R&ヨz[z∈N&(x=x+z・m)],すなわち〈x,x〉∈Rm,n。よっ
て反射性が成り立つ。またRm,nの対称性は,“&"と“="と“v"の対称性に由来して成り
立つ。最後に,推移性を示す。(x,y〉∈Rm,nかつ くy,w〉∈Rm,nとし,x=y+zl m,
W=y ttZ2 mとする (他の場合も同様だから省略する)。 x≧wのとき,x―w=(zl―z2)・
m≧0,m≧0だから,(zl―z2)≧0,∴(zl―z2)∈N。 ∴x=w+(zl―z2)°mo W≧
xのときも同様にw=x+(z2~Zl)°m,z2~ZlC N。∴どちらにせよ,ヨz[z∈N&(x
=w+zmvw=x+zm)],∴〈x,w〉∈Rm,n。
(li)つぎに,まず関数に関して,Rm,nの関係にあるもの同士が保存されることを示す。(x,y〉
∈Rm,nとする。(Sx,Sy〉∈Rm,nである。なぜなら,(イ)x<nでx=yのとき,Sx=Syo Sx<nのとき,Rm,nの定義により,(Sx,Sx〉=(Sx,sy〉∈Rm,nであ
る。Sx≧nのときも,Sx=sx+0=sx+om,∴ヨz[z∈N&(SX=Sy+(zm)v
Sy=Sx+(zm)].・.〈Sx,Sy〉∈Rm,n。そこで,(口)x,y≧nとし,y≧x,y
=x+zmとする。Sy=s(x+zm)=s(zm+x)=zm+sx=Sx+zm(ここで
?
?
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“+"の交換律を仮定する),∴ヨz[z∈N&(Sx=Sy+zmvSy=Sx+zm)]。いず
れにせよ,(Sx,sy〉∈Rm,n。
つぎに加法に関して。(xl,yl〉∈Rm,nかつ くx2,y2〉∈Rm,ぃとする。示すべきは,〈xl+x2,
yl+y2〉∈Rm,nである。いま,xl=yl+zl・m,y2=X2+Z2・mとする (他の場合も
同様か簡単)。 (xl+x2)―(yl+y2)=(Xl―yl)―(y2~X2)=(Zl―z2)°m。 (イ)zl≧
Z2のとき,m≧oだから,(zl二z2)・m≧0,∴ヨz[(xl+x2)=(yl+y2)+zm]。
(口)Z2>Zlのとき,m≧0だから,(zl―z2)°m≦0,∴ヨz[(yl+y2)=(Xl+x2)十zm]。
いずれにせよ,ヨz[z∈N&(xl+x2=yl+y2+z mVyl+y2=Xl+X2+zm)]。
ゆえに,(x二十x2,yl+y2〉∈Rm,nである。
乗法の場合も同様。                          Q. E. D.
卸 実際,[y]～∈N～とする。すると,y∈N。 ところが,①より,Vy∈N(S(y)/[0]～
=101)だったから,[S(y)卜半 [0]～。しかし,②より,[S(y)卜=S～([y]～).・.S～(
[y卜)+[0]～。
90 まず,基底ica c Gから。hxもhx・も,条件(1)を満たすから,hx(ca)=x,hx*(ca)
=x,∴hx(ca)=hx*(ca),i ca∈A&hx(ca)=hx*(ca),i cacG。つぎに,帰納の
ステップ:Vy∈A(y∈G⇒σa(y)∈G)を示す。任意のy∈Aをとり,yCGと仮定する。
これにより,hx(y)=hxキ(y)である……①。
hx(σЯ(y))=σa(hx(y))
=σa(hx半(y))
[hxが(2)を満たすから]
[上の①より]
=hx*(σa(y))             [hx・が (2)を満たすから]
90 まず,基底 ica c Hを示す。x=caの場合のhx,すなわちh caとして,同一性関数 :h cЯ
(z)=z(z∈A)′をとる。すると,h ca(ca)=ca=x,∴(1)を満たしている。また,hx
(σЯ(y))=h ca(σЯ(y))=σЯ(y)=σ・ (h ca(y))=σA(hx(y))。よって,(2)を満たす。
こうして,h ca:A→A&h♂は (1),(2)を満たす。むろんca∈A。 ∴cЯ∈H。つぎに,帰納の
ステップiVy∈A(y∈H⇒σa(y)∈H)を示す。任意のy∈Aをとり,y∈Hと仮定する。
すると,Hの定義より,(1),(2)を満たすような関数hメA→Aが存在する。いま関数h σa(y)を,
規則 :
(※)∀x∈A:h σA(y)(x)=σЯ(hy(x))
によって定義する。すると,この関数h σa←)イよ(1)を満たす。なぜなら,
h σa←)(Ca)=σЯ(hy(ca))       [上の規則 (※)による]
=σЯ(y)         [仮定によりhyは(1)を満たすから]
つまり,z=σЯ(y)とおくと,hz(ca)=zとなっているので,(1)を満たしている。また ,
h σa●)は,(2)も満たす。なぜなら,
h σA(の(σЯ(X))=σa(hy(σЯ(x)))  [上の規則 (※)による]
=σЯ(σa(hy(x)))  [hyは,(2)を満たす:hy(σ■(x))
=σA(h y lX))]
=σA(hびa←)(x))  [再ぴ規則 (※)による]
こうして,z=σ■(y)とおくと,hz(σ・ (x))=σ4(hz(x))となっているので,h σa(♪1よ,
(2)を満たしている。こうして,σA(hy(x))1よAからAへの関数だから, h σa.):A→&h σa
lylイよ(1),(2)を満たす,ということが示された。従って,ヨz(hパA→A&z=σス(y)&h
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zは(1),(2)を満たす)&σa(y)∈A。 ∴σa(y)∈H。 こうして,帰納のステップが示さ
れた。
9, 実際,以下のようにして,fは条件 (1.1),(1,2)を満たす :
(1.1)f(x,ca)=hx(cЯ)          [定義による]
=X            [hxが(1)を満たすことによる]
(1.2)f(x,σA(y))=hx(σス(y))    [定義による]
=σ4(hx(y))    [hxが(2)を満たすことによる]
=σA(f(x,y))   [再び定義による]
90 fキxが,補題1で述べられた条件 (1),(2)を満たすことは,つぎのようにして示される :
条件(1)if*x(ca)=f*(x,ca)       [f*xのf*による定義による]
=X            [f*が(1,1)を満たすことによる]
I条件(2):f*x(σ■(y))=f・(x,σA(y))  [f*xのf■による定義による]
=σa(f・(x,y))  [f*が(1,2)を満たすことによる]
=σЯ(f*x(y))[f*xのf*による定義による]
99《補題1の証明》唯―性から示す。kxとkx・が (1),(2)を満たす二つの一項演算であるとする。
ここで,G=ly∈Alkx(y)=kx*(y)|とする。Aの部分集合であるGに公理3Pを適
用する (aが帰納法モデルだから)ために,まず.1.基底ica∈Gを示す。kxもkx・も仮定
により(1)を満たすから,kx(cA)=cA,kx・(ca)=y,∴kx(ca)=kx・(ca),∴cA c A
&kx(ca)=k xt(ca),∴cac G。つぎに 2.帰納のステップ:Vy(yCG⇒σa y∈G)を
示す。任意のy∈Aをとり,yCGと仮定する。Gの定義より,kx(y)=kx・(y)…①。こ
のとき,
kx(σa(y))=kx(y)+Ax
=kx辛(y)+Яx
=kx中(σA(y))
o・ σЯ(y)∈A&kx(σ冤(y))=kx*(σa(y)),∴σA(y)∈G。 こうして,帰納のステップ
も成り立つことが示されたから,公理3Pにより,G=Aが成り立つ。。∴VyCA[kx(y)=
kx・(y)1,ゆえにkx=k xI。すなわち唯一性が示された。
つぎに存在性を示す。まず ,
H=lxCAIヨz(kガA→A&kzは(1),(2)を満たす&z=x)|
とおく。Hは,xを固定したとき,kxが(1),(2)を満たす,A上の一項関数となるような,そのよ
うなxの集合である。まず,1.基底 i cacHを示す。k caとして,定数値関数:k ca(z)=
ca(z∈A)をとる。k ca(ca)=♂.・.条件(1)が満たされた。k♂(σa(y))=ca,他方,十aは
A上の加法だから,k ca(y)+aca=k ca(y)=cacゆえにk ca(σa(y))=k ca(y)十acA,
∴条件(2)が満たされた。こうして,k cAは(1),(2)を満たすA上の一項関数だから,ca∈H。 よっ
て,基底が成り立つことが示された。つぎに,2.帰納のステップiVy(y∈H⇒σЯ(y)∈
H)を示す。任意のycAをとり,y∈Hと仮定する。Hの定義より,(1),(2)を満たす関数ky(k
ガA→A)が存在する。いま,k σЯ●)を,つぎの規則 (%)により定義する :
k σaけ)(x)=ky(x)+Яx …… (%)
この関数k σЯ●)は(1)を満たす。なぜなら,Kσ■(y)(Ca)=ky(Ca)十aca=ky(ca)=ca
[仮定によりkyは(1)を満たすから]。 k σa(〕イま(2)も満たす。実際 ,
[kxは(2)を満たすから]
[上の①より]
[kx■は(2)を満たすから]
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k σЯ●)(σЯ(x))=ky(σЯ(x))+a σЯ(x) [上の定義 (%)による]
=(ky(x)+Ay)+Я σ4(x)  [kyが(2)を満たすから]
=ky(x)+・(y+Я σЯ(x))   [Aでの加法の結合律]
=ky(x)+a σa(y+4ズ)    [加法の定義条件による]
=ky(x)+a σЯ(x+ay)    [Aでの加法の交換律]
=ky(x)+4(x+a σЯ(y))   [加法の定義条件]
=(ky(x)+Яx)+a σ (y)  [加法の結合律]
=kσ・ (y)(X)十a σa(y)     [下線部Ⅲ…Ⅲ.に(%)を適用]
以上より,Яは帰納法モデルだから,公理3Pを適用して,H=A。ゆえに,Aのすべての要
素xに対して,(1),(2)を満たす一項関数kxが存在する。
001《補題2の証明》条件 (2.1),(2.2)を満たすような,A上の二項演算hが存在することを示す。
いま,hを,すべてのx,yCAに対して,h(x,y)=kx(y)……。(#)と定義する。
ここで,kxは,上の補題1で,その唯一存在がすでに証明されている関数である (kxを一
項関数と考えていたときは,xを固定していたが,これから,xはA上で変化するものと見な
す)。 このhが条件 (2,1),(2,2)を満たすことは,つぎのようにして示せる。
条件 (2.1):h(x,cA)=kx(ca)=cA     [kxが補題1で述べた条件(1)を満
たすことによる]
条件 (2.2):h(x,σA(y))=kx(σa(y))   [上の定義 (#)による]
=kx(y)+Ax     [kxが条件(2)を満たすから]
=h(x,y)+ax   [上の定義 (#)による]
こうして,(2.1),(2.2)を満たす二項演算hが存在することが示された。
つぎに,このhの唯―性を示す。h+を,条件 (2.1),(2.2)を満たす他の関数とせよ。示す
べきことは,h*=hである。いま,任意のxCAを固定して,h・xを,
Vy∈A:h■x(y)=h・(x,y)…… (〒)
として定義される一項関数とせよ。このh*xは,補題1で述べた条件(1),(2)を満たす。実際
(1):h*x(ca)=h・(x,ca)     [上の定義 (〒)による]
=ca          [hホが条件 (2.1)を満たすから]
(2):hキx(σ■(y))=h・(x,σa(y)) [定義 (〒)による]
=h・(x,y)+4x  [h・が条件 (2.2)を満たすから]
=h*x(y)十Ax    [定義 (〒)による]
ところが,補題 は り,(1),(2)を満たすこのような一項関数は唯一つに決まる。それがkx
であった。よって,h*x=kxである。ゆえに,(〒)より,h*(x,y)=kx(y)である。
しかし,hは,h(x,y)=kx(y)として定義されていた。従って,h・=hである。
Q. E. D.
eO まず,1.基底 :0∈Gが成り立つことを示す。
h(x)・Яh(0)=h(x)。・ ca      [hが準同型,∴h(0)=σЯ]
=ca           [・・ はЯでの乗法だから]
h(x・0)=h(0)          [x・0=0だから]
=ca            [h(0)=σAだから]
∴ h(x)・ah(0)=h(x・0)
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つぎに,2.帰納のステップ:Vy(yCG⇒Sy∈G)が成り立つことを示す。任意のy∈
Nをとり,yCGと仮定する。Gの定義により,h(x)・・ h(y)=h(x・y)… 。①。さて ,
h(x)。Ah(Sy)=h(x)・as(h(y))            [hが準同型だから]
=h(x)・ah(y)+Ah(x)          [・・ はA上の乗法]
=h(x・y)+Яh(x)               [上の①より]
=h(x・y+x)        [定理 5。1,2より,hはNめ加法+を
冤の加法+・に写像しているから]
=h(x・Sy)      [・はヽこの乗法で (2.2)を満たすから]
こうして,h(x)。Ah(Sy)=h(x,sy),iSyCG。以上より,Vy(yCG⇒SyC
G)が示せた。ゆえに,公理3Pにより,G=No               Q.E.D.
gの定義の仕方から,任意のx,y,zcNをとり, f(?,y)=zとすると,
(h(x),h(y), h(z)〉∈g
である。通常の関数の書き方で,つまり “(a,b,c〉Cg"の代わりにg(a,b)=cという書き方
で書くと,
h(f(x,y))=g(h(x),h(y))
であるから,N 上｀の関数gは,イにおける関数 fの,hによる準同型像となっている。
まず,1.基底 :[0]～∈G を示す。 ,～[x]～は仮定により(1)を満たすから, j～[x]～[0]～
=f～[x]～。 ,Nキ[x]～も(1)を満たすから,I留*[x]～[0]～=f～[x]～。∴ j～*lx]～[0卜=
j斜ホEx]～[0]～。もちろん,[o]～CN～だから,[0卜∈G。
つぎに,2.帰納のステップ:V[y]ⅣC N～([y]～CG⇒SN[y]NC G)を示す。任意の
[y卜∈N～をとり,[y]～CGと仮定する。Gの定義により, 1～[x]～[y]～=j～キ瞭]～ [y]～
021
031
・…①。ところが,
,～ [x]～S'[y]～=g留[x]～[y]～(,～[x]～
=g付[x卜[y]～(,～キ
=j～*[x]～S～ [y]～
むろん,S留[y]～CN～であるから,Gの定義により,
V[y]NC N～ ([y]N∈G⇒S～ [y]～∈G)
が示された。すなわち,帰納のステップが示された。
0つ まず,1.基底 :[0卜CHが成り立つことを示す。いま
j～的]～=f～
と,すなわち
V[x]～ CN～ :jN的 ]N[x]N=f～ [x卜 =[fx]～  ・ … … (★)
と,定義せよ (仮定により,fがユニバーサルだから,定理 5,3.2から,Nた上にfの準同型像
f～が存在するゆえ,この定義が可能である)。 このとき,,～m]～が条件 (1),(修)を満たすことは ,
以下のようにして示される。
条件(1):itt Ю]～ [0]～=f～[o]N
条件(2):j～的]～ S～ [y]N=f～S～ [y]N
[y]～)   [iN[x]～11(2)を満たすから]
隊]～ [y卜) [帰納法の仮定 :①]
[l～・ 阿Ⅳは鬱)を満たすから]
S～ [y]～CG。以上より,
[上の定義 (★)による]
[定義 (☆)による]
=f～[Sy]～              [s付はsの準同型像だから]
=[f Sy]～             [定義 (★)による]
=[i SyO卜  [jはf,gから原始回帰により得られるから条件 (イ)より]
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=[,OSy]～
=[gOy(,Oy)]～
=[gOy(j yO)]～
=[gOy(fy)]母
=gN[0卜[y卜[fy]～
[jは可換的だから]
[原始回帰の条件 (口)より]
[再ぴ ,の可換性より]
[回帰条件 (イ)より,yO=fy]
[g～はgの準同型像だから]
=g～[0卜[y]留f留 [y卜      [(★)より [fy]～=f～[y卜だから]
=g～[0卜[y]～1停 [o卜[y卜     [(★)より,N[0]Ⅳ[y卜=fⅣ[y卜]
こうして,,Ⅳ酌]～が(2)を満たすことが示された。よって,(1),(2)を満たす関数 ,～的]常N～→
N～が存在する。∴ [0]～∈H。
つぎに,2.帰納のステップ:V[y}∈N～([y]～CH⇒s～ [y]～∈H)を示す。任意の
[y卜∈N～をとり,[y]留∈Hと仮定する。Hの定義より,任意のy,x∈Nに対して ,
11ry冨ヒ♂≒切期l ie lyl…
である関数 j～し]留が存在する。そこで ,
ittS～[y]～[x]～= [iSyx]N ……・(※)
と定義する。この ,～s留け]科が(1),(2)を満たすことは,以下のように示すことができる。
条件(1):,NS～け]～ [0]Ⅳ=[,SyO]～     [上の定義 (※)より]
=[fSy]μ      [〕はfから原始回帰により得られるから (イ)より]
=f～S～ [y]Ⅳ      [仮定よりfはユニバーサルだから,準同型像について
の定理5.3.2より]
条件(2):〕～s～ ly」～S～ [X卜=j～s～け]N[sx]～  [s～はsの準同型像だから]
= [ISySx卜            [上の定義 (※)より]
=[gSyx(,syx)]～       [原始回帰の条件 (口)より]
=g～SN[y卜[x卜[iSyx卜     [g～はgの準同型像だから]
=gN S～[y]～[x]″(iⅣs～け]N[X卜)  [上の定義 (※)より]
こうして, 〕～sNけ]～が(1),(2)を満たすことが示されたので,SN[y卜∈H。 よって,帰納のス
テップが成り立つことが示された。
00 ～をN上の任意の合同関係とする。いま,(x,xl〉∈～,(y,yl〉∈～と仮定する。すると,<～
への準同型hによって,h(x)=[x卜となる剰余類を考えることができる。仮定より,
[x]～=[xl卜,[y卜=[yl卜だから,[,(x,y)卜=[x2.y]～=[xoxoy]舟=[x]～・留[x]科
・Ⅳ[y]～= [xl卜… [xl]留… [yl]～〒 [xl・xl.・yl]N= [x12.yl卜= [,(xl,yl)卜,
・・・〈,(X,y),,(xl,yl)〉C～。ゆえに,定義5,3.1により, ,はユニバーサルである。
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