Rapid advances in massively parallel single cell RNA sequencing (scRNA-seq) is paving the way for high-resolution single cell profiling of biological samples. In most scRNA-seq studies, only a small fraction of the transcripts present in each cell are sequenced. The efficiency, that is, the proportion of transcripts in the cell that are sequenced, can be especially low in highly parallelized experiments where the number of reads allocated for each cell is small. This leads to unreliable quantification of lowly and moderately expressed genes, resulting in extremely sparse data and hindering downstream analysis. To address this challenge, we introduce SAVER (Single-cell Analysis Via Expression Recovery), an expression recovery method for scRNA-seq that borrows information across genes and cells to impute the zeros as well as to improve the expression estimates for all genes. We show, by comparison to RNA fluorescence in situ hybridization (FISH) and by data down-sampling experiments, that SAVER reliably recovers cell-specific gene expression concentrations, cross-cell gene expression distributions, and gene-to-gene and cell-to-cell correlations. This improves the power and accuracy of any downstream analysis involving genes with low to moderate expression.
Introduction
A primary challenge in the analysis of scRNA-seq data is the low capturing and sequencing efficiency affecting each cell, which leads to a large proportion of genes, often exceeding 90%, with zero or low read count. Although many of the observed zero counts reflect true zero expression, a considerable fraction is due to technical factors such as capture and sequencing efficiency. The overall efficiency of current scRNA-seq protocols can vary between <1% to >60% across cells, depending on the method used 1 .
Existing studies have adopted varying approaches to mitigate the noise caused by low efficiency. In differential expression and cell type classification, transcripts expressed in a cell but not detected due to technical limitations, also known as dropouts, are sometimes accounted for by a zero-inflated model [2] [3] [4] . Recently, methods such as MAGIC 5 and scImpute 6 have been developed to directly estimate the true expression levels. Both MAGIC and scImpute rely on pooling the data for each gene across similar cells. However, as we show later in results, this can lead to over-smoothing and may remove natural cell-to-cell stochasticity in gene expression, which has been shown to lead to biologically meaningful variations in gene expression, even across cells of the same type 7, 8 or of the same cell line 9, 10 . In addition, MAGIC and scImpute do not provide a measure of uncertainty for their estimated values.
Here, we propose SAVER (Single-cell Analysis Via Expression Recovery), a method that takes advantage of gene-to-gene relationships to recover the true expression level of each gene in each cell, removing technical variation while retaining biological variation across cells (https://github.com/mohuangx/SAVER). SAVER receives as input a post-QC scRNA-seq dataset with unique molecule index (UMI) counts, see Methods for the recommended data preprocessing. SAVER assumes that the count of each gene in each cell follows a PoissonGamma mixture, also known as a negative binomial model. Instead of specifying the Gamma prior, we estimate the prior parameters in an empirical Bayes-like approach with a Poisson Lasso regression 11 using the expression of other genes as predictors. Once the prior parameters are estimated, SAVER outputs the posterior distribution of the true expression, which quantifies estimation uncertainty, and the posterior mean is used as the SAVER recovered expression value (Methods).
We first evaluate the performance of SAVER through comparisons of Drop-seq and RNA FISH on a melanoma cell line. We demonstrate through down-sampling experiments that the observed expression is distorted by efficiency loss, but that the true expression profiles can be recovered using SAVER. Finally, we apply SAVER to a mouse cortex dataset to show that SAVER can identify true cell types with only a fraction of the cells.
Results

Overview of SAVER model and interpretation
SAVER is based on adaptive shrinkage to a multi-gene prediction model (Fig. 1a) . Let denote the observed UMI count of gene on cell . We model as
where is the true expression level of gene in cell , and is a cell-specific size factor which will be described below. The Poisson distribution after controlling for biological variation between cells has been shown previously by bulk-RNA splitting experiments to be a reasonable approximation for observed gene counts. Our goal is to recover with the help of a prediction based on the observed expression of a set of informative genes in the same cell (Methods). The accuracy of in predicting differs across genes -genes that play central roles in pathways are easier to predict, whereas genes that are not coordinated with other genes are harder to predict. To account for prediction uncertainty, we assume for a gamma prior with mean set to the prediction and with dispersion parameter . The dispersion parameter quantifies how well the expression level of gene is predicted by . After maximum-likelihood estimation of and reparameterization, let ̂ and ̂ be the estimated shape and rate parameters, respectively, for the prior gamma distribution. Then, the posterior distribution of is also gamma distributed with shape parameter + ̂ and rate parameter + ̂. The SAVER recovered gene expression is the posterior mean,
As seen from the above equation, the recovered expression ̂ is a weighted average of the normalized observed counts / and the prediction . The weights are a function of the size factor and, through the ̂ term , the gene's predictability ̂ and its prediction . Genes for which the prediction is more trustworthy (small ̂) have larger weight on the prediction .
Genes with higher expression have larger weight on the observed counts and rely less on the prediction. Cells with higher coverage have more reliable observed counts and also rely less on the prediction. Figure 1b shows example scenarios.
Interpretation of depends on how the size factor is defined and computed. There are two scenarios. In what is perhaps the simpler scenario, assume that the efficiency loss, that is, the proportion of original transcripts that are sequenced and observed, is known or can be estimated through external spike-ins. If were defined as the cell-specific efficiency loss, then would represent the absolute count of gene in cell . The second scenario assumes that the efficiency loss is not known, in which case can be set to a normalization factor such as library size or scRNA-seq normalization factors 12, 13 . In this case, represents a gene concentration or relative expression. Which scenario applies depends on the objective of the study and the availability and quality of spike-ins. , and thus, accurate recovery of the Gini coefficient would allow the same analysis to be performed with scRNA-seq. For all genes, SAVER effectively recovered the FISH Gini coefficient, which Drop-seq grossly overestimates (Fig. 1a) .
To evaluate the similarity of the distributions, we also calculated the KolmogorovSmirnov (KS) distance between FISH and Drop-seq and between FISH and SAVER for each gene (Fig. 1b) . The distributions of the SAVER recovered expression values match much more closely with the FISH distributions than the distributions of the Drop-seq counts, as demonstrated by the reduced KS distances and by direct overlays of density plots for each gene (Fig. 1c, Supplementary Fig. 2 ). In comparison, Gini estimates and recovered distribution obtained from MAGIC match poorly with the FISH estimates; scImpute performs better than MAGIC at recovering the Gini coefficient and distributions but not as well as SAVER (Supplementary Fig. 3a -c). Accurate recovery of gene expression distribution is important for identifying rare cell types, identifying highly variable genes, and studying transcriptional bursting.
SAVER recovers gene-to-gene relationships that are validated by RNA FISH
Not only is SAVER capable of recovering gene expression distributions and distributionlevel features, it is also able to recover true biological gene-to-gene correlations that are observed in FISH but dampened in Drop-seq (Fig. 1d ). For example, SAVER can recover the strong correlation between housekeeping genes BABAM1 and LMNA, which is lost in the Dropseq data (Fig. 1e) . In comparison, the correlations derived from MAGIC results are much higher than those derived from FISH, suggesting that MAGIC induces spurious correlation. On the other hand, scImpute averages the correlations, leading to biased estimates of the true correlation ( Supplementary Fig. 3d 
SAVER recovers cell-specific gene expression values
Next, we evaluated whether SAVER can accurately recover the true expression level within each individual cell for each gene, in addition to recovery of distributions and correlations. Since it is difficult to determine the actual number of mRNA molecules in each cell prior to isolation and capture in an scRNA-seq experiment, to generate realistic benchmarking datasets, we performed down-sampling experiments on four datasets [17] [18] [19] [20] . For each dataset, we first selected a subset of highly expressed genes and cells to act as the reference dataset, which we treat as the true expression. We then simulated the capture and sequencing process according to
Poisson sampling at low efficiencies while introducing cell-to-cell variability in library size ( Table 1) .
We ran SAVER, MAGIC, and scImpute on each of the observed datasets, as well as conventional missing data imputation algorithms (K nearest neighbors 21 , singular value decomposition 22 , random forest 23 ).
To evaluate the performance of each method, we calculated the Pearson gene-wise correlation ( ) across cells and the cell-wise correlation ( ) across genes between the reference and observed data, as well as between the reference and recovered datasets ( Next, we assessed the recovery of gene-to-gene and cell-to-cell correlation matrices, necessary for gene network reconstruction and cell type identification respectively. To compare, we calculated the correlation matrix distance (CMD) 24 between the reference matrix and the observed/recovered matrix ( Fig. 2c) . SAVER lowers the gene-to-gene and cell-to-cell CMD for all datasets, MAGIC and scImpute perform similarly as the observed, and conventional missing data imputation algorithms perform worse than observed ( Supplementary Fig. 6b ).
SAVER improves differential expression analysis and cell clustering
To investigate the effect of SAVER on downstream analyses, we performed differential expression and cell clustering on the down-sampled data. In the Zeisel study, two subclasses of cells -351 CAPyr1 and 389 CA1Pyr2 cells -were identified by BackSPIN, a biclustering algorithm. We performed differential expression analysis of these two subclasses using several differential expression methods 2, 3, 25 . After down-sampling, the number of differentially expressed genes detected is much lower than for the reference, but SAVER is able to detect the most genes in the down-sampled data set while maintaining accurate FDR control (Fig. 2d , Supplementary Table 2) .
Next, we performed cell clustering on the reference, observed, and recovered datasets using Seurat 26 . The reference-derived cell type clusters were treated as the truth and clustering accuracy on the observed and recovered datasets was assessed by the Jaccard index 27 and by t-SNE 28 visualization. SAVER achieves a higher Jaccard index than the observed for all datasets, while MAGIC and scImpute have a consistently lower Jaccard index (Fig. 2e,   Supplementary Fig. 7 ). Even though the Jaccard index for SAVER in the Chen and La Manno datasets are only slightly higher than the observed, the t-SNE plots reveal that SAVER clustering of the cells is a more accurate representation of the reference data than the observed. SAVER also gives more stable results across different numbers of principal components, a critical parameter choice for dimension reduction in Seurat prior to the application of t-SNE ( Supplementary Fig. 8 ).
Illustration of SAVER in cell type identification of mouse cortex cells
Finally, we demonstrated SAVER in the analysis of a mouse visual cortex dataset where 47,209 cells were classified into main cell types and subtypes through extensive analysis 29 . We applied SAVER to a random subset of 7,387 cells (see Methods) and performed t-SNE visualization of the observed versus the SAVER-recovered cells (Fig. 3) . A population of excitatory neurons is highlighted, and the individual subtypes are colored according to labels given by Hrvatin et al. In the t-SNE plot of the original counts, the subtypes are not well separated and are mostly indistinguishable. SAVER is able to distinguish the individual subtypes with clear separation.
This example is common in our general experience with SAVER: It does not affect wellseparated cell types, but identifies cell types and states for which the evidence in the original data may be weak.
Discussion
We have described SAVER, an expression recovery method for scRNA-seq. SAVER aims to recover true gene expression patterns by removing technical variation while retaining biological variation. SAVER uses the observed gene counts to form a prediction model for each gene and then uses a weighted average of the observed count and the prediction to estimate the true expression of the gene. The weights balance our confidence in the prediction with our confidence in the observed counts. In addition, SAVER provides a posterior distribution which reflects the uncertainty in the SAVER estimate and which can be sampled from for distributional analysis.
We have shown that SAVER is able to accurately recover both population-level 
Methods
Data Pre-processing and Quality Control
SAVER can be applied to the matrix of raw UMI counts. However, in a standard scRNA-seq data set, many genes have zero total counts across all cells, or have non-zero count in at most 1 or 2 cells. Genes exhibiting such extremely sparse expression would not benefit from the SAVER procedure, since there is little data to form a good prediction; however these genes do not affect the estimates of the other genes, and thus are harmless if left in. As we show in Figure 9 of Supplementary Note 3, SAVER gives the most improvement for genes with medium to low expression, and for these extremely low abundance genes, the SAVER recovered values would be similar to the observed value. Thus, to reduce computational time, we recommend removing these genes at the start. There are several existing workflows [30] [31] [32] that perform a conservative filtering of low abundance genes, which can be applied prior to application of SAVER.
SAVER
Let be the observed UMI count of gene in cell . We model as a negative binomial random variable through the following Poisson-Gamma mixture
where represents the normalized true expression. The Poisson model has been shown to be a good approximation of the noise in scRNA-seq data using UMIs 33, 34 . , or through ERCC spike-ins can be used.
SAVER can also accommodate pre-normalized data.
Our goal is to derive the posterior gamma distribution for given the observed counts and use the posterior mean as the normalized SAVER estimate ̂. The variance in the posterior distribution can be thought of as a measure of uncertainty in the SAVER estimate.
We adopt an empirical Bayes-like technique to estimate the prior mean and prior variance. 
Since the number of genes often far exceeds the number of cells, a penalized Poisson Lasso regression is used to shrink most of the regression coefficients to zero. In a Lasso regression, a penalty parameter lambda is added to the likelihood to control the number of predictors that have nonzero coefficients. A large penalty would correspond to a model with very few nonzero coefficients while a small penalty would correspond to a model with many nonzero coefficients.
The genes that have nonzero coefficients can be thought of as genes that are good predictors of the gene that is being estimated. We believe that this accurately reflects true biology since genes often only interact with a limited set of genes. Fig. 9 ). We then use the selected model to get our regression predictions ̂, which we treat as the prior mean for each gene in each cell.
The next step is to estimate the prior variance by assuming a constant noise model across cells denoted by a dispersion parameter . We consider three models for : constant 
The SAVER estimate ̂ is the posterior mean, a weighted combination of the regression prediction and the normalized observed expression:
As seen from the above equation, the recovered expression ̂ is a weighted average of the normalized observed counts / and the prediction ̂. The weights are a function of the size factor and, through the ̂ term, the gene's predictability ̂ and its prediction .
Genes for which the prediction is more trustworthy (small ̂) have larger weight on the prediction ̂. Genes with higher expression have larger weight on the observed counts and rely less on the prediction. Cells with higher coverage have more reliable observed counts and also rely less on the prediction. Supplementary Figure 10 shows example scenarios. 
Calculating correlations with SAVER
The SAVER estimate ̂ cannot be directly used to calculate gene-to-gene or cell-to-cell correlations since we need to account for its posterior uncertainty. Let the correlation between gene and gene ′ be represented by ′ = ( , ′ ), where and ′ are the true expression vectors across cells. We can estimate ′ by calculating the sample correlation of the SAVER estimate ̂ and scaling by an adjustment factor, which takes into account the uncertainty of the estimate: 
JUN, RUNX2, TXNRD1, VCL).
Since the FISH and Drop-seq experiments have different technical biases, we normalized by a GAPDH factor for each cell, defined as the expression of GAPDH divided by the mean of GAPDH across cells in each experiment. GAPDH read counts have been used as a proxy for cell size 36 . Since some cells have very low or very high GAPDH counts, we filtered out cells in the bottom and top 10 th percentile. For the Gini coefficient analysis where we assume we do not know the efficiency, we sampled the SAVER dataset from the SAVER posterior gamma distributions. We then filtered out cells in the bottom and top 10 th percentile of GAPDH expression in the sampled SAVER dataset and normalized the remaining by the GAPDH factor.
For the distribution recovery, we calculated the efficiency loss for each gene in each dataset as the mean FISH expression divided by the mean dataset expression. We scaled the Drop-seq, MAGIC, and scImpute dataset by the efficiency loss, filtered by GAPDH, and then normalized by the GAPDH factor. We scaled the SAVER posterior distributions by the efficiency loss and sampled from the Poisson-Gamma mixture to get the absolute counts as described above. We then performed the filtering and normalization by the GAPDH factor on the sampled SAVER dataset.
Correlation analysis was performed for pairs of genes in unnormalized FISH, Drop-seq, SAVER. Since the SAVER and MAGIC estimates were returned as library size normalized values, we rescaled by the library size to get the unnormalized values and used those to calculate the adjusted gene-to-gene correlations described above.
Baron Study
Human pancreatic islet data contained 20,125 genes and 1,937 cells. Genes with mean expression less than 0.001 and non-zero expression in less than 3 cells were filtered out. The 
La Manno Study
Human ventral midbrain data contained 19,531 genes and 1,977 cells. Genes with mean expression less than 0.001 and non-zero expression in less than 3 cells were filtered out. The filtered dataset contained 19,518 genes and 1,977 cells. To generate the reference dataset, we selected genes that had non-zero expression in 30% of the cells and cells with a library size of greater than 5,000. We ended up with 2,059 genes and 947 cells.
Zeisel Study
Mouse cortex and hippocampus data contained 19,972 genes and 3,005 cells. To generate the reference dataset, we selected genes that had non-zero expression in 40% of the cells and cells with a library size of greater than 10,000 UMIs. We ended up with 3,529 genes and 1,800 cells.
We also filtered out one cell that had abnormally low library size after gene selection to end up with 1,799 cells.
Down-sampling datasets
Using the reference dataset as the true transcript count , we generated down-sampled observed datasets by drawing from a Poisson distribution with mean parameter , where is the cell-specific efficiency loss. To mimic variation in efficiency across cells, we sampled as follows,
1. 10% efficiency: ~ (10, 100)
2. 5% efficiency: ~ (10, 200)
The Baron, Chen, and La Manno datasets were sampled at 10% efficiency and the Zeisel dataset was sampled at 5% efficiency.
Implementation of methods on down-sampled data
We compared the performance of SAVER against using the library-size normalized observed 
Gene-to-gene and cell-to-cell correlation analysis
Pairwise Pearson correlations were calculated for each library size normalized dataset and imputed dataset. Since the SAVER estimates have uncertainty, we want to calculate the correlation based on . Correlations were first calculated using the SAVER recovered estimates ̂ and scaled by the correlation adjustment factor described above.
The correlation matrix distance (CMD) is a measure of the distance between two correlation matrices with range from 0 (equal) to 1 (maximum difference) 24 . The CMD for two correlation matrices 1 , 2 is defined as
Differential expression analysis of down-sampled datasets
For each down-sampled dataset, ten SAVER sampled datasets were generated by sampling from the posterior gamma distribution. A Wilcoxon rank sum test was run on each of the sampled datasets and the combined p-value was obtained via Rubin's rules for multiple imputation 37 . FDR control was set to 0.01 and no fold change cutoff was used. MAST version To calculate the estimated false discovery rate, we first performed a permutation of the cell labels and determined the number of genes called as differentially expressed according to the p-value threshold defined for the unpermuted data. This number divided by the number of differentially expressed genes in the unpermutated data is the false discovery rate for that one permutation. The final estimated false discovery rate is the average of the false discovery rates over 20 permutations. For SAVER, one sampled dataset was considered one permutation.
Cell clustering and t-SNE visualization
Seurat version 2.0 was used to perform cell clustering and t-SNE visualization following the workflow detailed at http://satijalab.org/seurat/pbmc3k_tutorial.html. Briefly, normalization without filtering, identification of highly variable genes, scaling, PCA, jackStraw, cell clustering, and t-SNE were applied to the reference, down-sampled, SAVER, MAGIC, and scImpute datasets. The number of principal components used for cell clustering and t-SNE were identified through the jackStraw procedure. For the reference datasets, 15 PCs were chosen for Baron, 
