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ON THE REMODELING CONJECTURE FOR TORIC CALABI-YAU 3-ORBIFOLDS
BOHAN FANG, CHIU-CHU MELISSA LIU, AND ZHENGYU ZONG
Abstract. The Remodeling Conjecture proposed by Bouchard-Klemm-Marin˜o-Pasquetti (BKMP) relates
the A-model open and closed topological string amplitudes (the all genus open and closed Gromov-Witten
invariants) of a semi-projective toric Calabi-Yau 3-manifold/3-orbifold to the Eynard-Orantin invariants of
its mirror curve. It is an all genus open-closed mirror symmetry for toric Calabi-Yau 3-manifolds/3-orbifolds.
In this paper, we present a proof of the BKMP Remodeling Conjecture for all genus open-closed orbifold
Gromov-Witten invariants of an arbitrary semi-projective toric Calabi-Yau 3-orbifold relative to an outer
framed Aganagic-Vafa Lagrangian brane. We also prove the conjecture in the closed string sector at all
genera.
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1. Introduction
1.1. Background and motivation. Mirror symmetry is a duality from string theory originally discovered
by physicists. It says two dual string theories – type IIA and type IIB – on different Calabi-Yau 3-folds
give rise to the same physics. Mathematicians became interested in this relationship around 1990 when
Candelas, de la Ossa, Green, and Parkes [17] obtained a conjectural formula of the number of rational curves
of arbitrary degree in the quintic 3-fold by relating it to period integrals of the quintic mirror. By late 1990s
mathematicians had established the foundation of Gromov-Witten (GW) theory as a mathematical theory
of A-model topological closed strings. In this context, the genus g free energy of the topological A-model
on a Calabi-Yau 3-fold X is defined as a generating function FXg of genus g Gromov-Witten invariants of
X , which is a function on a (formal) neighborhood around the large radius limit in the complexified Ka¨hler
moduli of X . The genus g free energy of the topological B-model on the mirror Calabi-Yau 3-fold Xˇ is a
section of V2g−2, where V is the Hodge line bundle over the complex moduli Mˇ of Xˇ , whose fiber over Xˇ
is H0(Xˇ ,Ω3Xˇ ). Locally it is a function Fˇ Xˇg near the large radius limit on the complex moduli Xˇ . Mirror
symmetry predicts that Fˇ Xˇg = FXg + δg,0a0 + δg,1a1 under the mirror map, where a0 (resp. a1) is a quadratic
(resp. constant) function in Ka¨hler parameters. The mirror map and Fˇ Xˇ0 are determined by period integrals
of a holomorphic 3-form on Xˇ . Period integrals on toric manifolds and complete intersections in them can be
expressed in terms of explicit hypergeometric functions. This conjecture has been proved in many cases to
various degrees. Roughly speaking, our result is about (a much more generalized version of) this conjecture
when X is a toric Calabi-Yau 3-orbifold.
1.1.1. Mirror symmetry for compact Calabi-Yau manifolds. Givental [49] and Lian-Liu-Yau [65] indepen-
dently proved the genus zero mirror formula for the quintic Calabi-Yau 3-fold Q; later they extended their
results to Calabi-Yau complete intersections in projective toric manifolds [51, 66, 67]. Bershadsky-Cecotti-
Ooguri-Vafa (BCOV) conjectured the genus-one and genus-two mirror formulae for the quintic 3-fold [9].
The BCOV genus-one mirror formula was first proved by A. Zinger in [93] using genus-one reduced Gromov-
Witten theory, and later reproved in [62, 25] via quasimap theory and in [21] via MSP theory. The BCOV
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genus-two mirror formula was recently proved by Guo-Janda-Ruan [56]. Combining the techniques of BCOV,
results of Yamaguchi-Yau [87], and boundary conditions, Huang-Klemm-Quackenbush [58] proposed a mirror
conjecture on FQg up to g = 51. The mirror conjecture on FQg is open for g > 2. One difficulty is that mathe-
matical theory of higher genus B-model on a general compact Calabi-Yau manifold has not been developed
until recently. In 2012, Costello and Li initiated a mathematical analysis of the BCOV theory [31] based
on the effective renormalization method developed by Costello [30]. One essential idea in their construction
[32] is to introduce open topological strings on the B-model. The higher genus B-model potentials are then
uniquely determined by the genus-zero open B-model potentials. We will see later that this phenomenon
also arises in the BKMP Remodeling Conjecture, where the higher genus B-model potentials are determined
by the genus-zero open B-model potentials via the Eynard-Orantin recursion.
1.1.2. Gromov-Witten invariants of toric Calabi-Yau 3-manifolds/3-orbifolds. The technique of virtual lo-
calization [55] reduces all genus Gromov-Witten invariants of toric orbifolds to Hodge integrals. When the
toric orbifold X is a smooth Calabi-Yau 3-fold, the Topological Vertex [5, 64, 73] provides an efficient al-
gorithm to compute these integrals, and thus to compute Gromov-Witten invariants of X as well as open
Gromov-Witten invariants of X relative to an Aganagic-Vafa Lagrangian brane L (defined in [61, 35, 69, 64]
in several ways), in all genera and degrees. The algorithm of the topological vertex is equivalent to the
Gromov-Witten/Donaldson-Thomas correspondence for smooth toric Calabi-Yau threefolds [72]; it provides
a combinatorial formula for a generating function of all genus Gromov-Witten invariants of a fixed degree.
Recently, this effective algorithm has been generalized to toric Calabi-Yau 3-orbifolds with transverse An
singularities [94, 79, 80, 81], but not for more general toric Calabi-Yau 3-orbifolds.
1.1.3. Mirror symmetry for toric Calabi-Yau 3-manifolds/orbifolds. The topological B-model for the mirror
Xˇ of a semi-projective toric Calabi-Yau 3-manifold/3-orbifold X can be reduced to a theory on the mirror
curve of X [57]. Under mirror symmetry, FX0 corresponds to integrals of 1-forms on the mirror curve
along loops, whereas the generating function FX ,L0,1 of genus-zero open Gromov-Witten invariants (counting
holomorphic disks in X bounded by L) corresponds to integrals of 1-forms on the mirror curve along paths [7,
6]. Based on the work of Eynard-Orantin [41] and Marin˜o [71], Bouchard-Klemm-Marin˜o-Pasquetti (BKMP)
[13, 14] proposed a new formalism of the topological B-model on the Hori-Vafa mirror Xˇ of X in terms of the
Eynard-Orantin invariants ωg,n of the mirror curve; ωg,n are mathematically defined and can be effectively
computable for all g,n. Eynard-Marin˜o-Orantin [43] showed that the non-holomorphic Fˇg(τ , τ¯ ) defined by
the Eynard-Orantin topological recursion satisfy the BCOV holomorphic anomaly equation, and also derived
holomorphic anomaly equations in the open string sector. BKMP conjectured a precise correspondence,
known as the BKMP Remodeling Conjecture, between ωg,n (where n > 0) and the generating function FX ,Lg,n of
open Gromov-Witten invariants counting holomorphic maps from bordered Riemann surfaces with g handles
and n holes to X with boundaries in L. In the closed string sector, BKMP conjectured that the A-model
genus g Gromov-Witten potential FXg is equal to the B-model genus g free energy Fˇg ∶= limτ¯→∞ Fˇg(τ , τ¯ )
under the closed mirror map. These conjectures, known as the BKMP Remodeling Conjecture in both
open string and closed string sectors, are all genus open-closed mirror symmetry, and provide an effective
algorithm of computing FX ,Lg,n and F
X
g recursively, for general semi-projective toric Calabi-Yau 3-orbifolds.
The open string sector of the Remodeling Conjecture for C3 was proved independently by L. Chen [22]
and J. Zhou [89]; the closed string sector of the Remodeling Conjecture for C3 was proved independently
by Bouchard-Catuneanu-Marchal-Su lkowski [12] and S. Zhu [92]. Eynard and Orantin provided a proof of
the Remodeling Conjecture for general smooth semi-projective toric Calabi-Yau 3-folds in [42]. The authors
proved the Remodeling Conjecture for all semi-projective affine toric Calabi-Yau 3-orbifolds [C3/G] [46].
1.2. Statement of the main result and outline of the proof. In this paper, we prove the BKMP
Remodeling Conjecture for a general semi-projective toric Calabi-Yau 3-orbifold X , in both the open string
sector and the closed string sector. We consider a framed Aganagic-Vafa brane (L, f) on an outer leg of X ,
where L ≅ [(S1 ×C)/µm] for a finite abelian group µm ≅ Zm and f ∈ Z. This outer leg may be gerby with a
non-trivial isotropy group µm. We define generating functions of open-closed Gromov-Witten invariants:
FX ,(L,f)g,n (τ ; X˜1, . . . , X˜n)
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as H∗CR(Bµm;C)⊗n-valued formal power series in A-model closed string coordinates τ = (τ1, . . . , τp) and A-
model open string coordinates X˜1, . . . , X˜n; here H
∗
CR(Bµm;C) ≅ Cm is the Chen-Ruan orbifold cohomology
of the classifying space Bµm of µm. (The precise definition of F
X ,(L,f)
g,n is given in Section 3.13.)
On the other hand, we use the Eynard-Orantin invariants ωg,n of the framed mirror curve to define
B-model potentials
Fˇg,n(q; Xˆ1, . . . , Xˆn)
asH∗CR(Bµm;C)⊗n-valued functions in B-model closed string coordinates (complex parameters) q = (q1, . . . , qp)
and B-model open string coordinates Xˆ1, . . . , Xˆn. (The precise definitions of ωg,n and Fˇg,n are given in Sec-
tion 6.3 and Section 6.4, respectively.) They are analytic in an open neighborhood of the origin in Cp ×Cn.
The closed mirror map relates the flat coordinates (τ1, . . . , τp) to the complex parameters (q1, . . . , qp) of
the mirror curve and the open mirror map relates the A-model open string coordinates X˜1, . . . , X˜n to the
B-model open string coordinates Xˆ1, . . . , Xˆn.
To state our main results, we introduce the following notation: let G0 be the isotropy group of the torus
fixed point in the torus invariant 1-dimensional sub-orbifold that L intersects (see Section 2.4). Our first
main result is the BKMP Remodeling Conjecture for the open string sector:
Theorem 7.5 (BKMP Remodeling Conjecture: open string sector). For any g ∈ Z≥0 and n ∈ Z>0,
under the open-closed mirror map τ = τ(q) and X̃ = X̃(q, Xˆ),
(1) Fˇg,n(q; Xˆ1, . . . , Xˆn) = (−1)g−1+n∣G0∣nFX ,(L,f)g,n (τ ; X̃1, . . . , X̃n).
This is more general than the original conjecture in [14], which covers the m = 1 case, i.e. when L is on
an effective leg.
In the closed string sector, we prove the BKMP Remodeling Conjecture for free energies. We have the
following theorems under the closed mirror map τ = τ(q).
Theorem 7.6 (free energies at genus g > 1). When g > 1, we have,
(2) FXg (τ ) = (−1)g−1Fˇg(q).
Theorem 7.9 (genus one free energy). When g = 1, we have,
(3) dFX1 (τ) = dFˇ1(q).
Theorem 7.10 (genus zero free energy). For any i, j, k ∈ {1,⋯,p}, we have,
(4)
∂3FX0
∂τi∂τj∂τk
(τ ) = − ∂3Fˇ0
∂τi∂τj∂τk
(q).
The key idea in the proof of the BKMP Remodeling Conjecture is that we can realize the A-model and
B-model higher genus potentials as quantizations on two isomorphic semi-simple Frobenius structures. On
the A-model side, we use the Givental quantization formula to express the higher genus GW potential of X
in terms of the Frobenius structure of the quantum cohomology of X (genus-zero data). On the B-model
side, the Eynard-Orantin recursion determines the higher genus B-model potential by the genus-zero initial
data. The bridge connecting these two formalisms on A-model and B-model is the graph sum formula.
The quantization formula on the A-model is a formula involving the exponential of a quadratic differential
operator. By the classical Wick formula, it can be rewritten as a graph sum formula:
FX ,(L,f)g,n = ∑
Γ⃗∈Γg,n(X)
wOA(Γ⃗)∣Aut(Γ⃗)∣
where Γg,n(X ) is certain set of decorated graphs, Aut(Γ⃗) is the automorphism group of the decorated graph
Γ⃗, and wOA(Γ⃗) is the A-model weight of the decorated graph Γ⃗.
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On the B-model side, by the result in [37], the Eynard-Orantin recursion is equivalent to a graph sum
formula. So the B-model potential Fˇg,n can also be expressed as a graph sum:
Fˇg,n = ∑
Γ⃗∈Γg,n(X)
wOB(Γ⃗)∣Aut(Γ⃗)∣
where wOB(Γ⃗) is the B-model weight of the decorated graph Γ⃗. Then we reduce the BKMP Remodeling
Conjecture to
wOA(Γ⃗) = wOB(Γ⃗).
The weights wOA(Γ⃗) and wOB(Γ⃗) are determined by the A-model and B-model R−matrices (information
extracted from the Frobenius structures) together with the A-model and B-model disk potentials. The
disk mirror theorem in [45] is precisely what we need to match the disk potentials. The genus-zero mirror
theorem [26] identifies the equivariant quantum cohomology ring of X with the equivariant Jacobian ring
of its Landau-Ginzburg B-model. In particular, the quantum differential equations on the A-model and on
the Landau-Ginzburg B-model are identified. By the dimensional reduction, we can show that the B-model
R−matrix is indeed the R−matrix in the fundamental solution of the B-model quantum differential equation.
The fundamental solution of the quantum differential equation is unique up to a constant matrix. We identify
the A-model and B-model R-matrices by matching them in degree zero. Putting these pieces together, we
have
wOA(Γ⃗) = wOB(Γ⃗).
1.3. Some remarks. We have the following remarks about our proof:
● Our proof does not rely on the equivalence of the orbifold Gromov-Witten vertex (a generating
function of Hurwitz Hodge integrals [78]) and the orbifold Donaldson-Thomas vertex (a generating
function of colored 3d partitions). As mentioned in Section 1.1.2 above, the equivalence is known for
toric Calabi-Yau 3-orbifolds with transverse An-singularities [94, 79, 80, 81]. It is not clear how to
formulate the equivalence for toric Calabi-Yau 3-orbifolds which do not satisfy the Hard Lefschetz
condition. Moreover, the structure of the algorithm for the Topological Vertex is very different from
the structure of the Eynard-Orantin topological recursion on the B-model. Roughly speaking, the
vertex algorithm comes from degeneration of the target, whereas the topological recursion comes
from degeneration of the domain. It seems very difficult, if not impossible, to derive the Remodeling
Conjecture from the Topological Vertex.
● Instead, we study the GW theory of X by Givental’s quantization formula, which expresses the higher
genus GW potential of X in terms of the abstract Frobenius structure of the quantum cohomology.
In [95], the Givental quantization formula for general GKM orbifolds is proved. So we can apply the
result in [95] to the case of toric Calabi-Yau 3-orbifolds. It turns out that the Givental quantization
formula on the A-model matches the Eynard-Orantin recursion on the B-model perfectly. In partic-
ular, we provide new proofs of the BKMP Remodeling Conjecture in the smooth case and the affine
case.
● The Remodeling Conjecture provides a very effective recursive algorithm to compute closed and open-
closed Gromov-Witten invariants of all semi-projective toric Calabi-Yau 3-orbifolds at all genera (see
[13, 14] for the numerical computation). Before the introduction of this algorithm, these invariants
were very difficult to compute in the non-Hard-Lefschetz orbifold cases where the Topological Vertex
was not applicable.
● One key ingredient in Eynard-Orantin’s recursive algorithm is the open topological string. Only by
including the open topological strings can we determine the higher genus topological strings from
the genus zero data by the Eynard-Orantin recursion. This philosophy is in line with the method of
Costello-Li [31, 32], and may be enlightening for further study of mirror symmetry.
1.4. Future work. The BKMP Remodeling Conjecture has many interesting applications. We discuss two
of them: all genus open-closed Crepant Transformation Conjecture for toric Calabi-Yau 3-orbifolds and
modularity for all genus open-closed GW potentials of toric Calabi-Yau 3-orbifolds.
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1.4.1. The all genus open-closed Crepant Transformation Conjecture for toric Calabi-Yau 3-orbifolds. The
Crepant Transformation Conjecture, proposed by Ruan [82, 83] and later generalized by others in various
situations, relates GW theories of K-equivalent smooth varieties, orbifolds, or Deligne-Mumford stacks. To
establish this equivalence, one may need to do change of variables, analytic continuation, and symplectic
transformation for the GW potential. In general, the higher genus Crepant Transformation Conjecture is
difficult to formulate and prove. Coates-Iritani introduced the Fock sheaf formalism and proved all genus
Crepant Transformation Conjecture for compact toric orbifolds [29]. The Remodeling Conjecture leads to
simple formulation and proof of all genus Crepant Transformation Conjecture for semi-projective toric CY
3-orbifolds (which are always non-compact). The key point here is that our higher genus B-model, defined
in terms of Eynard-Orantin invariants of the mirror curve, is global and analytic. One can use the secondary
fan to construct a global B-model closed string moduli space, over which we construct a global family of
mirror curves.
1.4.2. Modularity for all genus open-closed GW potentials of toric Calabi-Yau 3-orbifolds. The modularity
of the GW potentials of Calabi-Yau 3-folds has been studied in [1, 91]. In these works, the modularity of
the GW potentials provides a powerful tool to construct higher genus B-models. It also produces closed
formulae for some GW potentials in terms of quasi-modular forms [91]. The mathematical proof of the
modularity for GW potentials remains a difficult problem in general. For toric Calabi-Yau 3-orbifolds, the
Remodeling Conjecture relates the GW potential to the Eynard-Orantin invariants of the mirror curve.
Eynard and Orantin studied the modularity of the Eynard-Orantin invariants of any spectral curves [41].
This modularity follows from the modularity of the fundamental differential of the spectral curve. Therefore,
the Remodeling Conjecture should imply the modularity for all genus open-closed GW potentials of toric
Calabi-Yau 3-orbifolds.
1.5. Overview of the paper. In Section 2, we fix the notation of toric varieties and orbifolds. We also
discuss the geometry of toric Calabi-Yau 3-orbifolds and Aganagic-Vafa branes in them.
In Section 3, we introduce the equivariant GW invariants, as well as open-closed GW invariants relative
to Aganagic-Vafa branes. Section 3.3 to 3.8 are on the quantization of the Frobenius manifolds from big
equivariant quantum cohomology; the graph sum formula from [95] expressing all genus descendant potential
for toric orbifolds is stated in Section 3.8. In Section 3.9 to Section 3.13, we consider restriction to the small
phase space. We recall the genus zero mirror theorem from [26] in Section 3.9 and define A-model open
potentials F
X ,(L,f)
g,n in Section 3.13.
Section 4 defines three different mirrors of a toric Calabi-Yau 3-orbifold: the Hori-Vafa mirror, the equi-
variant Landau-Ginzburg mirror, and the mirror curve. Section 4.4 describes dimensional reduction from the
genus-zero B-model on the 3-dimensonal Hori-Vafa mirror to a theory on the mirror curve in terms of period
integrals. Section 4.6 describes dimensional reduction from the 3-dimensional equivariant Landau-Ginzburg
model to a Landau-Ginzburg model on the mirror curve, in terms of Frobenius algebras and oscillatory
integrals.
In Section 5, we study geometry and topology of mirror curves. In particular, we construct a family of
mirror curves near the limit point in the B-model moduli space in Section 5.4. In Section 5.9, we introduce
flat coordinates on the B-model moduli space, and identify each B-model flat coordinate with a specific
solution to a Picard-Fuch equation which is a component of the mirror map (expressible in terms of explicit
hypergeometric series).
In Section 6, we recall the Eynard-Orantin’s topological recursion [41], and the graph sum formula of
Eynard-Orantin invariants ωg,n derived in [37]. Using the disk mirror theorem [45], we expand this graph
sum formula around suitable puncture(s) on the mirror curve and obtain a graph sum formula of the B-model
potential Fˇg,n. In Section 7, we finish the proof of the Remodeling Conjecture by comparing the A-model
and B-model graph sums.
Acknowledgements. We wish to thank Charles Doran, Bertrand Eynard, and Nicolas Orantin for helpful
conversations. We wish to thank Motohico Mulase and Yongbin Ruan for encouragement. We wish to
thank Sheldon Katz, Jie Zhou, and Shengmao Zhu for their comments on earlier versions of this paper. The
first author is partially supported by a start-up grant at Peking University and the Recruitment Program
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2. A-model Geometry and Topology
We work over C. In this section, we give a brief review of semi-projective toric Calabi-Yau 3-orbifolds.
We refer to [48, 34] for the theory of general toric varieties. We refer to [11, 47] for the theory of general
smooth toric Deligne-Mumford (DM) stacks. In Section 2.3 and Section 2.5, we specialize the definitions in
[59, Section 3.1] to toric Calabi-Yau 3-orbifolds.
2.1. The simplicial toric variety and the fan. Let N ≅ Z3 be a lattice of rank 3. Let XΣ be a 3-
dimensional simplicial toric variety defined by a (finite) simplicial fan Σ in NR ∶= N ⊗R. Then XΣ contains
the algebraic torus T = N ⊗C∗ ≅ (C∗)3 as a open dense subset, and the action of T on itself extends to XΣ.
We further assume that:
(i) XΣ is Calabi-Yau: the canonical divisor of XΣ is trivial;
(ii) XΣ is semi-projective: the T-action on XΣ has at least one fixed point, and the morphism from XΣ
to its affinization X0 = SpecH0(XΣ,OXΣ) is projective.
We introduce some notation:
● Let Σ(d) be the set of d-dimensional cones in Σ.
● Let Σ(1) = {ρ1, . . . , ρ3+p′} be the set of 1-dimensional cones in Σ, where p′ ∈ Z≥0, and let bi ∈ N be
characterized by ρi ∩N = Z≥0bi.
The lattice N can be canonically identified with Hom(C∗,T), the cocharacter lattice of T; the dual lattice
M = Hom(N,Z) can be canonically identified with Hom(T,C∗), the character lattice of T. Given m ∈ M ,
let χm ∈ Hom(T,C∗) denote the corresponding character of T. Let MR ∶= M ⊗ R be the dual real vector
space of NR. The Calabi-Yau condition (i) implies that, there exists a vector e
∗
3 ∈ M such that ⟨e∗3, bi⟩ = 1
for i = 1, . . . ,3 + p′. We may choose e∗1, e∗2 such that {e∗1, e∗2 , e∗3} is a Z-basis of M . Let {e1, e2, e3} be the
dual Z-basis of N , which defines an isomorphism N ≅ Z3 given by n1e1 + n2e2 + n3e3 z→ (n1, n2, n3); under
this isomorphism, bi = (mi, ni,1) for some (mi, ni) ∈ Z2. We define the Calabi-Yau subtorus of T to be
T′ ∶= Ker(χe∗3 ∶ T → C∗) ≅ (C∗)2. Then N ′ ∶= Ker(e∗3 ∶ N → Z) ≅ Z2 can be canonically identified with
Hom(C∗,T′), the cocharacter lattice of the Calabi-Yau torus T′. Let P ⊂ N ′R ∶= N ′ ⊗Z R ≅ R2 be the convex
hull of {(mi, ni) ∶ i = 1, . . . ,3 + p′}, and let σ ⊂ NR be the cone over P × {1} ⊂ N ′R ×R =NR. Then
σ = ⋃
σ∈Σ(3)
σ
is a 3-dimensional strongly convex polyhedral cone. We have
H0(XΣ,OXΣ) = C[M ∩ σ∨]
where σ∨ ⊂ MR is the dual cone of σ ⊂ NR. Therefore, the affine toric variety defined by the cone σ is the
affinization X0 of XΣ.
There is a group homomorphism
φ′ ∶ Ñ ′ ∶=
3+p′⊕
i=1
Zb̃i → N, b̃i z→ bi
with finite cokernel. Applying − ⊗Z C∗, we obtain an exact sequence of abelian groups
1→ GΣ → T̃′ → T→ 1,
where T̃′ = Ñ ′ ⊗C∗ ≅ (C∗)3+p′ , and GΣ can be disconnected. The action of T̃′ on itself extends to C3+p′ =
SpecC[Z1, . . . , Z3+p′]. Let Zσ ∶=∏ρi /⊂σ Zi, and let Z(Σ) ⊂ C3+p′ be the closed subvariety defined by the ideal
generated by {Zσ ∶ σ ∈ Σ}. Then T̃′ acts on UΣ ∶= C3+p′ − Z(Σ), and the simplicial toric variety XΣ is the
geometric quotient
XΣ = UΣ/GΣ.
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2.2. The toric orbifold and the stacky fan. In general, a smooth toric DM stack is defined by a stacky
fan Σ = (N,Σ, β) [11], and a toric orbifold is a smooth toric DM stack with trivial generic stabilizer [47,
Section 5]. The canonical stacky fan associated to the simplicial fan Σ in Section 2.1 is
Σcan = (N,Σ, βcan = (b1, . . . , b3+p′)).
The toric orbifold X defined by Σcan is the stacky quotient
X = [UΣ/GΣ].
In this paper, we consider semi-projective toric Calabi-Yau 3-orbifolds X constructed as above.
We will also need an alternative description of X in terms of an extended stacky fan introduced by Y.
Jiang [60]. For any toric Calabi-Yau 3-orbifold, there is a canonical extended stacky fan
Σext = (N,Σ, βext = (b1, . . . , b3+p))
where bi = (mi, ni,1) and {(mi, ni) ∶ i = 1 . . . ,3 + p} = P ∩ Z2.
There is a surjective group homomorphism
φ ∶ Ñ ∶=
3+p⊕
i=1
Z̃bi → N, b̃i z→ bi
Let L = Ker(φ) ≅ Zp. Then we have a short exact sequence of free Z-modules:
(5) 0→ L ψ→ Ñ φ→N → 0.
Applying −⊗Z C∗, we obtain an exact sequence of abelian Lie groups:
(6) 1→ G→ T̃→ T→ 1,
where T̃ = Ñ ⊗ C∗ ≅ C3+p, and G = L ⊗ C∗ ≅ (C∗)p . The action of T̃ on itself extends to C3+p =
SpecC[Z1, . . . , Z3+p] and preserves the Zariski open dense subset UΣext = UΣ × (C∗)p−p′ ⊂ C3+p. Then
XΣ = UΣext/G, X = [UΣext/G].
2.3. Character lattices and integral second cohomology groups. Let M̃ ∶= Hom(Ñ ,Z) be the dual
lattice of Ñ , which can be canonically identified with the character lattice Hom(T̃,C∗) of T̃. The T̃-
equivariant inclusion UΣ ↪ C3+p induces a surjective group homomorphism
κT ∶ M̃ ≅H2T̃(C3+p;Z) ≅H2T([C3+p/G];Z) Ð→H2T̃(UΣ;Z) ≅H2T(X ;Z).
Let DTi ∈ H2T̃(C3+p;Z) be the T̃-equivariant Poincare´ dual of the divisor {Zi = 0} ⊂ C3+p. Then {DTi ∶ i =
1, . . . ,3 + p} is the Z-basis of M̃ ≅ H2
T̃
(C3+p;Z) which is dual to the Z-basis {̃bi ∶ i = 1, . . . ,3 + p} of Ñ . We
have
Ker(κT) = 3+p⊕
i=4+p′
ZDTi .
Let L∨ = Hom(L,Z) be the dual lattice of L, which can be canonically identified with the character lattice
Hom(G,C∗) of G. The G-equivariant inclusion UΣ ↪ C3+p induces a surjective group homomorphism
κ ∶ L∨ ≅H2G(C3+p;Z) ≅H2([C3+p/G];Z) Ð→H2G(UΣ;Z) ≅H2(X ;Z).
We have
Ker(κ) = 3+p⊕
i=4+p′
ZDi
where Di ∈H2G(C3+p;Z) is the G-equivariant Poincare´ dual of the divisor {Zi = 0} ⊂ C3+p.
Applying Hom(−;Z) to (5), we obtain the following short exact sequence of free Z-modules:
(7) 0→M φ∨→ M̃ ψ∨→ L∨ → 0.
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To summarize, we have the following commutative diagram:
(8)
0 0 0×××Ö ×××Ö ×××Ö
0 ÐÐÐÐ→ 0 ÐÐÐÐ→ ⊕3+pi=4+p′ ZDTi ≅ÐÐÐÐ→ ⊕3+pi=4+p′ ZDi ÐÐÐÐ→ 0×××Ö ×××Ö ×××Ö
0 ÐÐÐÐ→ M φ∨ÐÐÐÐ→ M̃ ψ∨ÐÐÐÐ→ L∨ ÐÐÐÐ→ 0×××Ö≅ ×××ÖκT ×××Öκ
0 ÐÐÐÐ→ M φ¯∨ÐÐÐÐ→ H2T(X ;Z) ψ¯∨ÐÐÐÐ→ H2(X ;Z) ÐÐÐÐ→ 0×××Ö ×××Ö ×××Ö
0 0 0
In the above diagram, the rows and columns are short exact sequences of abelian groups. The map ψ∨ sends
DTi to Di. For i = 1, . . . ,3 + p, we define
D¯Ti ∶= κT(DTi ) ∈H2T(X ;Z), D¯i ∶= κ(Di) ∈H2(X ;Z).
Then ψ¯∨(D¯Ti ) = D¯i, and D¯Ti = D¯i = 0 for 4 + p′ ≤ i ≤ 3 + p.
Finally, we have the following isomorphisms
c1 ∶ Pic(X ) ≅→H2(X ;Z), cT1 ∶ PicT(X ) ≅→H2T(X ;Z),
where c1 and c
T
1 are the first Chern class and the T-equivariant first Chern class, respectively.
2.4. Torus invariant closed substacks. Given σ ∈ Σ, define
I ′σ ∶= {i ∈ {1, . . . ,3 + p′} ∶ ρi ∈ σ}, Iσ = {1, . . . ,3 + p} ∖ I ′σ.
Then I ′σ ⊂ {1, . . . ,3+p′} and {4+p′, . . . ,3+p} ⊂ Iσ ⊂ {1, . . . ,3+p}. If σ ∈ Σ(d) then ∣I ′σ ∣ = d and ∣Iσ ∣ = 3+p−d.
Let Ṽ (σ) ⊂ UΣext be the closed subvariety defined by the ideal of C[Z1, . . . , Z3+p] generated by {Zi = 0 ∣
i ∈ I ′σ}. Then V(σ) ∶= [Ṽ (σ)/G] is a codimension d T -invariant closed substack of X = [UΣext/G].
The generic stabilizer of V(σ) is Gσ = {g ∈ G ∣ g ⋅ z = z for all z ∈ Ṽ (σ)}, which is a finite subgroup of
G ≅ (C∗)p. If τ ⊂ σ then V(τ) ⊃ V(σ) so Gτ is a subgroup of Gσ. When σ ∈ Σ(3), we denote pσ = V(σ),
which is a T-fixed point.
2.5. Extended nef, Ka¨hler, and Mori cones. We first introduce some notation. Given a lattice Λ ≅ Zm
and F = Q,R,C, let ΛF denote the F vector space Λ⊗Z F ≅ Fm.
Given a maximal cone σ ∈ Σ(3), we define
K∨σ ∶= ⊕
i∈Iσ
ZDi
which is a sublattice of L∨ of finite index, and define the extended σ-nef cone to be
Ñefσ ∶= ∑
i∈Iσ
R≥0Di,
which is a top dimensional cone in L∨R. The extended nef cone of the extended stacky fan Σ
ext is
Nef(Σext) ∶= ⋂
σ∈Σ(3)
Ñefσ.
The extended σ-Ka¨hler cone C̃σ is defined to be the interior of Ñefσ; the extended Ka¨hler cone C(Σext) of
Σext is defined to be the interior of the extended nef cone Nef(Σext). We have an exact sequence of R-vector
spaces:
0→ p+3⊕
i=p′+4
RDi Ð→ L∨R κÐ→H2(X ;R) =H2(XΣ;R) → 0
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The Ka¨hler cone of X is C(Σ) = κ(C(Σext)) ⊂H2(X ;R).
For i = p′ + 4, . . . ,p + 3, let σ be the smallest cone containing bi. Then
bi = ∑
j∈I′σ
cj(bi)bj ,
where cj(bi) ∈ (0,1) and ∑j∈I′σ cj(bi) = 1. There exists a unique D∨i ∈ LQ such that
⟨Dj ,D∨i ⟩ =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1, j = i,
−cj(bi), j ∈ I ′σ,
0, j ∈ Iσ ∖ {i}.
By [59, Equation (39) and Lemma 3.2], the space L∨F decomposes as below
(9) L∨F = Ker((D∨p′+4, . . . ,D∨p+3) ∶ LF → Fp−p′)⊕ p+3⊕
j=p′+4
FDj;
The first factor is identified with H2(X ;F) under κ. The extended Ka¨hler cone splits as
C(Σext) = C(Σ) × ( p+3∑
j=p′+4
R>0Dj),
where C(Σ) ⊂H2(X ;R) ⊂ L∨R. For any H ∈ L∨F we denote H¯ = κ(H) ∈H2(X ;F) ⊂ L∨F , and we have
D¯i =Di +
p+3∑
j=p′+4
ci(bj)Dj.
Let Kσ be the dual lattice of K
∨
σ; it can be viewed as an additive subgroup of LQ:
Kσ = {β ∈ LQ ∣ ⟨D,β⟩ ∈ Z ∀D ∈ K∨σ},
where ⟨−,−⟩ is the natural pairing between L∨Q and LQ. Define
K ∶= ⋃
σ∈Σ(3)
Kσ.
Then K is a subset (which is not necessarily a subgroup) of LQ, and L ⊂ K.
We define the extended σ-Mori cone ÑEσ ⊂ LR to be the dual cone of Ñefσ ⊂ L∨R:
ÑEσ = {β ∈ LR ∣ ⟨D,β⟩ ≥ 0 ∀D ∈ Ñefσ}.
The extended Mori cone of the extended stacky fan Σext is
NE(Σext) ∶= ⋃
σ∈Σ(3)
ÑEσ.
We define
Keff,σ ∶= Kσ ∩ ÑEσ, Keff ∶= K ∩NE(Σext) = ⋃
σ∈Σ(3)
Keff,σ.
2.6. Anticones and stability. There is an alternative way to define the toric variety X (see [59, Section
3.1]). Given Di ∈ L∨ ≅ Zp, for i = 1, . . . ,p + 3, one chooses a stability vector η ∈ L∨R. Define the anticoneAη = {I ⊂ {1, . . . ,p + 3} ∶ η ∈∑
i∈I
R≥0Di}.
Then the associated toric orbifold is [(Cp+3 ∖⋃I∉Aη CI)/G], where G = L⊗Z C∗. The definition is equivalent
to the one in Section 2.2. For the stacky fan Σext, one can always choose such η – for any η in C(Σext) this
construction will produce X . Then Aη is the collection of Iσ for all σ ∈ Σ.
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2.7. The inertia stack and the Chen-Ruan orbifold cohomology group. Given σ ∈ Σ, define Iσ and
I ′σ as in Section 2.4, and define
Box(σ) ∶= {v ∈ N ∶ v = ∑
i∈I′σ
cibi, 0 ≤ ci < 1}.
If τ ⊂ σ then I ′τ ⊂ I ′σ , so Box(τ) ⊂ Box(σ).
Let σ ∈ Σ(3) be a maximal cone in Σ. We have a short exact sequence of abelian groups
0→ Kσ/L→ LR/L→ LR/Kσ → 0,
which can be identified with the following short exact sequence of multiplicative abelian groups
1→ Gσ → GR → (G/Gσ)R → 1
where (G/Gσ)R ≅ U(1)p is the maximal compact subgroup of (G/Gσ) ≅ (C∗)p.
Given a real number x, we recall some standard notation: ⌊x⌋ is the greatest integer less than or equal
to x, ⌈x⌉ is the least integer greater or equal to x, and {x} = x − ⌊x⌋ is the fractional part of x. Define
v ∶ Kσ → N by
v(β) = 3+p∑
i=1
⌈⟨Di, β⟩⌉bi.
Then
v(β) = ∑
i∈I′σ
{−⟨Di, β⟩}bi,
so v(β) ∈ Box(σ). Indeed, v induces a bijection Kσ/L ≅ Box(σ).
For any τ ∈ Σ there exists σ ∈ Σ(3) such that τ ⊂ σ. The bijection Gσ → Box(σ) restricts to a bijection
Gτ → Box(τ).
Define
Box(Σcan) ∶= ⋃
σ∈Σ
Box(σ) = ⋃
σ∈Σ(3)
Box(σ).
Then there is a bijection K/L→ Box(Σcan).
Given v ∈ Box(Σcan) and let σ be the smallest cone containing v, define ci(v) ∈ [0,1) ∩Q by
v = ∑
i∈I′σ
ci(v)bi.
Suppose that k ∈ Gσ corresponds to v ∈ Box(σ) under the bijectionGσ ≅ Box(σ), then k acts on (Z1, . . . , Z3+p) ∈
C3+p by
k ⋅Zi =
⎧⎪⎪⎨⎪⎪⎩Zi, i ∈ Iσ,e2π√−1ci(v)Zi, i ∈ I ′σ.
Define
age(k) = age(v) = ∑
i∉Iσ
ci(v).
Let IU = {(z, k) ∈ UΣext ×G ∣ k ⋅ z = z}, and let G act on IU by h ⋅ (z, k) = (h ⋅ z, k). The inertia stack IX
of X is defined to be the quotient stack IX ∶= [IU/G].
Note that (z = (Z1, . . . , Z3+p), k) ∈ IU if and only if (the G-action on the i-th coordinate Zi of C3+p is given
by the character χi ∈ Hom(G,C∗))
k ∈ ⋃
σ∈Σ
Gσ and Zi = 0 whenever χi(k) ≠ 1.
So
IU = ⋃
v∈Box(Σcan)
Uv,
where
Uv ∶= {(Z1, . . . , Z3+p) ∈ UΣext ∶ Zi = 0 if ci(v) ≠ 0}.
The connected components of IX are{Xv ∶= [Uv/G] ∶ v ∈ Box(Σcan)}.
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Let F = Q,R or C. The Chen-Ruan orbifold cohomology group [24] with coefficient F is defined to be
H∗CR(X ;F) = ⊕
v∈Box(Σcan)
H∗(Xv;F)[2age(v)],
where [2age(v)] is the degree shift by 2age(v). The Chen-Ruan orbifold cup product is denoted by ⋆X . It
is not the component-wise cup product. Denote 1v to be the unit in H
∗(Xv;F). Then 1v ∈ H2age(v)CR (X ;F).
We have
H2CR(X ;F) =H2(X ;F)⊕ 3+p⊕
i=4+p′
F1bi ≅H2(X ;F)⊕ 3+p⊕
i=4+p′
FDi ≅ L∨F,
where we identify 1bi =Di.
Convention 2.1. In the rest of this paper, when the coefficient is C, we omit the coefficient. For example,
H∗CR(X) =H∗CR(X ;C), H∗(XΣ) =H∗(XΣ;C), etc.
Let g ∶= ∣Int(P ) ∩N ′∣ be the number of lattice points in Int(P ), the interior of the polytope P , and let
n ∶= ∣∂P ∩N ′∣ be the number of lattice points on ∂P , the boundary of the polytope P . Then
dimCH
2(XΣ) = p′ = ∣Σ(1)∣ − 3
dimCH
2
CR(X) = p = ∣P ∩N ′∣ − 3 = g + n − 3,
dimCH
4
CR(X) = ∣Int(P ) ∩N ′∣ = g,
dimCH
∗
CR(X) = 2Area(P ) = 1 + p + g = 2g − 2 + n.
Let H2CR,c(X) be the subspace of H2CR(X) generated by{D¯i ∶ i ∈ {1, . . . ,3 + p′},V(ρi) is proper} ∪ {1bi ∶ i ∈ {4 + p′, . . . ,3 + p},Xbi is proper}
Then dimCH
2
CR,c(X) = g, and there is a perfect pairing
(10) H2CR,c(X) ×H4CR(X) Ð→ C.
2.8. Equivariant Chen-Ruan cohomology. Let RT ∶= H∗T(pt) = H∗(BT), and let ST be the fractional
field of RT. Then
RT = C[u1,u2,u3], ST = C(u1,u2,u3).
As a graded C vector space and an RT-module, the T-equivariant Chen-Ruan orbifold cohomology with
coefficient C is defined to be
H∗CR,T(X) = ⊕
v∈Box(Σcan)
H∗T(Xv)[2age(v)].
By slight abuse of notation, the Chen-Ruan orbifold cup product in the equivariant setting is also denoted
by ⋆X .
Given σ ∈ Σ(3), let Xσ = [C3/Gσ] be the affine toric Calabi-Yau 3-orbifold defined by the cone σ; its
coarse moduli is the affine simplicial toric variety Xσ defined by σ: Xσ = SpecC[σ∨ ∩M] ≅ C3/Gσ. The
T-equivariant orbifold cup product and the T-equivariant Poincare´ pairing define the structure of a Frobenius
algebra on H∗CR,T(Xσ)⊗RT ST (see e.g. [46, Section 4.2] for an explicit description). There exists a field S¯T,
which is a finite extension of ST, such that H
∗
CR,T(Xσ) ⊗RT S¯T is a semisimple S¯T-algebra for all σ ∈ Σ(3);
we choose S¯T to be the minimal among such extensions. For a fixed Xσ ≅ [C3/Gσ], we define{1h ∶ h ∈ Gσ}, {1¯h ∶ h ∈ Gσ}, {φ¯γ ∶ γ ∈ G∗σ}
as in [46, Section 4.2]. Then {φ¯γ ∶ γ ∈ G∗σ} is a canonical basis of H∗CR,T(Xσ)⊗RT S¯T.
The Frobenius algebra H∗CR,T(X)⊗RT S¯T, equipped with the T-equivariant orbifold cup product and the
T-equivariant Poincare´ pairing, is isomorphic to a direct sum of Frobenius algebras:
(11) ⊕
σ∈Σ(3)
ι∗σ ∶H
∗
CR,T(X ;C)⊗RT S¯T ≅Ð→ ⊕
σ∈Σ(3)
H∗CR,T(Xσ;C)⊗RT S¯T,
where ι∗σ ∶H
∗
CR,T(X)⊗RT S¯T →H∗CR,T(Xσ)⊗RT S¯T is induced by the T-equivariant open embedding ισ ∶ Xσ ↪X . There exists a unique φσ,γ ∈ H∗CR,T(X) ⊗RT S¯T such that φσ,γ ∣Xσ = φ¯γ and φσ,γ ∣pσ′ = 0 for σ′ ∈ Σ(3),
σ′ ≠ σ, where pσ′ is the T-fixed point corresponding to σ′. Define IΣ ∶= {(σ, γ) ∶ σ ∈ Σ(3), γ ∈ G∗σ}. Then{φσ,γ ∶ (σ, γ) ∈ IΣ}
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is a canonical basis of the semisimple S¯T-algebra H
∗
CR,T(X ;C)⊗RT S¯T:
φσ,γ ⋆X φσ′,γ′ = δσ,σ′δγ,γ′φσ,γ .
We have ∑
(σ,γ)∈IΣ
φσ,γ = 1.
The T-equivariant Poincare´ pairing is given by
(φσ,γ , φσ′,γ′)X ,T = δσ,σ′δγ,γ′
∆σ,γ
, ∆σ,γ = ∣Gσ ∣2e(σ),
where e(σ) ∈ H6T(pσ) = H6(BT) is the T-equivariant Euler class of the tangent space TpσX (viewed as a
T-equivariant vector bundle over pσ ≅ BGσ).
In the rest of this paper, we sometimes use the bold letter σ for the pair (σ, γ) for simplicity. Define
φˆσ =
√
∆σφσ, σ ∈ IΣ.
(By a finite field extension, we may assume
√
∆σ ∈ S¯T for all σ ∈ IΣ.) Then
φˆσ ⋆X φˆσ′ = δσ,σ′
√
∆σφˆσ, (φˆσ, φˆσ′)X ,T = δσ,σ′ .
We call {φˆσ ∶ σ ∈ IΣ} the classical normalized canonical basis. It is a normalized canonical basis of the
T-equivariant Chen-Ruan orbifold cohomology ring H∗CR,T(X )⊗RT S¯T.
2.9. The symplectic quotient and the toric graph. Let {ǫa ∶ a = 1, . . . ,p} be a Z-basis of the lattice L
and let {ǫ∗a ∶ a = 1, . . . ,p} be the dual Z-basis of the dual lattice L∨. Then ψ ∶ L → Ñ and ψ∨ ∶ M̃ → L∨ are
given by
ψ(ǫa) = 3+p∑
i=1
l
(a)
i b̃i, ψ
∨(DTi ) = p∑
a=1
l
(a)
i ǫ
∗
a.
for some l
(a)
i ∈ Z, where 1 ≤ a ≤ p and 1 ≤ i ≤ 3 + p. The p vectors l(a) ∶= (l(a)1 , . . . , l(a)3+p) ∈ Z3+p are known as
the charge vectors in the physics literature.
Let GR ≅ U(1)p be the maximal compact torus of G ≅ (C∗)p. Then L∨R can be canonically identified
with the dual of the Lie algebra of GR. The G-action on C
3+p restricts to a Hamiltonian GR-action on the
symplectic manifold (C3+p,√−1∑3+pi=1 dZi ∧ dZ¯i). A moment map of this Hamiltonian GR-action is given by
µ̃ ∶ C3+p Ð→ L∨R, µ̃(Z1, . . . , Z3+p) = p∑
a=1
( 3+p∑
i=1
l
(a)
i ∣Zi∣2)ǫ∗a.
Given a point η in the extended Ka¨hler cone C(Σext) ⊂ L∨R, the symplectic quotient [µ̃−1(η)/GR] is a Ka¨hler
orbifold which is isomorphic to X as a complex orbifold (c.f. Section 2.6). The symplectic structure ω(η)
depends on η. The map
κ∣C(Σext) ∶ C(Σext)Ð→ C(Σ) ⊂H2(XΣ;R)
can be identified with k↦ [ω(η)], where [ω(η)] is the Ka¨hler class of the Ka¨hler form ω(η).
Let TR ≅ U(1)3 (resp. T′R ≅ U(1)2) be the maximal compact torus of T ≅ (C∗)3 (resp. T′ ≅ (C∗)2). Then
MR (resp. M
′
R) is canonically identified with the dual of the Lie algebra of TR (resp. T
′
R). The T-action on X
restricts to a Hamiltonian TR-action on the Ka¨hler orbifold (X , ω(η)). The map κ(η) determines a moment
map µTR ∶ X Ð→MR up to translation by a vector in MR. The image µTR(X ) is a convex polyhedron. The
moment map µT′
R
∶ X Ð→ M ′R is the composition π ○ µTR , where π ∶ MR ≅ R3 → M ′R ≅ R2 is the projection.
The map µT′
R
is surjective. Let X 1 ⊂ X be the union of 0-dimensional and 1-dimensional T-orbits in X . The
toric graph of (X , ω(η)) is defined by Γ ∶= µT ′
R
(X 1) ⊂M ′R ≅ R2. It is determined by κ(η) up to translation
by a vector in M ′R. The vertices (resp. edges) of Γ are in one-to-one correspondence to 3-dimensional (resp.
2-dimensional) cones in Σ.
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2.10. Aganagic-Vafa branes. An Aganagic-Vafa brane in X = [µ˜−1(η)/GR] is a Lagrangian suborbifold of
the form L = [L̃/GR], where
L̃ = {(Z1, . . . , Zr) ∈ µ̃−1(η) ∶ 3+p∑
i=1
lˆ1i ∣Zi∣2 = c1, 3+p∑
i=1
lˆ2i ∣Zi∣2 = c2, arg(3+p∏
i=1
Zi) = c3}.
for some lˆ1, lˆ2 ∈ Z3+p satisfying ∑3+pi=1 lˆ1i = ∑3+pi=1 lˆ2i = 0 and c1, c2, c3 ∈ R. The constants c1, c2 are chosen such
that µTR(L) is a ray ending at a point in the interior of an edge of the moment polytope. Then µT′R(L) is a
point in Γ which is not a vertex.
Given a 2-dimensional cone τ ∈ Σ(2) such that I ′τ = {i, j}, where 1 ≤ i < j ≤ 3+ p′, let lτ ∶= V(τ) be defined
by Zi = Zj = 0, and let ℓτ be the coarse moduli space of lτ . There are two cases:
(1) τ is the intersection of two 3-dimensional cones and ℓτ ≅ P1.
(2) There is a unique 3-dimensional cone σ containing τ and ℓτ ≅ C.
An Aganagic-Vafa brane L intersects a unique 1-dimensional T-orbit closure lτ , where τ ∈ Σ(2). We say
L is an inner (resp. outer) brane if ℓτ ≅ P1 (resp. ℓτ ≅ C). In this paper we will consider a fixed τ0 ∈ Σ(2)
such that ℓτ0 ≅ C, and consider an Aganagic-Vafa (outer) brane intersecting lτ0 . Let σ0 be the unique 3-
dimensional cone containing τ0. By permuting b1, . . . , b3+p′ we may assume σ0 is spanned by b1, b2, b3 and τ0
is spanned by b2, b3. We have a short exact sequence of finite abelian groups
1→ Gτ0 ≅ µm Ð→ Gσ0 Ð→ µr → 1,
where m and r are positive integers and µm and µr are finite cyclic groups of orders m and r respectively. We
say lτ0 is an effective leg (resp. a gerby leg) if m = 1 (resp. m > 1). By choosing suitable Z-basis (e1, e2, e3)
of N we may assume
b1 = re1 − se2 + e3, b2 = me2 + e3, b3 = e3,
where s ∈ {0,1 . . . , r − 1}.
3. A-model Topological Strings
In Section 3.1-3.8, we consider the 3-dimensional torus T and the big phase space. In Section 3.9 we
specialize to the small phase space. After that, we further specialize to the Calabi-Yau torus T′.
3.1. Equivariant Gromov-Witten invariants. Given nonnegative integers g, n and an effective curve
class d ∈H2(XΣ;Z), letMg,n(X , d) be the moduli stack of genus g, n-pointed, degree d twisted stable maps
to X ([3, 4], [85, Section 2.4]). Let evi ∶Mg,n(X , d) → IX be the evaluation at the i-th marked point. The
T-action on X induces T-actions on Mg,n(X , d) and on the inertia stack IX , and the evaluation map evi is
T-equivariant.
Let Mg,n(XΣ, d) be the moduli stack of genus g, n-pointed, degree d stable maps to the coarse moduli
XΣ of X . Let π ∶Mg,n+1(XΣ, d) →Mg,n(XΣ, d) be the universal curve, and let ωπ be the relative dualizing
sheaf. Let sj ∶Mg,n(XΣ, d) →Mg,n+1(XΣ, d) be the section associated to the j-th marked point. Then
Lj ∶= s∗jωπ
is the line bundle overMg,n(XΣ, d) formed by the cotangent line at the j-th marked point. The descendant
classes on Mg,n(XΣ, d) are defined by
ψj ∶= c1(Lj) ∈H2(Mg,n(XΣ, d);Q), j = 1, . . . , n.
The T-action onXΣ induces a T-action onMg,n(XΣ, d), and we choose a T-equivariant lift ψTj ∈H2T(Mg.n(XΣ, d);Q)
of ψj ∈H2(Mg,n(XΣ, d);Q) as in [70, Section 5.1].
The map p ∶Mg,n(X , d) →Mg,n(XΣ, d) is T-equivariant. Following [85, Section 2.5.1], we define
ψˆj ∶= p∗ψj ∈H2(Mg,n(X , d);Q)
to be the pullback of ψj ∈H2(Mg,n(XΣ, d);Q). (Note that ψˆj is denoted ψ¯j in [26] and ψj in [95].) Then
ψˆTj ∶= p∗ψTj ∈ H2T(Mg,n(X , d);Q)
is a T-equivariant lift of ψˆj .
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Since XΣ is not projective, the moduli stackMg,n(X , d) is not proper in general, but the T-fixed substack
Mg,n(X , d)T is. Given a1, . . . , an ∈ Z≥0 and γ1, . . . , γn ∈H∗CR,T(X ;Q), we define T-equivariant genus g degree
d Gromov-Witten invariants of X by
⟨γ1ψˆa1 ,⋯, γnψˆan⟩X ,Tg,n = ∫[Mg,n(X ,d)T]w,T ι∗(∏
n
j=1 ev
∗
j (γj)(ψˆTj )aj )
eT(Nvir) ∈ ST = Q(u1,u2,u3).
where the weighted virtual fundamental class [Mg,n(X , d)T]w,T [3, 4] (resp. the virtual normal bundle Nvir
ofMg,n(X , d)T inMg,n(X , d)) is defined by the fixed (resp. moving) part of the restriction toMg,n(X , d)T of
the T-equivariant perfect obstruction theory onMg,n(X , d) [55], and ι∗ ∶H∗T(Mg,n(X , d);Q) →H∗T(Mg,n(X , d)T;Q)
is induced by the inclusion map ι ∶ Mg,n(X , d)T ↪ Mg,n(X , d). More generally, if we insert γ1, . . . , γn ∈
H∗CR,T(X )⊗RT S¯T then we obtain ⟨γ1ψˆa1 ,⋯, γnψˆan⟩X ,Tg,n ∈ S¯T.
3.2. Generating functions. Let NE(Σ) ⊂H2(X ;R) = H2(XΣ;R) be the Mori cone generated by effective
curve classes in XΣ (see Section 2.5). Let E(X ) denote the semigroup NE(Σ) ∩H2(XΣ;Z). The Novikov
ring Λnov of X is defined to be the completion of the semigroup ring C[E(X )].
Λnov ∶= ̂C[E(X )] = { ∑
d∈E(X)
cdQ
d
∶ cd ∈ C}.
Given a1, . . . , an ∈ Z≥0, γ1, . . . , γn ∈H∗CR,T(X )⊗RT S¯T, we define the following double correlator:
⟪γ1ψˆa1 ,⋯, γnψˆan⟫X ,Tg,n ∶= ∞∑
m=0
∑
d∈E(X)
Qd
m!
⟨γ1ψˆa1 ,⋯, γnψˆan , tm⟩X ,Tg,n+m,d
where Qd ∈ C[E(X )] ⊂ Λnov is the Novikov variable corresponding to d ∈ E(X ), and t ∈H∗CR,T(X )⊗RT S¯T.
We introduce two types of generating functions of genus g, n-point T-equivariant Gromov-Witten invari-
ants of X .
(1) For j = 1, . . . , n, introduce formal variables
uj = uj(z) = ∑
a≥0
(uj)aza
where (uj)a ∈H∗CR,T(X )⊗RT S¯T. Define⟪u1, . . . ,un⟫X ,Tg,n = ⟪u1(ψˆ), . . . ,un(ψˆ)⟫X ,Tg,n = ∑
a1,...,an≥0
⟪(u1)a1ψˆa1 ,⋯, (un)an ψˆan⟫X ,Tg,n .
(2) Let z1, . . . , zn be formal variables. Given γ1, . . . , γn ∈H∗CR,T(X )⊗RT S¯T, define
⟪ γ1
z1 − ψˆ1
, . . . ,
γn
zn − ψˆn
⟫X ,Tg,n = ∑
a1,...,an∈Z≥0
⟪γ1ψˆa1 , . . . , γnψˆan⟫X ,Tg,n n∏
j=1
z
−aj−1
j .
The above two generating functions are related by
(12) ⟪ γ1
z1 − ψˆ1
, . . . ,
γn
zn − ψˆn
⟫X ,Tg,n = ⟪u1, . . . ,un⟫X ,Tg,n ∣
uj(z)= γjzj−z
.
3.3. The equivariant big quantum cohomology. Let
χ = dimCH∗CR(X ) = dimS¯T H∗CR,T(X ; S¯T).
We choose an S¯T-basis of H
∗
CR,T(X ; S¯T) {Ti ∶ i = 0,1, . . . , χ − 1} such that
T0 = 1, Ta = D¯T3+a for a = 1, . . . ,p′, Ta = 1b3+a for a = p′ + 1, . . . ,p,
and for i = p + 1, . . . , χ − 1, Ti is of the form TaTb for some a, b ∈ {1, . . . ,p}. Write t = ∑χ−1a=0 τaTa, and let
τ ′ = (τ1, . . . , τp′), τ ′′ = (τ0, τp′+1, . . . , τχ−1). By the divisor equation,⟪Ti, Tj , Tk⟫X ,T0,3 ∈ ST[[Q̃, τ ′′]], ⟪φˆσ , φˆσ′ , φˆσ′′⟫X ,T0,3 ∈ S¯T[Q̃, τ ′′]],
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where Q̃d = Qd exp(∑p′a=1 τa⟨Ta, d⟩). Let S ∶= S¯T[Q̃, τ ′′]]. Given a, b ∈ H∗CR,T(X ; S¯T), define the quantum
product
a ⋆t b ∶= ∑
σ∈IΣ
⟪a, b, φˆσ⟫φˆσ ∈H∗CR,T(X ; S¯T)⊗S¯T S.
Then A ∶=H∗CR,T(X ; S¯T)⊗S¯TS is a free S-module of rank χ, and (A,∗t) is a commutative, associative algebra
over S. Let I ⊂ S be the ideal generated by Q̃, τ ′′, and define
Sn ∶= S/In, An ∶= A⊗S Sn
for n ∈ Z≥0. Then An is a free Sn-module of rank χ, and the ring structure ∗t on A induces a ring structure
∗n on An. In particular,
S1 = S¯T, A1 =H∗CR,T(X ; S¯T),
and ∗1 = ∗X is the orbifold cup product. So{φ(1)
σ
∶= φσ ∶ σ ∈ IΣ}
is an idempotent basis of (A1,⋆1). For n ≥ 1, let {φ(n+1)σ ∶ σ ∈ IΣ} be the unique idempotent basis of(An+1,⋆n+1) which is the lift of the idempotent basis {φ(n)σ ∶ σ ∈ IΣ} of (An,⋆n) [68, Lemma 16]. Then{φσ(t) ∶= limφ(n)σ ∶ σ ∈ IΣ}
is an idempotent basis of (A,⋆t). The ring (A,⋆t) is called the equivariant big quantum cohomology ring.
Set
Λ¯Tnov ∶= S¯T ⊗C Λnov = S¯T[[E(X )]].
Then H ∶=H∗CR,T(X ; Λ¯Tnov) is a free Λ¯Tnov-module of rank χ. Any point t ∈H can be written as t =∑σ∈IΣ tσφˆσ .
We have
H = Spec(Λ¯Tnov[tσ ∶ σ ∈ IΣ]).
Let Hˆ be the formal completion of H along the origin:
Hˆ ∶= Spec(Λ¯Tnov[[tσ ∶ σ ∈ IΣ]]).
Let O
Hˆ
be the structure sheaf on Hˆ , and let T
Hˆ
be the tangent sheaf on Hˆ . Then T
Hˆ
is a sheaf of free
O
Hˆ
-modules of rank χ. Given an open set in Hˆ ,
T
Hˆ
(U) ≅ ⊕
σ∈IΣ
O
Hˆ
(U) ∂
∂tσ
.
The big quantum product and the T-equivariant Poincare´ pairing defines the structure of a formal Frobenius
manifold on Hˆ :
∂
∂tσ
⋆t
∂
∂tσ
′ = ∑
ρ∈IΣ
⟪φˆσ , φˆσ′ , φˆρ⟫X ,T0,3 ∂∂tρ ∈ Γ(Hˆ,THˆ).
( ∂
∂tσ
,
∂
∂tσ
′ )X ,T = δσ,σ′ .
3.4. The A-model canonical coordinates and the Ψ-matrix. The canonical coordinates {uσ = uσ(t) ∶
σ ∈ IΣ} on the formal Frobenius manifold Hˆ are characterized by
(13)
∂
∂uσ
= φσ(t).
up to additive constants in Λ¯Tnov. We choose canonical coordinates such that they lie in S¯T[τ ′][[Q̃, τ ′′]] and
vanish when Q = 0, τ ′ = τ ′′ = 0. Then uσ −√∆σtσ ∈ S¯T[τ ′][[Q̃, τ ′′]] and vanish when Q̃ = 0, τ ′′ = 0.
We define ∆σ(t) ∈ S¯T[Q̃, τ ′′]] by the following equation:
(φσ(t), φσ′(t))X ,T = δσ,σ′
∆σ(t) .
Then ∆σ(t)→∆σ in the large radius limit Q̃, τ ′′ → 0. The normalized canonical basis of (Hˆ,⋆t) is{φˆσ(t) ∶=√∆σ(t)φσ(t) ∶ σ ∈ IΣ}.
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They satisfy
φˆσ(t) ⋆t φˆσ′(t) = δσ,σ′√∆σ(t)φˆσ(t), (φˆσ(t), φˆσ′(t))X ,T = δσ,σ′ .
(Note that
√
∆σ(t) = √∆σ ⋅√∆σ(t)
∆σ
, where
√
∆σ ∈ S¯T and
√
∆σ(t)
∆σ
∈ S¯T[Q̃, τ ′′]], so √∆σ(t) ∈ S¯T[Q̃, τ ′′]].)
We call {φˆσ(t) ∶ t ∈ IΣ} the quantum normalized canonical basis to distinguish it from the classical normalized
canonical basis {φˆσ ∶ σ ∈ IΣ}. The quantum canonical basis tends to the classical canonical basis in the large
radius limit: φˆσ(t)→ φˆσ as Q̃, τ ′′ → 0.
Let Ψ = (Ψ σ
σ′ ) be the transition matrix between the classical and quantum normalized canonical bases:
(14) φˆσ′ = ∑
σ∈IΣ
Ψ σ
σ′ φˆσ(t).
Then Ψ is an χ × χ matrix with entries in S¯T[Q̃, τ ′′]], and Ψ → 1 (the identity matrix) in the large radius
limit Q̃, τ ′′ → 0. Both the classical and quantum normalized canonical bases are orthonormal with respect
to the T-equivariant Poincare´ pairing ( , )X ,T, so ΨTΨ = ΨΨT = 1, where ΨT is the transpose of Ψ, or
equivalently ∑
ρ∈IΣ
Ψ σ
ρ
Ψ σ
′
ρ
= δσ,σ′
Equation (14) can be rewritten as
∂
∂tσ
′ = ∑
σ∈IΣ
Ψ σ
σ′
√
∆σ(t) ∂
∂uσ
which is equivalent to
(15)
duσ√
∆σ(t) = ∑σ′∈IΣ dtσ′Ψ σσ′ .
3.5. The equivariant big quantum differential equation. We consider the Dubrovin connection ∇z ,
which is a family of connections parametrized by z ∈ C ∪ {∞}, on the tangent bundle T
Hˆ
of the formal
Frobenius manifold Hˆ :
∇
z
σ
= ∂
∂tσ
−
1
z
φˆσ⋆t
The commutativity (resp. associativity) of ∗t implies that ∇
z is a torsion free (resp. flat) connection on T
Hˆ
for all z. The equation
(16) ∇zµ = 0
for a section µ ∈ Γ(Hˆ,T
Hˆ
) is called the T-equivariant big quantum differential equation (T-equivariant big
QDE). Let
T f,z
Hˆ
⊂ T
Hˆ
be the subsheaf of flat sections with respect to the connection ∇z. For each z, T f,z
Hˆ
is a sheaf of Λ¯Tnov-modules
of rank χ.
A section L ∈ End(T
Hˆ
) = Γ(Hˆ,T ∗
Hˆ
⊗ T
Hˆ
) defines an O
Hˆ
(Hˆ)-linear map
L ∶ Γ(Hˆ,T
Hˆ
) = ⊕
σ∈IΣ
O
Hˆ
(Hˆ) ∂
∂tσ
→ Γ(Hˆ,T
Hˆ
)
from the free O
Hˆ
(Hˆ)-module Γ(Hˆ,T
Hˆ
) to itself. Let L(z) ∈ End(T
Hˆ
) be a family of endomorphisms of the
tangent bundle T
Hˆ
parametrized by z. L(z) is called a fundamental solution to the T-equivariant QDE if
the O
Hˆ
(Hˆ)-linear map
L(z) ∶ Γ(Hˆ,T
Hˆ
)→ Γ(Hˆ,T
Hˆ
)
restricts to a Λ¯Tnov-linear isomorphism
L(z) ∶ Γ(Hˆ,T f,∞H ) = ⊕
σ∈IΣ
Λ¯Tnov
∂
∂tσ
→ Γ(Hˆ,T f,zH ).
between rank χ free Λ¯Tnov-modules.
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3.6. The S-operator. The S-operator is defined as follows. For any cohomology classes a, b ∈H∗CR,T(X ; S¯T),
(a,S(b))X ,T = (a, b)X ,T + ⟪a, b
z − ψˆ
⟫X ,T0,2
where
b
z − ψˆ
=
∞∑
i=0
bψˆiz−i−1.
The S-operator can be viewed as an element in End(T
Hˆ
) and is a fundamental solution to the T-equivariant
big QDE (16). The proof for S being a fundamental solution can be found in [33, Section 10.2] for the
smooth case and in [59] for the orbifold case which is a direct generalization of the smooth case.
Remark 3.1. One may notice that since there is a formal variable z in the definition of the T-equivariant big
QDE (16), one can consider its solution space over different rings. Here the operator S = 1+S1/z+S2/z2+⋯
is viewed as a formal power series in 1/z with operator-valued coefficients.
Remark 3.2. Given t ∈ H∗CR,T(X )⊗RT S¯T, let t = t′ + t′′ = ∑χ−1a=0 τaTa where t′ = ∑p′a=1 τaTa ∈ H2T(X ) ⊗RT S¯T
and t′′ is a linear combination of elements in H≠2CR,T(X ) ⊗RT S¯T and elements in degree 2 twisted sectors.
Define τ ′ = (τ1, . . . , τp′) and τ ′′ = (τ0, τp′+1, . . . , τχ−1) as in Section 3.3. Then by divisor equation, we have
(a, b)X ,T + ⟪a, b
z − ψˆ
⟫X ,T0,2 = (a, bet′/z)X ,T + ∞∑
m=0
∑
d∈E(X)
(d,m)≠(0,0)
Qde∫d t
′
m!
⟨a, bet′/z
z − ψˆ
, (t′′)m⟩X ,T
0,2+m,d.
In the above expression, if we fix the power of z−1, then only finitely many terms in the expansion of et
′/z
contribute. Therefore, the factor e∫d t
′
can play the role of Qd and hence the restriction ⟪a, b
z−ψˆ⟫X ,T0,2 ∣Q=1 is
well-defined. So (a,S(b))X ,T ∈ S¯T[τ ′][[Q̃, τ ′′, z−1]] and the operator S ∣Q=1 is well-defined: (a,S ∣Q=1(b))X ,T ∈
S¯T[τ ′][[eτ ′ , τ ′′, z−1]].
Definition 3.3 (T-equivariant big J-function). The T-equivariant big J-function Jbig
T
(z) is characterized
by (Jbig
T
(z), a)X ,T = (1,S(a))X ,T
for any a ∈H∗T(X ; S¯T). Equivalently,
J
big
T
(z) = 1 + ∑
σ∈IΣ
⟪1, φˆσ
z − ψˆ
⟫X ,T0,2 φˆσ.
We consider several different (flat) bases for H∗CR,T(X ; S¯T):
(1) The classical canonical basis {φσ ∶ σ ∈ IΣ} defined in Section 2.8.
(2) The basis dual to the classical canonical basis with respect to the T-equivariant Poincare pairing:{φσ =∆σφσ ∶ σ ∈ IΣ}.
(3) The classical normalized canonical basis {φˆσ = √∆σφσ ∶ σ ∈ IΣ} which is self-dual: {φˆσ = φˆσ ∶ σ ∈
IΣ}.
For σ,σ′ ∈ IΣ, define
Sσ
′
σ
(z) ∶= (φσ′ ,S(φσ)).
Then (Sσ′
σ
(z)) is the matrix of the S-operator with respect to the canonical basis {φσ ∶ σ ∈ IΣ}:
(17) S(φσ) = ∑
σ′∈IΣ
φσ′S
σ
′
σ
(z).
For σ,σ′ ∈ IΣ, define
S σ̂
σ′ (z) ∶= (φσ′ ,S(φˆσ)).
Then (S σ̂
σ′ ) is the matrix of the S-operator with respect to the basis {φˆσ ∶ σ ∈ IΣ} and {φσ ∶ σ ∈ IΣ}:
(18) S(φˆσ) = ∑
σ′∈IΣ
φσ
′
S σ̂
σ′ (z).
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Introduce
Sz(a, b) = (a,S(b))X ,T,
Vz1,z2(a, b) = (a, b)X ,T
z1 + z2
+ ⟪ a
z1 −ψ1
,
b
z2 −ψ2
⟫X ,T0,2 .
The following identity is known (see e.g. [50], [54]):
(19) Vz1,z2(a, b) = 1
z1 + z2
∑
i
Sz1(Ti, a)Sz2(T i, b),
where Ti is any basis of H
∗
CR,T(X ; S¯T) and T i is its dual basis. In particular,
Vz1,z2(a, b) = 1
z1 + z2
∑
σ∈IΣ
Sz1(φˆσ , a)Sz2(φˆσ , b).
3.7. The A-model R-matrix. Let U denote the diagonal matrix whose diagonal entries are the canonical
coordinates. The results in [52] and [95] imply the following statement.
Theorem 3.4. There exists a unique matrix power series R(z) = 1+R1z +R2z2 +⋯ satisfying the following
properties.
(1) The entries of Rd lie in S¯T[Q̃, τ ′′]].
(2) S̃ = ΨR(z)eU/z is a fundamental solution to the T-equivariant big QDE (16).
(3) R satisfies the unitary condition RT (−z)R(z) = 1.
(4)
(20) lim
Q̃,τ ′′→0
R
σ,γ
ρ,δ
(z) = δρ,σ∣Gσ ∣ ∑h∈Gσ χρ(h)χγ(h−1)
3∏
i=1
exp( ∞∑
m=1
(−1)m
m(m + 1)Bm+1(ci(h))( zwi(σ))m)
Each matrix in (2) of Theorem 3.4 represents an operator with respect to the classical canonical basis{φˆσ ∶ σ ∈ IΣ}. So RT is the adjoint of R with respect to the T-equivariant Poincare´ pairing ( , )X ,T. The
matrix (S̃ σ̂
σ′ )(z) is of the form
S̃ σ̂
σ′ (z) = ∑
ρ∈IΣ
Ψ ρ
σ′ R
σ
ρ
(z)euσ/z = (ΨR(z)) σ
σ′ e
uσ/z
where R(z) = (R σ
ρ
(z)) = 1 +∑∞k=1Rkzk.
We call the unique R(z) in Theorem 3.4 the A-model R-matrix. The A-model R-matrix plays a central
role in the quantization formula of the descendent potential of T-equivariant Gromov-Witten theory of X .
We will state this formula in terms of graph sum in the the next subsection.
3.8. The A-model graph sum. In [95], the third author generalizes Givental’s formula for the total
descendant potential of equivariant Gromov-Witten theory of GKM manifolds to GKM orbifolds; recall that
a complex manifold/orbifold is GKM if it is equipped with a torus action with finitely many 0-dimensional
and 1-dimensional orbits. In order to state this formula, we need to introduce some definitions.
● We define
S
σ̂
σ̂′
(z) ∶= (φˆσ(t),S(φˆσ′(t))).
Then (Sσ̂
σ̂′
(z)) is the matrix of the S-operator with respect to the normalized canonical basis{φˆσ(t) ∶ σ ∈ IΣ}:
(21) S(φˆσ′(t)) = ∑
σ∈IΣ
φˆσ(t)Sσ̂
σ̂′
(z).
● We define
S
σ̂
σ′(z) ∶= (φˆσ(t),S(φσ′)).
Then (Sσ̂
σ′(z)) is the matrix of the S-operator with respect to the basis {φσ ∶ σ ∈ IΣ} and {φˆσ(t) ∶
σ ∈ IΣ}:
(22) S(φσ′) = ∑
σ∈IΣ
φˆσ(t)Sσ̂ σ′(z).
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Given a connected graph Γ, we introduce the following notation.
(1) V (Γ) is the set of vertices in Γ.
(2) E(Γ) is the set of edges in Γ.
(3) H(Γ) is the set of half edges in Γ.
(4) Lo(Γ) is the set of ordinary leaves in Γ. The ordinary leaves are ordered: Lo(Γ) = {l1, . . . , ln} where
n is the number of ordinary leaves.
(5) L1(Γ) is the set of dilaton leaves in Γ. The dilaton leaves are unordered.
With the above notation, we introduce the following labels:
(1) (genus) g ∶ V (Γ)→ Z≥0.
(2) (marking) σ ∶ V (Γ) → IΣ. This induces σ ∶ L(Γ) = Lo(Γ) ∪ L1(Γ) → IΣ, as follows: if l ∈ L(Γ) is a
leaf attached to a vertex v ∈ V (Γ), define σ(l) = σ(v).
(3) (height) k ∶H(Γ)→ Z≥0.
Given an edge e, let h1(e), h2(e) be the two half edges associated to e. The order of the two half edges
does not affect the graph sum formula in this paper. Given a vertex v ∈ V (Γ), let H(v) denote the set
of half edges emanating from v. The valency of the vertex v is equal to the cardinality of the set H(v):
val(v) = ∣H(v)∣. A labeled graph Γ⃗ = (Γ, g,σ, k) is stable if
2g(v)− 2 + val(v) > 0
for all v ∈ V (Γ).
Let Γ(X ) denote the set of all stable labeled graphs Γ⃗ = (Γ, g,σ, k). The genus of a stable labeled graph
Γ⃗ is defined to be
g(Γ⃗) ∶= ∑
v∈V (Γ)
g(v) + ∣E(Γ)∣ − ∣V (Γ)∣ + 1 = ∑
v∈V (Γ)
(g(v) − 1) + ( ∑
e∈E(Γ)
1) + 1.
Define
Γg,n(X ) = {Γ⃗ = (Γ, g,σ, k) ∈ Γ(X ) ∶ g(Γ⃗) = g, ∣Lo(Γ)∣ = n}.
We assign weights to leaves, edges, and vertices of a labeled graph Γ⃗ ∈ Γ(X ) as follows.
(1) Ordinary leaves. To each ordinary leaf lj ∈ Lo(Γ) with σ(lj) = σ ∈ IΣ and k(l) = k ∈ Z≥0, we assign
the following descendant weight:
(23) (Lu)σk (lj) = [zk]( ∑
σ′,ρ∈IΣ
⎛⎝ uσ
′
j (z)√
∆σ′(t)Sρ̂ σ̂′(z)⎞⎠+R(−z) σρ ),
where (⋅)+ means taking the nonnegative powers of z.
(2) Dilaton leaves. To each dilaton leaf l ∈ L1(Γ) with σ(l) = σ ∈ IΣ and 2 ≤ k(l) = k ∈ Z≥0, we assign
(L1)σk ∶= [zk−1](− ∑
σ′∈IΣ
1√
∆σ′(t)R σσ′ (−z)).
(3) Edges. To an edge connecting a vertex marked by σ ∈ IΣ and a vertex marked by σ′ ∈ IΣ, and with
heights k and l at the corresponding half-edges, we assign
Eσ,σ′
k,l
∶= [zkwl]( 1
z +w
(δσσ′ − ∑
ρ∈IΣ
R σ
ρ
(−z)R σ′
ρ
(−w)).
(4) Vertices. To a vertex v with genus g(v) = g ∈ Z≥0 and with marking σ(v) = σ, with n ordinary leaves
and half-edges attached to it with heights k1, ..., kn ∈ Z≥0 and m more dilaton leaves with heights
kn+1, . . . , kn+m ∈ Z≥0, we assign
(√∆σ(t))2g(v)−2+val(v)∫Mg,n+m ψk11 ⋯ψkn+mn+m .
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We define the weight of a labeled graph Γ⃗ ∈ Γ(X ) to be
wuA(Γ⃗) = ∏
v∈V (Γ)
(√∆σ(v)(t))2g(v)−2+val(v)⟨ ∏
h∈H(v)
τk(h)⟩g(v) ∏
e∈E(Γ)
Eσ(v1(e)),σ(v2(e))
k(h1(e)),k(h2(e))
⋅ ∏
l∈L1(Γ)
(L1)σ(l)
k(l)
n∏
j=1
(Lu)σ(lj)
k(lj) (lj).
With the above definition of the weight of a labeled graph, we have the following theorem which expresses
the T-equivariant descendent Gromov-Witten potential of X in terms of graph sum.
Theorem 3.5 (Zong [95]). Suppose that 2g − 2 + n > 0. Then
⟪u1, . . . ,un⟫X ,Tg,n = ∑
Γ⃗∈Γg,n(X)
wuA(Γ⃗)∣Aut(Γ⃗)∣ .
Remark 3.6. In the above graph sum formula, we know that the restriction S
ρ̂
σ̂′
(z)∣Q=1 is well-defined by
Remark 3.2. Meanwhile by (1) in Theorem 3.4, we know that the restriction R(z)∣Q=1 is also well-defined.
Therefore by Theorem 3.5, we have ⟪u1, . . . ,un⟫X ,Tg,n ∣Q=1 is well-defined.
We make the following observation.
Lemma 3.7. (Lu)σk (lj)∣
uj(z)=1z
= −(L1)σk + (Lu)σk (lj)∣
uj(z)=t
Proof. Let ( , ) denote the T-equivariant Poincare´ pairing ( , )X ,T. Given u ∈ H∗CR,T(X )⊗RT ⊗S¯T, we define
S
ρ̂
u(z) ∶= (φˆρ,S(u)). Then
(Lu)σk (lj)∣
uj(z)=1z
= [zk]( ∑
ρ∈IΣ
(zSρ̂ 1(z))+R(−z) σρ )
(Lu)σk (lj)∣
uj(z)=t
= [zk]( ∑
ρ∈IΣ
(Sρ̂ t(z))+R(−z) σρ ).
where (zSρ̂ 1(z))+ = z(φˆρ(t),1) + ⟪φˆρ(t),1⟫X ,T0,2 = z√∆ρ(t) + (φˆρ(t), t)(Sρ̂ t(z))+ = (φˆρ(t), t)
So (Lu)σk (lj)∣
uj(z)=1z
= [zk]( ∑
ρ∈IΣ
z√
∆ρ(t)R σρ (−z)) + (Lu)σk (lj)∣uj(z)=t = −(L1)σk + (Lu)σk (lj)∣uj(z)=t.

As a special case of Theorem 3.5, if g > 1 then
⟪ ⟫X ,Tg,0 = ∑
Γ⃗∈Γg,0(X)
wuA(Γ⃗)∣Aut(Γ⃗)∣ .
We end this subsection with the following alternative graph sum formula for ⟪ ⟫X ,Tg,0 .
Proposition 3.8. If g > 1 then
⟪ ⟫X ,Tg,0 = 12 − 2g ∑
Γ⃗∈Γg,1(X)
wuA(Γ⃗)∣(Lu)σ
k
(l1)=(L1)σk∣Aut(Γ⃗)∣
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Proof. Theorem 3.5 and Lemma 3.7 imply
(24) ⟪ψˆ⟫X ,Tg,1 = − ∑
Γ⃗∈Γg,1(X)
wuA(Γ⃗)∣(Lu)σ
k
(l1)=(L1)σk∣Aut(Γ⃗)∣ + ⟪t⟫X ,Tg,1 .
On the other hand,
⟪ψˆ⟫X ,Tg,1 = ∞∑
m=0
∑
d∈E(X)
Qd
m!
⟨ψˆ, tm⟩X ,T
g,1+m,d
=
∞∑
m=0
∑
d∈E(X)
Qd
m!
(2g − 2 +m)⟨tm⟩X ,T
g,m,d
= (2g − 2) ∞∑
m=0
∑
d∈E(X)
Qd
m!
⟨tm⟩X ,T
g,m,d
+
∞∑
m=1
∑
d∈E(X)
Qd(m − 1)!⟨tm⟩X ,Tg,m,d
= (2g − 2)⟪ ⟫X ,Tg,0 + ⟪t⟫X ,Tg,1 ,
where the second equality follows from the dilaton equation. Therefore,
(25) ⟪ψˆ⟫X ,Tg,1 = (2g − 2)⟪ ⟫X ,Tg,0 + ⟪t⟫X ,Tg,1 .
The proposition follows from Equation (24) and Equation (25). 
3.9. Genus zero mirror theorem over the small phase space. In [26], Coates-Corti-Iritani-Tseng
proved a genus-zero mirror theorem for toric Deligne-Mumford stacks. This theorem is also a consequence
of genus-zero wall-crossing in orbifold quasimap theory [16], and takes a particularly simple form when the
extended stacky fan satisfies the weak Fano condition [59, Section 4.1]. We state this theorem for toric
Calabi-Yau 3-folds over the small phase space.
3.9.1. The small phase space. So far we work with the big phase space H∗CR,T(X ; S¯T) ≅ S¯⊕χT . In this paper,
we define the small phase space to be H2CR,T(X ) ≅ C3+p.
Following [59, Section 3.1], we choose H1, . . . ,Hp ∈ L∨ ∩Nef(Σext) (where Ha corresponds to the symbol
pa in [59]) such that
● {H1, . . . ,Hp} is a Q-basis of L∨Q.
● {H¯1, . . . , H¯p′} is a Q-basis of H2(X ;Q) =H2(XΣ;Q).
● Ha =D3+a for a = p′ + 1, . . . ,p.
● H¯a = Ha for i = 1, . . . ,p′, where we regard H2(X ;Q) as a subspace of L∨Q as in Equation (9), i.e.
D∨i (Ha) = 0.
● Given any 3-cone σ ∈ Σ(3), {Di ∶ bi ∈ Iσ} is a Q-basis of L∨Q and Ha ∈ Ñefσ = ∑i∈Iσ R≥0Di, so
(26) Ha = ∑
bj∈Iσ
sσajDj
where sσaj ∈ Q≥0. We choose Ha such that sσaj ∈ Z≥0 for all σ ∈ Σ(3), j ∈ {j ∶ bj ∈ Iσ} and a ∈ {1, . . . ,p}.
Then H1, . . . ,Hp is a C-basis of H
2
CR(X ) ≅ Cp, and H¯1, . . . , H¯p′ lie in the Kahler cone C(Σ).
For a = 1, . . . ,p′ let H¯Ta ∈H2T(X ) be the unique T-equivariant lifting of H¯a ∈ H2(X ) such that H¯Ta ∣pσ0 = 0.
Then
H2CR,T(X ) = 3+p⊕
i=1
CDTi = Cu1 ⊕Cu2 ⊕Cu3 ⊕
p′⊕
a=1
CH¯Ta ⊕
p⊕
a=p′+1
C1ba+3
Any τ ∈ H2CR,T(X ,C) can be written as
τ = τ0 +
p′∑
a=1
τaH¯
T
a ⊕
p∑
a=p′+1
τa1ba+3
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where τ0 ∈H2(BT) = Cu1 ⊕Cu2 ⊕Cu3 and τ1, . . . , τp ∈ C. We write τ = τ ′ + τ ′′, where
τ
′ ∈ H2T(X ) =H2T(XΣ), τ ′′ = p∑
a=p′+1
τa1ba+3 .
3.9.2. The small equivariant quantum cohomology ring. In section 3.3, we defined the big equivariant quan-
tum cohomology ring, where the quantum product ⋆t depends on the point t in the big phase space
H∗CR,T(X ; S¯T). The small equivariant quantum cohomology ring is defined by restricting t to the small
phase space H2CR,T(X ).
More concretely, let QH∗CR,T(X ) ∶= H∗CR,T(X ; S¯T) ⊗S¯T S¯T[[Q̃, τa]]a=p′+1,⋯,p. Then QH∗CR,T(X ) is a free
S¯T[[Q̃, τa]]a=p′+1,⋯,p-module of rank χ. Define the small quantum product ⋆τ to be ⋆τ ∶= ⋆t∣t=τ , where τ
is in the small phase space H2CR,T(X ). The pair (QH∗CR,T(X ),⋆τ ) is called the small equivariant quantum
cohomology ring of X .
The small equivariant quantum cohomology ring (QH∗CR,T(X ),⋆τ ) is still semisimple. In fact, let φσ(τ) ∶=
φσ(t)∣t=τ be the restriction of φσ(t) to the small phase space. Then{φσ(τ) ∶ σ ∈ IΣ}
is a canonical basis of (QH∗CR,T(X ),⋆τ ).
3.9.3. The equivariant small J-function. The T-equivariant small J-function JT(τ , z) is the restriction of
the T-equivariant big J-function to the small phase space. Given τ ∈H2CR,T(X )
JT(τ , z) ∶= JbigT (z)∣t=τ ,Q=1,
where Jbig
T
(z) is defined in Definition 3.3. The restriction to Q = 1 is well-defined by Remark 3.2. Therefore,
JT(τ , z) = 1 + ∞∑
m=0
∑
d∈E(X)
∑
σ∈IΣ
1
m!
⟨1, φˆσ
z − ψˆ
,τm⟩X ,T
0,2+m,dφˆσ
= eτ ′/z(1 + ∞∑
m=0
∑
d∈E(X)
∑
σ∈IΣ
e⟨τ
′,d⟩
m!
⟨1, φˆσ
z − ψˆ
, (τ ′′)m⟩X ,T
0,2+m,dφˆσ)
3.9.4. The equivariant small I-function. We define charges m
(a)
i ∈ Q by
Di =
p∑
a=1
m
(a)
i Ha.
Let t0, q = (q1, . . . , qp) be formal variables, and define qβ = q⟨H1,β⟩1 ⋯q⟨Hp,β⟩p for β ∈ K. Given the choice
of Ha in Section 3.9.1, qi = qD∨i for i = p′ + 1, . . . ,p. The limit point q → 0 is a B-model large complex
structure/orbifold mixed-type limit point. Let qK = (q1, . . . , qp′), and qorb = (qp′+1, . . . , qp). Then we say one
takes the large complex structure limit by setting qK = 0. Under mirror symmetry, this corresponds to taking
the large radius limit (i.e. setting all Ka¨hler classes to infinity) while preserving the twisted classes. WhenX is a smooth toric variety, we have p′ = p. Following [59, Definition 4.1], and [26, Definition 28], we define
T-equivariant small I-function as follows.
Definition 3.9.
IT(t0, q, z) = e(t0+∑p′a=1 H¯Ta log qa)/z ∑
β∈Keff
qβ
3+p′∏
i=1
∏∞m=⌈⟨Di,β⟩⌉(D¯Ti + (⟨Di, β⟩ −m)z)∏∞m=0(D¯Ti + (⟨Di, β⟩ −m)z)
⋅
3+p∏
i=4+p′
∏∞m=⌈⟨Di,β⟩⌉(⟨Di, β⟩ −m)z∏∞m=0(⟨Di, β⟩ −m)z 1v(β).
Note that ⟨Ha, β⟩ ≥ 0 for β ∈ Keff .
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Remark 3.10. D¯Ti ∈ H2T(X ) in this paper corresponds to ui in [26, Definition 28], and Ha (resp. H¯a) in
this paper corresponds to pa (resp. p¯a) in [59]. The I-function in [26, Definition 28] depends on variables
t1, . . . , t3+p′ , which are related to the variables t0, log q1, . . . , log qp′ in Definition 3.9 by
3+p′∑
i=1
tiD¯
T
i = t0 +
p′∑
a=1
log qaH¯
T
a .
Equivalently,
t0 =
3∑
i=1
tiwi, log qa =
3+p′∑
i=1
m
(a)
i ti,
where wi ∈ Cu1 ⊕Cu2 ⊕Cu3 is the restriction of DTi to the fixed point pσ0 .
We now study the expansion of IT(t0, q, z) in powers of z−1. It can be rewritten as
IT(t0, q, z) = e(t0+∑p′a=1 H¯Ta log qa)/z ∑
β∈Keff
qβ
z⟨ρˆ,β⟩+age(v(β))
3+p′∏
i=1
∏∞m=⌈⟨Di,β⟩⌉( D¯Tiz + ⟨Di, β⟩ −m)∏∞m=0( D¯Tiz + ⟨Di, β⟩ −m)
⋅
3+p∏
i=4+p′
∏∞m=⌈⟨Di,β⟩⌉(⟨Di, β⟩ −m)∏∞m=0(⟨Di, β⟩ −m) 1v(β)
where ρˆ =D1 +⋯+D3+p ∈ C(Σext).
For i = 1, . . . ,3+ p, we will define Ωi ⊂ Keff − {0}. and Ai(q) supported on Ωi. We observe that, if β ∈ Keff
and v(β) = 0 then ⟨Di, β⟩ ∈ Z for i = 1, . . . ,3 + p.
● For i = 1, . . . ,3 + p′, let
Ωi = {β ∈ Keff ∶ v(β) = 0, ⟨Di, β⟩ < 0 and ⟨Dj , β⟩ ≥ 0 for j ∈ {1, . . . ,3 + p} − {i}} .
Then Ωi ⊂ {β ∈ Keff ∶ v(β) = 0, β ≠ 0}. We define
Ai(q) ∶= ∑
β∈Ωi
qβ
(−1)−⟨Di,β⟩−1(−⟨Di, β⟩ − 1)!∏j∈{1,...,3+p}−{i}⟨Dj , β⟩! .
● For i = 4 + p′, . . . ,3 + p, let
Ωi ∶= {β ∈ Keff ∶ v(β) = bi, ⟨Dj , β⟩ ∉ Z<0 for j = 1, . . . ,3 + p},
and define
Ai(q) = ∑
β∈Ωi
qβ
3+p∏
j=1
∏∞m=⌈⟨Dj ,β⟩⌉(⟨Dj, β⟩ −m)∏∞m=0(⟨Dj , β⟩ −m) .
Note that Ai(q) = qi +O(∣qorb∣2) +O(qK) for i = 4 + p′, . . . ,3 + p.
I(t0, q, z) = 1 + 1
z
(t0 + p′∑
a=1
log(qa)H¯Ta + 3+p′∑
i=1
Ai(q)D¯Ti + 3+p∑
i=4+p′
Ai(q)1bi) + o(z−1).
where o(z−1) involves z−k, k ≥ 2 We have
D¯Ti =
⎧⎪⎪⎨⎪⎪⎩∑
p′
a=1m
(a)
i H¯
T
a +wi, i = 1,2,3,∑p′a=1m(a)i H¯Ta , 4 ≤ i ≤ 3 + p′.
Let Sa(q) ∶= ∑3+p′i=1 m(a)i Ai(q). Then
IT(t0, q, z) = 1 + 1
z
((t0 + 3∑
i=1
wiAi(q)) + p′∑
a=1
(log(qa) + Sa(q))H¯Ta + 3+p∑
i=4+p′
Ai(q)1bi) + o(z−1).
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3.9.5. The mirror theorem. The results in [16, 26] imply the following T-equivariant mirror theorem:
Theorem 3.11.
JT(τ , z) = IT(t0, q, z),
where the equivariant closed mirror map (t0, q) ↦ τ(t0, q) is determined by the first-order term in the
asymptotic expansion of the I-function
I(t0, q, z) = 1 + τ(t0, q)
z
+ o(z−1).
More explicitly, the equivariant closed mirror map is given by
τ = τ0(t0, q) + p′∑
a=1
τa(q)H¯Ta + p∑
a=p′+1
τa(q)1ba+3 ,
where
τ0(t0, q) = t0 + 3∑
i=1
wiAi(q),
τa(q) = ⎧⎪⎪⎨⎪⎪⎩log(qa) + Sa(q), 1 ≤ a ≤ p
′,
Aa+3(q), p′ + 1 ≤ a ≤ p.(27)
Note Sa(q) and Aa+3(q) do not contain any equivaraint parameter wi and is an element in C[[q1, . . . , qp]]
by degree reason. Under this mirror map, the B-model large complex structure/orbifold mixed-type limit
q → 0 corresponds to the A-model large radius/orbifold mixed type limit Q̃→ 0, τ ′′ → 0.
3.10. Non-equivariant small I-function. Choose a basis {e1, . . . , ep} of H2CR(X ) such that {e1, . . . , eg}
is a basis of H2CR,c(X ). We choose a basis {e1, . . . , eg} of H4CR(X ) which is dual to {e1, . . . , eg} under the
perfect pairing H2CR,c(X ) ×H4CR(X ) → C. Then
I(q, z) ∶=IT(0, q, z)∣
H¯Ta=H¯a,D¯
T
i
=D¯i
= 1 + 1
z
p∑
a=1
T a(q)ea + 1
z2
g∑
b=1
Wb(q)eb
=1 + 1
z
p∑
a=1
τa(q)Ha + 1
z2
g∑
b=1
Wb(q)eb
for some generating functions T a(q),Wb(q) of q.
For b = 1, . . . ,g, the non-equivariant limit of (IT(0, q, z), eb) exists, and is equal to z−2Wb(q); the non-
equivariant limit of ⟪eb⟫X ,T0,1 exists, and is denote by ⟪eb⟫X0,1. By the mirror theorem
z2(IT(0, q, z), eb) = z2(JT(τ (0, q), z), eb) = z2⟪ eb
z(z −ψ)⟫X ,T0,1 ∣t=τ (0,q),Q=1.
Taking the non-equivariant limit of the above equation, we obtain
Wb(q) = ⟪eb⟫X0,1∣
t=τ ,Q=1
under the mirror map.
When the coarse moduli space XΣ of X is a smooth toric variety (so that XΣ = X ), T 1, . . . , T p have
logarithm singularities and W1, . . . ,Wg have double logarithm singularities.
3.11. Non-equivariant Picard-Fuchs System. Given β ∈ L, define
Dβ ∶= qβ ∏
i∶⟨Di,β⟩<0
−⟨Di,β⟩−1∏
m=0
(Di −m) − ∏
i∶⟨Di,β⟩>0
⟨Di,β⟩−1∏
m=1
(Di −m)
where
Di =
p∑
a=1
m
(a)
i qa
∂
∂qa
.
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Proposition 3.12. The solution space to the non-equivariant Picard-Fuchs system
(28) DβF (q) = 0, β ∈ L.
is 1 + p + g-dimensional. It is spanned by the coefficients of the non-equivariant small I-function:{1, τ1(q), . . . , τp(q),W1(q), . . . ,Wg(q)}
or equivalently by {1, T 1(q), . . . , T p(q),W1(q), . . . ,Wg(q)}.
The fact that the non-equivariant I-function is annihilated by Dβ is due to Givental [51] (see also [59,
Lemma 4.6]). See [59, Proposition 4.4] (and more recently [27, Section 5.2]) for the dimension of the solution
space and the discussion of the GKZ-style D-module related to the operators Dβ.
3.12. Restriction to the Calabi-Yau torus. The inclusion T′ ↪ T induces a surjective ring homomor-
phism
RT =H∗T(pt) = C[u1,u2,u3]Ð→ RT′ =H∗T′(pt) = C[u1,u2]
given by u1 ↦ u1, u2 ↦ u2, u3 ↦ 0. The image of {φσ ∶ σ ∈ IΣ} under the surjective ring homomorphism
(29) H∗CR,T(X )⊗RT S¯T Ð→H∗CR,T′(X )⊗RT′ S¯T′
is a canonical basis of the semisimple S¯T′-algebra H
∗
CR,T′(X )⊗RT′ S¯T′ . In the rest of this paper, we will often
consider T′-equivariant cohomology. By slight abuse of notation, we also use he symbol φσ to denote the
image of φσ under the ring homomorphism in (29).
3.13. Open-closed Gromov-Witten invariants. Let L ⊂ X be an outer Aganagic-Vafa Lagrangian brane.
Let G0 ∶= Gσ0 be the stabilizer of the stacky point pσ0 . Our notation is similar to that in [46, Section 5]. In
particular, the integer f is a framing, and Tf ∶= Ker(u2 − fu1). The morphism H∗(BT′;Q) = Q[u1,u2] →
H∗(BTf ;Q) = Q[v] is given by u1 ↦ v, u2 ↦ fv. The weights of T′-action on Tpσ0X are
w
′
1 = 1
r
u1, w
′
2 = s
rm
u1 +
1
m
u2, w
′
3 = −s +m
rm
u1 −
1
m
u2,
so the weights of Tf -action on Tpσ0X are w1v, w2v, w3v, where
w1 = 1
r
, w2 = s + rf
rm
, w3 = −m − s − rf
rm
.
Let the correlator ⟨τ ℓ⟩X ,(L,f)
g,d,(µ1,k1),...,(µn,kn) denote the equivariant open-closed Gromov-Witten invariant
defined in [45, Section 3]. Define the open-closed Gromov-Witten potential
F̃X ,(L,f)g,n (τ ,Q; X̃1, . . . , X̃n) = ∑
d∈Eff(X)
∑
µ1,...,µn>0
m−1∑
k1,...,kn=0
∑
ℓ≥0
⟨τ ℓ⟩X ,(L,f)
g,d,(µ1,k1),...,(µn,kn)
ℓ!
⋅Qd ⋅
n∏
j=1
(X̃j)µj ⋅ (−(−1) −k1m )1′−k1
m
⊗⋯⊗ (−(−1) −knm )1′−kn
m
,
which is an H∗CR(Bµm;C)⊗n-valued function, where
H∗CR(Bµm;C) = m−1⊕
k=0
C1′k
m
.
We introduce some notation.
(1) Given d0 ∈ Z≥0 and k ∈ {0, . . . ,m − 1} let D′(d0, k) be the disk factor defined by Equation (13) in
[46], and define
h(d0, k) ∶= (e2π√−1d0w1 , e2π√−1(d0w2− km ), e2π√−1(d0w3+ km )) ∈ G0 ⊂ T = (C∗)3.
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(2) Given h ∈ G0, define
Φh0(X̃) ∶= 1∣G0∣ ∑(d0,k)∈Z≥0×{0,...,m−1}
h(d0,k)=h
D′(d0, k)X̃d0(−(−1)−k/m)1′−k
m
= 1∣G0∣ ∑(d0,k)∈Z≥0×{0,...,m−1}
h(d0,k)=h
1
mv
e
√−1π(d0w3−c3(h))( v
d0
)age(h)−1
⋅
Γ(d0(w1 +w2) + c3(h))
Γ(d0w1 − c1(h) + 1)Γ(d0w2 − c2(h) + 1)X̃d01′−km .
Then Φh0(X̃) takes values in ⊕m−1k=0 Cvage(v)−21′k
m
.
For a ∈ Z and h ∈ G0, we define
Φha(X̃) ∶= 1∣G0∣ ∑d0>0
h(d0,k)=h
D′(d0, k)(d0
v
)aX̃d0(−(−1)−k/m)1′−k
m
.
Then Φha(X̃) takes values in ⊕m−1k=0 Cvage(v)−2−a1′k
m
, and
Φha+1(X̃) = (1
v
X̃
d
dX̃
)Φha(X̃).
(3) For a ∈ Z and α ∈ G∗0 , we define
ξ̃αa (X̃) ∶= ∣G0∣ ∑
h∈G
χα(h−1)( 3∏
i=1
(wiv)1−ci(h))Φha(X̃).
Then ξ̃αa (X̃) takes values in ⊕m−1k=0 Cv1−a1′k
m
. We introduce
ξ̃α(z, X̃) ∶= ∑
a∈Z≥−2
zaξ̃αa (X̃).
(4) Given h ∈ G0 = Gσ0 , let 1σ0,h be characterized by 1σ0,h∣pσ = δσ,σ01h. We define 1∗σ0,h = ∣G∣eh1σ0,h−1 ,
where eh =∏3i=1(wiv)δ0,ci(h) .
With the above notation, we have:
Proposition 3.13. (1) (disk invariants)
F̃
X ,(L,f)
0,1 (τ ,Q; X̃)
= Φ1−2(X̃) + p∑
a=1
τaΦ
ha
−1(X̃) + ∑
a∈Z≥0
∑
h∈G0
(⟪1∗σ0,hψˆa⟫X ,Tf0,1 ∣t=τ )Φha(X̃)
= 1∣G0∣2w1w2w3 ( ∑α∈G∗
0
ξ̃α−2(X̃) + p∑
a=1
τa
3∏
i=1
w
ci(ha)
i ∑
α∈G∗
0
χα(ha)ξ̃α−1(X̃))∣
v=1
+ ∑
a∈Z≥0
∑
α∈G∗
0
(⟪φσ0,αψˆa⟫X ,Tf0,1 ∣t=τ )ξ̃αa (X̃)
= [z−2] ∑
α∈G∗
0
Sz(1, φσ0,α)ξ̃α(z, X̃).
(2) (annulus invariants)
F̃
X ,(L,f)
0,2 (τ ,Q; X̃1, X̃2) −FX ,(L,f)0,2 (0; X̃1, X̃2)
= ∑
a1,a2∈Z≥0
∑
h1,h2∈G0
(⟪1∗σ0,h1ψˆa1 ,1∗σ0,h2ψˆa1⟫X ,Tf0,2 ∣t=τ )Φh1a1(X̃1)Φh2a2(X̃2)
= ∑
a1,a2∈Z≥0
∑
α1,α2∈G
∗
0
(⟪φσ0,α1ψˆa1 , φσ0,α2 ψˆa1⟫X ,Tf0,2 ∣t=τ )ξ̃α1a1 (X̃1)ξ̃α2a2 (X̃2)
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where
(30)
(X̃1 ∂
∂X̃1
+ X̃2
∂
∂X̃2
)F̃X ,(L,f)0,2 (0; X̃1, X̃2)
=∣G0∣( ∑
h∈G0
ehΦ
h
0(X̃1)Φh−10 (X̃2))∣
v=1
= 1∣G0∣2w1w2w3 ( ∑γ∈G∗
0
(ξ̃γ0 (X̃1)ξ̃γ0 (X̃2))∣
v=1
.
So we have
F̃
X ,(L,f)
0,2 (τ ,Q; X̃1, X̃2)
=[z−11 z−12 ] ∑
α1,α2∈G
∗
0
Vz1,z2(φσ0,α1 , φσ0,α2)ξ̃α1(z1, X̃1)ξ̃α2(z2, X̃2).
(3) For 2g − 2 + n > 0,
F̃X ,(L,f)g,n (τ ,Q; X̃1, . . . , X̃n)
= ∑
a1,...,an∈Z≥0
∑
h1,...,hn∈G0
(⟪1∗h1ψˆa1 , . . . ,1∗hn ψˆan⟫X ,Tfg,n ∣
t=τ
) n∏
j=1
Φhjaj (X̃j)
= ∑
a1,...,an∈Z≥0
∑
α1,...,αn∈G
∗
0
(⟪φσ0,α1ψˆa1 , . . . φσ0,αn ψˆan⟫X ,Tfg,n ∣
t=τ
) n∏
j=1
ξ̃αjaj (X̃j).
= [z−11 . . . z−1n ] ∑
α1,...,αn∈G
∗
0
(⟪ φσ0,α1
z1 − ψˆ1
,
φσ0,α2
z2 − ψˆ2
, . . . ,
φσ0,αn
zn − ψˆn
⟫X ,Tfg,n ∣
t=τ
) n∏
j=1
ξ̃αj (zj, X̃j).
Remark 3.14. F̃
X ,(L,f)
0,2 (0; X̃1, X̃2) is an H∗(Bµm;C)⊗2-valued power series in X̃1, X̃2 which vanishes at(X̃1, X̃2) = (0,0), so it is determined by (30).
We now combine Section 3.8 and the above Proposition 3.13 to obtain a graph sum formula for F̃
X ,(L,f)
g,n .
We use the notation in Section 3.8, and introduce the notation
ξ̃σ(z, X̃) = ⎧⎪⎪⎨⎪⎪⎩ξ̃
α(z, X̃), if σ = (σ0, α),
0, if σ = (σ,α) and σ ≠ σ0.
● Given a labeled graph Γ⃗ ∈ Γg,n(X ), to each ordinary leaf lj ∈ Lo(Γ) with σ(lj) = σ ∈ IΣ and
k(lj) ∈ Z≥0 we assign the following weight (open leaf)
(31) (L̃O)σk (lj) = [zk]( ∑
ρ,σ∈IΣ
(ξ̃σ(z, X̃j)Sρ̂ σ∣
t=τ
wi=wiv
)
+
R(−z) σ
ρ
∣
t=τ
wi=wiv
).
● Given a labeled graph Γg,n(X ), we define a weight
w̃OA(Γ⃗) = ∏
v∈V (Γ)
(√∆σ(v)(t)∣
t=τ
wi=wiv
)2g(v)−2+val(v)⟨ ∏
h∈H(v)
τk(h)⟩g(v)
⋅( ∏
e∈E(Γ)
Eσ(v1(e)),σ(v2(e))
k(h1(e)),k(h2(e)) ⋅ ∏
l∈L1(Γ)
(L1)σ(l)
k(l) )∣
t=τ
wi=wiv
n∏
j=1
(L̃O)σ(lj)
k(lj) (lj).
Then we have the following graph sum formula for F̃
X ,(L,f)
g,n .
Theorem 3.15.
F̃X ,(L,f)g,n = ∑
Γ⃗∈Γg,n(X)
w̃OA(Γ⃗)∣Aut(Γ⃗)∣ .
Proof. This follows from Theorem 3.5 and Proposition 3.13. 
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Definition 3.16 (Restriction to Q = 1). We define
FX ,(L,f)g,n (τ ; X̃1, . . . , X̃n) ∶= F̃X ,(L,f)g,n (τ ,1; X̃1, . . . , X̃n)∣Q=1.
By Remark 3.6 and Proposition 3.13, F
X ,(L,f)
g,n is well-defined. When n = 0, it does not depend on the brane(L, f), and we denote FXg = FXg,0. Theorem 3.15 implies
Corollary 3.17.
FX ,(L,f)g,n = ∑
Γ⃗∈Γg,n(X)
wOA(Γ⃗)∣Aut(Γ⃗)∣ .
where wOA(Γ⃗) = w̃OA(Γ⃗)∣Q=1.
4. Hori-Vafa mirror, Landau-Ginzburg mirror, and the mirror curve
4.1. Notation. A pair (τ, σ) is called a flag if τ ∈ Σ(2), σ ∈ Σ(3), and τ ⊂ σ. Given a flag (τ, σ), there is a
short exact sequence of finite abelian groups
1→ Gτ → Gσ → µr(τ,σ) → 1
where Gτ ≅ µmτ for some positive integer mτ . The flag (τ, σ) determines an ordered triple (i1, i2, i3), where
i1, i2, i3 ∈ {1, . . . ,p′ + 3}, characterized by the following three conditions (i) I ′σ = {i1, i2, i3}, (ii) I ′τ = {i2, i3},
and (iii) (mi1 , ni1), (mi2 , ni2), (mi3 , ni3) are vertices of a triangle Pσ in R2 in counterclockwise order. Note
that the 3-cone σ is the cone over the triangle Pσ ×{1}. There exists an ordered Z-basis (e(τ,σ)1 , e(τ,σ)2 , e(τ,σ)3 )
of N such that
bi1 = r(τ, σ)e(τ,σ)1 − s(τ, σ)e(τ,σ)2 + e(τ,σ)3 , bi2 = mτe(τ,σ)2 + e(τ,σ)3 , bi3 = e(τ,σ)3 ,
where s(τ, σ) ∈ {0,1, . . . , r(τ, σ)−1}. Then {e(τ,σ)1 , e(τ,σ)2 } is a Z-basis of Ze1⊕Ze2, and e(τ,σ)1 ∧e(τ,σ)2 = e1∧e2.
Define integers a(τ, σ), b(τ, σ), c(τ, σ), d(τ, σ) by
e
(τ,σ)
1 = a(τ, σ)e1 + b(τ, σ)e2, e(τ,σ)2 = c(τ, σ)e1 + d(τ, σ)e2.
Then a(τ, σ)d(τ, σ) − b(τ, σ)c(τ, σ) = 1.
For i = 1, . . . ,p + 3, we define (m(τ,σ)i , n(τ,σ)i ) by
bi =m(τ,σ)i e(τ,σ)1 + n(τ,σ)i e(τ,σ)2 + e(τ,σ)3
Note that m
(τ,σ)
i and n
(τ,σ)
i are determined by {(mi, ni) ∶ i = 1, . . . ,p + 3} and (τ, σ).
Given any 3-cone σ ∈ Σ(3) and i ∈ {1, . . . ,p+ 3}, we define a monomial aσi (q) in q = (q1, . . . , qp) as follows:
aσi (q) ∶= ⎧⎪⎪⎨⎪⎪⎩1, i ∈ I
′
σ,∏pa=1 qsσaia , i ∈ Iσ
where sσai are non-negative integers defined by Equation (26). Observe that:
(a) In the large complex structure limit qK → 0,
lim
qK→0
aσi (q) = 0 if bi ∉ σ.
(b) If p′ + 1 ≤ a ≤ p then sσai = δi,a+3. So
lim
qorb→0
aσi (q) = 0 if i > p′ + 3.
Given a flag (τ, σ), we define
H(τ,σ)(X(τ,σ), Y(τ,σ), q) ∶= p+3∑
i=1
aσi (q)(X(τ,σ))m(τ,σ)i (Y(τ,σ))n(τ,σ)i
which is an element in the ring Z[q1, . . . , qp][X(τ,σ), (X(τ,σ))−1, Y(τ,σ), (Y(τ,σ))−1]. Then
(32) H(τ,σ)(X(τ,σ), Y(τ,σ),0) = (X(τ,σ))r(τ,σ)(Y(τ,σ))−s(τ,σ) + (Y(τ,σ))mτ + 1.
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In Section 2.10, by choosing the Lagrangian L, we fix a preferred flag (τ0, σ0), and choose bi such that
I ′σ0 = {1,2,3} and I ′τ0 = {2,3}. Then
r = r(τ0, σ0), m = mτ0 , mi =m(τ0,σ0)i , ni = n(τ0,σ0)i .
Define ai(q) ∶= aσ0i (q), and define
H(X,Y, q) ∶= p+3∑
i=1
ai(q)XmiY ni =XrY −s + Y m + 1 + p∑
a=1
a3+a(q)Xm3+aY m3+a
which is an element in the ring Z[q1, . . . , qp][X,X−1, Y, Y −1].
4.2. The mirror curve and its compactification. The mirror curve of X is
Cq = {(X,Y ) ∈ (C∗)2 ∶H(X,Y, q) = 0}.
For fixed q ∈ Cp, Cq is an affine curve in (C∗)2. Note that
Cq ≅ {(X(τ,σ), Y(τ,σ)) ∈ (C∗)2 ∶H(τ,σ)(X(τ,σ), Y(τ,σ), q) = 0}
for any flag (τ, σ) ∈ Σ(3). More explicitly, for fixed q ∈ (C∗)p the isomophism is induced by the following
reparametrization of (C∗)2 (we use the notation in Section 4.1):
X(τ,σ) = Xa(τ,σ)Y b(τ,σ)ai1(q)w1(τ,σ)ai2(q)w2(τ,σ)ai3(q)w3(τ,σ),(33)
Y(τ,σ) = Xc(τ,σ)Y d(τ,σ) (ai2(q)
ai3(q))
1
mτ
,(34)
where
(35) w1(τ, σ) = 1
r(τ, σ) , w2(τ, σ) = s(τ, σ)r(τ, σ)mτ , w3(τ, σ) = −w1(τ, σ) −w2(τ, σ).
Under the above change of variables, we have
(36) H(X,Y, q) = ai3(q)Xmi3Y mi3H(τ,σ)(X(τ,σ), Y(τ,σ), q).
The polytope P determines a toric surface SP with a polarization LP , and H(X,Y, q) extends to a section
sq ∈ H0(SP , LP ). The compactified mirror curve Cq ⊂ SP is the zero locus of sq. For generic q ∈ Cp, Cq
is a compact Riemann surface of genus g and Cq intersects the anti-canonical divisor ∂SP = SP ∖ (C∗)2
transversally at n points, where g and n are the number of lattice points in the interior and the boundary of
P , respectively.
4.3. Three mirror families. The symplectic toric orbifold (X , ω(η)) has three mirror families:
● The Hori-Vafa mirror (Xˇq,Ωq), where
(37) Xˇq = {(u, v,X,Y ) ∈ C ×C ×C∗ ×C∗ ∶ uv =H(X,Y, q)}
is a non-compact Calabi-Yau 3-fold, and
Ωq ∶= ResXˇq( 1H(X,Y, q) − uvdu ∧ dv ∧ dXX ∧ dYY )
is a holomorphic 3-form on Xˇq.
● The T′-equivariant Landau-Ginzburg mirror ((C∗)3,W T′q ), where
(38) W T
′
q (X,Y,Z) =H(X,Y, q)Z − u1 logX − u2 logY
is the T′-equivariant superpotential.
● The mirror curve Cq = {(X,Y ) ∈ (C∗)2 ∶H(X,Y, q) = 0} and its compactification Cq.
We define
(39) Uǫ ∶= {q = (q1, . . . , qp) ∈ (C∗)p′ ×Cp−p′ ∶ ∣qa∣ < ǫ}.
We choose ǫ small enough such that Cq,Cq and Xˇq are smooth.
In Section 4.4 (resp. Section 4.6) below, we will reduce the genus zero B-model on the Hori-Vafa mirror
(resp. equivariant Landau-Ginzburg mirror) to a theory on the mirror curve.
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4.4. Dimensional reduction of the Hori-Vafa mirror. In this subsection, we describe the precise rela-
tions among the following 3-dimensional, 2-dimensional, and 1-dimensional integrals when q ∈ Uǫ:
(3d) period integrals of the holomorphic 3-form Ωq over 3-cycles in the Hori-Vafa mirror Xˇq,
(2d) integral of the holomorphic 2-form dX
X
∧
dY
Y
on (C∗)2 over relative 2-cycles of the pair ((C∗)2,Cq),
and
(1d) integrals of a Liouville form along 1-cycles in the mirror curve Cq,
The references of this subsection are [36] and [19]; see also [63].
The inclusion J ∶ Cq → Cq induces a surjective homomorphism
J∗ ∶H1(Cq;Z) ≅ Z⊕2g+n−1 →H1(Cq;Z) ≅ Z⊕2g.
Let J1(Cq;Z) denote the kernel of the above map. Then J1(Cq;Z) ≅ Z⊕(n−1) is generated by δ1, . . . , δn, where
δi ∈H1(Cq;Z) is the class of a small loop around the puncture p¯i. They satisfy
δ1 +⋯+ δn = 0.
The inclusion I ∶ Cq → (C∗)2 induces a homomorphism
I∗ ∶H1(Cq;Z) ≅ Z2g+n−1 →H1((C∗)2;Z) = Z2
whose cokernel is finite (but not necessarily trivial). Let K1(Cq;Z) ≅ Z2g+n−3 denote the kernel of the above
map.
For any flag (τ, σ), let α(τ,σ) and β(τ,σ) be classes in H1((C∗)2;C) represented by the closed 1-forms
dX(τ,σ)
2π
√
−1X(τ,σ)
and
dY(τ,σ)
2π
√
−1Y(τ,σ)
on (C∗)2, respectively. Then α(τ,σ) and β(τ,σ) lie in H1((C∗)2;Z) ⊂ H1((C∗)2;C) and form a Z-basis of
H1((C∗)2,Z) ≅ Z2. Define
(40) MX(τ,σ) ∶H1(Cq;Z) Ð→ Z, γ ↦ ⟨α(τ,σ), I∗γ⟩,
(41) MY(τ,σ) ∶H1(Cq;Z) Ð→ Z, γ ↦ ⟨β(τ,σ), I∗γ⟩,
where ⟨ , ⟩ ∶H1((C∗)2;Z) ×H1((C∗)2;Z) Ð→ Z is the natural pairing.
Let KX(τ,σ)(Cq;Z) and KY(τ,σ)(Cq;Z) denote the kernels of (40) and (41), respectively. Then they are
isomorphic to Z2g−2+n, and
KX(τ,σ)(Cq;Z) ∩KY(τ,σ)(Cq;Z) =K1(Cq;Z).
Let MX =MX(τ0 ,σ0) , MY =MY(τ0,σ0) , KX =KX(τ0,σ0) , KY =KY(τ0,σ0) .
Let J1(Cq;Q) ∶= J1(Cq;Z)⊗Z Q and K1(Cq;Q) ∶=K1(Cq;Z)⊗Z Q. Then we have the following diagram:
(42)
0×××Ö
K1(Cq;Q)
ι
×××Ö
0 ÐÐÐÐ→ J1(Cq;Q) ÐÐÐÐ→ H1(Cq;Q) J∗ÐÐÐÐ→ H1(Cq;Q) ÐÐÐÐ→ 0
I∗
×××Ö
H1((C∗)2;Q)×××Ö
0
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In the above diagram, the row and the column are short exact sequences of vector spaces over Q. Let C̃q be
the fiber product of the inclusion I ∶ Cq → (C∗)2 and the universal cover C2 → (C∗)2. Then p ∶ C̃q → Cq is a
regular covering with fiber Z2, and there is an injective group homomorphism
p∗ ∶H1(C̃q;Q)→H1(Cq;Q)
whose image is K1(Cq;Q).
Since I∗(J1(Cq;Q)) = H1((C∗)2;Q) (i.e. I∗∣J1(Cq;Q) is surjective), K1(Cq;Q) + J1(Cq;Q) = H1(Cq;Q).
Then J∗ ○ ι is surjective, and we can lift any element γ ∈H1(Cq;Q) to K1(Cq;Q).
The long exact sequence of relative homology for the pair ((C∗)2,Cq) is
⋯ → H2(Cq;Z) → H2((C∗)2;Z) → H2((C∗)2,Cq;Z)→ H1(Cq;Z) → H1((C∗)2;Z) → H1((C∗)2,Cq;Z) → ⋯
where H2(Cq;Z) = 0. So we have a short exact sequence
0→H2((C∗)2;Z) →H2((C∗)2,Cq;Z) ∂→K1(Cq;Z) → 0.
Varying q in Uǫ, we obtain the following short exact sequence of local systems of lattices over Uǫ:
0→ Z→ HZ → KZ → 0
where Z is the trivial Z-bundle over Uǫ, and the fibers of HZ and KZ over q ∈ Uǫ are H2((C∗)2,Cq ;Z) and
K1(Cq;Z), respectively. Tensoring with C, we obtain the following short exact sequence of flat complex
vector bundles over Uǫ:
0→ C → H→ K→ 0
where C is the trivial complex line bundle, and the fibers of H and K over q ∈ Uǫ are H2((C∗)2,Cq,C) and
K1(Cq;C), respectively. Similarly, let K̃ and H̃ (resp. K̃Z and H̃Z) be the flat bundles (resp. local systems of
lattices) over Uǫ whose fibers over q are H1(C̃q;C) and H2(C2, C̃q;C) (resp. H1(C̃q;Z) and H2(C2, C̃q;Z))
respectively. The ranks of H and K are 2g+ n− 1 and 2g+ n− 2 respectively, while the ranks of H̃ and K̃ are
infinite. We have the following commutative diagrams of homology groups and bundle maps
0 ÐÐÐÐ→ 0 =H2(C2;C) ÐÐÐÐ→ H2(C2,Cq;C) ∂˜ÐÐÐÐ→
≅
H1(C̃q;C) ÐÐÐÐ→ 0×××Ö ×××Ö ×××Öp∗
0 ÐÐÐÐ→ H2((C∗)2;C) ÐÐÐÐ→ H2((C∗)2,Cq ;C) ∂ÐÐÐÐ→ K1(Cq;C) ÐÐÐÐ→ 0,
0 ÐÐÐÐ→ 0 ÐÐÐÐ→ H̃ ∂˜ÐÐÐÐ→
≅
K̃ ÐÐÐÐ→ 0×××Ö ×××Ö ×××Öp∗
0 ÐÐÐÐ→ C ÐÐÐÐ→ H ∂ÐÐÐÐ→ K ÐÐÐÐ→ 0
where p∗ is surjective.
Let p̃ ∶ Ũǫ → Uǫ be the universal cover of Uǫ. Then the coordinates on Ũǫ are (log q1, . . . , log qp′ , qp′+1, . . . , qp),
and p̃∗HZ, p̃∗KZ, p̃∗H̃Z and p̃∗K̃Z are trivial local systems of lattices over Ũǫ. We say a section of these flat
bundles is constant if it is flat w.r.t. the Gauss-Manin connection.
Let x = − logX and y = − logY . Then
ω ∶= dx ∧ dy = dX
X
∧
dY
Y
is the standard holomorphic symplectic form on (C∗)2. Note that ω∣Cq = 0, so ω represents a class
in H2((C∗)2,Cq;C). The inclusion T 2 = (S1)2 ⊂ (C∗)2 is a homotopy equivalence, so H2((C∗)2;Z) ≅
H2(T 2;Z) = Z[T 2]. We have
∫[T 2] ω = (2π√−1)2.
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For q ∈ Uǫ, define µ ∶ Xˇq → R by (u, v,X,Y ) ↦ ∣u∣2 − ∣v∣2 and π ∶ Xˇq → (C∗)2 by (u, v,X,Y ) ↦ (X,Y ).
Then π ∶ µ−1(0) → (C∗)2 is an circle fibration which degenerate along Cq ⊂ (C∗)2. Given a relative 2-
cycle Λ ∈ Z2((C∗)2,Cq), π−1(Λ) is a 3-cycle in Xˇq. The map Λ ↦ π−1(Λ) induces a group homomorphism
M ∶H2((C∗)2,Cq;Z) →H3(Xˇq;Z). Let H′ (resp. H′Z) be the flat complex vector bundle (resp. local system
of lattices) over Uǫ whose fiber over q ∈ Uǫ is H3(Xˇq;C) (resp. H3(Xˇq;Z)).
Lemma 4.1 ([36, Section 5.1] [19, Section 4.2]). The map M ∶H2((C∗)2,Cq ;Z) →H3(Xˇq;Z) is an isomor-
phism,
∫
M(Λ)
Ωq = ∫
M(Λ)
du
u
∧
dX
X
∧
dY
Y
= 2π√−1∫
Λ
ω
for any Λ ∈H2((C∗)2;Cq ;Q). In particular,
∫
M([T 2])
Ωq = (2π√−1)3.
In particular, this lemma gives an isomorphism between H and H′. Given a flat section Γ of p̃∗K̃ (resp.
p̃∗H, p̃∗H′), let
(43) ∫
Γ
ydx, (resp.∫
Γ
ω, ∫
Γ
Ωq)
denote the paring of Γ and [ydx] ∈ H1(C̃q,C), (resp. [ω] ∈ H2((C∗)2,Cq;C), [Ωq] ∈ H3(Xˇq;C)). The
integrals in (43) are holomorphic functions on Ũǫ, so [ydx] (resp. [ω], [Ωq]) can be viewed as a holomorphic
(but non-flat) section of the dual vector bundle p̃∗K̃∨ (resp. p̃∗H∨, p̃∗(H′)∨) over Ũǫ.
Let Ã′0 ∶=M([T 2]) ∈H3(Xˇq;Z), so that
1(2π√−1)3 ∫Ã′0 Ωq = 1.
We regard Ã′0 as a flat section of H
′ (and also of p̃∗H′), since [T 2] is a flat section of H.
Proposition 4.2. There exist Ã′1, . . . , Ã
′
p, B̃
′
1, . . . , B̃
′
g as flat sections of p̃
∗H′ such that
1(2π√−1)2 ∫Ã′a Ωq = T a(q), a = 1, . . . ,p,
1
2π
√
−1
∫
B̃′
i
Ωq =Wi(q), i = 1, . . . ,g,
on Ũǫ for sufficiently small ǫ > 0.
Proof. This follows from Proposition 3.12, and the fact that solutions to the non-equivariant Picard-Fuchs
system (28) are period integrals of Ωq. 
Remark 4.3. The existence of Ã′1, . . . , Ã
′
p follows from [20, Theorem 1.6], which covers semi-projective toric
Calabi-Yau orbifolds of any dimension.
The image of [ydx] ∈ H1(C̃q;C) under the isomorphism H1(C̃q;C) ≅→ H2(C2, C̃q;C) is the relative class[dy ∧ dx] = −[dx ∧ dy] ∈H2(C2, C̃q;C). So for any flat section D̃ of p̃∗H we have
∫
D̃
dx ∧ dy = −∫
∂˜D̃
ydx.
For any flat section γ of p̃∗K, let γ˜1, γ˜2 be two flat sections of p̃∗K̃ with p∗γ˜i = γ. For i ∈ {1,2}, there exists
a unique flat section D̃i of p̃
∗H̃ such that ∂˜D̃i = γ˜i. Then
−∫
γ˜1−γ˜2
ydx = ∫
D̃1−D̃2
dx ∧ dy = ∫
D1−D2
dX
X
∧
dY
Y
where flat sectionsD1 andD2 are the images of D̃1 and D̃2 under p̃
∗H̃→ p̃∗H, respectively. Since ∂(D1−D2) =
0 we must have D1 −D2 = c[T 2] for some c ∈ C – the flatness of Di and [T 2] implies c is a constant.
Based on the above discussion, we have:
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Lemma 4.4. Given γ as a flat section of p̃∗K, and let flat section Γ (resp. γ˜) of p̃∗H (resp. p̃∗K̃) be in the
preimage γ under the surjective map bundle map p̃∗H→ p̃∗K (resp. p̃∗K̃→ p̃∗K). Then
1(2π√−1)2 ∫γ˜ ydx = −1(2π√−1)2 ∫Γ ω + c
for some constant c ∈ C. Moreover, if γ is a section of p̃∗KZ and we choose Γ, γ˜ to be sections of p̃∗HZ and
p̃∗K̃Z, then the constant c is an integer.
Remark 4.5. Lemma 4.4 says the integration of ydx over the flat cycles (sections) of p̃∗K is well-defined
up to a constant – the constant ambiguity comes from the choice of lift in p̃∗H (or p̃∗K̃). For a given lift
one may always chooses another such that the difference of the integrations could be any constant c ∈ C.
Similarly, the integration of ydx over flat cycles of K is also well-defined up to a constant – it is defined as
the integration of ydx over its lift in K̃, or equivalently as the integration of ω over its lift in H. Given such
a lift one may find another such that the difference of their integrals is an arbitrary constant.
4.5. The equivariant small quantum cohomology. Let H(X,Y, q) be defined as in Section 4.1. The
T-equivariant Landau-Ginzburg mirror of X is ((C∗)3,W Tq ), where
W Tq (X,Y,Z) =H(X,Y, q)Z − u1 logX − u2 logY − u3 logZ
Consider the universal superpotential W T(X,Y,Z, q) =W Tq (X,Y,Z) defined on (C∗)3 × (C∗)p. Then
Jac(W T) ∶= S¯T[qa, q−1a ,X,X−1, Y, Y −1, Z,Z−1]⟨∂W T
∂X
, ∂W
T
∂Y
, ∂W
T
∂Z
⟩
is an algebra over S¯T[qa, q−1a ]. For each fixed q = (q1, . . . , qp) ∈ Cp, we obtain
Jac(W Tq ) ∶= S¯T[X,X−1, Y, Y −1, Z,Z−1]⟨∂W Tq
∂X
,
∂W Tq
∂Y
,
∂W Tq
∂Z
⟩
which is an algebra over S¯T. By the argument in [86], Theorem 3.11 (T-equivariant mirror theorem) implies
the following isomorphism of S¯T-algebras for q ∈ Uǫ with small enough ǫ:
QH∗CR,T(X )∣τ=τ (q),Q=1 ≅Ð→ Jac(W Tq ) ∶= S¯T[X,X−1, Y, Y −1, Z,Z−1]⟨∂W Tq
∂X
,
∂W Tq
∂Y
,
∂W Tq
∂Z
⟩(44)
Ha ↦ [∂W Tq
∂τa
(X,Y,Z)]
where QH∗CR,T(X ) is the small T-equivariant quantum cohomology of X , and τ(q) is the closed mirror map.
Under this isomorphism, the T-equivariant Poincare´ pairing on QH∗CR,T(X )∣τ=τ (q),Q=1 corresponds to the
residue pairing on Jac(W Tq ). More precisely, for q ∈ Uǫ with generic u1,u2,u3, W Tq is (locally) a holomorphic
Morse function, i.e., the holomorphic 1-form dW Tq ∶ (C∗)3 → T ∗(C∗)3 intersects the zero section of the
cotangent bundle T ∗(C∗)3 transversally. The canonical basis of Jac(W Tq ) is represented by functions taking
value 1 at one critical point while being zero at other critical points, so the set of the zeros of dW Tq is identified
with the set IΣ = {(σ, γ) ∶ σ ∈ Σ(3), γ ∈ G∗σ}, the labels of the canonical basis of the quantum cohomology.
Let pσ ∈ (C∗)3 be the zero of dW Tq associated to σ ∈ IΣ. Then
(f, g) ∶= 1(2π√−1)3 ∫∣dW Tq ∣=ǫ fgdx ∧ dy ∧ dz∂W T′q
∂x
∂W T
′
q
∂y
∂W T
′
q
∂z
= ∑
σ∈IΣ
f(pσ)g(pσ)
det(Hess(W Tq ))(pσ)
where
Hess(W Tq ) = ⎛⎜⎝
(W Tq )xx (W Tq )xy (W Tq )xz(W Tq )yx (W Tq )yy (W Tq )yz(W Tq )zx (W Tq )zy (W Tq )zz
⎞⎟⎠
To summarize, there is an isomorphisms of Frobenius algebras
QH∗CR,T(X )∣τ=τ (q),Q=1 ≅ Jac(W Tq )
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with
(45) ∆σ(τ)∣
τ=τ (q),Q=1 = det (Hess(W Tq )(pσ))
under the closed mirror map (27). Setting u3 = 0, we have
(46) QH∗CR,T′(X )∣τ=τ(q),Q=1 ≅ Jac(W T′q ).
4.6. Dimensional reduction of the equivariant Landau-Ginzburg model. In this subsection, we will
see that the 3d Landau-Ginzburg B-model ((C∗)3,W T′q ) is equivalent a 1d Landau-Ginzburg B-model (Cq, xˆ)
in three ways:
(1) isomorphism of Frobenius algebras,
(2) equivalence of triangulated categories, and
(3) identification of oscillatory integrals.
In this paper we only need (1) and (3). The equivalence (2) is relevant to homological mirror symmetry.
(1) Isomorphism of Frobenius algebras. The T′-equivariant mirror of X is a Landau-Ginzburg model((C∗)3,W T′q ), where W T′q ∶ (C∗)3 → C is the T′-equivariant superpotential
(47) W T
′
q =H(X,Y, q)Z − u1 logX − u2 logY
which is multi-valued. Here we view u1 and u2 as complex parameters. The differential
dW T
′
q =
∂W T
′
q
∂X
dX +
∂W T
′
q
∂Y
dY +
∂W T
′
q
∂Z
dZ = ZdH +HdZ − u1 dX
X
− u2
dX
X
is a well-defined holomorphic 1-form on (C∗)3.
We have
∂W T
′
q
∂X
(X,Y,Z) = Z ∂H
∂X
(X,Y, q) − u1
X
∂W T
′
q
∂Y
(X,Y,Z) = Z ∂H
∂Y
(X,Y, q) − u2
Y
∂W T
′
q
∂Z
(X,Y,Z) = H(X,Y, q)
Therefore,
∂W T
′
q
∂X
= 0, ∂W
T
′
q
∂Y
= 0, ∂W
T
′
q
∂Z
= 0
are equivalent to
H(X,Y, q) = 0, ∂H
∂X
(X,Y, q) = − 1
Z
∂xˆ
∂X
,
∂H
∂Y
(X,Y ) = − 1
Z
∂xˆ
∂Y
.
where xˆ = u1x + u2y. Therefore, the critical points of W T′q (X,Y,Z), which are zeros of the holomorphic
differential dW T
′
q on (C∗)3, can be identified with the critical points of xˆ, which are zeros of the holomorphic
differential
dxˆ = −u1 dX
X
− u2
dY
Y
= −u1(dX
X
+
u2
u1
dY
Y
).
on the mirror curve
Cq = {(X,Y ) ∈ (C∗)2 ∶H(X,Y, q) = 0}.
For q ∈ Uǫ, Cq is a smooth Riemann surface of genus g with n punctures. For fixed q, the zeros of dxˆ depend
only on f = u2/u1. For a fixed generic f ∈ C, there exists ǫ(f) ∈ (0, ǫ) such that for all q ∈ Uǫ(f), the section
dxˆ ∶ Cq → T ∗Cq intersects the zero section transversally at 2g − 2 + n points, and W T′q is holomorphic Morse
with 2g − 2 + n critical points. In the remainder of this section, we assume f is generic and q ∈ Uǫ(f).
We have the following isomorphism of S¯T′-algebras:
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Lemma 4.6.
Jac(W T′q ) ≅HB ,
where
Jac(W T′q ) ∶= S¯T′[X,X−1, Y, Y −1, Z,Z−1]⟨∂W T′q
∂X
,
∂W T
′
q
∂Y
,
∂W T
′
q
∂X
⟩ ,
HB ∶= S¯T′[X,X−1, Y, Y −1]⟨H(X,Y ),u2X ∂H∂X (X,Y ) − u1Y ∂H∂Y (X,Y )⟩ .
It is straightforward to check that, (X0, Y0) is a solution to
H(X,Y, q) = u2X ∂H
∂X
(X,Y, q) − u1Y ∂H
∂Y
(X,Y, q) = 0
if and only of (X0, Y0, u1
X0
∂H
∂X
(X0, Y0)) is a solution to
∂W T
′
q
∂X
= ∂W
T
′
q
∂Y
= ∂W
T
′
q
∂Z
= 0.
Moreover, yˆ ∶= y/u1 is a local holomorphic coordinate near (X0, Y0), and
Lemma 4.7.
detHess(W T′q )(X0, Y0, −u1∂H
∂x
(X0, Y0, q)) = −d2xˆdyˆ2 .
Proof. Since
W T
′
q (X,Y,Z) =H(X,Y, q)Z − u1 logX − u2 logY,
we have
Hess(W T′q ) ∶= ⎛⎜⎜⎝
(W T′q )xx (W T′q )xy (W T′q )xz(W T′q )yx (W T′q )yy (W T′q )yz(W T′q )zx (W T′q )zy (W T′q )Zz
⎞⎟⎟⎠ =
⎛⎜⎝
HxxZ HxyZ −HxZ
HyxZ HyyZ −HyZ
−HxZ −HyZ HZ
⎞⎟⎠ ,
det(Hess(W T′q )) = Z3 det⎛⎜⎝
Hxx Hxy −Hx
Hyx Hyy −Hy
−Hx −Hy H
⎞⎟⎠ .
Taking differential on both sides of
H(X,Y, q) = 0,
Hx
dx
dy
+Hy = 0 Ô⇒ dx
dy
= −Hy
Hx
.
Taking differential once again
Hxx(dx
dy
)2 +Hxy dx
dy
+Hx
d2x
dy2
+Hyx
dx
dy
+Hyy = 0 Ô⇒ HxxH
2
y
H2x
− 2Hxy
Hy
Hx
+Hx
d2x
dy2
+Hyy = 0.
We conclude that
d2x
dy2
= 2HxyHxHy −HxxH
2
y −HyyH
2
x
H3x
= 1
H3x
det
⎛⎜⎝
Hxx Hxy −Hx
Hyx Hyy −Hy
−Hx −Hy 0
⎞⎟⎠ ,
d2xˆ
dyˆ2
= ( u1
Hx
)3 det⎛⎜⎝
Hxx Hxy −Hx
Hyx Hyy −Hy
−Hx −Hy 0
⎞⎟⎠ .
Recall that (X0, Y0) = (e−x0 , e−y0) satisfies
H(X0, Y0) = 0, −u2Hx(X0, Y0) + u1Hy(X0, Y0) = 0.
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So
det(Hess(W T′q ))(X0, Y0, −u1
Hx(X0, Y0)) = ( −u1Hx(X0, Y0))3 det⎛⎜⎝
Hxx Hxy −Hx
Hyx Hyy −Hy
−Hx −Hy H
⎞⎟⎠(X0, Y0) = −d
2xˆ
dyˆ2
∣
yˆ=
y0
u1
.

Combining Lemma 4.6 and Lemma 4.7, we have an isomorphism Jac(W T′q ) ≅HB of Frobenius algebras.
(2) Equivalence of triangulated categories. We first recall a general result due to Orlov.
Theorem 4.8 (Corollary 3.2 of [76]). Let S be a smooth quasi-projective variety, and let f, g ∈ H0(S,OS)
be two regular functions. Suppose that the divisor D ⊂ S defined by g = 0 is smooth and the restriction f ∣D
of f to D is not a constant. Then the Landau-Ginzburg model (D,f ∣D) and the Landau-Ginzburg model(S ×A1,W = f + xg), where x is the coordinate on the second factor of S ×A1, have equivalent categories of
D-branes of type B:
DB(S ×A1,W ) ≅DB(D,f ∣D).
We refer to [75] for the precise definition of categories of D-branes of type B of a Landau-Ginzburg model.
In our case,
S = (C∗)2, f = xˆ, g =H, x = Z, W = f + xg = xˆ +ZH =W T′q , D = Cq.
Although f = xˆ is multi-valued on S = (C∗)2, df = dxˆ is a well-defined regular 1-form on S = (C∗)2,
so the categories DB((C∗)2 × C,W T′q ) and DB(Cq, xˆ) are still defined. Note that the critical points of
W T
′
q ∶ (C∗)2 ×C → C are contained in (C∗)3, so the inclusion j ∶ (C∗)3 ↪ (C∗)2 ×C induces an equivalence
of triangulated categories [75]:
j∗ ∶ DB((C∗)2 ×C,W T′q ) ≅Ð→DB((C∗)3,W T′q ).
Therefore, we have the following equivalence of triangulated categories.
Theorem 4.9.
DB((C∗)3,W T′q ) ≅DB(Cq, xˆ).
(3) Identification of oscillatory integrals. We first introduce some notation.
Notation 4.10. We use the notation in Section 4.1 and Section 4.2. For each flag (τ, σ), we define the
following objects.
x(τ,σ) ∶= − log(X(τ,σ)) = a(τ, σ)x + b(τ, σ)y + δ(τ,σ)(q),(48)
y(τ,σ) ∶= − log(Y(τ,σ)) = c(τ, σ)x + d(τ, σ)y + ǫ(τ,σ)(q),(49)
where δ(τ,σ)(q) and ǫ(τ,σ)(q) are linear functions in log qi with rational coefficients.
(50) u1(τ, σ) = d(τ, σ)u1 − c(τ, σ)u2, u2(τ, σ) = −b(τ, σ)u1 + a(τ, σ)u2.
Define
(51) xˆ(τ,σ) ∶= u1(τ, σ)x(τ,σ) + u2(τ, σ)y(τ,σ).
It follows from (48), (49) and (50) that
(52) xˆ(τ,σ) = xˆ + c̃(τ, σ)
where xˆ = u1x + u2y and c̃(τ, σ) = u1(τ, σ)δ(τ,σ)(q) + u2(τ, σ)ǫ(τ,σ)(q). Finally, we define
(53) w′1(τ, σ) = u1(τ, σ)
r(τ, σ) , w′2(τ, σ) = s(τ, σ)r(τ, σ)mτ u1(τ, σ) + u2(τ, σ)mτ , w′3(τ, σ) = −w′1(τ, σ) −w′2(τ, σ).
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Denote Xˆ = e−xˆ and Yˆ = e−yˆ. Recall that there is a bijection between the zeros of dW T′q (and also
dxˆ) and the set IΣ, and we denote the corresponding critical point by pσ(q) = (Xσ(q), Yσ(q), Zσ(q)) and
pσ(q) = (uˇσ(q), vˇσ(q)). Around pσ we have
xˆ = uˇσ + ζ2
σ
yˆ = vˇσ +
∞
∑
d=1
hσd ζ
d
σ
where
(54) hσ1 =
¿ÁÁÀ 2
d2xˆ
dyˆ2
(pσ) =
¿ÁÁÀ 2
−detHess(W T′q )(pσ)
Let Γσ be the Lefschetz thimble of the superpotential xˆ ∶ Cq → C such that xˆ(Γσ) = uˇσ + R≥0. Then{Γσ ∶ σ ∈ IΣ} is a basis of the relative homology group H1(Cq,{xˆ≫ 0}).
Lemma 4.11. Suppose that u1,u2 are real numbers such that such that w
′
i(τ, σ) is a nonzero real number
for any flag (τ, σ) and for any i ∈ {1,2,3}, so that f = u2/u2 is generic and W T′q is holomorphic Morse with
2g−2+n critical points for q ∈ Uǫ(f). There exists δ ∈ (0, ǫ(f)] such that if q ∈ Uδ then for each σ = (σ, γ) ∈ IΣ,
there exists Γ̃σ ∈H3((C∗)3,{R(W T′qz ≫ 0};Z) such that
Iσ ∶= ∫
Γ̃σ
e−
WT
′
q
z Ω = 2π√−1∫
Γσ
e−xˆ/zΦ
where Φ = yˆdxˆ and Ω = dX
X
∧
dY
Y
∧
dZ
Z
.
Proof. We have
W T
′
q =H(X,Y )Z + xˆ
where xˆ = u1x + u2y. By (36) and (52), for any flag (τ, σ), we may write
W T
′
q =H(τ,σ)(X(τ,σ), Y(τ,σ))Z(τ,σ) + xˆ(τ,σ) − c̃(τ, σ),
where Z(τ,σ) = ai3(q)Xmi3Y ni3 .
In the remainder of this proof, we fix a flag (τ, σ), and use the following notation:
X̃ =X(τ,σ), Ỹ = Y(τ,σ), Z̃ = Z(τ,σ), x̃ = x(τ,σ), ̃ˆx = xˆ(τ,σ), c̃ = c̃(τ,σ),
r̃ = r(τ, σ), s̃ = s(τ, σ), ũi = ui(τ, σ), w̃j = w′j(τ, σ),
where i ∈ {1,2} and j ∈ {1,2,3}. We further assume w̃1 > w̃2 > 0, so that w̃3 = −w̃1 − w̃2 < 0; the other cases
are similar.
The relative cycle Γσ ⊂ Cq is characterized by x̃(Γσ) = [x̃σ,γ ,+∞), where x̃σ,γ = − log X̃σ,γ . Thus Γσ
are actually defined for all ∣q∣ < ǫ, even when Cq is not smooth. At q = 0, the mirror curve equation
H(τ,σ)(X̃, Ỹ , q) = 0 becomes
X̃ r̃Ỹ −s̃ + Ỹ mτ + 1 = 0,
which is the equation of the mirror curve Cσ of the affine toric Calabi-Yau 3-orbifold Xσ defined by the
3-cone σ. There are r˜mτ critical points of the function ũ1x̃+ ũ2ỹ = ˆ̃x− c̃ on Cq which can be holomorphically
extended to Cσ when q = 0 – they are all critical points on Cσ (see Section 5.4). By direct computation (see
e.g. [46, Section 6.5]), for γ ∈ G∗σ, each critical point (X̃σ,γ(q), Ỹσ,γ(q)) at q = 0 satisfies
− 1 < X̃σ,γ(0)̃rỸσ,γ(0)−s̃ = −w̃1
w̃1 + w̃2
< 0, −1 < Ỹσ,γ(0)mτ = −w̃2
w̃1 + w̃2
< 0
For each σ = (σ, γ), we define a relative cycle
Γ̃red
σ,q = {X̃ ∈ R+X̃σ(q), Ỹσ ∈ R+Ỹσ(q)}.
When q = 0, we have a disjoint union of connected components{X̃ r̃Ỹ −s̃ ∈ R−, Ỹ mτ ∈ R−} = ⊔
γ∈G∗σ
Γ̃red(σ,γ),0
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where Γ̃red(σ,γ),0 is the connected component passing through (X̃σ,γ(0), Ỹσ,γ(0)). We define Γ̃σ = Γ̃σ,q = Γ̃redσ,q×C,
where C = {Z̃ ∈ −1 +√−1R}. The cone σ in the flag (τ, σ) is a 3-cone. Then for any h⃗ = (ri)i∈Iσ ∈ Zp, define
cσj (h⃗) ∈ Q for j = 1,2,3 by
∑
i∈Iσ
ribi =
3
∑
j=1
cσj (h⃗)bij .
We further define
χα(h⃗) = χα( 3∑
j=1
{cσj (h⃗)}bij),
where α ∈ G∗σ. We consider ∑3j=1{cσj (h⃗)}bij as a box element in Box(σ) ≅ Gσ (see Section 2.7).
As in [46, Section 7.2], we can compute
e−c̃/zIσ = ∫
Γ̃σ,q
e−c̃/z ⋅ e−
WT
′
q
z Ω
= 2π
√
−1∣Gσ ∣ e√−1Im(̃ˆx)/z ∑h⃗=(ri)i∈Iσ ,ri∈Z≥0 e
√−1c3(h⃗)χγ(h⃗) ∏
i∈Iσ
(−aσi (q))ri
ri!
⋅
Γ( w̃1
z
+ cσ1(h⃗))Γ( w̃2z + cσ2 (h⃗))
Γ(− w̃3
z
− cσ3 (h⃗) + 1) .
We define
Lσ ∶= {q ∈ Cp ∶ aσi (q)X̃σ(0)m(τ,σ)i Ỹσ(0)n(τ,σ)i ∈ R for i ∈ Iσ}
which is a union of totally real linear subspace of Cp. When ∣q∣ is small (then ∣aσi (q)∣ are small), Γ̃σ,q = Γ̃σ,0
for q in a sufficiently small neighborhood of 0 ∈ Lσ. Set
v+, v− ∈ C, Γσ,q = Γ̃σ,q × {v+ = v−}, Γredσ,q = Γ̃redσ,q × {v+ = v−},
Ω′ = dXˆ
Xˆ
∧
dYˆ
Yˆ
∧
dv−
v−
= dX̃
X̃
∧
dỸ
Ỹ
∧
dv−
v−
.
Let q ∈ Lσ. The dimensional reduction is [46, Section 7.2]
e−c̃/zIσ = −∫
Γ
red
σ,q
e−
̃ˆx/zΩ′ = 2π√−1∫
Γσ=Γ
red
σ,q∩{H̃=v−=0}
e−
̃ˆx/zyˆdxˆ.
So when q ∈ Lσ,
Iσ = 2π
√
−1∫
Γσ
e−xˆ/z yˆdxˆ.
Since both sides of the above equation are analytic in q, it holds for all q in a small neighborhood of 0 ∈ Cp.
We set δ ∈ (0, ǫ(f)] small enough such that Uδ is contained in this neighborhood. 
4.7. Action by the stacky Picard group. In [27], Coates-Corti-Iritani-Tseng (CCIT) introduce the
stacky Picard group Picst(X ) ∶= Pic(X )/Pic(X), where X is a semi-projective smooth toric DM stack and X
is its coarse moduli space. CCIT define a Picst(X )-action on the Landau-Ginzburg mirror of X . Note that
Picst(X ) is a finite abelian group.
In this subsection, we describe a Picst(X )-action on the total spaces of the Hori-Vafa mirror family and
the family of mirror curves, based on the Galois action on the Landau-Ginzburg model described in [27,
Section 4.3].
Given a line bundle L on X and an object (x, k) in the inertia stack IX , where x is an object in
the groupoid X and k ∈ Aut(x), k acts on the fiber Lx with eigenvalue exp(2π√−1ǫ(x, k)) for a unique
ǫ(x, k) ∈ [0,1) ∩ Q. The map (x, k) ↦ ǫ(x, k) defines a map IX → [0,1) ∩ Q which is constant on each
connected component Xv of IX . We define the age of L along Xv to be agev(L) = ǫ(x, k) for any (x, k) inXv. If L = p∗L, where p ∶ X →X is the projection to the coarse moduli space and L ∈ Pic(X) is a line bundle
on X , then agev(L) = 0 for all v ∈ Box(Σcan). So agev(L) depends only on the class [L] in the quotient
group Picst(X ) = Pic(X )/Pic(X).
Let Picst(X ) act trivially on the variables u, v in the Hori-Vafa mirror, and act on the variables X , Y ,
q = (q1, . . . , qp) as follows:
(55) [L] ⋅X = exp(−2π√−1age(1,0,1)(L))X, [L] ⋅ Y = exp(−2π√−1age(0,1,1)(L))Y
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(56) [L] ⋅ qa = ⎧⎪⎪⎨⎪⎪⎩qa, 1 ≤ a ≤ p
′;
exp (2π√−1agebi+3(L)) qa, p′ + 1 ≤ a ≤ p.
It is straightforward to check that Picst(X ) acts trivially on H(X,Y, q), so it acts on the total spaces of the
Hori-Vafa mirror and the family of mirror curves.
When X = [C3/G] is affine, where G is a finite subgroup of the maximal torus of SL(3,C), the action of
Picst(X ) on the total space of the family of mirror curves specializes to the action defined by Equation (24)
of [46]; note that in this case Picst(X ) = Pic(X ) = G∗.
By Proposition 3.12, the solution space of the non-equivariant Picard-Fuchs system is (p+g+1)-dimensional,
spanned the coefficients 1, τ1(q), . . . τp(q),W1(q), . . . ,Wg(q) of the non-equivariant small I-function. We
have:
Lemma 4.12. (1) For 1 ≤ a ≤ p′, τa(q) is the unique solution to the non-equivariant Picard-Fuchs
system such that [L] ⋅ τa(q) = τa(q)
for all [L] ∈ Picst(X ), and
τa(q) = log(qa) +O(∣q∣).
(2) For p′ + 1 ≤ a ≤ p, τa is the unique solution to the non-equivariant Picard-Fuchs system such that[L] ⋅ τa(q) = exp(2π√−1ageba+3(L)) τa(q)
for all [L] ∈ Picst(X ), and
τa(q) = qa +O(∣qorb∣2) +O(∣qK ∣).
Proof. Equation (56) implies [L] ⋅ qβ = exp(2π√−1agev(β)(L)) qβ
for any β ∈ Keff . The lemma folloows from the above equation and the explicit expression of τa(q) and
Wi(q). 
5. Geometry of the Mirror Curve
5.1. Riemann surfaces. In this subsection, we recall some classical results on Riemann surfaces. The main
reference of this subsection is [44].
Let C be a non-singular complex projective curve, which can also be viewed as a compact Riemann
surface. Let g ∈ Z≥0 be the genus of C. Let ∩ denote the intersection pairing H1(C;Z) ×H1(C;Z) → Z. We
choose a symplectic basis {Ai,Bi ∶ i = 1, . . . ,g} of (H1(C;Z),∩):
Ai ∩Aj = Bi ∩Bj = 0, Ai ∩Bj = −Bj ∩Ai = δij , i, j ∈ {1, . . . ,g}.
Recall that on a Riemann surface C, a differential of the first kind on C is a holomorphic 1-form; a
differential of the second kind on C is a meromorphic 1-form whose residue at any of its pole is zero; a
differential of the third kind on C is a meromorphic 1-form with only simple poles. If ω is a differential of
the first or second kind then ∫A ω is well-defined for A ∈ H1(C;Z).
The fundamental differential of the second kind on C normalized by A1, . . . ,Ag is a bilinear symmetric
meromorphic differential B(p1, p2) characterized by
● B(p1, p2) is holomorphic everywhere except for a double pole along the diagonal p1 = p2, where, if
z1, z2 are local coordinates on C ×C near (p, p) then
B(z1, z2) = ( 1(z1 − z2)2 + f(z1, z2))dz1dz2.
where f(z1, z2) is holomorphic and f(z1, z2) = f(z2, z1).
● ∫
p1∈Ai
B(p1, p2) = 0, i = 1, . . . ,g.
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It is also called the Bergman kernel in [41, 42].
Let ωi ∈ H0(C,ωC) be the unique holomorphic 1-form on C such that
1
2π
√
−1
∫
Aj
ωi = δij .
Then {ω1, . . . , ωg} is a basis of H0(C,ωC) ≅ Cg, the space of holomorphic 1-form on C, and
∫
p′∈Bi
B(p, p′) = ωi(p).
More generally, for any γ ∈H1(C;Z),
ωγ(p) ∶= ∫
p′∈γ
B(p, p′)
is a holomorphic 1-form on C and
1
2π
√
−1
∫
Aj
ωγ = Aj ∩ γ.
We may extend the intersection pairing to a skew-symmetry C-bilinear map ∩ ∶H1(C;C)×H1(C;C) → C.
The above discussion remains valid if we choose a symplectic basis {Ai,Bi ∶ i = 1, . . . ,g} of (H1(C;C),∩)
instead of (H1(C;Z),∩).
Let γ be a path connecting two distinct points p1, p2 ∈ C, oriented such that ∂γ = p1 − p2. Then
ωγ(p) ∶= ∫
p′∈γ
B(p, p′)
is a meromorphic 1-form on C which is holomorphic on C ∖ {p1, p2} and has simple poles at p1, p2. The
residues of ωγ at p1, p2 are
Resp→p1ωγ(p) = 1, Resp→p2ωγ(p) = −1.
5.2. The Liouville form. Let
xˆ = u1x + u2y, yˆ = y
u1
, f = u2
u1
as before. Define
λ ∶= yˆdxˆ = yd(x + fy), Φ ∶= λ∣Cq .
Then Φ is a multi-valued holomorphic 1-form on Cq. Recall that there is a regular covering map p ∶ C̃q → Cq
with fiber Z2 which is the restriction of C2 → (C∗)2 given by (x, y) ↦ (e−x, e−y). Then p∗Φ is a holomorphic
1-form on C̃q.
5.3. Differentials of the first kind and the third kind. For any integers m,n,
̟m,n ∶= ResH(X,Y,q)=0( XmY n
H(X,Y, q) ⋅ dXX ∧ dYY ) = −XmY n∂
∂yˆ
H(X,Y, q)dxˆ
is a holomorphic 1-form on the mirror curve Cq and a meromorphic 1-form on the compactified mirror curve
Cq.
By results in [8], ̟m,n is holomorphic on Cq iff (m,n) ∈ Int(P ) ∩N ′. Recall that
p = ∣P ∩N ′∣ − 3, g = ∣Int(P ) ∩N ′∣, n = ∣∂P ∩N ′∣.
For generic q, Cq is a compact Riemann surface of genus g, intersecting the anti-canonical divisor ∂SP ∶=
SP ∖ (C∗)2 transversally at n points p¯1, . . . , p¯n, so Cq a Riemann surface of genus g with n punctures.
The space of holomorphic 1-forms on Cq, H
0(Cq, ωCq), is g-dimensional, where g can be zero. A basis of
H0(Cq, ωCq) is given by {̟m,n ∶ (m,n) ∈ Int(P ) ∩N ′}.
Let D∞q ∶= Cq ∩ ∂SP = p¯1 + ⋯ + p¯n. The space of meromorphic 1-forms on Cq with at most simple poles at
p¯1, . . . , p¯n, H
0(Cq, ωCq(D∞q )), is (g + n − 1)-dimensional. It is spanned by the (g + n) 1-forms{̟m,n ∶ (m,n) ∈ P ∩N ′} = {̟mi,ni ∶ i = 1, . . . ,p + 3}.
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with a single relation
p+3
∑
i=1
ai(q)̟mi,ni = 0.
Let Uǫ ⊂ (C∗)p′ × Cp−p′ be defined as in (39). Choose ǫ > 0 small enough such that if q ∈ Uǫ then Cq
is smooth and intersects ∂SP transversally at n points. There is a holomorphic vector bundle E of rank
g + n − 1 over Uǫ whose fiber over q ∈ Uǫ is H0(Cq, ωCq(D∞q )). The vector bundle E has a natural Picst(X )-
equivariant structure, so Picst(X ) acts linearly on the space of sections of E. For i = 1, . . . ,p + 3, ̟mi,ni
defines a holomorphic section of E, and[L] ⋅̟mi,ni = exp(−2π√−1agebi(L))̟mi,ni .
For a = 1, . . . ,p′, we have
qa
∂Φ
∂qa
= ResH(X,Y,q)=0(qa ∂H∂qa (X,Y, q)
H(X,Y, q) ⋅ dXX ∧ dYY ),
[L] ⋅ qa ∂Φ
∂qa
= qa ∂Φ
∂qa
for all [L] ∈ Picst(X ).
For a = p′ + 1, . . . ,p, we have
∂Φ
∂qa
= ResH(X,Y,q)=0( ∂H∂qa (X,Y, q)
H(X,Y, q) ⋅ dXX ∧ dYY ) = aa+3(q)qa ⋅̟m3+a,n3+a[L] ⋅ ∂Φ
∂qa
= exp(−2π√−1ageb3+a(L)) ∂Φ∂qa for all [L] ∈ Picst(X ).
5.4. Toric degeneration. The main reference of this subsection is [77, Section 3].
For a generic choice of η ∈ L∨Q,
Θη = ⋂
I∈Aη
∑
i∈I
Q≥0Di ⊂ L∨Q
is a top dimensional convex cone in L∨Q ≅ Qp. Given a semi-projective toric Calabi-Yau 3-orbifold X , there is
always a choice of such η such that Θη is the extended Nef cone Nef(Σext), and the construction in Section
2.6 also defines X . Any η in the extended Ka¨hler cone C(Σext) gives rise to the same Θη. The cone Θη
together with its faces is a fan in L∨R (still denoted by Θη), and determines a p-dimensional affine toric variety
XΘη .
Consider the exact sequence
0Ð→M ′ φ∨Ð→ M̃ ′ ψ∨Ð→ L∨ Ð→ 0
where M ′ =M/⟨e3⟩ and M̃ ′ = M̃/⟨φ∨(e3)⟩. Let DT′i be the image of DTi when passing to M̃ ′.
For any proper subset I ⊂ {1, . . . , r}, define
Θ̃I = ∑
i∈I
Q≥0D
T
′
i , Θ̃I,η = (ψ∨)−1(Θη) ∩ Θ̃I .
Define a fan
Θ̃η = {Θ̃I,η∣I ⊊ {1, . . . ,3 + p}}.
This fan determines a toric variety XΘ̃η . There is a fan morphism ρ
′
∶ Θ̃η → Θη, which induces a flat family
of toric surfaces ρ ∶ XΘ̃η →XΘη .
Let ΘH ⊂ L∨Q be the cone spanned by H1, . . . ,Hp. Let L∨H ∶= ⊕pa=1 ZHa and let LH be the dual lattice.
Then L∨H is a sublattice of L
∨ of finite index, and L is a sublattice of LH of finite index. Let ΘH ⊂ L∨Q be
the top dimensional cone spanned by the vectors H1, . . . ,Hp chosen in Section 3.9. Let Θ
∨
η and Θ
∨
H be the
dual cones of Θη and ΘH , respectively. We have inclusions
ΘH ⊂ Θη ⊂ L∨Q, Θ∨η ⊂ Θ∨H ⊂ LQ.
Note that Θ∨η ∩L is a subset of Θ
∨
H ∩LH , so we have an injective ring homomorphism
C[Θ∨η ∩L]→ C[Θ∨H ∩LH] = C[q1, . . . , qp]
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where q1, . . . , qp are the variables in Section 3.9. Taking the spectrum, we obtain a morphism
Ap = Spec (C[q1, . . . , qp])Ð→ XΘη = Spec (C[Θ∨η ∩L]) .
and a cartesian diagram
(57)
X
ν̃ÐÐÐÐ→ XΘ̃η
ρ̃
×××Ö ρ×××Ö
Ap
νÐÐÐÐ→ XΘη
where ρ̃ ∶ X → Ap is a flat family of toric surfaces.
Given σ ∈ Σ(1) ∪Σ(2) ∪Σ(3), let Pσ be the convex hull of {(mi, ni) ∶ bi ∈ σ}. This gives a triangulation
T of P with vertices {Pσ ∶ σ ∈ Σ(1)}, edges {Pσ ∶ σ ∈ Σ(2)}, and faces {Pσ ∶ σ ∈ Σ(3)}.
We choose a Ka¨hler class [ω(η)] ∈H2(XΣ;Z) associated to a lattice point η ∈ L∨; [ω(η)] is the first Chern
class of some ample line bundle over XΣ. Then it determines a toric graph Γ ⊂M ′R ≅ R2 up to translation
by an element in M ′ ≅ Z2 (see Section 2.9). The toric graph gives a polyhedral decomposition of MQ in the
sense of [77, Section 3]. It is a covering P of MQ by strongly convex lattice polyhedra. The asymptotic fan
of P is defined to be
ΣP ∶= {lim
a→0
aΞ ⊂M ′Q ∶ Ξ ∈ P}.
The fan ΣP = Θ̃η ∩ ρ′−1(0) defines the toric surface SP , i.e., XΣP = SP . For each Ξ ∈ P , let C(Ξ) ⊂M ′Q ×Q≥0
be the closure of the cone over Ξ × {1} in M ′Q ×Q. Then
Σ̃P ∶= {σ is a face of C(Ξ) ∶ Ξ ∈ P} = Θ̃η ∩ ρ′−1(Q≥0η)
is a fan inM ′Q×Q with support ∣Σ̃P ∣ =M ′Q×Q≥0. The projection π′ ∶M ′Q×Q → Q to the second factor defines
a map from the fan Σ̃P to the fan {0,Q≥0}. This map of fans determines a flat toric morphism π ∶ XΣ̃P → A1,
where XΣ̃P is the toric 3-fold defined by the fan Σ̃P , as shown in the following commutative diagram.
XΣ̃P
ν̃ÐÐÐÐ→ XΘ̃η
π
×××Ö ρ×××Ö
A1 ÐÐÐÐ→ XΘη .
Let t be a closed point in A1, and let Xt denote the fiber of π over t. Then Xt ≅ SP for t ≠ 0. As shown
in [77], when t = 0, we have a union of irreducible components
X0 = ⋃
σ∈Σ(3)
SPσ .
If (σ, τ) is a flag, then Pτ is one of the three edges of the triangle Pσ and corresponds to a torus invariant
divisor Dτ in the toric surface SPσ .
The polytope Hull(̃b1, . . . , b̃p+3) ⊂ Ñ lies on the hyperplane ⟨φ∨(e∗3), ●⟩ = 1. It determines a polytope on
Ñ ′ = {⟨φ∨(e∗3), ●⟩ = 0} up to a translation. The associated line bundle L on XΘ̃η has sections si, i = 1, . . . ,p+3
associated to each integer point in this polytope. Define
s =
p+3∑
i=1
si, C̃ = s−1(0).
The divisor C̃ ⊂XΘ̃η forms a flat famliy of curves of arithmetic genus g over XΘη . Let C ∶= ν̃−1(C̃) ⊂ X be
the pullback divisor under the morphism ν̃ ∶ X → XΘ̃η . Then C → Ap is a flat family of curves of arithmetic
genus g over Ap.
For q ≠ 0, Cq ⊂Xq = ρ−1(q) can be identified with the zero locus of
H(X,Y, q) = p+3∑
i=1
ai(q)XmiY ni .
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When Cq is smooth, it is isomorphic to the compactified mirror curve Cq defined in Section 4.2. When q = 0,
we have a union of irreducible components
C0 = ⋃
σ∈Σ(3)
Cσ,
where Cσ ⊂ SPσ is the zero locus of H(τ,σ)(X(τ,σ), Y(τ,σ),0) in (32), viewed as a section of the line bundle on
SPσ associated to the polytope Pσ; here τ is a 2-cone contained in σ, so that X(τ,σ), Y(τ,σ) are coordinates
on an affine chart in SPσ (see Section 4.1) which extend to rational functions on SPσ .
Let Cσ = Cσ ∩ (SPσ ∖ ∂SPσ), where ∂SPσ = ⋃τ⊂σ,τ∈Σ(2)Dτ . Given τ ∈ Σ(2), let mτ = ∣Gτ ∣ = ∣Pτ ∩N ′∣ − 1 as
before. Then C0 ∩Dτ consists of mτ points. When q = 0, the group of mτ -th roots of unity, µmτ ≅ Z/mτZ,
acts freely and transitively on the set C0 ∩Dτ .
We have
Cσ = Cσ ∪ ⎛⎝ ⋃τ∈Σ(2),τ⊂σ(C0 ∩Dτ )⎞⎠ .
Let σ1, σ2 ∈ Σ(3) be two distinct 3-cones in Σ. The intersection of Cσ1 and Cσ2 is non-empty if and only if
σ1 ∩ σ2 = τ for some 2-dimensional cone τ ∈ Σ(2). In this case, Cσ1 and Cσ2 intersect at mτ nodes.
The genus of Cσ is
gσ = ∣Int(Pσ) ∩N ′∣.
Let
nσ = ∣∂Pσ ∩N ′∣ = ∑
τ∈Σ(2),τ⊂σ
mτ .
Then Cσ is a genus gσ Riemann surface with nσ punctures. Let ΓC0 be the dual graph of the nodal curve
C0. Then
g = ∑
σ∈Σ(3)
gσ + b1(ΓC0).
5.5. Degeneration of 1-forms. We first introduce some notation. Let sσai ∈ Z≥0 be defined as in Section
3.9.1. For i = 1, . . . ,p, let
sai =
⎧⎪⎪⎨⎪⎪⎩0, 1 ≤ i ≤ 3,sσ0ai , i ∈ Iσ0 = {4, . . . ,p + 3}.
Proposition 5.1. If 1 ≤ a ≤ p′, the 1-form qa ∂Φ∂qa ∈H0(Cq, ωCq(D∞q )) degenerates to
lim
q→0
qa
∂Φ
∂qa
∈H0(C0, ωC0(D∞0 )),
where
lim
q→0
qa
∂Φ
∂qa
∣
Cσ
= −∑3j=1 saij (X(τ,σ))m(τ,σ)ij (Y(τ,σ))n(τ,σ)ij
Y(τ,σ)
∂H(τ,σ)
∂Y(τ,σ)
(X(τ,σ), Y(τ,σ),0) ⋅
dX(τ,σ)
X(τ,σ)
.
Here τ is a 2-cone contained in the 3-cone σ.
Proof. In this proof, 1 ≤ a ≤ p′, and we fix a flag (τ, σ). Recall that (see Section 5.3)
qa
∂Φ
∂qa
= ResH(X,Y,q)=0 ⎛⎝
qa
∂H
∂qa
(X,Y, q)
H(X,Y, q) ⋅
dX
X
∧
dY
Y
⎞
⎠
To take the desired limit on Cσ, we rewrite the above expression in coordinates Xˇ ∶=X(τ,σ) and Yˇ ∶= Y(τ,σ). If
1 ≤ i ≤ p′+3 then ai(q) and aσi (q) do not depend on qorb, so we may write ai(q) = ai(qK) and aσi (q) = aσi (qK).
We have
H(X,Y, q)∣qorb=0 = p′+3∑
i=1
ai(qK)XmiY ni = ai3(qK)Xmi3Y mi3 ⎛⎝p
′+3∑
i=1
aσi (qK)Xˇm(τ,σ)i Yˇ m(τ,σ)i ⎞⎠ ,
qa
∂H
∂qa
(X,Y, q)∣
qorb=0
=
p′+3∑
i=1
saiai(qK)XmiY ni = ai3(qK)Xmi3Y mi3 ⎛⎝
p′+3∑
i=1
saia
σ
i (qK)Xˇm(τ,σ)i Yˇ m(τ,σ)i ⎞⎠ .
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So
qa
∂H
∂qa
(X,Y, q)
H(X,Y, q)
RRRRRRRRRRRRqorb=0
⋅
dX
X
∧
dY
Y
= ∑p′+3i=1 saiaσi (qK)Xˇm(τ,σ)i Yˇ m(τ,σ)i∑p′+3i=1 aσi (qK)Xˇm(τ,σ)i Yˇ m(τ,σ)i ⋅ dXˇXˇ ∧ dYˇYˇ
qK→0Ð→ ∑3j=1 saij Xˇm(τ,σ)ij Yˇ n(τ,σ)ij
H(τ,σ)(Xˇ, Yˇ ,0) ⋅
dXˇ
Xˇ
∧
dYˇ
Yˇ
.
lim
q→0
qa
∂Φ
∂qa
∣
Cσ
= ResH(τ,σ)(Xˇ,Yˇ ,0)
⎛⎜⎝
∑3j=1 saij Xˇm(τ,σ)ij Yˇ n(τ,σ)ij
H(τ,σ)(Xˇ, Yˇ ,0) ⋅
dXˇ
Xˇ
∧
dYˇ
Yˇ
.
⎞⎟⎠ =
−∑3j=1 saij Xˇm(τ,σ)ij Yˇ n(τ,σ)ij
Yˇ
∂H(τ,σ)
∂Yˇ
(Xˇ, Yˇ ,0) ⋅
dXˇ
Xˇ

Proposition 5.2. If p′ + 1 ≤ a ≤ p, the 1-form ∂Φ
∂qa
∈H0(Cq, ωCq(D∞q )) degenerates to
lim
q→0
∂Φ
∂qa
∈H0(C0, ωC0(D∞0 ))
such that
lim
q→0
∂Φ
∂qa
∣
Cσ
=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
−(X(τ,σ))m(τ,σ)3+a (Y(τ,σ))n(τ,σ)3+a
Y(τ,σ)
∂H(τ,σ)
∂Y(τ,σ)
(X(τ,σ), Y(τ,σ),0) ⋅
dX(τ,σ)
X(τ,σ)
, b3+a ∈ Box(σ),
0, b3+a ∉ Box(σ),
where τ is a 2-cone contained in σ.
Proof. In this proof, p′ + 1 ≤ a ≤ p, and we fix a flag (τ, σ). Recall that (see Section 5.3)
∂Φ
∂qa
= ResH(X,Y,q)=0 (aa+3(q)
qa
⋅
Xma+3Y ma+3
H(X,Y, q) ⋅
dX
X
∧
dY
Y
)
Again, in order to take the desired limit on Cσ, we rewrite the above expression in coordinates Xˇ ∶= X(τ,σ)
and Yˇ ∶= Y(τ,σ):
aa+3(q)
qa
⋅
Xma+3Y na+3
H(X,Y, q) ⋅
dX
X
∧
dY
Y
= a
τ
a+3(q)
qa
⋅
Xˇm
(τ,σ)
a+3 Yˇ n
(τ,σ)
a+3
H(τ,σ)(Xˇ, Yˇ , q) ⋅
dXˇ
Xˇ
∧
dYˇ
Yˇ
.
So
lim
q→0
∂Φ
∂qa
∣
Cσ
= lim
q→0
aσa+3(q)
qa
⋅ResH(τ,σ)(Xˇ,Yˇ ,0)=0
⎛
⎝
Xˇm
(τ,σ)
a+3 Yˇ n
(τ,σ)
a+3
H(τ,σ)(Xˇ, Yˇ ,0) ⋅
dXˇ
Xˇ
∧
dYˇ
Yˇ
⎞
⎠
= (lim
q→0
aσa+3(q)
qa
) ⋅ −Xˇm
(τ,σ)
a+3 Yˇ n
(τ,σ)
a+3
Yˇ
∂H(τ,σ)
∂Yˇ
(Xˇ, Yˇ ,0) ⋅
dXˇ
Xˇ
,
where
lim
q→0
aσa+3(q)
qa
=
⎧⎪⎪⎨⎪⎪⎩
1, b3+a ∈ Box(σ)
0, b3+a ∉ Box(σ).

5.6. The action of the stacky group on on the central fiber. The action of the stacky group Picst(X)
described in Section 4.7 extends to an action on C which preserves the central fiber C0, so we have a group
homomorphism Picst(X) → Aut′(C0), where Aut′(C0) is the subgroup of Aut(C0) given by
Aut′(C0) = {φ ∈ Aut(C0) ∶ φ(Cσ) = Cσ for all σ ∈ Σ(3)}.
Each element of Aut′(C0) restricts to an automorphism of Cσ, which gives rise to a group homomorphism
j∗σ ∶ Aut
′(C0) → Aut(Cσ) for each σ ∈ Σ(3).
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For each σ ∈ Σ(3), the inclusion Xσ ↪ X induces a surjective group homomorphism Pic(X) → Pic(Xσ)
given by L ↦ L∣Xσ , which descends to a surjective group homomorphism
i∗σ ∶ Pic
st(X ) = Pic(X )/Pic(X)Ð→ Pic(Xσ) = Picst(Xσ).
We have a commutative diagram
Picst(X ) ÐÐÐÐ→ Aut′(C0)×××Öi∗σ ×××Öj∗σ
Picst(Xσ) ÐÐÐÐ→ Aut(Cσ)
5.7. The Gauss-Manin connection and flat sections. Let Uǫ ⊂ (C∗)p′ ×Cp−p′ be defined as in (39) as
before. We assume that ǫ > 0 small enough such that Cq ≅ Cq is smooth and intersects ∂SP transversally at
n points. We introduce some notation.
● Let U (resp. UZ) be the flat complex vector bundle (resp. local system of lattices) over Uǫ whose
fiber over q ∈ Uǫ is H1(Cq;C) (resp. H1(Cq;Z)).
● Let U (resp. UZ) be the flat complex vector bundle (resp. local system of lattices) over Uǫ whose
fiber over q ∈ Uǫ is H1(Cq;C) (resp. H1(Cq;Z)).
The flat vector bundle K defined in Section 4.4, where each fiber is K1(Cq;C), is a flat subbundle of U.
Continuous sections of UZ (resp. UZ) are flat sections of U (resp. U) w.r.t. the Gauss-Manin connection.
The Picst(X )-action on the total space of the family of mirror curves over Uǫ induces an action on UZ
and U. In particular, U is a Picst(X )-equivariant flat complex vector bundle over Uǫ, so Picst(X ) acts on
the space of sections of U.
Lemma 5.3. For each σ ∈ Σ(3) there exists ǫ(σ) ∈ (0, ǫ] and a Picst(X )-equivariant linear map H1(Cσ;C) →
Γ(Uǫ(σ),U), γ ↦ γ(q), such that if γ ∈ H1(Cσ;Z) then γ(q) ∈ H1(Cq;Z) for every q ∈ Uǫ(σ). In particular,
γ(q) is flat w.r.t. the Gauss-Manin connection for all γ ∈H1(Cσ;C). Moreover, this linear map restricts to
K1(Cσ;C)→ Γ(Uǫ(σ),K).
Proof. Choose a 2-cone τ ⊂ σ, such that (τ, σ) is a flag. From Section 4.1, the equation of Cq can be written
as
0 =H(τ,σ)(X(τ,σ), Y(τ,σ), q) = p+3∑
i=1
aσi (q)(X(τ,σ))m(τ,σ)i (Y(τ,σ))n(τ,σ)i .
and the equation of Cσ is given by
0 =H(τ,σ)(X(τ,σ), Y(τ,σ),0) = (X(τ,σ))r(τ,σ)(Y(τ,σ))−s(τ,σ) + (Y(τ,σ))m(τ,σ) + 1.
We have H1(Cσ;C) ≅ Z2gσ+nσ−1. We choose smooth loops γ̃i ∶ S1 → Cσ, where 1 ≤ i ≤ 2gσ + nσ − 1, such
that the image of γi does not meet the set or critical points of X(τ,σ) ∶ Cσ → C∗, and {γ = [γ̃i] ∈ H1(Cq;Z) ∶
1 ≤ i ≤ 2gσ + nσ − 1} is a Z-basis of H1(Cσ;Z). Then γ̃i(t) = (ai(t), bi(t)), where ai, bi ∶ S1 → C∗ are smooth
maps such that
H(τ,σ)(ai(t), bi(t),0) = 0, ∂H(τ,σ)
∂Y(τ,σ)
(ai(t), bi(t)) ≠ 0
for all t ∈ S1. By the implicit function theorem and compactness of S1, there exists ǫ(σ) ∈ (0, ǫ) and bi(t, q)
which is a smooth function in t, aσi (q) such that bi(t,0) = bi(t) and
H(τ,σ)(ai(t), bi(t, q), q) = 0, 1 ≤ i ≤ 2gσ + nσ − 1
for small enough q. Then γ̃i(t, q) = (ai(t), bi(t, q)), where t ∈ S1, is a loop in Cq and defines γi(q) ∈H1(Cq;Z).
We may view γi(q) as a section in Γ(Uǫ(σ),UZ), so it is a flat section of U on Uǫ(σ) w.r.t. the Gauss-Manin
connection. Note that γi(q) ∈H1(Cq;Z) depends only on the class γi ∈H1(Cσ;Z), not the choice of loop γ̃i
such that [γ̃i] = γi.
For any γ ∈H1(Cσ;C) there exist unique constants {ci ∈ C ∶ 1 ≤ i ≤ 2gσ + nσ − 1} such that
γ =
2gσ+nσ−1∑
i=1
ci[γi].
46
Define
γ(q) = 2gσ+nσ−1∑
i=1
ciγi(q) ∈ H1(Cq;C).
It follows from the construction that the map H1(Cq;C)→ Γ(Uǫ(σ),U) is C-linear, and that γ(q) ∈K1(Cq;C)
if γ ∈K1(Cσ;C); γ(q) is flat since each γi(q) is flat.
An element [L] ∈ Picst(X ) defines a diffeomorphism φ[L] ∶ Cq Ð→ C[L]⋅q which induces an isomorphism
φ[L]∗ ∶H1(Cq;C)→H1(C[L]⋅q;C). The section γ(q) is Picst(X )-equivariant in the following sense:
γ([L] ⋅ q) = φ[L]∗(γ(q)) for all [L] ∈ Picst(X ).

5.8. Vanishing cycles and loops around punctures. Let (τ, σ) be a flag. For 0 ≤ ℓ ≤ mτ − 1, let
p¯
(τ,σ)
ℓ
∈ Cσ ∩Dτ be given by
(58) X(τ,σ) = 0, Y(τ,σ) = exp(π√−1
mτ
(1 + 2ℓ))
And let δ
(τ,σ)
ℓ
be a small loop in Cσ around the puncture p¯
(τ,σ)
ℓ
such that δ
(τ,σ)
ℓ
is contractible in Cσ. Then
we may construct δ
(τ,σ)
j (q) ∈ H1(Cq;Z) as in the proof of Lemma 5.3. We will often view δ(τ,σ)ℓ as a section
of UZ and write δ
(τ,σ)
ℓ
instead of δ
(τ,σ)
ℓ
(q).
● If τ ∈ Σ(2)c ∶= {τ ∈ Σ(2) ∶ ℓτ = P1}, then τ is the intersection of two 3-cones σ,σ′. From the
construction, it is straightforward to check that
p¯
(τ,σ′)
ℓ
= p¯(τ,σ)
mτ−1−ℓ
, δ
(τ,σ′)
ℓ
= −δ(τ,σ)
mτ−1−ℓ
∈H1(Cq;Z)
for 0 ≤ ℓ ≤ mτ − 1. The class δ(τ,σ′)ℓ (q) ∈ H1(Cq;Z) is the vanishing cycle associated to the node
p¯
(τ,σ)
ℓ
∈ Cσ ∩Cσ′ .
● If τ ∈ Σ(2) ∖Σ(2)c then σ is the unique 3-cone containing τ , and δ(τ,σ)ℓ is the class of a small loop
around a puncture p¯
(τ,σ)
ℓ
(q) in Cq ∖Cq.
Lemma 5.4. (a) If 1 ≤ a ≤ p then
lim
q→0
1
2π
√
−1
∫
δ
(τ,σ)
ℓ
qa
∂Φ
∂qa
= sai3 − sai2
mτ
.
(b) If p′ + 1 ≤ a ≤ p then
lim
q→0
1
2π
√
−1
∫
δ
(τ,σ)
ℓ
∂Φ
∂qa
=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
eπ
√
−1(2ℓ+1)j/mτ
mτ
, if b3+a = v(τ,σ)j for some j ∈ {1, . . . ,mτ − 1},
0, otherwise.
Proof. (a) follows from Proposition 5.1 and (58). (b) follows from Proposition 5.2 and (58). 
We now describe the action of the stacky Picard group Picst(X ) more explicitly. We fix a flag (τ, σ) and
define i1, i2, i3 as in Section 4.1. Then
Box(τ) ∖ {0} = {v(τ,σ)j ∶= (1 − jmτ )bi2 + jmτ bi3 ∶ j = 1, . . . ,mτ − 1}.
For any [L] ∈ Picst(X ), we have[L] ⋅ Y(τ,σ) = exp(−2π√−1agev(τ,σ)
1
(L))Y(τ,σ),
where age
v
(τ,σ)
1
(L) ∈ 1
mτ
Z. If φ ∈ Aut′(C0) is the image of [L] ∈ Picst(X ) under the group homomorphism
Picst(X )→ Aut′(C0), and agev(τ,σ)
1
(L) = j
mτ
, where j ∈ {0,1, . . . ,mτ − 1}, then
φ(p(τ,σ)
ℓ
) = ⎧⎪⎪⎨⎪⎪⎩p¯
(τ,σ)
ℓ−j
, ℓ ≥ j,
p¯
(τ,σ)
mτ+ℓ−j
, ℓ < j.
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So
(59) [L] ⋅ δ(τ,σ)
ℓ
=
⎧⎪⎪⎨⎪⎪⎩δ
(τ,σ)
ℓ−j
, ℓ ≥ j,
δ
(τ,σ)
mτ+ℓ−j
, ℓ < j.
Let MX(τ,σ) ,MY(τ,σ) ,MX ,MY ∶H1(Cq;Z) → Z be defined as in Section 4.4. Then
(60) MX(τ,σ) = a(τ, σ)MX + b(τ, σ)MY , MY(τ,σ) = c(τ, σ)MX + d(τ, σ)MY
where a(τ, σ), b(τ, σ), c(τ, σ), d(τ, σ) ∈ Z are defined as in Section 4.1. Recall that a(τ, σ)d(τ, σ)−b(τ, σ)c(τ, σ) =
1.
We have
(61) MX(τ,σ)(δ(τ,σ)ℓ ) = 1, MY(τ,σ)(δ(τ,σ)ℓ ) = 0.
Equation (60) and Equation (61) imply
(62) MX(δ(τ,σ)ℓ ) = d(τ, σ), MY (δ(τ,σ)ℓ ) = −c(τ, σ).
For k = 0,1, . . . ,mτ − 1, we define
(63) A
(τ,σ)
k
=
mτ−1
∑
ℓ=0
e−π
√
−1(2ℓ+1)kδ(τ,σ)
ℓ
.
Then
(64) MX(A(τ,σ)k ) = δ0,kmτd(τ, σ), MY (A(τ,σ)k ) = −δ0,kmτc(τ, σ).
In particular, A
(τ,σ)
k
∈K1(Cq,C) for k ≠ 0.
Lemma 5.5. (a) For any [L] ∈ Picst(X ),[L] ⋅A(τ,σ)
k
= exp(2π√−1k ⋅ age
v
(τ,σ)
1
(L))A(τ,σ)
k
.
(b) If 1 ≤ a ≤ p′ then
lim
q→0
1
2π
√
−1
∫
A
(τ,σ)
k
qa
∂Φ
∂qa
= δ0,k(sai3 − sai2).
In particular, when σ = σ0 we have lim
q→0
1
2π
√
−1
∫
A
(τ,σ0)
k
qa
∂Φ
∂qa
= 0.
(c) If p′ + 1 ≤ a ≤ p then
lim
q→0
1
2π
√
−1
∫
A
(τ,σ)
k
∂Φ
∂qa
=
⎧⎪⎪⎨⎪⎪⎩1, if k ∈ {1, . . . ,mτ − 1} and ba+3 = v
(τ,σ)
k
,
0, otherwise.
Proof. (a) follows from (59). (b) and (c) follow from Lemma 5.4. 
5.9. B-model flat coordinates. We first introduce some notation.
● For any σ ∈ Σ(3), we define
(65) Υσ ∶= {a ∈ {p′ + 1, . . . ,p} ∶ (m3+a, n3+a) ∈ Int(Pσ)}.
Then ∣Υσ∣ = gσ. Define
Υ3 ∶= ⋃
σ∈Σ(3)
Υσ.
● For any τ ∈ Σ(2), we define
Υτ = {a ∈ {p′ + 1, . . . ,p} ∶ b3+a ∈ Box(τ)}.
Then ∣Υτ ∣ = mτ − 1. Define
Υ2 ∶= ⋃
τ∈Σ(2)
Υτ .
Note that Υ2 ∩Υ3 = ∅ and Υ2 ∪Υ3 = {p′ + 1, . . . ,p}.
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5.9.1. Interior of a 3-cone. In this subsection, we define B-model flat coordinates τˇa for a ∈ Υ3.
If σ ∈ Σ(3) then {̟σa ∶= (lim
q→0
∂Φ
∂qa
)∣
Cσ
∶ a ∈ Υσ}
is a basis of H0(Cσ, ωCσ), and [L] ⋅̟σa = exp(−2π√−1ageb3+a(L))̟σa
for all a ∈ Υσ and all [L] ∈ Picst(X ). For each a ∈ Υσ, there is a unique Aσa ∈H1(Cσ;C) such that[L] ⋅Aσa = exp(2π√−1ageb3+a(L))Aσa .
and
1
2π
√
−1
∫
Aσa
̟σa′ = δaa′ for all a′ ∈ Υσ.
There exists a unique Aa ∈K1(Cσ;C) ⊂H1(Cσ;C) such that J∗(Aa) = Aσa , and[L] ⋅Aa = exp(2π√−1ageb3+a(L))Aa
for all [L] ∈ Picst(X ). By Lemma 5.3 we extend Aa to a flat section of K over Uǫ(σ). Then[L] ⋅Aa = exp(2π√−1ageb3+a(L))Aa
for all a ∈ Υ3 and [L] ∈ Picst(X ).
For a ∈ Υ3, we define B-model flat coordinates
(66) τˇa(q) ∶= 1
2π
√
−1
∫
Ãa
Φ.
where Ãa is a flat section of K̃ such that p∗Ãa = Aa. The right hand side of (66) is a holomorphic function
in q, which we fix at τˇ(0) = 0 by choosing the lift Ãa (see Lemma 4.4 and Remark 4.5). Then τˇa(q) is a
solution of the non-equivariant Picard-Fuch system, and
● [L] ⋅ τˇa(q) = exp(2π√−1ageb3+a(L)) τˇa(q) for all [L] ∈ Picst(X ),
● τˇa(q) = qa +O(∣qorb∣2) +O(∣qK ∣).
By Lemma 4.12,
τˇa(q) = τa(q).
5.9.2. Interior of a 2-cone. In this subsection, we define B-model flat coordinates τˇa for a ∈ Υ2.
Given any a ∈ Υ2, we have
ba+3 = v(τ,σ)k
for some flag (τ, σ) and some k ∈ {1, . . . ,mτ − 1}. Define Aa = A(τ,σ)k , where A(τ,σ)k is defined in Section 5.8.
Then Aa is a flat section of K over Uǫ(σ). We define
(67) τˇa(q) ∶= 1
2π
√
−1
∫
Ãa
Φ
where Ãa is a flat section of K̃ such that p∗Ãa = Aa. The right hand side of (67) is a holomorphic function
in q defined up to addition of a constant, which we fix by requiring τˇ(0) = 0. Then τˇa(q) is a solution of the
non-equivariant Picard-Fuch system, and
● [L] ⋅ τˇa(q) = exp(2π√−1ageb3+a(L)) τˇa(q) for all [L] ∈ Picst(X ),
● τˇa(q) = qa +O(∣qorb∣2) +O(∣qK ∣).
By Lemma 4.12,
τˇa(q) = τa(q).
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5.9.3. Coordinates mirror to Ka¨hler parameters. In this subsection we define B-model flat coordinates τˇa for
a ∈ {1, . . . ,p′}. Recall that I ′σ0 = {1,2,3} and I ′τ0 = {2,3}. Let τ1 be the 2-cone spanned by b3 and b1, so that
τ1 ⊂ σ0 and I ′τ1 = {1,3}. For every flag (τ, σ), there exist unique e0(τ, σ), e1(τ, σ) ∈ Q such that
A
(τ,σ)
0 − e0(τ, σ)A(τ0,σ0)0 − e1(τ, σ)A(τ1,σ0)0 ∈K1(Cq,Q).
Denote the above cycle by Aˆ(τ,σ). Then Aˆ(τ,σ) is a flat section of K over Uǫ(σ). Note that Aˆ(τ,σ) is a section
of KZ when X is smooth. We define
(68) τˇ (τ,σ)(q) ∶= 1
2π
√
−1
∫
Ã(τ,σ)
Φ.
where Ã(τ,σ) is a flat section of K̃ such that p∗Ã(τ,σ) = Aˆ(τ,σ). Then
τˇ (τ,σ)(q) = c + p′∑
a=1
c(τ,σ)a log qa +O(∣qorb∣2) +O(∣qK ∣)
where c is a constant and c
(τ,σ)
a = sai3 − sai2 ∈ Z. (Recall that the right hand side of (68) is defined up to
addition of a constant depending on the choice of Ã(τ,σ), and i2, i3 are determined by the flag (τ, σ).) There
exist (non-unique) rational numbers cˆ
(τ,σ)
b ∈ Q such that
∑
(τ,σ)
cˆ(τ,σ)a c
(τ,σ)
b = δa,b
where the sum is over all flags (τ, σ). For a ∈ {1, . . . p′}, let
Ãa = ∑
(τ,σ)
cˆ(τ,σ)a Ã(τ,σ), Aa = p∗Ãa, τˇa ∶= 1
2π
√
−1
∫
Ãa
Φ.
Then τˇa(q) is a solution of the non-equivariant Picard-Fuch system, and
● [L] ⋅ τˇa(q) = τˇa(q) for all [L] ∈ Picst(X ),
● τˇa(q) = ca + log qa +O(∣qorb∣2) +O(∣qK ∣), where ca is a constant which we may choose to be zero.
By Lemma 4.12,
τˇa(q) = τa(q).
5.9.4. B-cycles. By the Lefschetz duality, there is a perfect pairing
∩ ∶H1(Cq;C) ×H1(Cq,D∞q ;C) → C,
where dimCH1(Cq;C) = dimCH1(Cq,D∞q ;C) = 2g + n − 1. This gives an isomorphism H1(Cq,D∞q ;C) ≅
H1(Cq;C)∨. We also have an intersection pairing
∩ ∶H1(Cq;C) ×H1(Cq;C) → C.
This gives an isomorphism H1(Cq;C) → H1(Cq;C)∨. Under the above isomorphisms, the injective map
H1(Cq;C) → H1(Cq,D∞q ) can be identified with the dual of the surjective linear map J∗ ∶ H1(Cq;C) →
H1(Cq;C). LetK1(Cq;C)⊥ ⊂H1(Cq,D∞q ;C) be the subspace of annihilators ofK1(Cq;C). ThenK1(Cq;C)⊥
is 2-dimensional, and there is a perfect pairing
∩ ∶K1(Cq;C) ×H1(Cq,D∞q ;C)/K1(Cq;C)⊥ Ð→ C.
By permuting A1, . . . ,Ap if necessary, we may choose B1, . . . ,Bp ∈H1(Cq,Dq;C)/K1(Cq;C)⊥ such that
(1) {A1, . . . ,Ag,B1, . . . ,Bg} is a symplectic basis of H1(Cq;C), and {B1, . . . ,Bg,−A1, . . . ,−Ag} is the
dual basis of H1(Cq;C),
(2) {A1, . . . ,Ap,B1, . . . ,Bg} is a basis of K1(Cq;C), and {B1, . . . ,Bp,−A1, . . . ,−Ag} is the dual basis of
H1(Cq,D∞q ;C).
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5.10. Differentials of the second kind. Let B(p1, p2) be the fundamental differential of the second kind
normalized by A1, . . . ,Ag. Then
∂Φ
∂τa
(p) = ∫
p′∈Ba
B(p, p′), a = 1, . . . ,p.
Following [39, 42], given any σ ∈ IΣ, let
ζσ =
√
xˆ − uˇσ
be local holomorphic coordinate near the critical point pσ. For any non-negative integers d, define
θd
σ
(p) ∶= (2d − 1)!!2−dResp′→pσB(p, p′)ζ−2d−1σ .
Then θd
σ
satisfies the following properties.
(1) θd
σ
is a meromorphic 1-form on Cq with a single pole of order 2d + 2 at pσ.
(2) In local coordinate ζσ =
√
xˆ − uˇσ near pσ,
θd
σ
= (−(2d + 1)!!
2dζ2d+2
σ
+ f(ζσ))dζσ ,
where f(ζσ) is analytic around pσ. The residue of θσ at pσ is zero, so θσ is a differential of the
second kind.
(3)
∫
Ai
θd
σ
= 0, i = 1, . . . ,g.
The meromorphic 1-form θd
σ
is uniquely characterized by the above properties; θd
σ
can be viewed as a section
in H0(Cq, ωCq((2d+ 2)pσ)). At q = 0, if σ = (σ,α) then θdσ(0)∣Cσ′ = 0 for σ′ ≠ σ, and
(1) θd
σ
(0)∣
Cσ
is a meromorphic 1-form on Cσ with a single pole of order 2d + 2 at pσ,α(0).
(2) In local coordinate ζσ =
√
xˆ − uˇσ near pσ(0) ∈ Cσ,
θd
σ
(0) = (−(2d + 1)!!
2dζ2d+2
σ
+ f(ζσ))dζσ ,
where f(ζσ) is analytic around pσ(0). The residue of θσ at pσ is zero, so θσ is a differential of the
second kind on Cσ.
(3) ∫
Ai
θd
σ
(0)∣
Cσ
= 0 for i ∈ Υσ, where Υσ is defined by Equation (65).
Therefore, θd
σ=(σ,α)∣Cσ coincides with the differential of the second kind θαd on Cσ (the mirror curve for the
affine toric Calabi-Yau 3-orbifold Xσ = [C3/Gσ]) in [46, Section 6.6].
6. B-model Topological Strings
6.1. Canonical basis in the B-model: θ0
σ
and [Vσ(τ)]. For any Laurent polynomial f ∈ S¯T′[X,X−1, Y, Y −1, Z,Z−1],
denote [f] ∈ Jac(W T′q ). For σ ∈ IΣ, let Vσ(τ ) be a Laurent polynomial in X,Y,Z such that Vσ(τ)(pσ′) =
δσ,σ′ . The collection {[Vσ(τ)]}σ∈IΣ is a canonical basis of the semisimple Frobenius algebra Jac(W T′q ).
Let Hˇa = [∂W T′∂τa ], which correspond to Ha under the isomorphism in Equation (44). Since Hˇ1, . . . , Hˇp
multiplicatively generate Jac(W T′q ), we may choose a basis of Jac(W T′q ) of the form
1, Hˇ1, . . . , Hˇp,E1, . . . ,Eg
where Ei = HˇaiHˇbi for some ai, bi ∈ {1, . . . ,p}. We can write [f] in the following decomposition
[f] = g∑
i=1
Ai(q)Hˇai ⋅ Hˇbi + p∑
a=1
Ba(q)Hˇa +C(q)1.
Let Daf = ∂W
T
′
q
∂τa
f − z ∂f
∂τa
. Define the standard form of [f] to be
f¯ =
g
∑
i=1
Ai(q)DaiDbi1 + p∑
a=1
Ba(q)Da1 +C(q) = 2∑
d=0
zdfd,
51
and define the oscillating integral of [f] to be
∫
Γ̃
e−
WT
′
q
z f¯Ω.
We see that [barf] = [f]. Direct calculation shows the following.
Lemma 6.1. We have the following identities in the Jacobian ring Jac(W Tq ).
1 = ∑
σ∈IΣ
[Vσ(τ )], Hˇa = − ∑
σ∈IΣ
B′σa (q)[Vσ(τ)], Hˇa ⋅ Hˇb = ∑
σ∈IΣ
C′σab (q)[Vσ(τ )],
in which the coefficients are
B′σa (q) = ∂H∂τa∂H
∂xˆ
RRRRRRRRRRR(X,Y )=(Xσ(q),Yσ(q)) ,
C′σab (q) = ∂H∂τa ∂H∂τb(∂H
∂xˆ
)2
RRRRRRRRRRR(X,Y )=(Xσ(q),Yσ(q)) .
Lemma 6.2.
d(dyˆ
dxˆ
) = ∑
σ∈IΣ
hσ1 θ
0
σ
2
, d
⎛⎝
∂Φ
∂τa
dxˆ
⎞⎠ = ∑
σ∈IΣ
B′σa (q)hσ1 θ0σ2 , ∂2Φ∂τa∂τb = ∑(σ)∈IΣC′σab (q) ⋅ h
σ
1 θ
0
σ
2
.
Proof. See the proofs of Proposition 6.3 and Proposition 6.4 of [46]. 
By Lemma 6.1 and Lemma 6.2, we conclude this subsection with the following proposition.
Proposition 6.3. If
[Vσ(τ)] = g∑
i=1
Ai
σ
(q)Hˇai ⋅ Hˇbi − p∑
a=1
Ba
σ
(q)Hˇa +Cσ(q)1,
then
hσ1
2
θ0
σ
=
g
∑
i=1
Ai
σ
(q) ∂2Φ
∂τai∂τbi
+
p
∑
a=1
Ba
σ
(q)d( ∂Φ∂τa
dxˆ
) +Cσ(q)d(dyˆ
dxˆ
).
If the genus g of the compactified mirror curve Cq is zero then θ
0
σ
, or more generally any differential of
the second kind on Cq, is exact.
6.2. Oscillating integrals and the B-model R-matrix. Let Vσ = Vσ(0) be the flat basis in Jac(W T′q )
such that when q = 0, Vσ(pσ′) = δσ,σ′ . Then define
Sˇ σ̃
σ′ (z) = (2πz)− 32 ∫
Γ̃σ
e−
WT
′
q
z V σ′Ω, Sˇ
σ̃
σˆ
′ (z) = (2πz)− 32√∆σ′ ∫
Γ̃σ
e−
WT
′
q
z V σ′Ω.(69)
Remark 6.4. We use the index σ̃ with tilde to indicate that the integral Sˇ σ̃
σ′ is not equal to S
σ
σ′ in
which one inserts the classical canonical basis φσ (Equation (17)) – the insertion needs modification by a
characteristic class involving the Gamma function in [59] to make it equal to Sˇ σ̃
σ′ . We omit the proof of
this fact since it is not directly related to the proof of the Remodeling Conjecture.
The matrix Sˇ plays the role of the fundamental solution of the B-model quantum differential equation.
The matrix Sˇ σ̃
σˆ
′ (z) has the following asymptotic expansion.
Proposition 6.5.
Sˇ σ̃
σˆ
′ (z) ∼ ∑
σ′′∈IΣ
Ψ σ
′′
σ′ Rˇ
σ
σ′′ (z)e− uˇσz ,
where Ψ σ
′′
σ′ is the matrix such that φˆσ′ = ∑σ′′ Ψ σ
′′
σ′ φˆσ′′(τ) as in Equation (15), and uˇσ is the critical value
of W T
′
q at pσ. Furthermore, the matrix Rˇ
σ
σ′′ = δ σσ′′ +O(z).
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Proof. Under the isomorphism (44),
√
∆σ′ ⋅ Vσ′ = ∑σ′′∈IΣ Ψ σ
′′
σ′
√
∆σ′′(τ) ⋅ Vσ′′(τ ). By stationary phase
expansion,
∫
Γ̃σ
e−
WT
′
q
z Vσ′′(τ) ∼ (2πz) 32√
detHess(W T′q )(pσ′′)(δ σσ′′ +O(z)).(70)
Then
Sˇ σ̃
σˆ
′ (z) = (2πz)− 32 ∑
σ′′∈IΣ
Ψ σ
′′
σ′
√
∆σ′′ ⋅∫
Γ̃σ
e−
WT
′
q
z Vσ′′(τ)Ω
∼ ∑
σ′′∈IΣ
Ψ σ
′′
σ′ ⋅ e
−
uˇσ
z (δ σ
σ′′ +O(z)).(71)
Here we use the fact that ∆σ
′′(τ ) = detHess(W T′q )(pσ′′) (Equation (45)). So the matrix Sˇ can be asymp-
totically expanded in the desired form, and the matrix Rˇ is
Rˇ σ
σ′ (z) = ∞∑
k=0
(Rˇk) σσ′ zk = δ σσ′ +O(z).

Given any σ ∈ IΣ, define θˆ0σ = θ0σ. For any positive integer k, define
ξˆk
σ
∶= (−1)k( d
dxˆ
)k−1 θ0σ
dxˆ
, θˆk
σ
∶= dξˆk
σ
.
Notice that ξˆk
σ
is a meromorphic function on Cq. Let
(72) θσ(z) ∶= ∞∑
k=0
θk
σ
zk, θˆσ(z) ∶= ∞∑
k=0
θˆk
σ
zk.
Following Eynard-Orantin [42], let
f σ
σ′ (u) = euuˇσ2√πu ∫Γσ e−uxˆθ0σ′ .
Assume [Vσ′(τ)] = g∑
i=1
Ai
σ′(τ )Hˇai ⋅ Hˇbi − p∑
a=1
Ba
σ′(τ )Hˇb +Cσ′(τ)1,
then by Proposition 6.3, we have
∫
Γ̃σ
e−
WT
′
q
z Vσ′(τ)Ω =(z2 g∑
i=1
Ai
σ′(τ ) ∂2
∂τai∂τbi
+ z
p
∑
a=1
Ba
σ′(τ) ∂
∂τa
+Cσ′(τ))∫
Γ̃σ
e−
WT
′
q
z Ω
=(z2 g∑
i=1
Ai
σ′(τ ) ∂2∂τai∂τbi + z
p
∑
a=1
Ba
σ′(τ) ∂∂τa +Cσ′(τ))2π√−1∫Γσ e− xˆzΦ
=2π√−1z2∫
Γσ
e−
xˆ
z ( g∑
i=1
Ai
σ′(τ) ∂2Φ
∂τai∂τbi
+
p
∑
a=1
Ba
σ′(τ)d( ∂yˆ
∂τa
) +Cσ′d(dyˆ
dxˆ
))
=2π√−1z2∫
Γσ
e−
xˆ
z
hσ
′
1 θ
0
σ′
2
= 2√−1(πz) 32 e− uˇσz hσ′1 f σσ′ (1
z
).
From Equation (70)
∫
Γ̃σ
e−
WT
′
q
z Vσ′(τ)Ω ∼ (2πz) 32 e− uˇσz√
detHess(W T′q )(pσ′) Rˇ σσ′ (z),
and by hσ
′
1 =
√
2
−detHess(W T′q )(pσ′) (Equation (54)), it is easy to see
Rˇ σ
σ′ (z) = f σσ′ (1
z
).
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Following Eynard [39], define Laplace transform of the Bergman kernel
(73) Bˇσ,σ
′(u, v, q) ∶= uv
u + v
δσ,σ′ +
√
uv
2π
euuˇ
σ
+vuˇσ
′
∫
p1∈Γσ
∫
p2∈Γσ′
B(p1, p2)e−ux(p1)−vx(p2),
where σ,σ′ ∈ IΣ. By [39, Equation (B.9)],
(74) (u + v)Bˇσ,σ′(u, v, q) = uv(δσ,σ′ − ∑
σ′′∈IΣ
Rˇ σ
σ′′ ( 1
u
)Rˇ σ′
σ′′ (1
v
)).
Setting u = −v, we conclude that (Rˇ∗( 1
u
)Rˇ(− 1
u
))σσ′ = {∑σ′′∈IΣ Rˇ σσ′′ ( 1u)Rˇ σ′σ′′ (− 1u)} = δσσ′ . This shows Rˇ is
unitary.
The following proposition is a consequence of Lemma 6.5 in [46] and Equation (74).
Proposition 6.6.
θσ(z) = ∑
σ′∈IΣ
Rˇ σ
σ′ (z)θˆσ′(z).
The following proposition is due to Dubrovin [38] and Givental [50, 52], but we only consider the small
phase space H2CR,T′(X ;C).
Proposition 6.7. Let φˆB
σ
be the Jacobian ring element corresponding to φˆσ under the isomorphism (46).
Assume Aˇσ̃(z)(τ) = ∑σ′∈IΣ Aˇ σ˜σˆ′ (z)(τ)φˆBσ′ has the following asymptotic expansions where τ ∈H2CR,T′(X ,C)
Aˇ
σ̃
σˆ
′ (z) ∼ ∑
σ′′∈IΣ
Ψ σ
′′
σ′ Bˇ
σ
σ′′ (z)e− sˇσz ,
such that
● Ψ is the transition matrix defined in Equation (14);
● The matrix function Bˇ σ
σ′′ (z) = δ σσ′′ +O(z) is unitary
∑
σ′′∈IΣ
Bˇ
σ
σ′′ (z)Bˇ σ′σ′′ (−z) = δσ,σ′ ;
● The functions sˇσ and the canonical coordinates uσ differ by constants, i.e. ∂sˇ
σ
∂τi
= ∂uσ
∂τi
for i = 1, . . . , p.
If each function Aσ̃ satisfies the quantum differential equations for 1 ≤ i ≤ p
−z
∂
∂τi
Aˇ
σ̃ = Hˇi ⋅ Aˇσ̃,
then Bˇ is unique up to a right multiplication of exp(∑∞i=1 aiz2i−1), where ai is a constant diagonal matrix.
Proof. This proof is essentially the same as the Proposition in [52, Section 1.3 (p1269)]. The only minor
difference is that we only considers the small phase space. Let sˇ be the diagonal matrix with the diagonal
elements {sˇσ}σ∈Σ. Notice that substituting the series into the quantum differential equations gives
( ∂
∂τi
+Ψ
∂Ψ
∂τi
)Bˇk−1 = −[ ∂sˇ
∂τi
, Bˇk].
This gives a recursion which determines Bˇ. The off-diagonal terms in Bˇk are directly expressed in Bˇk−1
algebraically, and the diagonal terms could be solved by integration, noting that [ ∂sˇ
∂τi
, Bˇk] has vanishing
diagonal.
Let Pσ,σ
′(z) = ∑k≥0(Pk)σ,σ′zk = ∑σ′′∈IΣ Bˇ σσ′′ (z)Bˇ σ′σ′′ (−z), then the quantum differential equations pro-
duce
−[ ∂sˇ
∂τi
,Pk] = dPk−1 + [Ψ∂Ψ
∂τi
,Pk−1].
Note that Bˇ is unitary, i.e. Pk = 0 for k ≥ 1 and P0 = I. For k odd, the equation above ensures that Pk = 0
from Pk−1 = 0 (or I when k = 1) since Pk is anti-symmetric. For even k, the ambiguity of the integrating
constants in determining the diagonal terms of Bk in the process above is fixed by
0 = (Bk) σ′σ + (Bk) σσ′ + terms involving Bi, i = 1, . . . , k − 1.
We see that this is equivalent to a right multiplication of exp(∑∞i=1 aiz2i−1). 
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Since uˇσ is a critical value,
∂uˇσ
∂τi
= dW
T
′
q (pσ,τ)
dτi
= ∂W
T
′
q
∂τi
(pσ).
The Jacobian ring element Hˇi = [∂W T′q∂τi ] corresponds toHi in the quantum cohomology. Then by the following
identity
[∂W T′q
∂τi
] = ∑
σ∈IΣ
∂W T
′
q
∂τi
(pσ)[Vσ(τ )],
we have
∂uσ
∂τi
= ∂uˇ
σ
∂τi
,
which implies the critical values are canonical coordinates. The function Sˇσ̃ = ∑σ′∈IΣ Sˇ σ̃σˆ′ φˆσ
′
is a solution
to the quantum differential equation
−z
∂
∂τi
Sˇσ̃ = (∂W T′q
∂τi
)Sˇσ̃,
For all σ ∈ IΣ, Sˇσ̃ satisfy the condition of Proposition 6.7.
6.3. The Eynard-Orantin topological recursion and the B-model graph sum. Let ωg,n be defined
recursively by the Eynard-Orantin topological recursion [41]:
ω0,1 = 0, ω0,2 = B(p1, p2).
When 2g − 2 + n > 0,
ωg,n(p1, . . . , pn) = ∑
(σ,γ)∈IΣ
Resp→pσ
∫ p¯ξ=pB(pn, ξ)
2(Φ(p)−Φ(p¯))(ωg−1,n+1(p, p¯, p1, . . . , pn−1)
+ ∑
g1+g2=g
∑
I∪J={1,...,n−1}
I∩J=∅
ωg1,∣I ∣+1(p, pI)ωg2,∣J ∣+1(p¯, pJ)
Following [37], the B-model invariants ωg,n are expressed in terms of graph sums. We first introduce some
notation.
● For any σ ∈ IΣ, we define
(75) hˇσk ∶= (2k − 1)!!2k−1 hσ2k−1.
Then
hˇσk = [u1−k]u3/2√
π
euuˇ
σ
∫
p∈Γσ
e−uxˆ(p)Φ(p).
● For any σ,σ′ ∈ IΣ, we expand
B(p1, p2) = ( δσ,σ′(ζσ − ζσ′)2 + ∑k,l∈Z≥0Bσ,σ′k,l ζkσζlσ′)dζσdζσ′ ,
near p1 = pσ and p2 = pσ′ , and define
(76) Bˇσ,σ
′
k,l
∶= (2k − 1)!!(2l − 1)!!
2k+l+1
B
σ,σ′
2k,2l
.
Then
Bˇ
i,j
k,l = [u−kv−l]⎛⎝ uvu + v (δσ,σ′ − ∑γ∈IΣ f σγ (u)f σ′γ (v))⎞⎠ = [zkwl]⎛⎝ 1z +w (δσ,σ′ − ∑γ∈IΣ f σγ (1z )f σ′γ ( 1w ))⎞⎠ .
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Given a labeled graph Γ⃗ ∈ Γg,n(X ) with Lo(Γ) = {l1, . . . , ln}, and ● = u or O, we define its weight to be
w●B(Γ⃗) = (−1)g(Γ⃗)−1 ∏
v∈V (Γ)
(hσ(v)1√
−2
)2−2g−val(v)⟨ ∏
h∈H(v)
τk(h)⟩g(v) ∏
e∈E(Γ)
Bˇ
σ(v1(e)),σ(v2(e))
k(e),l(e)
⋅ ∏
l∈L1(Γ)
(Lˇ1)σ(l)
k(l)
n∏
j=1
(Lˇ●)σ(lj)
k(lj) (lj)
where
● (dilaton leaf) (Lˇ1)σk = −1√
−2
hˇσk .
● (descendant leaf) (Lˇu)σk (lj) = −1√
−2
θk
σ
(pj).
● (open leaf) Let
ψℓ ∶= 1
m
m−1∑
k=0
ω−kℓm 1
′
k
m
∈ H∗CR(Bµm;C), ℓ = 0,1, . . . ,m − 1,
where ωm = e2π
√
−1/m. We may regard ℓ ∈ µ∗m such that ℓ(1′k
m
) = ω−kℓm .
(LˇO)σk (lj) = −1√
−2
∑
ℓ∈µ∗m
∫
X′j
0
ρ∗ℓ (θkσ)ψℓ.
In our notation [37, Theorem 3.7] is equivalent to:
Theorem 6.8 (Dunin-Barkowski–Orantin–Shadrin–Spitz [37]). For 2g − 2 + n > 0,
ωg,n = ∑
Γ∈Γg,n(X )
wuB(Γ⃗)∣Aut(Γ⃗)∣ .
We now consider the unstable case (g,n) = (0,2). Recall that dx = −dX
X
is a meromorphic 1-form on C¯q,
and d
dx
= −X d
dX
is a meromorphic vector field on C¯q. Define
(77) C(p1, p2) ∶= (− ∂
∂x(p1) − ∂∂x(p2))( ω0,2dx(p1)dx(p2))(p1, p2)d(x(p1))(dx(p2)).
Then C(p1, p2) is meromorphic on (C¯q)2 and is holomorphic on (Cq ∖ {pσ ∶ σ ∈ IΣ})2.
Lemma 6.9.
C(p1, p2) = 1
2
∑
σ∈IΣ
θ0
σ
(p1)θ0σ(p2).
Proof. For any σ,σ′ ∈ IΣ, we compute their Laplace transforms
∫
p1∈Γσ
∫
p2∈Γσ′
e
−
x(p1)−uˇσ
z1
−
x(p2)−uˇσ
′
z2 C(p1, p2)
=(−z1 + z2
z1z2
)∫
p1∈Γσ
∫
p2∈Γσ′
e
−
x(p1)−uˇσ
z1
−
x(p2)−uˇσ
′
z2 ω0,2
= 2π√
z1z2
∑
σ′′∈IΣ
Rˇ σ
σ′′ (z1)Rˇ σ′σ′′ (z2)
=1
2
∑
σ′′∈IΣ
∫
p1∈Γσ
∫
p2∈Γσ′
e
−
x(p1)−uˇσ
z1
−
x(p2)−uˇσ
′
z2 θ0
σ′′(p1)θ0σ′′(p2).
Define
ω = C(p1, p2) − 1
2
∑
σ∈IΣ
θ0
σ
(p1)θ0σ(p2).
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Since for i = 1, . . . ,g, ∫p2∈Ai ω0,2(p1, p2) = 0, ∫Ai θ0σ = 0, we have ∫p2∈Ai ω = 0, and the following residue 1-form
has
∫
p2∈Ai
Resp1→pσζσ(p1)ω(p1, p2) = 0,
for all i = 1, . . . ,g. Notice that the 1-form Resp1→pσζσ(p1)ω(p1, p2) has no poles, otherwise a possible double
pole at pσ′ implies non-zero Laplace transform of ω at Γσ × Γσ′ . It follows from the vanishing A-cycles
integrals that
Resp1→pσζσ(p1)ω(p1, p2) = 0,
and then ω does not have any poles. Therefore by the vanishing A-periods of ω we know ω = 0. 
6.4. B-model open potentials. In this section, we fix u1 = 1 and u2 = f . Choose δ > 0, ǫ > 0 sufficiently
small, such that for ∣q∣ < ǫ, the meromorphic function Xˆ ∶ C¯q → C ∪ {∞} restricts to an isomorphism
Xˆℓq ∶ D
ℓ
q →Dδ = {Xˆ ∈ C ∶ ∣X ∣ < δ},
where Dℓq is an open neighborhood of p¯ℓ ∈ Xˆ−1(0), ℓ = 0, . . . ,m − 1. Define
ρℓ1,...,ℓnq ∶= (Xˆℓ1q )−1 ×⋯ × (Xˆℓnq )−1 ∶ (Dδ)n →Dℓ1q ×⋯×Dℓnq ⊂ (C¯q)n.
(1) (disk invariants) At q = 0, Yˆ (p¯ℓ)m = −1 for ℓ = 0, . . . ,1. When ǫ and δ are sufficiently small,
Yˆ (ρℓq(Xˆ)) ∈ C ∖ [0,∞). Choose a branch of logarithm log ∶ C ∖ [0,∞) → (0,2π), and define
yˆℓq(Xˆ) = − log Yˆ (ρℓq(Xˆ)).
The function yˆℓq(X) depends on the choice of logarithm, but yˆℓq(X) − yˆℓq(0) does not. dxˆ = −dXˆ/Xˆ
is a meromorphic 1-form on C with a simple pole at Xˆ = 0, and(yˆℓq(X) − yˆℓq(0))dxˆ
is a holomorphic 1-form on Dδ.
Define the B-model disk potential by
Fˇ0,1(q; Xˆ) ∶= ∑
ℓ∈IΣ
∫
Xˆ
0
(yˆℓq(X ′) − yˆℓq(0))(−dX ′
X ′
) ⋅ ψℓ,
which takes values in H∗(Bµm;C).
(2) (annulus invariants)
(ρℓ1,ℓ2q )∗ω0,2 − dXˆ1dXˆ2(Xˆ1 − Xˆ2)2
is holomorphic on Dδ ×Dδ. Define the B-model annulus potential by
Fˇ0,2(q; Xˆ1, Xˆ2) ∶= ∑
ℓ1,ℓ2∈µ
∗
m
∫
Xˆ1
0
∫
Xˆ2
0
((ρℓ1,ℓ2q )∗ω0,2 − dX ′1dX ′2(X ′1 −X ′2)2 ) ⋅ ψℓ1 ⊗ψℓ2 ,
which takes values in H∗(Bµm;C)⊗2.
(3) For 2g − 2 + n > 0, (ρℓ1,...,ℓnq )∗ωg,n is holomorphic on (Dδ)n. Define
Fˇg,n(q; Xˆ1, . . . , Xˆn) ∶= ∑
ℓ1,...,ℓn∈µ
∗
m
∫
Xˆ1
0
⋯∫
Xˆn
0
(ρℓ1,...,ℓnq )∗ωg,n ⋅ ψℓ1 ⊗⋯⊗ψℓn ,
which takes values in H∗(Bµm;C)⊗n.
For g ∈ Z≥0 and n ∈ Z>0, Fˇg,n(q; Xˆ1, . . . , Xˆn) is holomorphic on Bǫ×(Dδ)n when ǫ, δ > 0 are sufficiently small.
By construction, the power series expansion of Fˇg,n(q; Xˆ1, . . . , Xˆn) only involves positive powers of Xˆi.
For k ∈ Z≥0, define
ξk
σ
(Xˆ) ∶= ∑
ℓ∈µ∗m
∫
Xˆ
0
(ρℓq)∗θkσψℓ, ξσ(z, Xˆ) ∶= ∑
ℓ∈µ∗m
∫
Xˆ
0
(ρℓq)∗θˆσ(z)ψℓ,
where θˆσ(z) is defined as in Equation (72).
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6.5. B-model free energies. In this section, g > 1 is an integer.
Definition 6.10 (cf. [14, Definition 2.7]). The B-model genus g free energy is defined to be
Fˇg ∶= 1
2g − 2
∑
σ∈IΣ
Resp→pσωg,1(p)Φ̃σ(p).
where Φ̃σ is a function defined on an open neighborhood of pσ in Σq such that dΦ̃σ = Φ.
Notice that the definition does not depend on the choice of Φ̃σ.
Proposition 6.11.
Fˇg = 1
2 − 2g
∑
Γ⃗∈Γg,1(X )
wuB(Γ⃗)∣(Lˇu)σ
k
(l1)=(Lˇ1)σk∣Aut(Γ⃗)∣ .
Proof. Recall that (LˇO)σk (l1) = −1√
−2
θk
σ
(p1), (Lˇ1)σk = −1√
−2
hˇσk .
By the graph sum formula of ωg,1 (Theorem 6.8) and the definition of Fˇg (Definition 6.10), it suffices to
show that
Resp→pσθ
k
σ
(p)Φ̃σ(p) = −hˇσk .
Near pσ, we have
θk
σ
= (−(2k + 1)!!
2kζ2k+2
σ
+ f(ζσ))dζσ
where f(ζσ) is analytic around pσ, and
dΦ̃σ = yˆdxˆ = (vˇσ + ∞∑
d=1
hσd ζ
d
σ
)(2ζσdζσ),
so up to a constant,
Φ̃σ = vˇσ +
∞
∑
d=1
2hσd
d + 2
ζd+2
σ
.
Therefore,
Resp→pσθ
k
σ
(p)Φ̃σ(p) = −(2k − 1)!!
2k−1
hσ2k−1 = −hˇσk .

7. All Genus Mirror Symmetry
7.1. Identification of A-model and B-model R-matrices. Recall that there is an isomorphism of Frobe-
nius algebras (cf. Equation (46) in Section 4.5):
QH∗CR,T′(X )∣
τ=τ(q),Q=1
≅ Jac(W T′q ).
Equation (45) and Lemma 4.7 imply
hσ1 (q) =¿ÁÁÀ 2d2xˆ
dyˆ2
(vˇσ) =
√
−2
∆σ(τ ) ∣
τ=τ(q),Q=1
.
We are working with non-conformal Frobenius manifolds, and the solution of the quantum differential equa-
tion is not unique. The ambiguity is fixed by the following theorem.
Theorem 7.1. For any σ = (σ,α) and σ′ = (σ′, α′),
R σ
σ′ (z)∣t=τ ,Q=1 = Rˇ σσ′ (−z).
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Proof. We know that S σ
σˆ
′ (−z) and Sˇ σ̃
σˆ
′ (z) satisfy the conditions of Proposition 6.7 by setting Aˇ σ̃
σˆ
′ (z) =
S σ
σˆ
′ (−z) or Sˇ σ̃
σˆ
′ (z). So we only need to show R and Rˇ match when q = 0. Recall from Section 5.4 that
when q = 0, the compactified mirror curve Cq degenerates into a nodal curve C0 = ⋃σ∈Σ(3)Cσ, where the
irreducible component Cσ can be identified with the compactified mirror curve of the affine toric Calabi-Yau
3-orbifold Xσ defined by the 3-cone σ. Recall from Section 5.10 that the 1-form θ0σ,α(0)∣Cσ′ vanishes when
σ′ ≠ σ, and θ0σ,α(0)∣Cσ coincides with θα0 in [46, Section 6.6]. As computed in [46, Theorem 7.5]
Rˇ σ
σ′ (−z)∣q=0 = δσ,σ′ ∑
h∈Gσ
χα(h)χα′(h−1)∣Gσ ∣ exp(∑m≥1 (−1)mm(m + 1) 3∑i=1Bm+1(ci(h))( zwi(σ))m)
which is precisely R σ
σ′ (z)∣q=0 given in Equation (20). Here σ = (σ,α),σ′ = (σ′, α′). 
7.2. Identification of graph sums. In this subsection, we identify the graph sums on A-model and B-
model.
For l = 1,⋯, n and σ ∈ IΣ, let
u˜σl (z) = ∑
a≥0
(u˜l)σa za ∶= ∑
σ′∈IΣ
⎛⎝ uσ
′
l (z)√
∆σ′(τ)Sσ̂ σ̂′(z)⎞⎠
+
The identification R(z)∣t=τ ,Q=1 = Rˇ(−z) implies the following theorem:
Theorem 7.2. For any Γ⃗ ∈ Γg,n(X ),
wuB(Γ⃗)∣ 1√−2 θˆaσ(pl)=(u˜l)σa = (−1)g(Γ⃗)−1+nwuA(Γ⃗)∣t=τ ,Q=1,
under the closed mirror map.
Proof. (1) Vertex. By the discussion in Section 4.5 and Section 4.6, hσ1 =
√
−2
∆σ(τ) for any σ ∈ IΣ. So
in the B-model vertex term,
h
σ
1√
−2
=
√
1
∆σ(τ) . Therefore the B-model vertex matches the A-model
vertex.
(2) Edge. By the property for Bˇσ,ρ
a,b
,
Bˇ
σ,ρ
a,b
= [u−av−b]⎛⎝ uvu + v (δσ,ρ − ∑
γ∈IΣ
f σ
γ
(u)f ρ
γ
(v))⎞⎠ = [zawb]⎛⎝ 1z +w (δσ,ρ − ∑
γ∈IΣ
f σ
γ
(1
z
)f ρ
γ
( 1
w
))⎞⎠ .
Therefore, the identification R(z) σ
ρ
∣
t=τ ,Q=1
= Rˇ σ
ρ
(−z) = f σ
ρ
(− 1
z
) gives us
Bˇ
σ,ρ
a,b
= Eσ,ρ
a,b
∣
t=τ ,Q=1
.
(3) Ordinary leaf. By Proposition 6.6, we have the following expression for θa
σ
:
θa
σ
=
a
∑
c=0
∑
ρ∈IΣ
([za−c](Rˇ σ
ρ
(z))θˆc
ρ
.
Notice that Rˇ(z) = R(−z)∣
t=τ ,Q=1
. So
(Lˇu)σk ∣ 1√−2 θˆaσ(pl)=(ũl)σa = −(Lu)σk (lj)∣t=τ ,Q=1.
(4) Dilaton leaf. We have the following relation between hˇσa and f
σ
ρ (u) (see [46])
hˇσa = [u1−k] ∑
ρ∈IΣ
h
ρ
1f
σ
ρ
(u).
By the relation
R σ
ρ
(z)∣
t=τ ,Q=1
= f σ
ρ
(−1
z
)
and the fact hσ1 =
√
−2
∆σ(τ) , it is easy to see that the B-model dilaton leaf matches the A-model
dilaton leaf.

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7.3. BKMP Remodeling Conjecture: the open string sector. In this subsection, we fix u1 = 1 and
u2 = f . We compare A and B-model open leafs. The disk potential with respect to the Aganagic-Vafa braneL is given by localization, as in Proposition 3.13 (computed in [45]).
(78) (Xˆ d
dXˆ
)2FX ,(L,f)0,1 (τ , X̃) = [z0] ∑
σ′∈IΣ
ξ̃σ
′(z, X̃)S(1, φσ′)∣
t=τ ,Q=1
.
The following theorem is proved by Tseng and the first two authors [45].
Theorem 7.3 (Genus zero open-closed mirror symmetry). Under the closed mirror map given by Equation
(27) and the open map give by
(79) log X̃ = log Xˆ +
3
∑
m=1
wiAi(q),
we have
∣G0∣FX ,(L,f)0,1 (τ , X̃) = Fˇ0,1(q; Xˆ) = ∑
ℓ∈µ∗m
(∫ Xˆ
0
ρ∗ℓ (yˆ(X ′) − yˆ(0))(−dXˆ ′
Xˆ ′
)ψℓ.
This theorem, together with Equation (78), implies that under the open-closed mirror map, as power
series in Xˆ ,
(80) U(z)(τ , X̃) ∶= ∑
σ′∈IΣ
ξ̃σ
′(z, X̃)S(1, φσ′)∣t=τ ,Q=1 = −∑
n≥0
zn(− d
dxˆ
)n 1∣G0∣ ddxˆ ∑ℓ∈µ∗m ρ∗ℓ (yˆ)ψℓ.
Notice that from Proposition 6.3, if
φˆσ(τ(q)) = g∑
i=1
Aˆi
σ
(q)Hai ⋆τ Hbi + p∑
a=1
Bˆa
σ
(q)Ha + Cˆσ(q)1,
then
(81)
θσ√
−2
=
g
∑
i=1
Aˆi
σ
(q) ∂2Φ
∂τai∂τbi
+
p
∑
a=1
Bˆa
σ
(q)d( ∂Φ∂τa
dxˆ
) + Cˆσ(q)d(dyˆ
dxˆ
).
Therefore
∑
σ′∈IΣ
ξ̃σ
′(z, X̃)S(φˆσ(τ ), φσ′)∣t=τ ,Q=1 = g∑
i=1
z2Aˆi
σ
(q) ∂2U
∂τai∂τbi
+
p
∑
a=1
zBˆa
σ
(q) ∂U
∂τa
+ Cˆσ(q)U.
By Equation (80) and (81), under the open-closed mirror map
(82) z2∣G0∣ ∑
σ′∈IΣ
ξ̃σ
′(z, X̃)S(φˆσ(τ), φσ′)∣t=τ ,Q=1 = − ∑
ℓ∈µ∗m
∫
Xˆ
0
ρ∗ℓ θˆσ(z)√
−2
ψℓ = −ξσ(z, Xˆ)√
−2
.
Proposition 7.4 (Annulus open-closed mirror symmetry). Under the open-closed mirror map,
Fˇ0,2(q; Xˆ1, Xˆ2) = −∣G0∣2FX ,(L,f)0,2 (τ ; Xˆ1, Xˆ2).
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Proof. The symmetric meromorphic 2-form C(p1, p2) is defined by (77). Then
(Xˆ1 ∂
∂Xˆ1
+ Xˆ2
∂
∂Xˆ2
)Fˇ0,2(q; Xˆ1, Xˆ2)
= ∑
ℓ1,ℓ2∈µ
∗
m
∫
Xˆ1
0
∫
Xˆ2
0
(ρℓ1,ℓ2q )∗Cψℓ1 ⊗ ψℓ2
=1
2
∑
ℓ1,ℓ2∈µ
∗
m
∑
σ∈IΣ
∫
Xˆ1
0
(ρℓ1q )∗θ0σ ∫ Xˆ2
0
(ρℓ2q )∗θ0σψℓ1 ⊗ ψℓ2
=1
2
∑
σ∈IΣ
ξ0
σ
(Xˆ1)ξ0σ(Xˆ2)
= − ∣G0∣2[z−21 z−22 ] ∑
σ,σ′,σ′′∈IΣ
ξ̃σ
′′(z1, X̃1)ξ̃σ′(z2, X̃2)S(φˆσ(τ), φσ′)∣t=τ ,Q=1S(φˆσ(τ), φσ′′)∣t=τ ,Q=1
= − ∣G0∣2[z−21 z−22 ](z1 + z2) ∑
σ′,σ′′
V (φσ′ , φσ′′)∣t=τ ,Q=1ξ̃σ′(z1, X̃1)ξ̃σ′′(z2, X̃2)
= − ∣G0∣2[z−11 z−12 ](Xˆ1 ∂
∂Xˆ1
+ Xˆ2
∂
∂Xˆ2
) ∑
σ′,σ′′
V (φσ′ , φσ′′)∣t=τ ,Q=1ξ̃σ′(z1, X̃1)ξ̃σ′′(z2, X̃2)
= − ∣G0∣2(Xˆ1 ∂
∂Xˆ1
+ Xˆ2
∂
∂Xˆ2
)FX ,(L,f)0,2 (τ ; X̃1, X̃2).
where the second equality follows from Lemma 6.9, the fourth equality follows from Equation (82), the
fifth equality is WDVV (Equation (19)), and the last equality follows from (30). Both Fˇ0,2(q; Xˆ1, Xˆ2) and
F
X ,(L,f)
0,2 (τ ; Xˆ1, Xˆ2) are H∗CR(Bµm;C)⊗2-valued power series in Xˆ1, Xˆ2 which vanish at (Xˆ1, Xˆ2) = (0,0), so
Fˇ0,2(q; Xˆ1, Xˆ2) = −∣G0∣2FX ,(L,f)0,2 (τ ; Xˆ1, Xˆ2).

Theorem 7.5 (All genus open-closed mirror symmetry, a.k.a. BKMP Remodeling Conjecture). Under the
open and closed mirror maps,
Fˇg,n(q, Xˆ1, . . . , Xˆn) = (−1)g−1+n∣G0∣nFX,(L,f)g,n (τ ; X̃1, . . . , X̃n).
Proof. For the unstable cases (g,n) = (0,1) and (0,2), this theorem is Theorem 7.3 and Proposition 7.4
respectively.
For stable cases 2g − 2 + n > 0, the graph sums are matched in Theorem 7.2 except for open leafs. We
match them here.
The A-model open leaf is
(LO)σk = − 1∣G0∣ [zk] 1√−2 ∑ℓ∈µ∗m∫
Xˆ
0
∑
σ′∈IΣ
(R σ
σ′ (−z)∣t=τ ,Q=1)ρ∗ℓ θˆσ′(z)ψℓ.
By θσ(z) = ∑σ′∈IΣ (R σσ′ (−z)∣t=τ ,Q=1) θˆσ′(z) (Proposition 6.6), the B-model open leaf is
(LˇO)σk = [zk] 1√
−2
∑
ℓ∈µ∗m
∫
Xˆ
0
∑
σ′∈IΣ
(R σ
σ′ (−z)∣t=τ ,Q=1)ρ∗ℓ θˆσ′(z)ψℓ.
Then ∣G0∣(LO)σk = −(LˇO)σk , and this proves the BKMP Remodeling Conjecture.

7.4. BKMP Remodeling Conjecture: the free energies. Recall that in Definition 3.16,
FXg (τ) ∶= ⟪ ⟫Xg,0∣t=τ ,Q=1.
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7.4.1. The case g > 1.
Theorem 7.6. When g > 1, we have
FXg (τ ) = (−1)g−1Fˇg(q).
Proof. From the proof of Theorem 7.2,
(83) wuB(Γ⃗)∣(Lˇu)σ
k
(l1)=(Lˇ1)σk
= (−1)g−1wuA(Γ⃗)∣(Lu)σ
k
(l1)=(L1)σk ,t=τ ,Q=1
.
for any labelled graph Γ⃗ ∈ Γg,1(X ). Theorem 7.6 follows from Proposition 3.8, Proposition 6.11, and Equation
(83). 
Theorem 7.6 was proved in the special case X = C3 in [12].
7.4.2. The case g = 1. The genus-one free energy has a different formula on both A-model and B-model. On
A-model side, since the graph sum formula is for 2g−2+n > 0, we need to find a different formula for FX1 . In
[95], the third author proved a formula for the genus-one Gromov-Witten potential of any GKM orbifolds.
It expresses FX1 in terms of the Frobenius structures. In our case, we have the following theorem:
Theorem 7.7 (Zong [95]). The following formula holds for the genus one Gromov-Witten potential FX1 (τ ):
dFX1 (τ ) = ∑
σ∈IΣ
1
48
d log∆σ(τ) + ∑
σ∈IΣ
1
2
(R1) σσ duσ.
On B-model side, the genus-one free energy is defined in the following way (see [41]):
Definition 7.8 (genus-one B-model free energy). The genus-one B-model free energy Fˇ1 is defined as
Fˇ1 = −1
2
log τB −
1
24
∑
σ∈IΣ
loghσ1
where τB is the Bergmann τ-function determined by
d(log τB) = ∑
σ
Resp→pσ
B(p, p¯)
dxˆ(p) duˇσ.
The Bergmann τ−function is defined up to a constant and so is Fˇ1. The mirror symmetry for the genus-one
free energy is the following theorem:
Theorem 7.9 (mirror symmetry for genus-one free energy). Under the closed mirror map,
dFX1 (τ) = dFˇ1(q)
Proof. First by the identification hσ1 =
√
−2
∆σ(τ) , we have
−
1
24
∑
σ∈IΣ
d loghσ1 = − 124 ∑
σ∈IΣ
d log
√
−2
∆σ(τ) = 148 ∑
σ∈IΣ
d log∆σ(τ).
So in order to prove the theorem, we only need to show that
−
1
2
d log τB = ∑
σ∈IΣ
1
2
(R1) σσ duσ ∣t=τ ,Q=1.
Note that since {uˇσ}σ∈IΣ is the set of B-model canonical coordinates and so duσ∣t=τ ,Q=1 = duˇσ for any σ ∈ IΣ.
Therefore
−
1
2
d log τB = −1
2
∑
σ∈IΣ
Resp→pσ
B(p, p¯)
dxˆ(p) duσ ∣t=τ ,Q=1.
By the local expansions of xˆ and B(p, p¯) near pσ, we have
xˆ = uˇσ + ζ2
σ
B(p, p¯) = ⎛⎝ 1(2ζσ)2 + ∑k,k′≥0Bσ,σk,k′ ζkσ(−ζσ)k′⎞⎠dζσd(−ζσ).
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Recall that
Bˇ
σ,σ
k,l
= (2k − 1)!!(2l − 1)!!
2k+l+1
B
σ,σ
2k,2l
.
Substituting the local expansions of xˆ and B(p, p¯) into Resp→pσ B(p,p¯)dxˆ(p) , we have
Resp→pσ
B(p, p¯)
dxˆ(p) = −Bˇσ,σ0,0
= −[z0w0]⎛⎝ 1z +w (δσ,σ − ∑γ∈IΣ f σγ (1z )f σγ ( 1w ))⎞⎠
= −[z0w0]⎛⎝ 1z +w (δσ,σ − ∑γ∈IΣR σγ (−z)R σγ (−w))⎞⎠
= −(R1) σσ ∣t=τ ,Q=1.
Therefore
−
1
2
d log τB = −1
2
∑
σ∈IΣ
Resp→pσ
B(p, p¯)
dxˆ(p) duσ ∣t=τ ,Q=1 = ∑
σ∈IΣ
1
2
(R1) σσ duσ ∣t=τ ,Q=1
which finishes the proof. 
7.4.3. The case g = 0. Another special case is the genus-zero free energy. In this case, instead of giving the
definition of Fˇ0 directly, we will use the special geometry property to build the mirror symmetry. Recall
that we have the following special geometry property (see [41]): for i = 1, . . . ,p,
(84)
∂ωg,n
∂τi
(p1, . . . , pn) = ∫
pn+1∈Bi
ωg,n+1(p1,⋯, pn+1), (g,n) ≠ (0,0), (0,1).
(85)
∂Φ
∂τi
(p1) = ∫
p2∈Bi
ω0,2(p1, p2),
(86)
∂Fˇ0
∂τi
= ∫
p∈Bi
Φ(p)
Here when n = 0, the invariant ωg,0 is just the free energy Fˇg. We will use the special geometry property to
show the following theorem:
Theorem 7.10 (mirror symmetry for genus-zero free energy). For any i, j, k ∈ {1,⋯,p}, we have
∂3FX0
∂τi∂τj∂τk
(τ) = − ∂3Fˇ0
∂τi∂τj∂τk
(q)
under the closed mirror map.
Proof. Recall that {H1,⋯,Hp} is the basis of H2CR,T′(X ) corresponding to the coordinates {τ1,⋯, τp}. Then
∂3FX0
∂τi∂τj∂τk
= ⟪Hi,Hj ,Hk⟫X ,T′0,3 ∣t=τ ,Q=1.
By the graph sum formula described in Section 3.8, we know that ⟪Hi,Hj ,Hk⟫X ,T′0,3 has the same graph sum
formula with that of ⟪u1,u2,u3⟫X ,T′0,3 except that the ordinary leaves are replaced by
(87) [z0](∑
ρ∈IΣ
Ψ ρ
l
R(−z) σ
ρ
)
with l = i, j, k respectively. Here Ψ ρ
l
is defined as Hl = ∑ρ∈IΣ Ψ ρl φˆρ(τ ).
63
Now let us consider ∂
3Fˇ0
∂τi∂τj∂τk
. By the special geometry property (84) (85) (86), we have
∂3Fˇ0
∂τi∂τj∂τk
= ∂
2
∂τi∂τj
∫
p1∈Bk
Φ(p1) = ∂
∂τi
∫
p1∈Bk
∂Φ
∂τj
(p1)
= ∂
∂τi
∫
p1∈Bk
∫
p2∈Bj
ω0,2(p1, p2) = ∫
p1∈Bk
∫
p2∈Bj
∂ω0,2
∂τi
(p1, p2)
= ∫
p1∈Bk
∫
p2∈Bj
∫
p3∈Bi
ω0,3(p1, p2, p3).
By the graph sum formula for ω0,3, we know that ∫p1∈Bk ∫p2∈Bj ∫p3∈Bi ω0,3(p1, p2, p3) has the same graph sum
formula with that of ω0,3 except that the ordinary leaves are replaced by
(88)
1√
−2
∫
p∈Bl
θ0
σ
(p)
with l = k, j, i respectively. It is easy to see that
θ0
σ
(p) = [z0](−e uˇσz√
πz
∫
p′∈Γσ
B(p, p′)e− xˆ(p′)z ).
Define
Sˇ σ̃l (z) = (2πz)− 32 ∫
Γ̃σ
e−
WT
′
q
z
∂W T
′
q
∂τl
Ω = (2π)− 12 z− 32√−1∫
Γσ
e−
xˆ
z
∂Φ
∂τl
.
Noting that [∂W T′q
∂τl
] ∈ Jac(W T′q ) corresponds to Hl under Equation (46), by argument similar to Proposition
6.5, we have
Sˇ σ̃l (z) = ∑
ρ∈IΣ
Ψ ρ
l
Rˇ(z) σ
ρ
e−
uˇσ
z .
Therefore
1√
−2
∫
p∈Bl
θ0
σ
(p) = 1√
−2
∫
p∈Bl
[z0](−e uˇσz√
πz
∫
p′∈Γσ
B(p, p′)e− xˆ(p′)z )
= [z0]( −1√
−2
e
uˇσ
z√
πz
∫
p′∈Γσ
∂Φ
∂τl
e−
xˆ(p′)
z )
= [z0](−e uˇσz Sˇ σ̃l (z))
= [z0](− ∑
ρ∈IΣ
Ψ ρ
l
Rˇ(z) σ
ρ
)
= [z0](− ∑
ρ∈IΣ
Ψ ρ
l
R(−z) σ
ρ
)∣
t=τ ,Q=1
.
Comparing with (87), we see that the three new ordinary leaves on A-model differ those on B-model by a
minus sign. So by Theorem 7.2 for (g,n) = (0,3), we conclude that
∂3FX0
∂τi∂τj∂τk
= − ∂
3Fˇ0
∂τi∂τj∂τk
.

Remark 7.11. The proof of Theorem 7.10 can be directly generalized to show that the first derivatives of FXg
match the first derivatives of Fˇg for any g ≥ 1 by replacing [z0] by [zk] for any k ∈ Z≥0 in the computation
of new ordinary leaves. In particular, this gives another proof of Theorem 7.9.
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