The paper aims at demonstrating the application of the Akaike information criterion to determine the order of two state Markov chain for studying the pattern of occurrence of wet and dry days during the rainy season (April to September) in North-East India. For each station, each day is classified as dry day if the amount of rainfall is less than 3 mm and wet day if the amount of rainfall is greater than or equal to 3 mm. We apply Markov chain of order up to three to the sequences of wet and dry days observed at seven distantly located stations in North East region of India. The Markov chain model of appropriate order for analyzing wet and dry days is determined. This is done using the Akaike Information Criterion (AIC) by checking the minimum of AIC estimate. Markov chain of order one is found to be superior to the majority of the stations in comparison to the other order Markov chains. More precisely, first order Markov chain model is an adequate model for the stations North Bank, Tocklai, Silcoorie, Mohanbari and Guwahati. Further, it is observed that second order and third order Markov chains are competing with first order in the stations Cherrapunji and Imphal, respectively. A fore-knowledge of rainfall pattern is of immense help not only to farmers, but also to the authorities concerned with planning of irrigation schemes. The outcomes are useful for taking decisions well in advance for transplanting of rice as well as for other input management and farm activities during different stages of the crop growing season.
INTRODUCTION
Amount of daily rainfall is an important factor that impacts agriculture system. It governs the crop yields and determines the choice of the crops that can be grown. In India majority of the people depends on agriculture for their livelihood. Around 60-70% of Indian population (directly or indirectly) depends upon agriculture sector and currently it contributes to 16-17% of the GDP. Rice, being the highest produced cereal in India, is the most important staple food for the major proportion of the population in the country. Only 45% of gross cropped area of the country, by the year 2010-2011, was irrigated, out of which the contribution from rice was only 13.5% (Ghosh et al., 2015) , which restricted cultivation of rice as a rain-fed crop mostly to the kharif. North East India, located at east of 80°E and North of 21°N, is one of the major disaster prone region of India because of their unique geographical locations and physical features, witnessing the fury of monsoon. Geographically, two-thirds of the area of NE-Indian region is a hilly terrain interspersed with valleys and plains. Apparently from the geographical features, the rain producing mechanism of NE rainfall is a complex phenomenon and is largely dominated by an elevated orography of the Eastern Himalayas and large forests. In the North East India, the rainfall distribution is not even. While the excess rainfall in the monsoon months of June-September causes natural disaster, in the longer dry spell during November to March crop goes down in spite of having sufficient rainfall in the monsoons. In general, rainfall distribution pattern over different regions of India is inhomogeneous due to influence of several local and remote factors. For instance, over the central Indian plain region, monsoon trough and the Himalayas along with local and external factors play a dominant role in its interannual rainfall variability. Recently, summer monsoon rainfall variability over NE-region has been studied by Prabhu et. al. (2016) . The average annual rainfall in North East India ranges from 2000-4000 mm with a maximum of 11000 mm in Cherrapunjee (Deka et al., 2011 , Prabhu et al., 2016 . The summer monsoon influence this region from June to September contributing more than 80% of the annual rainfall (see, Deka (2013) . During this season major floods occur that often lead to disaster (ASDMA, 2015) According to Fisher (1925) crop yield during a season mainly influenced by the distribution of rainfall rather than season total amount rainfall. Thus, rainfall forecasts at different temporal scales, at the beginning of the season and within the season, with possible impact on the crops in terms of productivity, may help the farming community to take appropriate decisions on input management and farm activities well in advance (Ghosh et. al., 2015) . Extreme precipitation events (heavy rain storm, cloud burst) may have their own impacts on the fragile geomorphology of the Himalayan part of the Brahmaputra basin causing more widespread landslides and soil erosion. The response of hydrologic systems, erosion processes and sedimentation in the Himalayan river basins could alter significantly due to climate change. Two extremely intense cloud bursts of unprecedented intensity-one in the western Meghalaya hills and western Arunachal Pradesh in 2004 produced two devastating flash floods in the Goalpara and Sonitpur districts of Assam bordering Meghalaya and Arunachal respectively causing hundreds of deaths. The most recent examples of such flash floods originating from extreme rainfall are two events that occurred in the north bank of the Brahmaputra river and caused significant damage to human life and property. The first of the two events occurred during the monsoon season on June 14th, 2008 due to heavy rainfall on the hills of Arunachal Pradesh north of Lakhimpur District causing flash floods in the rivers of Ranganadi, Singara, Dikrong and Kakoi that killed at least 20 people and inundated more than 50 villages leading to displacement of more than 10,000 people. The other that occurred in the post monsoon season on October 26 affected a long strip of area of northern Assam valley adjoining foothills of Bhutan and Arunachal Pradesh causing flash flooding in four major rivers (all are tributaries of the river Brahmaputra) and a number of smaller rivers. This episode of flash floods caused by heavy downpour originated from the Tropical Depression 'Rashmi' (a depression over the West Central Bay of Bengal adjoining Andhra coast). For details, we refer to Deka et al. (2011) . Hence, stochastic modeling of rainfall pattern is of immense help not only to farmers, but also to the authorities concerned with planning of irrigation schemes and disaster management. Stochastic modeling of rainfall data has become a frontier research area over the years. As far our knowledge is concerned, the statistical modeling of rainfall data started with the work of Neumann (1962, 1972) . They applied a first order chain to Tel Aviv precipitation data (November-June, 1973 -1975 on the basis of multiple hypotheses testing procedures and it is observed from their study that two state Markov chain give a good description of the occurrences of wet and dry days during the rainy period at Tel Aviv. Bhargava et al. (1972) studied the occurrence of rainfall with the help of Markov chain model of order one in Raipur District India. The number of years for which the data were available varied from station to station, the variation being from 39 to 60 years. A sequence of wet and dry days for each center and for each year during the period 1st June to 30th September was obtained. Markov chain model was fitted for each center and the expected number of dry days varies from 70 to 78 whereas the number of wet days varies from 44 to 52 days. Latter, Gates and Tong (1976) reanalyzed the same Tel Aviv data applying the AIC procedure and suggested that a Markov chain of order not lower than 2 should be fitted, instead of the previously fitted first order. For the application of higher order Markov chain, we refer to Katz (1981) and Zhao et al. (2001) . Although there is a disagreement on the appropriate order for the Tel Aviv model but one must agree that Markov chains are obvious candidate to model the occurrence of rainfall. For instance, we refer to Raheem et. al. (2015) and references therein. A threestate Markov chain was employed to examine the pattern and distribution of daily rainfall in Uyo metropolis of Nigeria using 15 years (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) ) rainfall data. However, multi state higher order Markov chain modeling of rainfall data is an important task in its own right and will be considered elsewhere. For other scientific works on Markov chain modeling to daily rainfall data in eastern part of India, we refer to Dash (2012) and Basak (2014) . Recently, Singh et al. (2014) has carried out a study to analyze the rainfall data for storage and irrigation planning under humid southeastern region of Rajasthan using a time series record for 32-year (1980-2011) periods. Monthly estimation of rainfall data for assessment of normal years, abnormal years, drought years, normal months, abnormal months, and drought months has been made which is expected to be useful from the view point of cropping pattern, irrigation planning and management. More recently, Ghosh et al. (2015) has developed an experimental extended range forecast system (ERFS) in crop models is investigated for improving the rice grain yield prediction skill for the ensuing monsoon season in the experimental station at Bhubaneswar, India. Such methods will provide valuable information well in advance, to overcome uncertainties of monsoon rainfall in respect of onset of monsoon, long dry spells causing soil moisture stress or drought and extremely heavy rainfall leading to floods. A good number of literatures are available describing the Markov chain model for daily precipitation round the globe, but, no rigorous work barring the works by Medhi (1976) pursued in North East region of India. The present study is an effort to demonstrate the application of higher order two state Markov chain. More precisely, an analysis regarding the fitting of Markov chain of appropriate order has been made in this article. We apply Markov chain of order up to three to the sequences of wet and dry days observed at seven distantly located stations in North East region of India. For the majority of the stations Markov chain of order one is identified as the most appropriate model, fol-lowed by order two, for describing the daily precipitations occurrences over North East India during Indian summer monsoon season. If the best fitting stochastic model is known for a particular station, it can be used in the future for an estimation of the rainfall pattern in the area under study. Rainfall information forms the basis for designing water related structure in agriculture planning, in water management and also in monitoring climate changes.
MATERIALS AND METHODS
In this exposition, series of daily rainfall data of seven stations in North East India viz. Imphal (2001 Imphal ( -2005 , Mohanbari (1993 Mohanbari ( -2006 , Guwahati (2001 Guwahati ( -2005 , Cherrapunji (2001 Cherrapunji ( -2005 , Silcoorie (1986 Silcoorie ( -2005 , North Bank (1986 Bank ( -2005 , Tocklai (1986 Tocklai ( -2005 have been selected. The locations of these seven stations of North East India are shown in Fig. 1 (Source: Deka et al. (2011) ). The series of daily rainfall data are taken from Regional Meteorological Centre, Guwahati and Tocklai Experimental Station, Jorhat involving the aforesaid seven stations for the summer season (April to September) in each year. The Akaike information criterion was introduced by Akaike (1972) as an extension to final prediction error. It is a way to compare different models on a given outcome. AIC has been used successfully in various fields of statistics (Akaike, 1972 (Akaike, , 1976 , Otsu et al. (1976) , engineering (Otomo et al., 1972) , hydrology (Salas et al., 1980) and numerical analysis (Sakamoto et al. (1978) ). For recent application of Akaike information criterion, we refer to Snipes and Taylor (2014) . The procedure for the determination of the order of a Markov chain by Akaike Information Criterion (AIC) was developed by Tong (1975) . In the present work, application of the Akaike information criterion is demonstrated to determine the order of two state Markov chain for studying the pattern of occurrence of wet and dry days during the rainy seasons in North-East India. In statistical inference situations, Akaike (1972) proposed the use of the entropy B given by:
.
Here, is the vector of observations, and and are the probability density functions of the true and fitted models, respectively. According to the entropy maximization principle, Akaike (1972) , the objects of statistical inference are to estimate from the data and to try to find which maximizes the expected entropy:
Where E denotes the expectation operator and is the vector of observations. Akaike 1972) showed that for the number of observations :
is a log-likelihood ratio test function given by:
(4) with L = number of parameters (dimension) of the true model, k = number of parameters (dimension) of the fitted model, and are the estimated parameters of the fitted and true models respectively. Thus, from equation (3) and by ignoring the constant terms, Akaike derived a criterion which is now called the Akaike Information Criterion (AIC) given by:
(5) The above relation can also be written as:
AIC= (-2) log (Maximum-likelihood for model) + 2 (Number of independent parameters in the model).
(6) This statistics was introduced as a measure of the deviation of the fitting model from the true structure. The first term on the right hand side of the above equation (6) is a measure of the lack-of-fit of the chosen model, while the second term measures the increased unreliability of the chosen model due to the increased number of model parameters. The best approximating model is the one which achieves the minimum AIC in the class of the competing models. The procedure which, given several models, adopts the model that minimizes the AIC is called the minimum AIC estimate (MAICE). It is important to note that, since the AIC test is based on the maximum likelihood function, which is asymptotically effective and unbiased, the test yields fairly accurate results for n 30, where n is the number of observations. However, the test has been used with considerable success for n 20 (Kitagawa, 1979) . Denote the transition probability for a r-order chain by s being the finite number of states of the chain and the suffix contain r+1 characters. Then the maximum likelihood estimates of is given by .
Where is the number of transition from the state i to the state through the states j…k and . The hypothesis tested is (that the chain (r-1) dependent against that the chain is r dependent). The statistics constructed is It is a variable with degrees of freedom under . The hypothesis that the chain is k dependent implies the hypothesis that the chain is r dependent, whenever k<r. A r-order Markov chain means the dependence of the weather of a day on the weather conditions of the immediately preceding r days (see, Gates and Tong (1976) given by . If the statistical identification procedure is considered as a decision procedure, the most basic problem is the appropriate choice of the risk (expected loss) function. The loss functions considered in classical theory of hypothesis testing are defined by the probabilities of accepting the incorrect hypothesis or rejecting the correct hypothesis. Interested readers are referred to Medhi (1999) for more details elaboration on loss function and hypothesis testing. Tong (1975) proposes the choice of the loss function, based on AIC approach as R(k)= (8) Where M is the highest order model to be considered and k is the order of the fitting model. The minimum AIC estimate (MAICE) of the order of the Markov chain is that value of k which gives the minimum of R (k) over all orders considered. Raising the order of Markov chain does not necessarily do away the imperfections of the model. On the other hand, the number of parameters to estimate increases with 2 k for two state, k order Markov chain which may rapidly enhance the uncertainty of the estimation. Therefore the present study is confined to the Markov chain of order up to three.
RESULTS AND DISCUSSION
Nature is a very complicated system. Despite this, it is often necessary to simulate the behavior of natural systems. To attempt this by modeling all the physical processes deterministically is a very difficult task. Instead stochastic models are used. Stochastic models are designed to reproduce the important patterns evident in the observations based on the current knowledge of the physical processes. Realistic sequences of meteorological variables such as precipitation are key inputs in many hydrologic, ecologic and agricultural models. Simulation models are needed to model stochastic behavior of climate system when historical records are of insufficient duration or inadequate spatial and /or temporal coverage. It is well known fact that Markov Chain model can be fitted to daily rainfall occurrence and several authors have used Markov chain model to estimate the wet and dry days in past, see Bhargava et al. (1972) , Neumann (1962, 1972) and Thapliyal (2000) for first order Markov chain model and Gates and Tong (1976) , Katz (1981) , Zhao et al. (2001) , Sørup (2011 ), Dash (2012 , Basak (2014) etc. for higher order Markov chain model. In this study we concentrate on higher order two states Markov chain model over a series of daily rainfall data of seven stations in North East India. The determination of the proper order that best describes the precipitation over the region is carried out using Akaike Information Criteria. Tables 2-8 . Then according to MAICE procedure we adopt as the order that value of k which gives minimum R(k) and those values for k are illustrated in column 7 of the Tables 2-8. Finally, the performance of the best fitting order of the Markov chain is given in Table 9 . The analysis clearly indicates that Markov chain of order one is the best one for rainfall forecasting to the majority of the stations in comparison to the other order Markov chains. More precisely, first order Markov chain model is an adequate model for the stations North Bank, Tocklai, Silcoorie, Mohanbari and Guwahati. This observation agrees with the findings of Dash (2012) (2012), a stochastic daily precipitation generation model was adapted for the state of Odisha. The model simulates the sequence of precipitation occurrence using the method of transitional probability matrices, while daily precipitation amount was generated using a two parameter Gamma distribution. Daily average precipitation data from Odisha from the year 2001 to 2010
were used for this model. The study reveals that first order Markov chains can adequately represent the precipitation occurrences in all the months. Markov chain models for monsoonal rainfall occurrence in different zones of West Bengal is considered in Basak (2014) and first order Markov chain model is found to be the best for rainfall forecasting. Further, it is observed that second order and third order Markov chains are competing with first order in the stations Cherrapunji and Imphal, respectively. For higher order best fitting Markov chain model, we refer to Sørup (2011) and, Gates and Tong (1076) . A fore-knowledge of rainfall pattern is of immense help not only to farmers, but also to the authorities concerned with planning of irrigation schemes. The outcomes are useful for taking decisions well in advance for transplanting of rice as well as for other input management and farm activities during different stages of the crop growing season.
Conclusion
Precipitation is the unique source of fresh water which is necessary for living life. Thus, changes that take place precipitation pattern affect all ecosystems. In order to escape damages, with minimum loss, resulting from precipitation changes, making prudential plans in the light of several estimates is seen as the most rationalist way. In this context, demands for studies on precipitation model building increase at the present time.
S. Deka / J. Appl. & Nat. Sci. 10 (1): 80 -87 (2018) These studies have great important not only for data production purpose but also for water resources management, hydrology and agricultural sector. Because information about the probability of occurrence of the precipitation for future can be used to make decisions relating to agricultural production planning and management and water management, it can decrease risks originating weather condition uncertainty.The Markov chain models have few advantages: firstly, forecasts are available immediately after the observations because of the use of predictors only on the local information on the weather. Secondly, the chain needs minimal computation after the climatologically data have been processed. It may also be revealed that if the record length is short, lower order chain represents the appropriate fit. Markov chains specify the state of each day as wet and dry and develop a relation between the state of the current day and the states of the preceding days. The order of the Markov chain is the number of preceding days taken into account. When literature is investigated, the common observations of these studies suggest that the occurrence of weather state is best described by first order Markov chain. Consequently, in the present study, attempts have been made to study the weather state over the region of North East India during the rainy season. The appropriate order Markov model proposed and can be used to obtain forecasts of the weather states (such as dry or wet day) at some future time using information given by current state. The present study leads to the conlusions: i) Markov chain model can be fitted to daily rainfall occurrence of North East regions of India. ii) The first order Markov chain model that has been used extensively, is an adequate model for most of the stations of North East regions of India to determine the daily precipitation. In the future, the outcomes of this work will be extended in the direction of Ghosh et. al. (2015) and Singh et al. (2014) .
