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Abstract
This paper presents a numericalmethod for one-dimensionalBurgers’equation by theHopf–Cole transformation and a reproducing
kernel function, abbreviated as RKF. The numerical solution is given as explicit integral expressions with the RKF at each time
step, so that the computation is fully parallel. The stability and error estimates are derived. Numerical results for some test problems
are presented and compared with the exact solutions. Some numerical results are also compared with the results obtained by other
methods. The present method is easily implemented and effective.
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1. Introduction
Consider the one-dimensional quasi-linear Burgers’ equation
u
t
+ uu
x
= 
2u
x2
, (1)
where > 0 is the coefﬁcient of kinematic viscosity. Eq. (1) was ﬁrst introduced by Bateman [2] and later treated by
Burgers [4] after whom such an equation is widely referred to as Burgers’ equation. This equation plays a major role
in the study of nonlinear waves since it is used as a mathematical model in turbulence problems, in the theory of shock
waves, and in continuous stochastic processes [5]. Many scientists are devoted to studying the exact and numerical
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solutions of this equation. Benton and Platzman [3] surveyed exact solutions of one-dimensional Burgers’ equations.
In many cases these solutions involve inﬁnite series which may converge very slowly for small values of > 0 [11].
Many other authors have used various numerical techniques to solve the equation numerically such as the techniques
based on ﬁnite difference, ﬁnite element, boundary element, and spectral methods. (See [7–10,12,13], and literatures
therein.)
In this paper, a numerical method will be formulated for solving Eq. (1) by applying the Hopf–Cole transformation
[5] and a reproducing kernel function [1]. At each time step, the numerical solution is given explicitly by integral
expressions of RKF even though the time discretization is implicit and, hence, the computation is fully parallel.
Let = (a, b). Consider the following initial and boundary value problem:
u
t
+ uu
x
= 
2u
x2
, x ∈ , t ∈ (0, T ],
u(a, t) = u(b, t) = 0, t ∈ (0, T ],
u(x, 0) = (x), x ∈ . (2)
Using the change of variable
u(x, t) = −2/x

, (3)
the nonlinear problem (2) can be reduced to the following linear initial and boundary value problem:

t
− 
2
x2
= 0, x ∈ , t ∈ (0, T ],

x
(a, t) = 
x
(b, t) = 0, t ∈ (0, T ],
(x, 0) = g(x), x ∈ , (4)
where g(x)= exp(−(1/2) ∫ x
a
(s) ds), which is known as the Hopf–Cole transformation. This means that if (x, t) is
the solution of problem (4), then the solution of problem (2) is given by Eq. (3). The variational formulation of problem
(4) is given as follows:
Find a function (·, t) | (0, T ] → H 1() such that(

t
, w
)
+ 
(

x
,
w
x
)
= 0, ∀w ∈ H 1(),
(x, 0) = g(x). (5)
Explicit iterative formulas for the numerical solution of problem (5) are formulated by an RKF in Section 2 and we
discuss the stability and error estimates in Section 3. Finally, we present the numerical results obtained by the present
method in Section 4.
2. Numerical solution
2.1. Semi-discrete approximation in time variable
Let  denote the time step, tn = n, and let n(x)= (x, tn) for n= 0, 1, . . . , T /. We proceed to discretize problem
(5) ﬁrst in the time variable t and consider the following discretized variational problem:
Find a function n ∈ H 1() for n = 1, 2, . . . , T / such that
(t
n, w) + 
(

n
x
+ (1 − )
n−1
x
,
w
x
)
= 0, ∀w ∈ H 1(),
0(x) = g(x), (6)
where tn = (n −n−1)/ and , 121, is a constant.
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We will give the explicit expressions for the solution to semi-discrete problem (6) by using an RKF. Let H(p,)
denote the set of all functions in H 1() equipped with an inner product
〈u, v〉 =
∫

(
uv + p du
dx
dv
dx
)
dx, ∀u, v ∈ H(p,)
and a norm ‖| · ‖|=√〈·, ·〉, where p is a positive constant. It is known that H(p,) is a Hilbert space. For every y ∈ ,
we deﬁne a mapping Fy : H(p,) → R by
Fy(u) = u(y), ∀u ∈ H(p,).
Then it can be easily seen that Fy is a bounded linear functional on H(p,). Thus, it follows from Riesz’s theorem
that there exists a unique function Ry ∈ H(p,) such that
u(y) = 〈u,Ry〉, ∀u ∈ H(p,). (7)
We call Ry satisfying Eq. (7) the RKF [1] of H(p,).
Let
R(x, y) := Ry(x) = cosh((b − max(x, y))/
√
p) cosh((min(x, y) − a)/√p)√
p sinh((b − a)/√p) .
It is easy to verify that the function Ry is the RKF of H(p,). By deﬁnition of the function Ry we have that
R(x, y) = R(y, x)> 0, ∀x, y ∈ , (8)
and it can be shown that the RKF Ry ∈ H 1() has the following properties (see [14]):∫ b
a
R(x, y) dx = 1, ∀y ∈  (9)
and
‖u‖L∞()
√
coth((b − a)/√p)
4√p ‖|u‖|, ∀u ∈ H(p,).
Let p = . Then the ﬁrst equation of problem (6) can be rewritten as
〈n, w〉 = − 1

〈n−1, w〉 + 1

(n−1, w), ∀w ∈ H(p,), (10)
where 〈·, ·〉 is the inner product on H(p,). Setting w = Ry in Eq. (10) we obtain
n(x) = − 1

n−1(x) + 1

∫ b
a
n−1(y)R(x, y) dy, ∀x ∈  (11)
and
n
x
(x) = − 1

n−1
x
(x) + 1

∫ b
a
n−1(y)R
x
(x, y) dy, ∀x ∈ . (12)
By Eqs. (11), (12), and (3) we can obtain the time discrete approximation Un(x) to the solution of problem (2)
given by
Un(x) = −2 (
n/x)(x)
n(x)
, n = 1, 2, . . . , T /.
420 S.-S. Xie et al. / Journal of Computational and Applied Mathematics 214 (2008) 417–434
2.2. Full-discrete approximation
Suppose that Mh is a ﬁnite element subspace of H 1() based on a family of subdivision with parameter h. Then
each function w in Mh can be written in the form of
w(x) =
J∑
i=1
Ni (w)	i (x),
whereNi (w) is either the value or derivative of w at the ith node and the set {	i}Ji=1 is a basis for the space Mh.
If we choose 0h = Ihg, where Ih is the interpolation operator onto Mh, then the full-discrete approximation of
problem (4) is deﬁned as follows:
Find a function nh ∈ Mh for n = 1, 2, . . . , T / such that
nh(x) =
− 1

n−1h (x) +
1

∫ b
a
n−1h (y)R(x, y) dy. (13)
Then we have
nh(x) =
− 1

n−1h (x) +
1

J∑
i=1
Ni (
n−1
h )
∫ b
a
	i (y)R(x, y) dy
= − 1

n−1h (x) +
cosh((b − x)/√p)

√
p sinh((b − a)/√p)
J∑
i=1
Ni (
n−1
h )
1,i (x)
+ cosh((x − a)/
√
p)

√
p sinh((b − a)/√p)
J∑
i=1
Ni (
n−1
h )
2,i (x), ∀x ∈ , (14)
where

1,i (x) =
∫ x
a
	i (y) cosh
y − a√
p
dy and 
2,i (x) =
∫ b
x
	i (y) cosh
b − y√
p
dy.
The derivative of nh at x is then given by
nh
x
(x) = − 1

n−1h
x
(x) + 1

∫ b
a
n−1h (y)
R
x
(x, y) dy
= − 1

n−1h
x
(x) − sinh((b − x)/
√
p)
p sinh((b − a)/√p)
J∑
i=1
Ni (
n−1
h )
1,i (x)
+ sinh((x − a)/
√
p)
p sinh((b − a)/√p)
J∑
i=1
Ni (
n−1
h )
2,i (x), ∀x ∈ . (15)
By Eqs. (14), (15), and (3) we get the full-discrete approximation Unh (x) to the solution of problem (2) given by
Unh (x) = −2
(nh/x)(x)
nh(x)
, n = 1, 2, . . . , T /.
We remark that expressions that are needed for the full-discrete approximation to the solution of problem (2) are given
explicitly and are easy to evaluate.
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3. Error and stability analysis
Throughout this paper, the symbol C denotes a generic positive constant, not necessarily the same at different
occurrences. Let ‖ · ‖Wmq () denote the norm of Sobolev space Wmq (). The norm of Hs() is denoted by ‖ · ‖s and
we write ‖ · ‖s as ‖ · ‖ when s = 0. We assume that the ﬁnite element space Mh satisﬁes the following approximation
property:
min
v∈Mh
‖w − v‖L∞()Chr‖w‖Wr∞(), ∀w ∈ Wr∞(). (16)
Let f n = f n + (1 − )f n−1 and tn = (n − 1)+ .
Theorem 1. Suppose that 12 < 1,  and
n are the solutions of problems (4) and (6), respectively. If0 = g(x) ∈
H 1(), 2/t2 ∈ L2(0, T ;L2()), and /t ∈ L2(0, T ;H 2()), then we have
max
1nT/
{
‖n −n‖2 + 
∥∥∥∥nx − 
n
x
∥∥∥∥
2
}
C2
∫ T
0
{∥∥∥∥ 3x2t
∥∥∥∥
2
+
∥∥∥∥2t2
∥∥∥∥
2}
dt .
Proof. Let n = n −n. From Eqs. (5) and (6), we can obtain the error equation
(t
n, w) + 
(
n
x
,
w
x
)
=
(
t
n − 
t
(tn ), w
)
− 
(
2n
x2
− 
2
x2
(tn ), w
)
. (17)
Multiplying both the sides of Eq. (17) by  with the function w = n, we obtain
1
2
(‖n‖ − ‖n−1‖)(‖n‖ + ‖n−1‖) +
(
− 1
2
)
‖n − n−1‖2 + 
∥∥∥∥∥
n
x
∥∥∥∥∥
2

=
(
t
n − 
t
(tn ), 
n

)
− 
(
2n
x2
− 
2
x2
(tn ), 
n

)


∥∥∥∥tn − t (tn )
∥∥∥∥ (‖n‖ + ‖n−1‖)+ 
∥∥∥∥∥
2n
x2
− 
2
x2
(tn )
∥∥∥∥∥ (‖n‖ + ‖n−1‖).
Since 12 < , we have
‖n‖ − ‖n−1‖2
∥∥∥∥tn − t (tn )
∥∥∥∥ + 2
∥∥∥∥∥
2n
x2
− 
2
x2
(tn )
∥∥∥∥∥ 
C
∫ tn
tn−1
∥∥∥∥2t2
∥∥∥∥ dt + C
∫ tn
tn−1
∥∥∥∥ 3x2t
∥∥∥∥ dt .
If we replace n by k in the above inequality and sum on k from 1 to n, then we have
‖n‖C
∫ tn
0
∥∥∥∥2t2
∥∥∥∥ dt + C
∫ tn
0
∥∥∥∥ 3x2t
∥∥∥∥ dt
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because 0 = 0. Using the Cauchy inequality, we have
‖n‖2C2
∫ tn
0
{∥∥∥∥2t2
∥∥∥∥
2
+
∥∥∥∥ 3x2t
∥∥∥∥
2}
dt . (18)
Taking w = tn in the error equation (17), we get
‖tn‖2+

2
(∥∥∥∥nx
∥∥∥∥
2
−
∥∥∥∥n−1x
∥∥∥∥
2)
+ 
(
− 1
2
)∥∥∥∥nx − 
n−1
x
∥∥∥∥
2
=
(
t
n − 
t
(tn ), t
n
)
− 
(
2n
x2
− 
2
x2
(tn ), t
n
)

 1
2
∥∥∥∥tn − t (tn )
∥∥∥∥
2
+ 
2
2
∥∥∥∥∥
2n
x2
− 
2
x2
(tn )
∥∥∥∥∥
2
+ ‖tn‖2.
Then we obtain

(∥∥∥∥nx
∥∥∥∥
2
−
∥∥∥∥n−1x
∥∥∥∥
2)

∥∥∥∥tn − t (tn )
∥∥∥∥
2
+ 2
∥∥∥∥∥
2n
x2
− 
2
x2
(tn )
∥∥∥∥∥
2
,
which implies that

∥∥∥∥nx
∥∥∥∥
2

n∑
k=1
∥∥∥∥tk − t (tk)
∥∥∥∥
2
+ 2
n∑
k=1
∥∥∥∥∥
2k
x2
− 
2
x2
(tk)
∥∥∥∥∥
2

C2
∫ tn
0
{∥∥∥∥2t2
∥∥∥∥
2
+
∥∥∥∥ 3x2t
∥∥∥∥
2}
dt . (19)
Therefore, the result we wanted follows from inequalities (18) and (19). 
If = 12 , then we have that
n∑
k=1
∥∥∥∥tk − t (tk)
∥∥∥∥ C2
∫ tn
0
∥∥∥∥3t3
∥∥∥∥ dt (20)
and
n∑
k=1
∥∥∥∥∥
2k
x2
− 
2
x2
(tk)
∥∥∥∥∥ C2
∫ tn
0
∥∥∥∥ 4x2t2
∥∥∥∥ dt . (21)
Using inequalities (20) and (21), it can be seen that the following result holds by a similar argument as above.
Theorem 2. Suppose that= 12 ,  andn are the solutions of problems (4) and (6), respectively. If0=g(x) ∈ H 1(),
3/t3 ∈ L2(0, T ;L2()), and 2/t2 ∈ L2(0, T ;H 2()), then we have
max
1nT/
{
‖n −n‖2 + 
∥∥∥∥nx − 
n
x
∥∥∥∥
2
}
C4
∫ T
0
{∥∥∥∥ 4x2t2
∥∥∥∥
2
+
∥∥∥∥3t3
∥∥∥∥
2}
dt .
Taking w =n (or w = tn) in the ﬁrst equation of problem (6) and using the same technique as above, we can
obtain the following stability estimates.
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Corollary 3. Let n be the solution of problem (6). Then we have
‖n‖‖n−1‖ and
∥∥∥∥nx
∥∥∥∥ 
∥∥∥∥∥
n−1
x
∥∥∥∥∥ .
Integrating Eqs. (11) and (13) over  and using property (9), we get the following result.
Theorem 4. Let n and nh be the solutions of problems (6) and (13), respectively. Then we have that∫ b
a
n(x) dx =
∫ b
a
0(x) dx and
∫ b
a
nh(x) dx =
∫ b
a
0h(x) dx.
Remark. It is easy to verify that the exact solution  of problem (4) satisﬁes that
‖n‖‖n−1‖,
∥∥∥∥nx
∥∥∥∥ 
∥∥∥∥∥
n−1
x
∥∥∥∥∥ , and
∫ b
a
n(x) dx =
∫ b
a
0(x) dx.
Corollary 3 and Theorem 4 show that the approximate solutions satisfy the same monotonicity and mass conservation
property as the exact solution.
If = 1, it follows from (8) and Eqs. (9), (11), and (13) that
|n(x)|‖n−1‖L∞()
∫ b
a
R(x, y) dy = ‖n−1‖L∞()
and
|nh(x)|‖n−1h ‖L∞()
∫ b
a
R(x, y) dy = ‖n−1h ‖L∞().
Then the following result follows from the above inequalities.
Theorem 5. Suppose that n and nh are the solutions of problems (6) and (13), respectively. If = 1, then we have
that
‖n‖L∞()‖0‖L∞() and ‖nh‖L∞()‖0h‖L∞().
Theorem 6. Suppose that  andn are the solutions of problems (4) and (6), respectively. If =1,0=g(x) ∈ H 1(),
and 2/t2 ∈ L1(0, T ;L∞()), then we have
max
1nT/
‖n −n‖L∞()C
∫ T
0
∥∥∥∥2t2
∥∥∥∥
L∞()
dt .
Proof. Let n = n −n. From Eqs. (5) and (11), we can obtain the error equation
n(x) =
∫ b
a
n−1(y)R(x, y) dy + 
∫ b
a
(
t
n(y) − 
n
t
(y)
)
R(x, y) dy.
Then we have
‖n‖L∞()‖n−1‖L∞() + 
∥∥∥∥tn − nt
∥∥∥∥
L∞()
‖n−1‖L∞() + C
∫ tn
tn−1
∥∥∥∥2t2
∥∥∥∥
L∞()
dt .
Then the result follows immediately. 
424 S.-S. Xie et al. / Journal of Computational and Applied Mathematics 214 (2008) 417–434
Table 1
Numerical and exact solutions for = 1 at different times with h = 0.001, = 0.001
x t Numerical Exact
= 1 = 12
0.1 0.1 0.110095 0.109519 0.109538
0.2 0.042324 0.041915 0.041929
0.4 0.006040 0.005923 0.005927
0.3 0.1 0.293346 0.291846 0.291896
0.2 0.111670 0.110584 0.110622
0.4 0.015832 0.015523 0.015534
0.5 0.1 0.373352 0.371513 0.371577
0.2 0.139797 0.138425 0.138473
0.4 0.019605 0.019222 0.019235
0.7 0.1 0.311326 0.309851 0.309905
0.2 0.114564 0.113429 0.113469
0.4 0.015890 0.015579 0.015590
0.9 0.1 0.121225 0.120666 0.120687
0.2 0.044113 0.043673 0.043689
0.4 0.006076 0.005957 0.005961
Table 2
Error norms for = 1 at different times with h = 0.001, = 0.001
 t
0.1 0.2 0.4
1
2 ‖e‖L2 × 105 4.56483 3.39538 0.94262‖e‖L∞ × 105 6.45697 4.80322 1.33307
1 ‖e‖L2 × 103 1.25456 0.93638 0.26126
‖e‖L∞ × 103 1.77520 1.32452 0.36948
A similar argument as above can show that the following result holds.
Theorem 7. Suppose that  andnh are the solutions of (4) and (13), respectively. If =1, g(x) ∈ Wr∞(), 2/t2 ∈
L1(0, T ;L∞()), and Mh satisﬁes the approximation property (16), then we have
max
1nT/
‖n −nh‖L∞()Chr‖g‖Wr∞() + C
∫ T
0
∥∥∥∥2t2
∥∥∥∥
L∞()
dt .
4. Numerical results
In this section, we will consider three test problems to test the accuracy and efﬁciency of the present method.
Example 1. The ﬁrst example we considered has the initial and boundary conditions (see [9])
u(x, 0) = sin(x), 0<x < 1
and
u(0, t) = u(1, t) = 0, 0< t .
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Fig. 1. Exact, numerical solutions (left), and distribution of absolute errors (right) for = 1 at different times with h= 0.001, = 0.001, and = 12 .
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Fig. 2. Exact, numerical solutions (left), and distribution of absolute errors (right) for = 1 at different times with h = 0.001, = 0.001, and = 1.
By the Hopf–Cole transformation the initial and boundary conditions to problem (4) are given by
(x, 0) = exp(−(2)−1(1 − cos(x))), 0<x < 1
and

x
(0, t) = 
x
(1, t) = 0, 0< t .
In this case, the exact Fourier solution of problem (2) is given by
u(x, t) = 2
∑∞
n=1an exp(−n22t)n sin(nx)
a0 +∑∞n=1an exp(−n22t) cos(nx) , (22)
where
a0 =
∫ 1
0
exp(−(2)−1(1 − cos(x))) dx
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Table 3
Numerical, exact solutions, and error norms for = 1 at t = 0.1 with different step sizes h = 0.025, = 0.05, and = 12
x Numerical Exact
, h 2 ,
h
2

4 ,
h
4

8 ,
h
8

16 ,
h
16
0.1 0.10668 0.10863 0.10928 0.10946 0.10951 0.10954
0.2 0.20422 0.20812 0.20932 0.20965 0.20974 0.20979
0.3 0.28408 0.28970 0.29127 0.29170 0.29183 0.29190
0.4 0.33880 0.34552 0.34724 0.34771 0.34785 0.34792
0.5 0.36244 0.36926 0.37091 0.37136 0.37150 0.37158
0.6 0.35115 0.35705 0.35846 0.35885 0.35897 0.35905
0.7 0.30406 0.30838 0.30945 0.30975 0.30985 0.30991
0.8 0.22420 0.22681 0.22751 0.22771 0.22778 0.22782
0.9 0.11902 0.12019 0.12053 0.12063 0.12067 0.12069
‖e‖L2 × 103 6.16074 1.64870 0.47693 0.15257 0.05496
‖e‖L∞ × 103 9.30489 2.41371 0.69236 0.21903 0.07817
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Fig. 3. Exact, numerical solutions (left), and distribution of absolute errors (right) for  = 0.1 at different times with h = 0.00125,  = 0.01,
and = 12 .
and
an = 2
∫ 1
0
exp(−(2)−1(1 − cos(x))) cos(nx) dx, n = 1, 2, . . . .
Example 2. As another example, we consider the Burgers’ equation with initial condition
u(x, 0) = sin(2x), 0<x < 1
and boundary conditions
u(0, t) = u(1, t) = 0, 0< t .
This example is usually used for simulating the shock formation.
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Table 4
Numerical, exact solutions for = 0.1 and 0.01 at different times with h = 0.00125, = 0.01, and = 12
x t = 0.1 = 0.01
Numerical Exact Numerical Exact
0.25 0.4 0.30883 0.30889 0.34146 0.34191
0.6 0.24068 0.24074 0.26853 0.26896
0.8 0.19563 0.19568 0.22108 0.22148
1.0 0.16252 0.16256 0.18783 0.18819
3.0 0.02718 0.02720 0.07494 0.07511
0.50 0.4 0.56956 0.56963 0.65948 0.66071
0.6 0.44712 0.44721 0.52848 0.52942
0.8 0.35915 0.35924 0.43834 0.43914
1.0 0.29183 0.29192 0.37371 0.37442
3.0 0.04017 0.04021 0.14983 0.15018
0.75 0.4 0.62540 0.62544 0.90689 0.91026
0.6 0.48714 0.48721 0.76470 0.76724
0.8 0.37383 0.37392 0.64567 0.64740
1.0 0.28738 0.28747 0.55475 0.55605
3.0 0.02975 0.02977 0.22428 0.22481
By the Hope–Cole transformation, we have
(x, 0) = exp(−(4)−1(1 − cos(2x))).
In this case, the exact Fourier solution is also given by Eq. (22), where
a0 =
∫ 1
0
exp(−(4)−1(1 − cos(2x))) dx
and
an = 2
∫ 1
0
exp(−(4)−1(1 − cos(2x))) cos(nx) dx, n = 1, 2, . . . .
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Table 5
Numerical, exact solutions, and error norms for = 1 at t = 0.1 with different step sizes h = 0.005, = 0.01, and = 12
x Numerical Exact
, h 2 ,
h
2

4 ,
h
4

8 ,
h
8

16 ,
h
16
0.1 0.01072 0.01116 0.01128 0.01131 0.01132 0.01132
0.2 0.01736 0.01808 0.01826 0.01831 0.01832 0.01833
0.3 0.01737 0.01809 0.01828 0.01833 0.01834 0.01835
0.4 0.01074 0.01119 0.01131 0.01134 0.01134 0.01135
0.5 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
0.6 −0.01074 −0.01119 −0.01131 −0.01134 −0.01134 −0.01135
0.7 −0.01737 −0.01809 −0.01828 −0.01833 −0.01834 −0.01835
0.8 −0.01736 −0.01808 −0.01826 −0.01831 −0.01832 −0.01833
0.9 −0.01072 −0.01116 −0.01128 −0.01131 −0.01132 −0.01132
‖e‖L2 × 104 7.23865 1.86939 0.49562 0.13794 0.04149
‖e‖L∞ × 104 10.23698 2.64370 0.70091 0.19508 0.05868
Example 3. We considered the shock-like solution of the Burgers’ equation. The exact analytic solution is given by
(see [6,10])
u(x, t) = x/t
1 + √t/t0 exp(x2/4t) , t1, (23)
where t0 = exp(1/8). The initial condition evaluated from (23) at time t = 1 is taken and boundary conditions
u(a, t)=u(b, t)= 0 are used. By the Hopf–Cole transformation the initial and boundary conditions to problem (4) are
given by
(x, 1) = exp
{
log
(
1 + √1/t0 exp(x2/4)
1 + √1/t0
)
− x
2
4
}
, a < x <b
and

x
(a, t) = 
x
(b, t) = 0, 1< t .
Most of our numerical experiments are done by using the ﬁnite element space Mh of piecewise linear functions.
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Table 6
Numerical, exact solutions, and error norms for = 0.005 at different times with h = 0.001, = 0.01, and = 12
x t
1.4 2.0 2.6
Numerical Exact Numerical Exact Numerical Exact
0.1 0.06374 0.06394 0.04606 0.04621 0.03606 0.03618
0.2 0.12746 0.12784 0.09212 0.09241 0.07212 0.07234
0.3 0.19112 0.19168 0.13812 0.13854 0.10791 0.10826
0.4 0.25357 0.25434 0.17961 0.18022 0.13468 0.13521
0.5 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
0.6 −0.25357 −0.25434 −0.17961 −0.18022 −0.13468 −0.13521
0.7 −0.19112 −0.19168 −0.13812 −0.13854 −0.10791 −0.10826
0.8 −0.12746 −0.12784 −0.09212 −0.09241 −0.07212 −0.07234
0.9 −0.06374 −0.06394 −0.04606 −0.04621 −0.03606 −0.03618
‖e‖L2 × 104 5.54924 4.12911 3.30783
‖e‖L∞ × 104 10.85717 7.70085 6.00762
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Fig. 6. Exact, numerical solutions (left), and distribution of absolute errors (right) for  = 0.005 at different times with h = 0.001,  = 0.01, and
= 12 .
Let xi = a + (i − 1)h, h = (b − a)/(J − 1) for i = 1, 2, . . . , J . In this special case, the approximate solution has
the form of
nh(x) =
J∑
i=1
nh(xi)	i (x),
where {	i}Ji=1 is a basis of the space Mh deﬁned by
	1(x) =
{−(x − x2)/h, x ∈ [x1, x2],
0 otherwise,
	J (x) =
{
(x − xJ−1)/h, x ∈ [xJ−1, xJ ],
0 otherwise,
	i (x) =
⎧⎪⎨
⎪⎩
(x − xi−1)/h, x ∈ [xi−1, xi],
−(x − xi+1)/h, x ∈ [xi, xi+1],
0 otherwise.
i = 2, . . . , J − 1,
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Fig. 8. Exact, numerical solutions (left), and distribution of absolute errors (right) for  = 0.005 at different times with h = 0.001,  = 0.01, and
= 12 .
The accuracy of our method will be measured using discrete L2- and L∞-error norms deﬁned by
‖en‖L2 =
⎛
⎝ J∑
j=1
|en(xj )|2h
⎞
⎠
1/2
, ‖en‖L∞ = max1 jJ |e
n(xj )|,
where en(xj ) = un(xj ) − Unh (xj ).
Table 1 shows the numerical solutions of Example 1 for different values of , say = 12 and 1. The numerical results
for  = 12 are better than those for  = 1 as we may expect. The errors in the discrete L2- and L∞-norms are given
in Table 2. The numerical and corresponding exact solution curves are monitored in Figs. 1 and 2. The curves for
distribution of absolute error at t = 0.1, 0.2, and 0.4 are also shown in Figs. 1 and 2. In these ﬁgures the exact (solid
line) and numerical (dashdot line) solution curves are drawn in the left of each ﬁgure and they are in considerably good
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Fig. 9. Exact, numerical solutions (left), and distribution of absolute errors (right) for  = 0.001 at different times with h = 0.0005,  = 0.01,
and = 12 .
agreement. To test the rate of convergence, some numerical solutions and error norms computed by using different
step sizes at t = 0.1 are presented in Table 3. One can see that the accuracy measured in the discrete L2- and L∞-
norms increases monotonously as the step sizes get smaller. The rate of convergence is about 1.7 for both norms.
Figs. 3 and 4 and Table 4 show a comparison between numerical and exact solutions for viscosity coefﬁcients = 0.1
and 0.01.
It is known that the Fourier solutions for < 0.01 fail to converge because of the slow convergence of the inﬁnite
series (cf. [11]). The numerical solution curves for  = 0.001 at different times are drawn in Fig. 5, which shows the
correct physical behavior. The curves in Fig. 5 are similar to the ones in [10].
The numerical experiments for Example 2 are done in the same pattern. The numerical solutions of Example 2,
which are computed by using different step sizes at time t = 0.1, are given in Table 5. The accuracy measured in L2-
and L∞-norms increases as the step sizes decrease. The numerical solutions are in the symmetric pattern as the exact
solutions are. Table 6 and Fig. 6 show a comparison between numerical and exact solutions of Example 2 at different
times for =0.005. The curves for distribution of absolute errors at different times are also shown in the right of Fig. 6.
The numerical solutions at different times for =0.001 are drawn in Fig. 7, which shows the correct physical behavior.
Fourier solutions do not converge for this small value of .
Example 3 is considered for the shock-like solution. In numerical experiments of Example 3, the exact, numerical
solution, and absolute error distribution curves are given using different values of constants , h, , and  in Figs. 8
and 9. These ﬁgures show the stability of the present method and correct physical behavior. The numerical and exact
solutions at different times are compared in Table 7 for the small value of =0.005 and Table 8 shows errors in discrete
L2- and L∞-norms. In Table 9 the numerical and exact solutions are compared for the small value of = 0.001 and the
errors in discrete L2- and L∞-norms are also given. All numerical results obtained by the present method show good
accuracies and agreements with exact solutions.
In order to test the effectiveness of higher degree basis functions, we considered numerical experiments for
Example 1 with  = 1 at time t = 0.1 using piecewise quadratic polynomial basis functions. Numerical solutions
and error norms obatined by using linear and quadratic basis functions are compared in Table 10. From Table 10
one can see that if quadratic basis functions were employed for the trial space Mh, a better accuracy can be
obtained.
In numerical experiments of Example 3, we compared errors in discrete L2- and L∞-norms generated by using
piecewise quadratic polynomial basis functions with the present method (the quadratic reproducing kernel function
method, QRKM), the quadratic B-spline collocation method (QBCM, see [6]), the cubic B-spline collocation method
(CBCM, see [6]), respectively. Table 11 shows that QRKMgives a better accuracy, which shows that the present method
is effective and competitive.
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Table 7
Numerical, exact solutions for = 0.005 at different times with h = 0.001, = 0.01, and interval [a, b] = [0, 1.2]
x t Numerical Exact
= 1 = 12
0.2 1.7 0.1176565 0.1174841 0.1176452
2.5 0.0800527 0.0798389 0.0799990
3.0 0.0667147 0.0665176 0.0666658
3.5 0.0571820 0.0570060 0.0571422
0.4 1.7 0.2332111 0.2348504 0.2351677
2.5 0.1591735 0.1596608 0.1599769
3.0 0.1328314 0.1330273 0.1333209
3.5 0.1139606 0.1140077 0.1142779
0.6 1.7 0.2940048 0.2961269 0.2959097
2.5 0.2347876 0.2376699 0.2381207
3.0 0.1973222 0.1990478 0.1994805
3.5 0.1697753 0.1708231 0.1712242
0.8 1.7 0.0008917 0.0006640 0.0006465
2.5 0.1103866 0.1036067 0.1020957
3.0 0.2088346 0.2093735 0.2088359
3.5 0.2119293 0.2143409 0.2145869
Table 8
Error norms for = 0.005 at different times with h = 0.001, = 0.01, and interval [a, b] = [0, 1.2]
 t
1.7 2.5 3.0 3.5
1
2 ‖e‖L2 × 104 3.84209 4.91345 5.15077 5.25855‖e‖L∞ × 104 13.47279 15.54700 15.52891 15.21961
1 ‖e‖L2 × 103 3.08966 2.72048 2.39922 2.12110
‖e‖L∞ × 103 10.40404 8.29747 6.98801 5.94321
Table 9
Numerical, exact solutions, and error norms for = 0.001 at different times with h = 0.0005, = 0.01, = 12 , and interval [a, b] = [0, 1.2]
x t
1.7 3.0 3.5
Numerical Exact Numerical Exact Numerical Exact
0.2 0.11745 0.11765 0.06648 0.06667 0.05697 0.05714
0.4 0.23456 0.23529 0.13295 0.13333 0.11394 0.11429
0.6 0.34936 0.35291 0.19922 0.20000 0.17082 0.17143
0.8 0.00000 0.00000 0.26478 0.26662 0.22737 0.22857
1.0 0.00000 0.00000 0.00000 0.00000 0.000028 0.000020
‖e‖L2 × 103 3.59366 2.63510 2.41729
‖e‖L∞ × 103 29.70447 19.00976 16.78871
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Table 10
Numerical solutions of Example 1 using linear and quadratic polynomial basis for  = 1 at t = 0.1 with different step sizes h = 0.025,  = 0.005,
and = 12
x Numerical Exact
Linear Quadratic
, h 2 ,
h
2 , h

2 ,
h
2
0.1 0.10895 0.10925 0.10951 0.10953 0.10954
0.2 0.20866 0.20925 0.20973 0.20978 0.20979
0.3 0.29032 0.29113 0.29182 0.29188 0.29190
0.4 0.34603 0.34701 0.34784 0.34790 0.34792
0.5 0.36955 0.37059 0.37150 0.37156 0.37158
0.6 0.35708 0.35809 0.35898 0.35903 0.35905
0.7 0.30820 0.30907 0.309986 0.30989 0.30991
0.8 0.22656 0.22720 0.22779 0.22781 0.22782
0.9 0.12002 0.12036 0.12067 0.12068 0.12069
‖e‖L2 × 103 1.43560 0.69757 0.05407 0.01346
‖e‖L∞ × 103 2.03069 0.98711 0.08056 0.02006
Table 11
Error norms for Example 3 using quadratic polynomial basis at different times with =0.005, h=0.005, =0.01, = 12 , and interval [a, b]= [0, 1]
t
1.7 2.5 3.25
QRKM ‖e‖L2 × 103 0.02681 0.03135 1.11149
‖e‖L∞ × 103 0.09174 0.11515 8.00069
QBCM [6] ‖e‖L2 × 103 0.07215 0.05103 1.24901
‖e‖L∞ × 103 0.31153 0.18902 8.98390
CBCM [6] ‖e‖L2 × 103 2.46642 2.11187 1.92482
‖e‖L∞ × 103 27.5770 25.1517 21.0489
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