Abstract. We study a generalized ergodic problem (E), which is a HamiltonJacobi equation of contact type, in the flat n-dimensional torus. We first obtain existence of solutions to this problem under quite general assumptions. Various examples are presented and analyzed to show that (E) does not have unique solutions in general. We then study uniqueness structures of solutions to (E) in the convex setting by using the nonlinear adjoint method.
Introduction
In this paper, we focus on the following equation
H(x, u, Du) = c in T n .
Here, T n = R n /Z n is the flat n-dimensional torus, and the Hamiltonian H = H(x, r, p) : T n × R × R n → R is a given continuous function. We seek for a pair of unknowns (u, c) ∈ C(T n ) × R that solves (E) in the viscosity sense. We use Du to denote the spatial gradient of u. We are always concerned with viscosity solutions, and the adjective "viscosity" is often omitted in the paper.
Our main goals in this paper are twofold. First of all, we obtain existence results of solutions to (E) under quite general assumptions. Second, it is well-known in the theory of viscosity solutions that if r → H(x, r, p) is not strictly monotone, then (E) might not have unique solutions (see Examples 4-7 in Section 3). It is therefore of our main interests to understand why this phenomenon appears, and to describe uniqueness structures of solutions to (E).
We call (E) a generalized ergodic problem. In various other contexts, (E) is also called a Hamilton-Jacobi equation of contact type.
1.1. Assumptions. We list here the main assumptions on Hamiltonian H that are used in the paper.
(H1) H is uniformly Lipschitz in r, that is, there exists a constant C 1 > 0 such that |H(x, r, p) − H(x, s, p)| ≤ C 1 |r − s| for all (x, p) ∈ T n × R n , r, s ∈ R.
(H2a) H is coercive in p, that is, lim |p|→∞ H(x, 0, p) = +∞ uniformly for x ∈ T n .
(H2b) H is superlinear in p, that is, lim |p|→∞ H(x, 0, p) |p| = +∞ uniformly for x ∈ T n .
It is clear that (H2b) is stronger than (H2a). We will assume either (H2a) or (H2b) in each of our results on existence of solutions to (E). To address the uniqueness structure, we need to assume the following assumptions.
(H3) H ∈ C 2 (T n × R × R n ), and lim |p|→∞ 1 2 H(x, r, p) 2 + D x H(x, r, p) · p = +∞ uniformly for (x, r) ∈ T n × R.
(H4) The map r → H(x, r, p) is nondecreasing for all (x, p) ∈ T n × R n . (H5) The map (r, p) → H(x, r, p) is convex for all x ∈ T n .
It is worth noting that (H3) and (H4) are quite standard assumptions. We only require that H is nondecreasing in r in (H4), so it may fail to be strictly increasing. Condition (H5) however is rather strong since convexity is imposed both in r and p. In any case, nowhere in this paper do we require H to be uniformly convex in p.
Main results.
We first state two existence results for solutions to (E). The first one is quite a standard result in light of the classical Perron method.
Theorem 1.1. Assume (H1), (H2a). Assume further that there exist c ∈ R, and ψ, ϕ ∈ Lip (T n ) such that ψ ≤ ϕ, ψ and ϕ are a viscosity subsolution and a viscosity supersolution to (E), respectively. Then, (E) has a viscosity solution u ∈ Lip (T n ) with c ∈ R given by the assumptions.
This result is not new in the literature, and is just a variant of the classical results in [9] . What is different here is that under assumptions (H1) and (H2a), we obtain directly a Lipschitz viscosity solution u with known Lipschitz constant, which is not written down explicitly in [9] . It is therefore of our interests to record it here.
Next is our second existence result for solutions to (E) without prior information about the constant c.
As we do not assume the existence of a subsolution ψ and a supersolution φ with ψ ≤ φ for some given c ∈ R as in Theorem 1.1, the existence of solutions to (E) cannot be obtained by the standard Perron method. Existence result for (E) was obtained in [21, Theorem 1.5] under an additional assumption that H is uniformly convex. See also [18] . Unlike [18, 21] , we do not need any convexity of H here, and we believe that Theorem 1.2 is new in the literature.
We emphasize here that, although the existence of (v, c) ∈ C(T n ) × R, solution to (E), is guaranteed by Theorems 1.1-1.2, we do not have uniqueness of constant c in general. See Examples 2, 4, and 5 below. Furthermore, for a fixed c ∈ R such that (E) has a solution, (E) might have multiple solutions as described explicitly in Section 3 (Examples 4-7). It is therefore extremely important to proceed further to understand this phenomenon and investigate how such nonuniqueness appears. In particular, we aim to find a uniqueness set of (E), that is a set (hopefully the smallest) such that, if two solutions agree on it then they agree everywhere. Towards this goal, a prototype class of Hamiltonian of the following form is studied carefully in Section 4 .
Here, m ≥ 1 is a given number, and V ∈ C(T n ) is the potential energy with min T n V = 0. The function f : R → R is convex, and
Of course, we see that f is not strictly increasing here, which makes the situation more interesting. Here is our first result on the uniqueness property of (E) for the Hamiltonians in the prototype class (H6) when c > 0.
Next, we consider the case that c = 0. By using Proposition 1.3, a priori estimates, and Arzelà-Ascoli's theorem, we can easily show that under (H6), (E) has a solution (u, 0) ∈ C(T n ) × R (see the last part of the proof of Proposition 5.8 for a proof of this fact).
As min T n V = 0, denote by
Here is our second result along this line.
It is worth noting that Proposition 1.4 was first obtained in [17] when f ≡ 0.
The uniqueness structure of solutions to (E), with Hamiltonians beyond the class of (H6), is more involved. To study it in a systematic way, we apply the nonlinear adjoint method and develop further the ideas in [16] . This is done in Section 5. We refer the readers to [5, 20, 1, 15, 16, 11] and the references therein for the developments of the nonlinear adjoint method.
Under assumptions (H1), (H2b), (E) admits a solution (v, c) ∈ C(T n ) × R. As noted above, the constant c, that is the right hand side of (E), is not unique in general. Therefore, to discuss the uniqueness structure of (E), we fix a c ∈ R such that (E) has a solution v ∈ C(T n ). By a further normalization (settingH(x, r, p) = H(x, r, p) − c for (x, r, p) ∈ T n × R × R n ), we may assume that c = 0. We hence study the uniqueness structure for the following problem
Our main result on the uniqueness structure of (1.1) is as follows.
Theorem 1.5. Assume (H1), (H2b), (H3), (H4), (H5). Let M be the set of measures in Definition 1 of Section 5. Then, for any two solutions u 1 , u 2 to (1.1), the condition
In particular, M := ν∈M supp(ν) is a uniqueness set for (1.1).
As described in Definition 1, M contains adjoint measures associated to solutions of (1.1). The whole construction of these measures is done in Section 5. Theorem 1.5 is a generalized version of [16, Theorem 1.1] . See also a related work [19] . To the best of our knowledge, Theorem 1. Organization of the paper. The paper is organized as following. In Section 2, we give the proofs of Theorems 1.1-1.2. Besides, we give three examples of Hamiltonians satisfying requirements of Theorem 1.1 in Subsection 2.2. In Section 3, we give various new examples to discuss nonuniqueness issues of solutions to (E). Then, Section 4 is devoted to further analysis on a uniqueness set for a prototype case that was discussed in Section 3. Finally, in Section 5, we use the nonlinear adjoint method to study systematically the uniqueness structure of solutions to (E). Various connections with classical results and with the prototype case in Section 4 are discussed in deep too.
Existence results for solutions to (E)
2.1. Proof of Theorem 1.1.
Proof of Theorem 1.1. The main idea is to use the Perron method to get the existence result.
Let
By assumptions (H1) and (H2a), there exists C 2 > 0 such that
and v ∈ Lip (T n ) is a viscosity subsolution to (E) .
Of course, u is well-defined as ψ itself is an admissible subsolution in the above formula. Furthermore, it is clear that u is Lipschitz in T n , and Du L ∞ (T n ) ≤ C 2 . By the stability of viscosity subsolutions, we have that u is a viscosity subsolution to (E).
Hence, we only need to show that u is a viscosity supersolution to (E). Assume by contradiction that this is not the case. Then, there exist a smooth test function φ ∈ C ∞ (T n ) and a point x 0 ∈ T n such that
There are two cases to be considered here. The first case is when u(x 0 ) = ϕ(x 0 ). This means that φ touches ϕ from below at x 0 . By the definition of viscosity supersolutions,
which implies a contradiction immediately. The second case is when u(x 0 ) < ϕ(x 0 ). There exist r, ε > 0 sufficiently small such that
It is quite clear that u is a viscosity subsolution to (E) thanks to (H1), and
This again leads to a contradiction. The proof is complete.
2.2.
Examples of Hamiltonians satisfying Theorem 1.1.
Example 1 (Classical setting with no r-dependence). If H(x, r, p) =H(x, p) with H satisfies (H2a), that is,
Then we use classical results (see [12] for example) to have the existence of a unique constant c ∈ R such thatH (x, Dv) = c in T n has a viscosity solution v ∈ C(T n ). Then, we can simply choose ψ = ϕ = v. In this example, c is unique.
Example 2 (Strictly monotone setting). Assume (H1), (H2a). If there exists α > 0 such that
then, for each fixed c ∈ R, we can choose
Therefore, (E) has solutions for each c ∈ R. This is consistent with classical results (see [3, 4] for example).
Example 3 (Non-monotone setting). Assume (H1), (H2b). Let us assume further that
Note that the requirements of this example are stronger than those in Theorem 1.2 (as we only assume (H1) and (H2b) there). Nevertheless, this is a direct application of Theorem 1.1, and hence, it is worth pointing it out here. Examples of Hamiltonians satisfying (H1), (H2b), and (2.1) are many. A typical one is H(x, r, p) = |p| m + f (r) + V (x) for (x, r, p) ∈ T n × R × R n . Here, m > 1 is fixed, V ∈ C(T n ), and f ∈ Lip (R) with Lipschitz constant at most C 1 . Of course, there is no requirement on convexity of H in p here.
In this setting, we choose first c = max n be the unit cube centered at x 0 . For s > 0 sufficiently large, set
and extend ϕ to R n periodically. We claim that ϕ is a supersolution to (E). It is clear that ϕ is not differentiable at x 0 and ∂Q(x 0 ). We do not have to worry about ∂Q(x 0 ) as for any x ∈ ∂Q(x 0 ),
. By the second line in assumption (2.1), we have that
For other values of x, ϕ is smooth and |Dϕ(x)| = s. We use (H1) and (H2b), the superlinearity of H, to get
for s sufficiently large.
2.3. Proof of Theorem 1.2. We always assume (H1), (H2b) in this subsection. We first formulate Theorem 1.2 as a fixed point problem by adding a monotone term to (E).
Note that we use the Perron method to get directly a solution v ∈ Lip (T n ). Then, uniqueness of (2.2) follows immediately.
Denote by
Our aim now is to show that the map G : C(T n ) → C(T n ) has a fixed point by using the Schauder fixed point theorem. We first show that G is continuous.
Proof. For i = 1, 2, let v i ∈ C(T n ) be the unique viscosity solution to
We use (H1) to deduce that v 1 is a subsolution to
By the comparison principle, we yield
By the same argument, we obtain
Next, for i = 1, 2, denote by
Then, for any x ∈ T n ,
By a symmetric argument, the proof is complete.
Clearly, K is a non-empty convex and compact subset of C(T n ).
Proof. Fix u ∈ K, and let v ∈ Lip (T n ) be the viscosity solution to (2.2). First of all, it is clear that C 0 + 2α(1 + √ n) and −C 0 − α(1 + √ n) are, respectively, a supersolution and a subsolution to (2.2). The comparison principle then gives
Thus, for a.e. x ∈ T n ,
which, together with the choice of α, yields Dv L ∞ (T n ) ≤ α. Hence, for w = v − min T n v, we have w ∈ K.
Proof of Theorem 1.2. By Lemmas 2.1-2.2, we are able to apply Schauder's fixed point theorem to imply the existence of u ∈ K such that
This means that, for
v ∈ C(T n ) solves (2.2), u = v − min T n v satisfies H(x, u, Du) = c := −λ min T n v in T n .
Some examples on nonuniqueness of solutions to (E)
In this section, we give several examples to illustrate the nonuniqueness of solutions to (E). Our main guiding principle here is that, if r → H(x, r, p) is not strictly monotone for each (x, p) ∈ T n × R n , then it is highly unlikely the case that (E) has a unique solution.
Example 4. Assume that n = 1, and
where λ > 2 is given. Clearly, H r (x, r, p) = −λ < 0. Here, the potential energy V is defined as
Extend V to R in a periodic way. It is worth noting that V is C 1 on the torus except at 0, and V is a viscosity solution to
We use this fact to imply that
are two different viscosity solutions of the equation
In other words, (u 1 , 0) and (u 2 , 0) are two pairs of solutions to (E) with c = 0 here. It is also clear that (E) has at least two solutions for every c ∈ R. Indeed, for each c ∈ R, and i = 1, 2, define
Then (u i,c , c) is a solution to (E) for i = 1, 2.
See also [7, Section 1.4] for similar comments on the nonuniqueness of both c and u. Surely, one objection that one may have for the above example is that H r (x, r, p) = −λ < 0, which is too restrictive. Nevertheless, in the following example, we will show that nonuniqueness appears even when H r (x, r, p) ≥ 0.
Example 5. Assume that
Here, f : R → R is defined as f (r) = 0 for r ≤ 0, r for r > 0.
And V ∈ C(T n ) is the potential energy with min T n V = 0. Let w ∈ C(T n ) be the viscosity solution to
As 0 is a subsolution to the above, w ≥ 0. Besides, it is clear that w ≤ V , which gives us that {V = 0} ⊂ {w = 0}. In particular, f (w) = w always, and hence, (w, 0) is a solution to (E). From this, it is also clear that (E) has a solution (w + c, c) for every c ≥ 0. Let us now proceed to describe more solutions to (E) with c = 0. Consider the usual ergodic (cell problem)
which is of eikonal type. For each solution v ∈ C(T n ) of (3.2), take C > v L ∞ (T n ) , then v − C is still a solution to (3.2), and v − C ≤ 0. Thus, f (v − C) = 0, and (v − C, 0) is a solution to (E).
Example 6. Let us analyze further Example 5. Basically, if we put more structural condition on V , we are able to find more nontrivial solutions to (E) with c = 0. Below, we use the setting in Example 5 and present an example in which the solution u has range in both branches of the f function.
We assume further that V ∈ C 1 (T n ), and that for some r ∈ (0, Moreover, w is not constantly zero in T n \ B(0, r).
Clearly, u < 0 in B(0, r), and Du(x) = 0 on ∂B(0, r). Besides, Du(0) = 0, and therefore, u solves
We conclude that (u, 0) is a solution to (E).
Finally, let us consider the following example, where the Hamiltonian is of magnetic type.
Example 7. Assume that
And ϕ ∈ C 1 (T n ) is given. Let us now proceed to describe various solutions to (E) with c = 0. The corresponding equation reads
It is clear that u ≡ 0 is a trivial solution to the above. Now, take any solution u ∈ C(T n ) of (3.4). We show that u ≤ 0. Indeed, take x 1 ∈ T n so that u(x 1 ) = max T n u. By the viscosity subsolution test, we deduce that
Thus, u ≤ 0, and u solves a usual ergodic (cell problem) without f as following 5) which is quite an interesting phenomenon. It is clear that u 1 ≡ C 1 for any constant C 1 ≤ 0, and u 2 ≡ ϕ + C 2 for any constant C 2 ≤ − ϕ L ∞ (T n ) are solutions to (3.4) and (3.5) . Besides, by stability results for convex Hamiltonian, we have further that
is also a solution to (3.4) and (3.5) . See also [11, Example 6.2] . Note that we do not claim here that we have described all solutions to (3.4).
4.
Further analysis on a uniqueness set for a prototype case
Let us now come back to Hamiltonians of type in Example 5 to do further analysis. In this section, we always assume (H6). That is, we consider a general class of Hamiltonian of the form
It is clear that the Hamiltonian in Example 5 is a specific case of this class. Our goal here is to analyze more about solutions of (E) for fixed c ≥ 0. We first show that f is nondecreasing.
Lemma 4.1. Let f ∈ C(R) be given as above. Then f is nondecreasing.
Proof. Take 0 < r < s. By the convexity of f , we have
We give a proof of our first uniqueness result when c > 0.
Proof of Proposition 1.3. As we explain in Section 2, Example 5, for every c ≥ 0, (E) has viscosity solutions. Let u ∈ C(T n ) be a solution to (E) with the given c > 0 on the right hand side, that is,
Then, f (u) ≤ V + c, which means that u ≤ C.
Next, pick x 1 ∈ T n so that u(x 1 ) = min T n u. By the viscosity supersolution test,
Therefore,c ≤ u ≤ C. Since f is convex and increasing, we can find 0 < λ ≤ Λ such that λ ≤ f ′ (r) ≤ Λ for a.e. r ∈ [c, C].
We now can apply classical theory of viscosity solution to imply the uniqueness of solutions to (4.1). For convenience later on, denote by u c this unique solution.
One key feature we used in the above proof is that φ ≡ 0 is a subsolution to (E) for all c ≥ 0. In particular, for c > 0, φ ≡ 0 is a strict subsolution, and therefore, we were able to get that u > 0.
On the other hand, for c = 0, we have seen in Examples 5 and 6 that we do not have uniqueness for (E). It turns out that M V is a uniqueness set for (E) in this case, which is exactly the content of the following proof.
Proof of Proposition 1.4. Assume that (u 1 , 0), (u 2 , 0) are two solutions to (E), and
n , there is nothing to prove. Hence, we assume below that T n \ M V is nonempty. Assume by contradiction that there exists
Take λ ∈ (0, 1), which is very close to 1, such that λu 1 (x 0 ) > u 2 (x 0 ), and
Then, max
for some x λ ∈ T n \ M V . Due to the convexity of r → f (r) and p → |p| m , denote by v = λu 1 = (1 − λ)0 + λu 1 . Then, v satisfies
We now perform the usual doubling variables technique. For ε > 0, consider the auxiliary function
Then, Φ ε admits a maximum at (x ε , y ε ), and by passing to a subsequence if needed, (x ε , y ε ) → (x λ , x λ ) as ε → 0. By the viscosity solution tests, we have
and
Combine the two inequalities above to yield
Then, let ε → 0 to get further that
). Thus, we end up with a contradiction as V (x λ ) > 0. The proof is complete.
Uniqueness structure of solutions to (E)
In this section, we always assume (H1), (H2b), (H3), (H4), and (H5). Recall that after normalization as explained in Introduction, we assume further that c = 0, and the ergodic problem becomes
In [22] , the authors put an admissible condition (see [22, Assumption (A), Theorem 1.1]) to guarantee that (E) has a viscosity solution with c = 0. Note further that in [22] , they need to require a stronger condition, that is, H r (x, r, p) > 0, than our (H4), which basically guarantees the uniqueness of viscosity solutions to (E). See [8, 2] for related works. We now use the nonlinear adjoint method to study (1.1).
Preliminaries.
Here is a first preparatory lemma. Since this is elementary, we omit the proof.
Lemma 5.1. Let u ∈ Lip (T n ) be a solution to (1.1). Let ρ ∈ C ∞ c (R n , [0, ∞)) be a standard mollifier. For δ > 0, let ρ δ (x) = δ −n ρ(δ −1 x) for all x ∈ R n . Denote by
and Du
Let us consider the following Cauchy problems Here, u ε 4 is u δ with δ = ε 4 .
Lemma 5.2. We have
Lemma 5.4. We have
Now, for each c > 0, let (u c , c) be the unique solution to (E). Note that u c > 0. Of course, for c ∈ (0, 1], there exists C > 0 independent of c such that
By using the Arzelà-Ascoli theorem, and passing to a subsequence if needed, u c → u 0 uniformly in T n as c → 0. By stability of viscosity solutions, u 0 is a solution of (1.1). It is clear that u 0 ≥ 0, and
which gives that {V = 0} ⊂ {u 0 = 0}. Besides, for any x 1 ∈ T n such that u 0 (x 1 ) = 0 = min T n u 0 , by the viscosity supersolution test, 
