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ABSTRACT 
 Pitch is an important attribute of auditory perception that conveys key features in 
music, speech, and helps listeners extract useful information from complex auditory 
environments. Although the psychophysics of pitch perception has been extensively 
studied for over a century, the underlying neural mechanisms are still poorly understood. 
This thesis examines pitch cues in the inferior colliculus (IC), which is the core 
processing center in the mammalian auditory midbrain that relays and transforms 
convergent inputs from peripheral brainstem nuclei to the auditory cortex. Previous 
studies have shown that IC can encode low-frequency fluctuations in stimulus envelope 
that are related to pitch, but most experiments were conducted in anesthetized animals 
using stimuli that only evoked weak pitch sensations and only investigated a limited 
frequency range. Here, we used single-neuron recordings from the IC in normal hearing, 
unanesthetized rabbits in response to a comprehensive set of complex auditory stimuli to 
explore the role of IC in the neural processing of pitch. We characterized three neural 
codes for pitch cues: a temporal code for the stimulus envelope repetition rate (ERR) 
below 900 Hz, a rate code for ERR between 60 and 1600 Hz, and a rate-place code for 
  vii 
frequency components individually resolved by the cochlea that is mainly available 
above 800 Hz. While the temporal code and the rate-place code are inherited from the 
auditory periphery, the rate code for ERR has not been currently characterized in 
processing stages prior to the IC. To help interpret our experimental findings, we used 
computational models to show that the IC rate code for ERR likely arises via temporal 
interaction of multiple synaptic inputs, and thus the IC performs a temporal-to-rate code 
transformation from peripheral to cortical representations of pitch cues. We also show 
that the IC rate-place code is robust across a 40 dB range of sound levels, and is likely 
strengthened by inhibitory synaptic inputs. Together, these three codes could provide 
neural substrates for pitch of stimuli with various temporal and spectral compositions 
over the entire frequency range. 
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CHAPTER ONE: INTRODUCTION 
Pitch of harmonic complex tones 
Pitch is an auditory percept that is frequently experienced in the natural environment 
and is crucial for both human and animals to understand the auditory world. It defines the 
melody and contributes to the harmony in music. For speech, it is the main attribute of 
prosody and is key to speaker identification. Pitch also conveys semantic information in 
tonal languages such as Mandarin Chinese. In complex listening scenes, pitch provides 
important cues for the segregation and grouping of concurrent sounds from multiple 
sources (Bregman, 1994; Darwin, 2005). However, pitch is vulnerable to hearing 
impairment, and is poorly perceived with cochlear implants, causing great difficulty for 
listeners with hearing loss in common social settings (Oxenham, 2008). 
Pitch is often related to, but not equivalent to, the temporal periodicity and frequency 
composition of the signal. Many naturally-occurring sounds that can evoke pitch percepts 
belong to the category of harmonic complex tones (HCTs), which consist of multiple 
frequency components at integer multiples of a common fundamental frequency, F0, and 
have a periodicity of 1/F0 in the temporal domain.  Voiced speech, sounds created with 
musical instruments, some animal calls, etc., are HCTs.  
Due to their high behavioral relevance and rich variety of possible spectral/temporal 
manipulations, HCTs have been widely used in psychophysical studies of pitch. Human 
listeners can perceive pitch of HCTs as low as ~30 Hz (Krumbholz et al., 2000; 
Pressnitzer et al., 2001) and up to 4000-5000 Hz (Plack and Oxenham, 2005a). The 
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dispute about mechanisms of pitch perception of HCT arose in the mid-19th century 
(Seebeck, 1841; Ohm, 1843; Von Helmholtz and Ellis, 1875), but did not draw major 
attention until nearly a century later, when the “missing fundamental phenomenon” was 
firmly established, in which a HCT could still evoke a pitch sensation at F0 when the 
fundamental  component was removed or masked (Schouten, 1938; Licklider, 1956). The 
classical “place theory”, based on von Békésy’s experimental observations of the 
cochlear traveling wave (Von Békésy and Wever, 1960), which suggested that pitch 
arises from the cochlea’s frequency analysis of individual spectral components, was 
challenged, and a “temporal theory” for extracting the “residue pitch” from the temporal 
periodicity of the stimulus was proposed (Schouten, 1940a; Schouten, 1940b). Later, 
Licklider (1951) formulated the “duplex theory” of pitch that incorporated both temporal 
and frequency analyses performed by the auditory system in order to extract pitch. 
Henceforth, multiple place (equivalent to frequency in tonotopically mapped structures), 
time, and place-time theories have been developed (Schouten et al., 1962; Goldstein, 
1973; Wightman, 1973; Terhardt, 1974; Meddis and Hewitt, 1991; Shamma and Klein, 
2000). Several psychophysical studies suggest that distinct pitch mechanisms coexist in 
the auditory system (see Oxenham (2013) for review) for low-numbered harmonics that 
can be individually resolved by the cochlea and evoke a strong pitch sensation, and for 
high-numbered harmonics that are unresolved and evoke a relatively weak pitch 
sensation. Nevertheless, the debate between place vs. time theories is still not resolved, 
partly due to the lack of determining physiological evidence.   
  
3 
Neural representation of HCT 
In the responses of the auditory nerve (AN), the first neural processing stage in the 
auditory pathway, three cues for the pitch of HCTs are available in the spatiotemporal 
activity pattern across the neural population as demonstrated in Figure 1.1 (reproduced 
from Figure 6.12 in Davis et al. (2010)): 1) temporal synchronization (phase locking) to 
the envelope fluctuations of the stimulus (Figure 1.1D and E), 2) temporal 
synchronization to the frequency of individual harmonics (“fine structure”) by neurons at 
the corresponding characteristic frequency (CF, Figure 1.1C and D), and 3) rate-place 
representation for low-frequency resolved harmonics (Figure 1.1F). From these cues, 
three types of neural codes have been proposed to extract pitch: temporal code based on 
the autocorrelation of temporal spiking pattern, rate-place code based on average firing 
rates at different CFs, i.e. places along the tonotopic axis, and spatio-temporal code that 
utilizes both temporal and place cues (Shamma, 1985; Rhode, 1995; Cariani and 
Delgutte, 1996; Winter et al., 2003; Cedolin and Delgutte, 2005, 2010). However, it’s 
still unclear which of these codes are implemented in the auditory system to infer pitch as 
well as how they are implemented (De Cheveigne, 2005). 
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Figure 1.1. Spatio-temporal pattern of model AN population in response to HCT 
stimuli with F0=500 Hz at 60 dB SPL (adapted from Davis et al. (2010)). (A) 
Temporal waveform of the HCT. (B) Spatio-temporal pattern of model AN fibers 
(Zilany and Bruce, 2006) responses with CF (Hz) on the y-axis and time (ms) on the 
x-axis. (C) Response of a model fiber with CF=1000 Hz (bottom white line in B) 
phase-locks to the fine structure in the stimulus. (D) Response of a model fiber with 
CF=3000 Hz (middle white line in B) where harmonics are less resolved and phase 
locking to both the fine structure and envelope are apparent. (E) Response of a 
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model fiber with CF=5000 Hz (top white line in B) where harmonics are not 
resolved and the fiber is only responding to the stimulus envelope. (F) Rate profile 
versus neural harmonic number (CF/F0).  Oscillations in the rate profile represent 
harmonic resolvability of the stimulus.  
Although results from the AN of anesthetized cat show that temporal cues are 
available up to 4-5 kHz (Johnson, 1980) and are more robust against sound level than the 
rate-place cue (Cariani and Delgutte, 1996; Cedolin and Delgutte, 2005), temporal 
precision of neuronal activities degrades along the auditory pathway (Joris et al., 2004). 
In the primary auditory cortex (A1), neurons can rarely phase-lock to frequencies above 
100 Hz (see review by Joris et al. (2004)). Therefore, the perception of pitch cannot be 
fully accounted for by temporal representations at all levels of the auditory pathway. 
While the rate-place representation at the level of AN degrades rapidly with increasing 
sound level, it appears to be more robust in A1 (Schwarz and Tomlinson, 1990; Fishman 
et al., 2013). Importantly, putative “pitch neurons” identified in a restricted area adjacent 
to the A1 of marmoset monkeys respond strongly to a particular F0 of missing-
fundamental HCTs, while not responding to individual harmonics of the F0 (Bendor and 
Wang, 2005). Firing rates of these neurons are also selective for pure tones at the same 
frequency and sensitive to irregularity in temporal envelope. It is likely that one or more 
intermediate stages between the periphery and cortex perform a temporal-to-rate 
transformation of pitch representations, and characterizing such transformation may be 
crucial for unraveling pitch mechanisms. 
Several physiological and modeling studies have suggested that the inferior colliculus 
(IC), the principal nucleus in the mammalian auditory midbrain, is a site for such 
transformation (Joris et al., 2004). Indeed, as the obligatory gateway for ascending inputs 
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to the auditory cortex via the medial geniculate body, the IC receives parallel convergent 
temporal, spectral and binaural information from previous stages (Malmierca et al., 
2005). The central nucleus of the IC (CNIC) is tonotopically organized (Semple and 
Aitkin, 1979; Schreiner and Langner, 1997; Schnupp et al., 2015), providing substrates 
for a place code. However, place coding of HCT has not been investigated in the IC. IC 
has been extensively studied for its representation of amplitude modulation by firing rate 
and temporal synchronization (Schreiner and Langner, 1988; Batra et al., 1989; Krishna 
and Semple, 2000; Nelson and Carney, 2007). Although the upper limits of modulation 
frequencies that can be represented by either firing rate or by synchronization of IC 
neurons depend on the species, the frequency ranges do not exceed a few hundred Hertz, 
which is only a small portion of the range of pitch (Plack and Oxenham, 2005a). Whether 
IC has the potential for conveying rate and temporal cues for pitch over a wider 
frequency range is explored in the present work. 
Organization of the thesis 
This thesis is focused on the representation of pitch cues in single neurons in the IC of 
unanesthetized rabbits. Rabbits have good low-frequency hearing (Heffner and Heffner, 
2007) and are convenient for unanesthetized recording (Kuwada et al., 1987). Most 
surgical and experimental procedures are the same for the results presented in Chapters 2-
4, and are described in detail in the Methods section of Chapter 2. Methods sections in 
Chapter 3 and 4 only include the specific stimulus design and data analysis that differ 
from those in Chapter 2. 
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In Chapter 2, we characterize firing rate and temporal synchronization codes for the 
envelope repetition rate (ERR) of HCT and sinusoidally amplitude-modulated noise 
(SAMN). We find that many IC neurons demonstrate a rate tuning to the ERR of HCT 
that is not related to the neurons’ CFs, and extends to higher frequencies than previously 
observed using SAM stimuli. We use two physiology-based computational models to 
simulate the ERR rate tuning, and propose possible neural mechanisms that transform the 
peripheral temporal representation to the rate representation of ERR. Together, the rate 
and temporal codes provide cues for the pitch of unresolved harmonics. 
In Chapter 3, we examine the rate-place coding of resolved harmonics using 
harmonic and inharmonic complex tone stimuli. Although no direct comparison can be 
drawn between different stages of auditory processing, the IC rate-place coding shows 
only a moderate dependency on sound level within a range of 30-70 dB SPL per 
harmonic, and appears to be more level-invariant compared to its AN counterpart 
(Cedolin and Delgutte, 2005, 2010). A spectral weighting model is able to predict the 
neuron’s firing rate from the stimulus spectrum, and suggests roles of inhibition in 
shaping the IC rate-place code. We also find that the IC rate-place representation is not 
sensitive to the harmonicity of the stimulus, and therefore is not a direct pitch code.  
In Chapter 4, we briefly compare neural responses to periodic and aperiodic pulse 
train stimuli. IC neurons are rate tuned to the average envelope repetition rate (APR) of 
pulse trains that is similar to the rate tuning to the ERR of HCT and is robust against 
random jittering in the pulse times. Neural synchronization to the stimulus pulses is also 
  
8 
not compromised by the temporal irregularity, and some neurons even have slightly 
better pulse-locking for highly irregular pulse trains than for periodic pulses. 
Chapter 5 draws conclusions for the thesis, and suggests future directions for a further 
understanding of pitch mechanisms based on the current findings. 
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CHAPTER TWO: RATE AND TEMPORAL CODING FOR TEMPORAL 
ENVELOPE REPETITION RATE 
Abstract 
 Envelope repetition rate (ERR) is a crucial cue for pitch perception, especially for 
stimuli that do not contain components resolved by cochlear filters. For example, a 
harmonic complex tone (HCT) containing resolved harmonics evokes a strong pitch 
percept at its fundamental frequency (F0), but a weak and ambiguous percept dependent 
on the temporal envelope if containing solely unresolved harmonics. In the auditory 
periphery, neural synchronization to the stimulus envelope provides a robust 
representation of a wide range of ERR, but this temporal representation degrades and 
gives way to rate codes along the ascending auditory pathway. However, it is unclear 
where and how this temporal-to-rate transformation occurs. The inferior colliculus (IC) 
likely plays an important role in this process. Here, we recorded single IC neuron 
responses to HCT and sinusoidally modulated broadband noise (SAMN) with varying 
ERR from normal-hearing, unanesthetized rabbits. Different inter-harmonic phase 
relationships of HCT were used to manipulate ERR. A subset of IC neurons demonstrated 
rate tuning to ERR between 60-1600 Hz for HCT, and 40-500 Hz for SAMN. The tuning 
was not related to the pure-tone best frequency of neurons, but was dependent on the 
shape of stimulus envelope, indicating a temporal, rather than spectral origin. Simulations 
of two phenomenological models suggest the tuning may arise from peripheral temporal 
response patterns via synaptic inhibition or coincidence detection. We also examined IC 
temporal coding to ERR. Some IC neurons were able to phase lock to the stimulus 
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envelope up to 900 Hz for both HCT and SAMN, but the strength of phase locking was 
weaker with SAMN. The rate code and the temporal code together represent a wide range 
of ERR, providing strong cues for the pitch of unresolved harmonics. 
Introduction 
Pitch is an auditory percept that plays key roles in everyday listening including the 
perception of speech, music, and animal communication sounds, as well as in auditory 
scene analysis (Bregman, 1994; Plack and Oxenham, 2005b). A common class of pitch-
conveying sound in natural scenarios is the harmonic complex tone (HCT), which 
consists of multiple frequency components that are all multiples of a common 
fundamental frequency (F0). The pitch of HCT can arise from the auditory periphery 
either through the tonotopic excitation pattern of low-numbered harmonics individually 
resolved by the cochlea, or through neural phase locking to the envelope periodicity 
created by the beating of high-numbered, unresolved harmonics (see (Plack and 
Oxenham, 2005a) for review). In human listeners, HCT stimuli containing resolved 
harmonics can evoke a strong pitch sensation at F0, even when the F0 component is 
missing or masked (“missing fundamental”, (Schouten, 1938; Licklider, 1956)), whereas 
the pitch of HCT with only unresolved harmonics is perceived as less salient and 
dependent on the phase relationship among harmonics (Houtsma and Smurzynski, 1990; 
Shackleton and Carlyon, 1994). Particularly, a sine-cosine alternating phase complex 
tone with unresolved harmonics produces a pitch percept at 2F0, equal to its envelope 
repetition rate. Although pitch perception of HCT has been extensively studied in human 
listeners (see (Oxenham, 2018) for review), neural mechanisms underlying the 
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psychoacoustic phenomena are still poorly understood. 
In the auditory periphery, multiple neural codes to pitch cues of HCT have been 
proposed, including a rate-place code for resolved harmonics, temporal codes based on 
the distribution of inter-spike intervals, and spatio-temporal codes that depend on both 
cochlear frequency selectivity and neural phase locking (Cariani and Delgutte, 1996; 
Winter et al., 2003; Cedolin and Delgutte, 2005, 2010). However, we don’t know which 
of the codes is used to infer pitch. Pitch selective neurons have been identified in a 
restricted area in the marmoset auditory cortex (Bendor and Wang, 2005). These neurons 
respond strongly to missing fundamental (MF) tones at a specific F0, but do not respond 
to individual harmonics of the MF tone. Nevertheless, it remains unclear how the central 
selectivity arises from peripheral cues. It has been shown that neural phase locking 
degrades along the ascending pathway (Joris et al., 2004), so that the temporal code likely 
partly gives way to a rate code, although it has also been shown that phase-locking to 
stimulus envelope can be stronger in the IC than at lower processing stages (Delgutte et 
al., 1998; Joris et al., 2004). Therefore, the conversion from a peripheral temporal code 
into a central rate representation may be crucial for unraveling pitch mechanisms. 
The inferior colliculus, the principal auditory center in mammalian midbrain, is a 
logical target for this goal. It receives convergent excitatory and inhibitory inputs from 
multiple nuclei at lower processing stages (Adams, 1979; Malmierca et al., 2005), as well 
as inputs from within IC (Saldana and Merchan, 1992) and efferent inputs from higher 
centers (Thompson, 2005). In addition, single IC neurons are sensitive to fluctuations in 
the amplitude of acoustic signals and can represent the amplitude-modulation rate via 
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both average firing rate and temporal phase locking (Langner and Schreiner, 1988; Batra 
et al., 1989; Krishna and Semple, 2000; Joris et al., 2004; Nelson and Carney, 2007). 
However, most of these studies shed limited light on pitch processing in the IC, because 
they used amplitude-modulated sounds that usually evoke weak pitch sensations in 
human listeners (Burns and Viemeister, 1981; Shackleton and Carlyon, 1994). A handful 
of studies of the neural response to HCT in the mammalian midbrain focused on temporal 
response pattern (Sinex et al., 2002a; Sinex and Li, 2007; Schnupp et al., 2015; Peng et 
al., 2018) or responses to low frequency components in the range of speech formants 
(Carney et al., 2015; Peng et al., 2018). Most of these studies were performed in 
anesthetized animals (Sinex et al., 2002a; Sinex and Li, 2007; Shackleton et al., 2009; 
Peng et al., 2018); however, anesthesia has been shown to alter spontaneous and evoked 
activities of IC neurons (Bock and Webster, 1974; Kuwada et al., 1989). 
In this study, we investigated the neural representation of pitch cues in the inferior 
colliculus of unanesthetized rabbits by comparing single-unit responses to HCTs with 
different phase relationships among harmonics and sinusoidally amplitude-modulated 
noise (SAMN), the latter of which evokes a weak pitch sensation at the modulation 
frequency. Rabbits have good low-frequency hearing similar to humans (Heffner and 
Heffner, 2007), and preliminary behavioral results show that they can discriminate F0 of 
HCTs with a missing fundamental (Delgutte et al., 2018). We identified a rate code for 
the envelope repetition rate (ERR) of acoustic stimuli that is unrelated to the pure-tone 
frequency tuning of the neuron, and characterized the temporal coding to ERR. Two 
computational models were used to simulate the rate tuning to ERR, suggesting it arises 
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from peripheral phase-locking via multiple possible mechanisms. The rate and temporal 
codes for ERR may play an important role in the pitch perception of listeners with 
sensorineural hearing loss (SNHL) or cochlear implants (CI). 
Methods 
Four female and one male adult Dutch-belted rabbits were used for the experiments. 
Single-unit extracellular activities were recorded during passive listening without 
anesthesia. For each rabbit, the recording period lasted 6-18 months. The auditory 
brainstem response (ABR) was measured at various points throughout the recording 
period to verify normal hearing. All procedures were approved by the animal care and 
use committee of Massachusetts Eye and Ear. 
Surgical preparation 
Surgical procedures were adapted from Kuwada and colleagues (Kuwada et al., 1987) 
and have been described in previous publications from our laboratory (Devore and 
Delgutte, 2010; Day et al., 2012). Each rabbit underwent two aseptic surgeries before the 
first electrophysiological recording session: a head bar and cylinder implantation, and a 
craniotomy. In both surgeries, anesthesia was induced with xylazine (6 mg/kg) followed 
by ketamine (35–44 mg/kg), and maintained by either of the two methods: 1) injection of 
1/3 initial dose of xylazine/ketamine mix when the animal showed a withdrawal reflex, 2) 
facemask delivery of isoflurane gas mixed with oxygen (0.8 l/min, isoflurane 
concentration gradually increased to 2.5%). 
  
14 
Head bar and cylinder implantation: A brass head bar and a stainless steel cylinder were 
affixed to the skull with stainless steel screws and dental acrylic. At the end of the 
surgery, the exposed skull was covered with topical antibiotic ointment (Bacitracin) and 
the cylinder filled with vinyl polysiloxane (Reprosil). This covering procedure was also 
applied after the craniotomy and at the end of every electrophysiological recording 
session. 
Craniotomy: Once fully recovered from the initial surgery, the rabbit was first 
accustomed to the experimental setup over the following 8–10 days. A small craniotomy 
(2–3 mm diameter) was then made within the cylinder at 10.5 mm posterior and 3 mm 
lateral to bregma to allow access to the IC. Immediately after the craniotomy, and while 
the animal was still under anesthesia, custom ear inserts were cast using Reprosil. 
Occasionally, the craniotomy was enlarged or moved to the contralateral side using the 
same procedure. 
Single-unit recording 
Each recording session lasted 1.5–2.5 h, during which the rabbit was wrapped in a 
spandex sleeve with its head fixed via the brass bar in a double-walled, electrically 
shielded and sound-proof chamber. At the beginning of each session, the acoustic 
pressure inside the ear canal in response to a broadband chirp stimulus was measured 
with a probe-tube microphone (Etymotic ER-7C) to calibrate the acoustic assembly. An 
inverse digital filter was then created from the calibration over 0.05–18 kHz. The animal 
was monitored via a closed-circuit video throughout the session, and the recording 
  
15 
session was terminated if the animal showed signs of distress or moved excessively. 
The majority of single neuron recordings were made with polyimide-insulated 
platinum-iridium linear microelectrode arrays (MicroProbes) with 4–6 contacts spaced 
150 μm apart, 0.2–1 MΩ impedance each. Some early recordings were made using 
epoxy-insulated tungsten electrodes (A-M Systems) with 2-4 MΩ impedance. During 
recording, the electrode was advanced through the occipital cortex towards the IC by a 
remote-controlled hydraulic micropositioner (David Kopf Instruments Model 650). The 
IC was identified by audio-visual cues of entrainment to a search stimulus consisting of 
200-ms broadband noise bursts presented diotically at 60 dB SPL. The signals recorded 
from the microelectrode array were first amplified and bandpass filtered from 300 to 
5000 Hz (Plexon, PBX2), then sampled at 100 kHz (National Instruments, PXI-6123). 
Spike times were identified by crossing of a manually-set voltage threshold and recorded 
for later analysis. The signal recorded from tungsten electrodes was amplified (Axon 
Instruments, Axoprobe-1A) and filtered (Ithaco 1201) then processed in the same way. 
Isolation of a single unit was determined based on the stable shape and amplitude of the 
spike waveform. Measurements with low spike quality (e.g. inconsistent spike shape, low 
SNR) or containing short inter-spike interval (<1 ms) that likely resulted from multi-unit 
activity were excluded. 
Stimuli 
Acoustic stimuli were first created in MATLAB (The MathWorks) and passed 
through the digital filter created from the acoustic calibration to equalize the frequency 
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response of the acoustic assembly. The filtered signals were then converted to analog by 
a 24-bit D/A converter (National Instruments, PXI-4461) and delivered to the animal ear 
by a pair of speakers (Beyer-Dynamic, DT48) via plastic tubes fitted through the ear 
inserts. Once a neuron was isolated, we first characterized its frequency tuning with pure 
tones and measured a rate-level function for broadband noise, and then we measured 
responses to HCT and sinusoidally amplitude-modulated noise (SAMN) stimuli.  
Pure tone frequency tuning 
In half of the neurons, we measured the frequency response area (FRA) to 
characterize pure-tone tuning. Tone bursts (100-ms on, 100-ms off) varying in frequency 
from 200 Hz to 18 kHz (0.25 octave step or finer) and in level from 5 dB SPL to 70 dB 
SPL were presented in random order and each was repeated 3 times. The evoked firing 
rate was measured for each tone, and plotted as a heat map on the log frequency vs. 
intensity plane. The heat map was then interpolated 10× on both the frequency and the 
intensity axis to increase the resolution. Contours on the interpolated map were identified 
using the MATLAB image processing toolbox. The characteristic frequency was 
determined as the frequency corresponding to the lowest sound level on the longest 
contour (see Figure 2.3 for examples). 
Before the FRA measurement was implemented, pure-tone tuning properties were 
characterized with either an automatic threshold tracking algorithm or an iso-level 
method. In the tracking method (Kiang and Moxon, 1974), tone bursts (125-ms on, 125-
ms off ) were presented from high (18 kHz) to low (50 Hz) frequencies in 0.1 octave 
  
17 
steps, and an automatic algorithm determined the threshold level at each frequency. This 
method often failed for neurons with irregular frequency responses. When the tracking 
method failed, we used an iso-level method in which tone bursts varying in frequency 
from 0.5 to 18 kHz (200-ms on, 300-ms off) were presented in random order at a fixed 
level (approximately 10 dB above the threshold obtained from the noise rate-level 
function) with three repetitions. The best frequency (BF) was determined as the 
frequency that evoked the highest firing rate during tone presentation.  
Most pure tone responses were measured for monaural stimulation of the contralateral 
ear. In rare cases when a neuron responded more strongly to ipsilateral sounds, frequency 
tuning was characterized for monaural stimulation of the ipsilateral ear. For brevity, we 
will refer to both the characteristic frequency measured from the FRA or the tracking 
method and the best frequency measured by the iso-level method as CF in this report. 
Harmonic complex tones 
Harmonic complex tones with F0s ranging from 26 to at least 2560 Hz with ½ octave 
steps were used as stimuli. Each HCT consisted of equal-amplitude harmonics up to 18 
kHz presented at an overall level of 40-60 dB SPL (level per component dependent on 
the F0). For every F0, three different inter-harmonic phase relationships were applied to 
manipulate the temporal envelope of the tone (Figure 2.1A) without changing the power 
spectrum (Figure 2.1B): 1) COS: all harmonics in cosine phase; 2) ALT: even harmonics 
in cosine phase and odd harmonics in sine phase; 3) RAND: the phase of each harmonic 
was randomized for each neuron and F0, and only signals with peak factor (maximum 
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amplitude/rms amplitude) less that 2 were used in order to minimize envelope 
modulation. For all three phase relationships, the temporal periodicity of the waveform 
was equal to 1/F0. The COS and ALT stimuli have prominent periodic envelope 
modulations, while the RAND stimulus has a flatter envelope. When HCTs consist 
entirely of unresolved stimulus, COS and ALT stimuli evoke a stronger pitch than RAND 
(Shackleton and Carlyon, 1994; Bernstein and Oxenham, 2003). In this case, the pitch 
evoked by an ALT stimulus is perceived at twice the frequency of the pitch evoked by a 
COS stimulus with the same F0, reflecting the fact that the envelope repetition rate 
(ERR) of ALT is twice the ERR of COS and the common F0 of COS and ALT. In some 
neurons, we measured responses to COS HCTs over the same range of F0s at three 
different sound levels: low (30–44 dB SPL), medium (45–60 dB SPL), and high (61-85 
dB SPL). 
In each measurement, HCTs of different F0s, phase conditions (or sound levels) were 
randomly interleaved for a total of 10 repetitions each. Each complex tone was presented 
diotically for 200 ms with a 10-ms raised-cosine ramp at onset and offset, and followed 
by a 300-ms silent interval.  
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Figure 2.1. Temporal waveforms and power spectra of the stimuli. (A) Temporal 
waveforms of harmonic complex tones at F0=400 Hz with three different phase 
relationships, and SAM noise at Fm=400 Hz. COS, RAND, SAMN stimuli have 
the same envelope repetition rate at 400 Hz but different shape (COS—sharp, 
pulse-like, RAND—flat, SAMN—sinusoidal). ALT has similar envelope 
morphology as COS but twice the envelope repetition rate (800 Hz). (B) Power 
spectra of harmonic complex tones and SAMN. The frequency axis is truncated 
at 10 kHz to show detail. 
Sinusoidally amplitude-modulated noise 
In two-thirds of the neurons, SAM broadband noise (SAMN) was interleaved with 
HCTs of different inter-harmonic phase relationships at the same overall sound level, 
duration and inter-stimulus interval. The noise carrier was randomly generated for each 
measurement and fixed (“frozen”) for the 10 repetitions within the measurement. 
Modulation frequencies (Fm) matched the F0s of the HCTs. The modulation depth was 
always 1. The waveform and power spectrum of an example SAMN are shown in Figure 
2.1. 
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Histology 
In the last recording session from each rabbit, an electrolytic lesion was made to mark 
the recording site while the rabbit was under anesthesia (xylazine 6 mg/kg, ketamine 44 
mg/kg). The animal was then injected with sodium pentobarbital (200 mg/kg), and 
immediately perfused transcardially with paraformaldehyde and gluteraldehyde in buffer 
solution. The brain was kept in fixative for 24 h before being transferred to 25% sucrose 
solution for ~3 days. Azure-thionin staining of cell bodies was made on coronal sections 
for the identification of lesion traces. All lesions were located in the central nucleus of 
IC. 
Data analysis 
For all stimulus paradigms, the firing rate was averaged over the stimulus duration, 
excluding the 10-ms onset response, and plotted as a function of F0 or Fm to form a “rate 
profile”. For each measurement, the neuron’s background firing rate was calculated as the 
average firing rate during the last 200 ms of the 300-ms inter-stimulus-interval across all 
stimuli. 
Vector strength and upper limit of phase locking 
Neural synchronization to stimulus periodicities was quantified by the vector 
strength:  
𝑉𝑆 =  
1
𝑁
√(∑ 𝑐𝑜𝑠𝜃𝑖
𝑖
)2 + (∑ 𝑠𝑖𝑛𝜃𝑖
𝑖
)2 
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Where N is the number of spikes, and θi is the phase of the ith spike relative to the 
stimulus cycle. The statistical significance of vector strength was tested by the Rayleigh 
statistic (p=0.01). VS values from measurements with <1 spike/trial (<10 spikes) were 
considered unreliable and were excluded from further analysis. For neurons with 
significant VS at two or more adjacent frequencies, the upper limit of phase locking Flim 
was defined as the highest frequency where VS was significant for both Flim and the next 
lower frequency. 
Signal-to-total variance ratio (STVR) 
We computed the STVR (Hancock et al., 2010; Hancock et al., 2012) to characterize 
neural sensitivity to F0 or Fm independent of the shape of tuning. STVR is an ANOVA 
metric derived from raw spike counts on each trial that represents the ratio of the variance 
in firing rates attributable to their dependence on F0 (or Fm) to the total variance, which is 
the sum of the variance of firing rates attributable to changes in F0 (or Fm) and the 
variance across multiple trials of the stimulus at a given F0 (or Fm): 
𝑆𝑇𝑉𝑅 =
𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝑖𝑛 𝑓𝑖𝑟𝑖𝑛𝑔 𝑟𝑎𝑡𝑒𝑠 𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑎𝑏𝑙𝑒 𝑡𝑜 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝑖𝑛 𝐹0 𝑜𝑟 𝐹𝑚
𝑇𝑜𝑡𝑎𝑙 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝑖𝑛 𝑓𝑖𝑟𝑖𝑛𝑔 𝑟𝑎𝑡𝑒𝑠
 
STVR=1 implies perfectly reliable sensitivity to F0 or Fm, i.e. all the response 
variability can be explained by changes in stimulus F0 or Fm, and 0 implies no sensitivity 
(flat tuning curve).  
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Classification of rate-frequency profiles 
Rate-frequency (F0 or Fm) profiles were classified into 6 different shapes using an 
automated algorithm: bandpass (BP), band-reject (BR), highpass (HP), lowpass (LP), flat 
(FL), and complex (CPLX). Peaks in the rate profile that exceeded 60% of the maximum 
firing rate were first identified. If the dip between two peaks did not fall below 70% of 
the firing rate at the lower peak, the peak with a lower amplitude was excluded. For 
profiles with only one true peak, the classification was based on whether the firing rate on 
either side of the peak fell below 70% of the peak firing rate: BP—both sides crossed the 
70% threshold; LP—only the high-frequency side crossed the threshold; HP—only the 
low-frequency side crossed threshold; FL—neither side crossed threshold. In the case of 
multiple peaks, the rate profile was first flipped by subtracting it from the maximum FR, 
then processed by the same classifier as described above. The original profile was 
classified as BR if the flipped profile was BP, or as CPLX otherwise.  
Computational Models 
We implemented two existing multi-stage, physiology-inspired models with different 
structures to explore possible mechanisms underlying the physiological results (Figure 
2.2): a three-stage same-frequency inhibition and excitation (SFIE) model (Nelson and 
Carney, 2004; Carney et al., 2015), and a two-stage coincidence detector model (Krips 
and Furst, 2009) receiving excitatory inputs from multiple auditory nerve (AN) fibers 
with different CFs (CDEE). The first stage in both models is a physiologically-based AN 
model (Zilany et al., 2009; Zilany et al., 2014) that transforms sound pressure in the ear 
  
23 
canal into the instantaneous firing rate of an AN fiber. 
 
Figure 2.2. Model 
diagrams. (A) Same-
frequency inhibition 
and excitation 
(SFIE) model. (B) 
Two-stage 
coincidence 
detection model 
with excitatory-only 
inputs (CDEE) 
SFIE model 
This model is a cascade of three stages: a model AN fiber as described above, a 
model cochlear nucleus (CN) neuron and an IC neuron (Figure 2.2A). The CN and IC 
model neurons each receive one excitatory and one inhibitory input from the previous 
stage, in the form of excitatory post-synaptic potentials (EPSP) and delayed inhibitory 
PSP (IPSP) from the same upstream neuron. PSPs are implemented by convolving the 
upstream time-varying firing rate with an alpha function, 𝑝(𝑡) = 𝑡𝑒−𝑡/𝜏, where τ is the 
PSP time constant. The CN and IC model neurons have identical structure but different 
parameters: Mainly, inhibition is weaker than excitation at the CN stage, but stronger 
than excitation at the IC stage. The ranges of model parameters and typical values used 
for simulations are shown in Table 2.1.  
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  EPSP time 
constant τex 
(ms) 
IPSP time 
constant τinh 
(ms) 
Inhibition 
delay re. 
excitation (ms) 
Inhibition 
strength re. 
excitation 
inh_str 
CN 
Stage 
Range  0.1-2 0.2-5 1-3 0-2 
Typical 
(Fig. 9B-
9F) 
0.5 2 1 0.6 
IC 
Stage 
Range 0.1-2 0.2-10 1-8 0-3 
Typical 
(Fig. 9C) 
0.5 1 2 1.5 
Table 2.1. Parameters of the SFIE model. 
 Input CF (Hz) 
Total number 
of inputs 
Number of 
coincident 
inputs 
Width of 
coincidence 
window (ms) 
Range 800-12800 5-13 2-5 0.5-2 
Typical 
(Fig. 
10B) 
800-12800, ½ octave 
steps 
9 3 0.5 
Table 2.2. Parameters of the CDEE model. 
CDEE Model 
In this model, a coincidence detector cell receives multiple excitatory inputs from 
model AN fibers in the form of time-varying spiking probability (equivalent to 
instantaneous firing rates), and produces an output in the same form. Krips and Furst 
(2009) derived a closed-form relationship between input and output spiking probabilities 
(equations 4.21, 4.23, 4.24, 4.25 in Krips and Furst (2009)) under the assumption that the 
inputs behave as nonhomogeneous Poisson processes (NHPP) and the coincidence 
interval Δ is much smaller than the refractory period. The CD neuron receives N 
excitatory inputs, and fires whenever at least L input spikes occur within the coincidence 
window of width Δ (Figure 2.2B). Unlike the SFIE model where the AN input has a 
specific CF, the AN inputs in the CDEE model can span a range of CFs (typically 3 or 4 
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octaves). Ranges of parameters and typical values used for simulation are shown in Table 
2.2. Note that we tested the model with the coincidence window parameter longer than 
physiologically plausible refractory period values. 
Results 
We measured single-unit activity from the IC of unanesthetized rabbits in response to 
HCT stimuli with different phase configurations in 186 IC neurons. 115 neurons were 
also tested with SAMN stimuli, and 53 were tested with COS HCT at three different 
sound levels. Pure tone CFs of the neurons ranged from 0.4 to 24.3 kHz, with a median of 
4.31 kHz.  
Rate tuning to envelope repetition rate 
Figure 2.3 shows the pure tone tuning characteristics and rate-F0 profiles for HCT 
stimuli of four IC neurons. For Neuron 2A (Figure 2.3A and B, CF=3200 Hz), the 
response to HCT in COS phase showed local maxima when F0 was a small integer 
submultiple of the CF (CF, CF/2, CF/3. …). Similar response patterns have also been 
identified in the AN (Cedolin and Delgutte, 2005, 2010), where local maxima in the rate-
F0 profile occurred when a low-number, resolved harmonics coincided with the neuron’s 
CF, demonstrating a “rate-place” code to resolved harmonics. As the ratio CF/F0 
increases, the frequency spacing between harmonics becomes narrower than the cochlear 
filter bandwidth, so that individual harmonics are no longer resolved and no longer 
produce peaks and troughs in the rate profile. The rate-place coding of resolved 
harmonics, which is related to the frequency selectivity and tonotopic mapping of the 
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cochlea, is not the focus of the current chapter. Therefore, cases such as Neuron 2A are 
excluded from the analysis in the current chapter, and discussed in detail in Chapter 3.  
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Figure 2.3. Pure tone and complex tone responses of four example neurons. (A) 
Frequency response area (FRA) of Neuron 2A. The neuron is sharply tuned at 3.2 
kHz. (B) Rate-F0 profile of Neuron 2A for COS HCT. Error bars represent ± 1 
standard error. (C) FRA of Neuron 2B. The neuron has a complex response area, 
BF=1.6 kHz. (D) Rate profiles of Neuron 2B for HCT and SAMN. BG: background. 
(E) Iso-level tuning curve of Neuron 2C measured at 40 dB SPL. BF=3062 Hz. (F) 
Rate-F0 profile of Neuron 2C. (G) FRA of Neuron 2D, BF=3.6 kHz. (H) Rate-F0 
profiles of Neuron 2D in response to complex tone with different phase 
configurations (COS_L, ALT, RAND) and COS phase at a different range of F0 
(COS_H) designed to densely sample the region of resolved harmonics. 
The FRA of Neuron 2B (Figure 2.3C) demonstrated a complex pattern. Although the 
neuron’s CF was identified by the algorithm as 1.6 kHz (white contour, see Methods), it 
could also be at the higher-frequency tip of the FRA, near 5 kHz. For COS HCT, this 
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neuron shows a single peak in firing rate at 224 Hz. Regardless of how CF is defined, the 
ratio of CF to peak F0 was larger than 7, in a range in which harmonics are unlikely to be 
resolved in rabbits, and no peak corresponding to lower harmonics (i.e. higher F0s) was 
observed. Therefore bandpass rate tuning to F0 in this neuron for COS HCT was not 
related to cochlear frequency selectivity. In contrast to COS HCT, the response of this 
neuron to RAND HCT did not show bandpass tuning to F0, indicating the tuning was 
dependent on envelope modulation. Furthermore, the response to ALT HCT showed 
similar bandpass tuning as for COS HCT, but shifted one octave towards lower F0s. 
Because the ERR of ALT HCT is one octave above its F0 (Figure 2.1A), this octave shift 
suggests that this neuron was tuned to the ERR rather than to F0. Since HCTs in the three 
phase conditions have identical power spectra, the clear differences in rate-F0 profiles 
indicate that the bandpass rate tuning is not determined by the stimulus frequency 
composition, further justifying that it is not related to cochlear frequency selectivity. 
Neuron 2C (CF=3.1 kHz, Figure 2.3E and F) is another example of rate tuning to 
ERR. As in Neuron 2B, the rate-F0 profile for COS HCT shows a single peak at 640 Hz. 
Although the peak frequency was close to CF/5, there were no peaks at other 
submultiples of F0 (CF/4, CF/3, …), suggesting the main peak was not created by a 
resolved harmonic. Also similar to Neuron 2B, the response of Neuron 2C to ALT HCT 
showed a peak one octave below the peak for COS HCT, suggesting tuning was governed 
by ERR. However, unlike Neuron 2B, Neuron 2C responded strongly to RAND HCT at 
low F0s, suggesting there may be different forms of ERR rate tuning. 
Finally, Neuron 2D (CF=3.6 kHz, Figure 2.3G and H) demonstrates that rate-place 
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coding of resolved harmonics and rate tuning to ERR can coexist in the same neuron. 
This neuron’s response to COS HCT showed a main peak at 640 Hz (light blue, COS_L), 
and two small peaks at 1792 and 3584 Hz. The main peak occurred one octave below the 
COS peak for ALT HCT, but the smaller peaks at higher F0s were invariant to phase 
manipulations, indicating they are governed by the power spectrum, not the temporal 
envelope of the stimuli. To further test whether these peaks correspond to resolved 
harmonics, we measured the neuron’s response to COS HCT in fine steps of F0 to 
specifically test submultiples of the neuron’s CF (dark blue, COS_H). This measurement 
confirmed the neuron was able to resolve harmonics at CF and CF/2 but not higher-order 
harmonics. Thus, the two small, high-F0 peaks in response to COS HCT were from 
resolved harmonics, while the main peak at 640 Hz represents rate tuning to ERR. 
Despite showing multiple peaks, the profile of Neuron 2D was classified as bandpass 
because the two peaks at high F0s were very small and thus ignored by the algorithm. 
This was a rare case in our neuronal population.  
We classified IC neurons according to the shape of their rate-F0 profiles in response 
to COS HCT. Fifteen neurons showing peaks in firing rate at one or more likely resolved 
harmonics were excluded from further analysis, because it was unclear whether their 
bandpass rate tuning was due to resolved harmonics. The distributions of profile shape 
among the remaining 171 neurons are shown in Table 2.3. The most common profile 
shape was bandpass (BP, 40%) followed by complex (31%), and highpass (12%). Only a 
few neurons had lowpass (8%), band-reject (BR, 5%) or flat (4%) shapes. 
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Bandpass 
Band 
reject 
High 
pass 
Low 
pass 
Flat Complex Total 
COS 
HCT 
68 (40%) 8 (5%) 21 (12%) 13 (8%) 7 (4%) 54 (31%) 171 
SAMN 19 (18%) 22 (21%) 20 (19%) 2 (2%) 19 (18%) 23 (22%) 105 
Table 2.3. Number of neurons with different rate profile shapes. 
To test whether IC neurons were tuned to ERR or to F0 across the population, we 
computed the “best shift” between rate-F0 profiles in response to ALT and COS HCT as 
the F0 shift (in octave) that minimized the city-block distance (sum of absolute 
difference) between the two profiles. The distribution of best shifts (Figure 2.4A) was 
centered at 1 octave for both tuned (BP or BR, N=76, blue bar) and non-tuned (all other 
types, N=95, orange bar) groups, suggesting that the rate response of the IC neurons was 
largely governed by the ERR regardless of profile shape. A few neurons classified as 
bandpass had a best shift of 0 octave. Further examination revealed that these neurons 
were similar to either Neuron 2C (Figure 2.3F), where the ALT and COS profiles were 
one-octave apart at low F0s but aligned at high F0s, or Neuron 2D (Figure 2.3H), which 
demonstrated resolved harmonics at high F0s and a peak in the region of unresolved 
harmonics at a low F0. 
Figure 2.4B compares the sensitivity to F0 for HCT with different phase conditions 
across the neuronal population using the STVR metric which ranges from 0 (no 
sensitivity to F0) to 1 (perfectly reliable F0 coding). The x axis represents STVR values 
for COS phase and the y axis the STVRs for ALT (red circle) or RAND (grey “x”) phase 
of each neuron. ALT-COS pairs are distributed along the equality line, whereas RAND-
COS pairs are scattered below. This indicates a similar trend as demonstrated in 
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individual rate profiles: comparable coding strength in COS and ALT, and minimal F0 
coding for RAND. The median STVRs differed significantly between COS and RAND 
(p<0.0001, Wilcoxon signed rank test) and between ALT and RAND (p<0.0001), but not 
between COS and ALT (p=0.63). 
 
Figure 2.4. Neurons are tuned to ERR, not F0. (A) Best shift between rate-F0 
profiles for COS and ALT HCT. (B) Comparison of STVR between ALT and COS 
(red circle), and RAND and COS (grey cross) across the neuronal sample (N=171). 
For bandpass and band-reject neurons, we defined the “best ERR” as the ERR (or F0) 
that evoked the maximum firing rate for BP or the minimum firing rate for BR in 
response to COS HCT. The distribution of best ERR (Figure 2.5A, light and dark blue 
bars) was spread over a wide range of frequencies between 56 and 1792 Hz The limiting 
frequencies might be affected by the range of F0 we tested as well as the algorithm for 
classifying the type of ERR tuning, but likely only slightly given the small tails on both 
ends in the distribution of best ERRs. Figure 2.5B shows a scatter plot of best ERR 
against pure tone CF for neurons with BP/BR rate profiles across the neuronal sample. 
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The best ERR was smaller than CF for most of the neurons, often much smaller, and 
there was no correlation between the two measures (Kendall’s τ=0.014, p=0.88). This 
lack of correlation is additional evidence that rate tuning to ERR is not related to cochlear 
frequency tuning.  
Dependence of ERR tuning on envelope shape 
The range of best ERR for COS HCT extends to higher frequencies than the best 
modulation frequencies in response to SAM stimuli reported in a previous study of rabbit 
IC (Nelson and Carney, 2007). Therefore, we hypothesized that this rate tuning is 
dependent not only on the ERR, but also on the shape of the envelope. To directly test 
this hypothesis, we measured the responses to SAMN and COS HCT in 115 neurons. Ten 
of these neurons were also among the 15 neurons excluded from HCT analysis because 
their responses showed resolved harmonics. Although SAMN stimuli do not have a 
harmonic spectrum, we still excluded these neurons from the following analysis to focus 
on comparing ERR tuning in response to SAMN and HCT in the same set of neurons, i.e. 
SAMN responses were analyzed in a total number of 105 neurons.  
The rate-Fm profile to SAMN of Neuron 2B (Figure 2.3D) demonstrates bandpass 
tuning, as for COS HCT. However, the maximum firing rate was evoked at Fm=160 Hz, 
lower than the best ERR for COS HCT at 224 Hz. Neuron 2C (Figure 2.3F) showed 
band-reject tuning to SAMN with the minimum firing rate at Fm=320 Hz, contrasting 
with the bandpass tuning for COS HCT. Across the neuronal sample, all six shapes of 
rate profiles were observed in response to SAMN, but the proportions of neurons in each 
type were different from those for COS HCT (Table 2.3, p<0.0001, chi-squared test). 
  
33 
Whereas bandpass tuning was the most common shape and band-reject was rare for COS 
HCT, bandpass and band-reject shapes were almost equally common for SAMN. The 
proportion of flat responses was also higher for SAMN than for COS HCT, while the 
proportion of complex responses was lower for SAMN.  
For SAMN responses, the best ERR (the best Fm) of neurons with bandpass and band-
reject tuning was defined in the same way as for COS HCT. There was no correlation 
between the pure tone CF and the best ERR for SAMN (green “+” in Figure 2.5B, 
Kendall’s τ=0.057, p=0.66). This result was expected because SAMN has a flat power 
spectrum regardless of Fm (Figure 2.1B). The distribution of best ERR for SAMN (Figure 
2.5A, light and dark green) extended over a lower frequency range, mostly below 500 Hz, 
compared to the distribution for COS HCT. The median best ERR was 415 Hz for COS 
HCT vs. 160 Hz for SAMN, and the difference was significant (p=<0.0001, Wilcoxon 
rank-sum test). As noted above, a greater proportion of neurons showed band-reject 
tuning for SAMN compared to COS HCT (22/41 neurons for SAMN, 8/76 for COS). For 
the 12 neurons that showed bandpass tuning to both COS HCT and SAMN, the best ERR 
was usually lower for SAMN than for COS HCT (Figure 2.5D), and the correlation 
between the two best ERRs was statistically significant (Kendall’s τ=0.56, p=0.018). 
Figure 2.5C shows a scatter plot of the STVR for ERR in response to SAMN against 
the STVR in response to COS HCT for the neurons that were tested with both stimuli 
(N=105). Although both cover a wide range, the majority of neurons had lower STVR 
values for SAMN than for COS HCT, indicating somewhat weaker strength of ERR 
coding with SAMN. The STVR distributions for the two stimuli were significantly 
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different (p=1.5×10-4, KS test), as were their medians (p=<0.0001, Wilcoxon signed rank 
test). 
 
 
Figure 2.5. Best ERR for neurons with bandpass or band-reject tuning to COS or 
SAMN stimuli. (A) Distribution of best ERRs for COS and SAMN. (B) Best ERR of 
individual neurons in response to COS (dark blue circle, BP neurons; light blue 
circle, BR neurons) and SAMN (dark green “+”, BP neurons; light green “+”, BR 
neurons) showed no correlation with pure tone CF. The dashed line indicates 
equality (best ERR=CF). The number of neurons included is smaller than in A 
because CF could not be clearly identified for some neurons. (C) Comparison of 
STVR of between COS HCT and SAMN across the neuronal sample (blue “+”, 
N=105). (D) Best ERR for COS HCT against best ERR for SAMN of neurons 
showing bandpass tuning to both stimuli (N=12). 
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In summary, rate tuning to ERR in IC is dependent on the shape of the stimulus 
envelope with respect to tuning shape, range of best ERR, and strength of coding. 
Temporal coding of ERR 
In the auditory periphery, neurons can convey temporal information about the 
stimulus via phase locking to the envelope or the temporal fine structure, or both (see 
Winter, 2005 for review). These temporal cues may play a crucial role in pitch 
perception. We therefore characterized temporal coding of F0 or Fm in IC neurons for 
both HCT and SAMN to test whether the codes present in the periphery are preserved or 
possibly enhanced. 
The vector strength (VS) of Neuron 2B is shown as a function of F0 or Fm in Figure 
2.6A. For COS, RAND and SAMN, VS was computed using a period of 1/F0 or 1/Fm. 
For ALT, we additionally computed VS using a period of 1/2F0, i.e. 1/ERR, to test 
whether neurons were synchronized to F0 or ERR. The neuron showed significant phase 
locking to the ERR of COS (blue) and ALT (pink), but no significant phase locking to the 
F0 of RAND (black) or ALT (red). Therefore, like rate tuning, temporal coding by this 
neuron was also governed by the stimulus envelope, not F0. The Fourier transform of the 
neuron’s peri-stimulus time histograms (not shown) showed no peak near the CF, 
indicating no phase locking to the temporal fine structure. Overall, phase locking to the 
temporal fine structure was rare in our neuronal sample, likely because most neurons had 
relatively high CF (>1 kHz), which is above the limit of phase locking of most IC 
neurons (Liu et al., 2006). For SAMN, the neuron showed significant phase locking over 
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a range of ERRs similar to COS HCT, but the VS values were lower. In contrast, Neuron 
2C (Figure 2.6B) showed little phase locking to any stimulus, despite its clear rate tuning 
to ERR. Overall, 59 out of 171 neurons (35%) tested with COS HCT did not have 
significant phase locking at two or more consecutive frequencies, and were therefore 
considered not to provide temporal coding.  
 
 
Figure 2.6. Temporal coding in IC neurons. (A) Vector strength as a function of F0 
or Fm for Neuron 2B. Dashed lines indicate insignificant vector strengths 
(Rayleigh’s test, p>0.01). (B) Vector strength against F0 for Neuron 2C. (C) Average 
vector strength across all IC neurons. Both significant and insignificant values were 
included in the average. Error bars represent ±1 standard error. (D) Distribution of 
the frequency limit of phase locking to ERR for COS and SAMN. (E) Phase locking 
limit versus best ERR across the neuronal sample (blue circle, COS; green “+”, 
SAMN). (F) Upper frequency limit of phase locking versus CF across the neuronal 
sample (black dots, N=98). The curve is a moving average of limiting frequencies in 
one-octave frequency bins (red line). Error bars represent ±1 standard error.  
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The average VS across the entire neuronal sample (Figure 2.6C) resembled the trends 
observed in the example of Figure 2.6A. For COS and SAMN, the average VS gently 
rolled off at ~224 Hz, while the mean VS values for SAMN were smaller than for COS. 
The VS-F0 curve for ALT (2F0) was similar to the COS curve but shifted one octave 
towards lower F0s, in line with phase locking to ERR. The upper frequency limit of 
phase locking of individual neurons for both COS and SAMN (Figure 2.6D) ranged from 
40 Hz to ~900 Hz with a median of 224 Hz for both (p=0.18, Wilcoxon signed rank test 
on neurons tested with both stimuli, N=72), and the distributions of frequency limits did 
not statistically differ between the two stimuli (p=0.94, KS test).  
Across the neuronal sample, the frequency limit of phase-locking to ERR was not 
correlated with the best ERR for rate tuning to COS HCT (Figure 2.6E, blue circles, 
Kendall’s τ=-0.087, p=0.41). However, the limiting frequency and best ERR for SAMN 
showed a small correlation (Figure 2.6E, green “+”, τ=0.30, p=0.03). The phase locking 
limit was also not strongly related to the pure tone CF (Figure 2.6F, black dots, Kendall’s 
τ=0.15, p=0.042), although there may be a small trend for the phase-locking limit to 
increase with CF above 1000 Hz. The lack of a clear relationship between pure-tone CF 
and phase-locking limit in our data contrasts with the finding by Middlebrooks and 
Snyder (2010) that the limit of phase locking to electric pulse trains in the IC of 
anesthetized cats is higher in low-CF (<1.5 kHz) neurons.  In our data, the phase-locking 
limits did not significantly differ between low-CF (<= 1.6 kHz, N=20) and high-CF (> 
1.6 kHz, N=78) neurons (Wilcoxon rank sum test, p=0.20). This apparent discrepancy is 
a topic in the Discussion.  
  
38 
Two subgroups emerge within bandpass-tuned neurons 
Neurons showing bandpass tuning to ERR for COS HCT could be divided into two 
subgroups depending on their ability to phase lock to the temporal envelope of COS 
HCT, and the grouping was related to their rate responses to RAND HCT. Neurons 2B 
and 2C in Figure 2.3 and Figure 2.6 are representative of the two subgroups: Neuron 2B 
represents “group S” (synchronized) neurons that had significant phase locking to COS 
HCT at low-to-medium ERR (Figure 2.6A) and minimal rate response to RAND HCT 
over the entire frequency range (Figure 2.3D). In contrast, Neuron 2C represents “group 
NS” (non-synchronized) neurons that demonstrated minimal phase locking at all 
frequencies (Figure 2.6B) and a high firing rate for RAND HCT at low-to-medium F0s 
(Figure 2.3F). A neuron with bandpass rate tuning was classified as S if it showed 
significant phase locking to COS HCT at two or more consecutive F0s, and as NS 
otherwise. Figure 2.7A shows the average normalized rate profiles (firing rate normalized 
by the maximum firing rate for COS HCT) for RAND HCT in group S (black, N=41) and 
group NS (red, N=27) neurons. The average profiles are consistent with the individual 
examples in Figure 2.3D and F: S neurons had a flat, low profile across the frequency 
range, whereas NS neurons usually showed a two-segment pattern: a high firing rate at 
low F0 with a shallow decrease at low to medium F0s, then a sharp decline at higher F0s. 
Neurons in the two subgroups also differed with respect to the distribution of their best 
ERRs (Figure 2.7B). While the best ERR of group S neurons covered a wide range 
between 56 to 1792 Hz (median 293 Hz), group NS neurons were tuned to relatively high 
ERRs between 448 to 1792 Hz (median=692 Hz). Figure 2.7C shows the relationship 
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between best ERR and the normalized firing rate for RAND HCT averaged across F0s ≤ 
320 Hz in group S (black circles) and NS (red triangles) neurons. Within group S, about 
half of the neurons had low firing rates (≤ 0.4) or small best ERR (≤ 224 Hz), and they 
formed a distinguishable cluster from NS neurons. However, the other half of group S 
neurons were not separable from NS on this display. The existence of at least two 
subgroups of bandpass tuned neurons suggests the rate tuning to ERR may be generated 
by multiple mechanisms.  
 
Figure 2.7. Two subgroups of neurons showing bandpass ERR tuning. (A) Average 
normalized rate profile for RAND HCT in synchronized (S) and nonsynchronized 
(NS) neurons. Firing rate was normalized by the neuron’s maximum firing rate in 
response to COS HCT, i.e. the firing rate at the best ERR. (B) Distribution of best 
ERRs in S and NS neurons. (C) Best ERR vs. normalized firing rate averaged over 
F0s ≤320 Hz for individual group S (black circle) and NS neurons (red triangle). 
It is also worth noting that among the 27 NS neurons, many neurons (N=13 out of 20 
tested with SAMN and within the NS subgroup) demonstrated either a band-reject tuning 
to the Fm of SAMN with a dip (i.e. best ERR for band-reject tuning) below the best F0 for 
COS HCT (similar to Neuron 2C in Figure 2.3F), or a high-pass tuning to Fm with an 
edge frequency also below that for COS HCT.  
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Effects of stimulus level on rate and temporal coding of ERR 
Because pitch perception is relatively invariant over a wide range of sound levels, a 
neural code for pitch should also be robust to variations in stimulus levels. We therefore 
tested a subset of 53 neurons with COS HCT at low (30-44 dB SPL), medium (45-60 dB 
SPL), and high (61-85 dB SPL) sound levels. The three sound levels used for each 
neuron were initially chosen with 15 dB increments (N=10), but the increment was later 
increased to 20 dB (N=43) in order to sample higher levels.  
Figure 2.8A-C show the pure tone receptive field, rate-F0 profile and vector strength, 
respectively, from one neuron at three sound pressure levels. At 40 and 60 dB SPL, the 
neuron tightly phase-locked to the stimulus envelope up to 448 Hz, and the rate profiles 
were almost identical with a best F0 at 224 Hz. When the overall sound level was 
increased to 80 dB SPL, the rate profile retained a similar shape, but showed a small peak 
at 1792 Hz, possibly reflecting a response to the resolved fundamental near the CF.  
Vector strength at 80 dB was similar to the VS at lower SPLs up to 320 Hz, but dropped 
below statistical significance at 448 Hz.  
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Figure 2.8. Effect of stimulus level on rate and temporal coding of ERR for COS 
HCT. (A) FRA of an example neuron with CF=1.9 kHz. (B) Rate-F0 profile of the 
neuron in A. (C) Vector strength of the neuron in A. (D) Distribution of STVRs at 
three sound levels for all neurons tested at three levels (median=0.68 for low SPL, 
0.81 for mid SPL, and 0.79 for high SPL). (E) Distribution of best F0s at low, 
medium and high sound levels for neurons showing BP/BR tuning. (F) Comparison 
of best F0s at different sound levels across the neuronal sample (blue circle, low vs. 
mid sound level; red circle, low vs. high sound level). (G) Mean VS as a function of 
F0 across all neurons at three sound levels. X coordinates for low- and mid- SPL 
were jittered to separate the error bars (±1 standard error). (H) Distributions of the 
upper frequency limits of phase locking at three sound levels. 
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Figure 2.8D compares the distribution of STVR at different intensities across the 
entire neuronal sample. The distributions of STVR did not significantly differ between 
any pair of sound levels (KS tests, Table 2.4). The median STVR was significantly higher 
for mid SPLs than for low SPLs, but the differences were not significant when comparing 
low vs. high and mid vs. high SPLs (Wilcoxon signed rank tests, Table 2.5). Among the 
53 neurons tested at three sound levels, 29 showed bandpass or band-reject tuning to F0 
for at least one level. [In all of these 29 neurons, we verified that the rate tuning to ERR 
was governed by ERR using HCTs in ALT phase at one sound level, usually the lowest 
one. Therefore, the tuning was also likely dependent on ERRs at the other SPLs. 
However, because we did not test tuning to ALT HCT at all levels, we still refer to the 
frequency to which these neurons are tuned as the best F0 rather than the best ERR.] The 
distributions of best F0s were similar across the three SPL ranges (Figure 2.8E, and see 
Table 2.4 for KS test results from pairwise comparisons), and had similar medians 
(Wilcoxon signed rank tests, Table 2.5), but the total number of bandpass and band-reject 
neurons slightly decreased at the highest sound level. For neurons demonstrating 
bandpass or band-reject tuning at the lowest sound level, best F0s at the medium and high 
sound levels were strongly correlated with the best F0 at the lowest level (Figure 2.8F, 
Kendall’s τ=0.81, p<0.0001 for mid SPL, τ=0.69, p=1.9×10-4 for high SPL). Although 
some neurons were not classified as having the same tuning shape for all three sound 
levels according to our criteria, morphologies of their rate profiles only changed 
gradually (e.g. a bandpass neuron could transition into highpass because the high-
frequency flank no longer fell below 70% of maximum firing rate) and were similar 
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across levels. Together, the stable distributions of STVR and best ERR indicate that this 
rate code is robust over a 40 dB range of sound levels.  
 Low vs. mid Low vs. high Mid vs. high 
Best ERR 1 1 1 
STVR 0.54 1 1 
Phase locking limit 1 1 1 
Table 2.4. KS test p-values comparing ERR rate or temporal coding across sound 
levels. 
 Low vs. mid Low vs. high Mid vs. high 
Best ERR 0.57 1 1 
STVR 0.003 0.18 0.22 
Phase locking limit 1 1 1 
Table 2.5. Signed rank test p-values comparing ERR rate or temporal coding across 
sound levels. 
Figures 8G and 8H compare temporal coding for COS HCT across sound levels in the 
same way as Figure 2.6C and D, respectively. Across F0s, average vector strengths were 
almost identical for low- and medium-SPL stimuli, but were lower for the high-SPL 
stimuli. The distribution of phase locking limits was similar across the SPL range (Table 
2.4, KS tests), and the median limits did not significantly differ across levels (Table 2.5, 
Wilcoxon signed rank tests). Although the average vector strength was higher in the low-
SPL condition (Figure 2.8G, blue) than in the high-SPL condition (Figure 2.8G, orange), 
the number of neurons with significant phase locking was larger for high-SPL stimuli 
(N=45) than for low-SPL stimuli (N=36). In other words, some neurons only 
synchronized to ERR of HCT at the highest sound levels. Overall, the temporal coding of 
ERR by the IC neuron population was fairly robust over the range of sound levels 
investigated. 
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Models suggest multiple possible mechanisms 
We implemented two models using harmonic complex tones and SAMN stimuli as 
inputs to simulate rate tuning to ERR: the same-frequency inhibition and excitation 
(SFIE) model (Nelson and Carney, 2004) and a cross-frequency coincidence detector 
(CDEE) with purely excitatory inputs (Krips and Furst, 2009). Both models share the 
same initial stage in the form of a thoroughly-tested peripheral auditory model (Zilany et 
al., 2009; Zilany et al., 2014). Both models demonstrated bandpass rate tuning to ERR 
within a range of parameter combinations, but each had its own limitations. 
SFIE model 
The SFIE model was originally designed to predict rate and temporal modulation 
transfer functions of IC neurons in response to SAM tones (Nelson and Carney, 2004; 
Carney et al., 2015; Henry et al., 2017), but has not been systematically tested for HCT 
with various phase relationships among harmonics as used in this study. In this three-
stage model (Figure 2.2A), CN and IC cells receive one excitatory and one inhibitory 
input from the previous stage in the form of post-synaptic potentials (PSP), and their 
output instantaneous firing rates are non-zero only when the EPSP exceeds the IPSP. 
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Figure 2.9. Simulated rate profiles using the SFIE model in response to stimuli at 60 
dB SPL. (A)-(C) Output of SFIE model AN (A), CN (B), IC (C) stages. See Table 2.1 
for model parameters. Insets: (A) Instantaneous firing rate of AN stage for COS and 
HCT with ERR=134 Hz. SAMN y axis zoomed in 4x for clarity. (C) EPSP (solid) 
and IPSP (dashed) at input to IC stage for ERR=134 Hz. (D) Output of a model 
SFIE IC cell with inh_str=0.8. Stimuli and other model parameters as in (C). (E) 
Output of a model IC cell with CF=800 Hz and inh_str=1.1. Other parameters same 
as in (C). (F) Output of a model IC cell with τinh=2 ms, τex=1 ms. Other parameters 
same as in (C). 
Rate profiles at the three SFIE model stages with CF=6400 Hz are shown in Figure 
2.9A-C for HCT and SAMN stimuli presented at 60 dB SPL. At the AN stage (Figure 
2.9A), firing rates for COS and ALT HCT were approximately 1 spike per envelope cycle 
for ERR up to 320 Hz, then plateaued at higher frequencies. In contrast, the rate profiles 
for RAND and SAMN were flat across all F0s. Rate profiles for HCTs in all three phase 
relationships showed a dip at 4300 Hz. For this F0, the neuron’s CF falls between the first 
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(4300 Hz) and second (8600 Hz) harmonics, so the power under the auditory filter is 
minimal. Model CN responses (Figure 2.9B) were almost identical to AN responses 
except the firing rates were lower. Model IC responses (Figure 2.9C) resembled the data 
for Neuron 2B in Figure 2.3D: bandpass tuning to ERR for COS and ALT with best 
ERR=134 Hz, and a flat, weak response to RAND. Importantly, the peak response to 
ALT was one octave below the peak for COS, consistent with the data, and indicating 
that the model’s tuning was governed by the envelope. Also consistent with the data, the 
model showed bandpass tuning for SAMN with a lower best ERR than for COS. 
We implemented the model with different parameter combinations and found that 
bandpass responses at the IC stage only occurred when the strength of inhibition 
exceeded that of excitation. Figure 2.9D shows the response of a model IC cell with the 
same inputs and parameters as in Figure 2.9C, but with an inhibition strength of 0.8 
(inhibition weaker than excitation) instead of 1.5. The bandpass pattern was much less 
pronounced and the rate profile did not resemble experimental data. Thus, the SFIE 
model suggests that the rate tuning to ERR can arise in the IC from interactions between 
weak excitation and strong inhibition. 
The SFIE model could also account for the difference in tuning between SAMN and 
COS HCT observed in the data. The insets in Figure 2.9A and C show the time-varying 
firing rates of the AN model and the PSPs at the IC stage for COS HCT and SAMN 
stimuli at 134 Hz. At the AN stage, the time-varying firing rates followed the envelopes 
of the stimuli: impulse-like for COS and more graded for SAMN. As explained by 
Nelson and Carney (2004), at the IC stage, the PSPs transform from phasic to tonic when 
  
47 
the input envelope fluctuates faster than the time constant of the cell’s PSP, resulting in 
degraded phase locking. Because inhibition has a longer time constant, this 
transformation occurs at a lower ERR for IPSPs than for EPSPs. For a COS HCT at 134 
Hz, the EPSP and IPSP occur out of phase, resulting in strong, phase-locked firing. In 
contrast for SAMN, the EPSP has modest amplitude fluctuations inherited from the 
previous stages, while the IPSP has minimal fluctuations but a higher average amplitude 
compared to the EPSP, resulting in weak firing. Thus, the dynamics of excitation and 
inhibition at the IC stage interact with the envelope shapes of the stimuli to yield a lower 
best ERR for SAMN. 
Bandpass responses of the SFIE model to HCT were mainly observed in high-CF 
neurons (>3 kHz). Response profiles of model cells with lower CFs showed multiple 
peaks corresponding to resolved harmonics (Figure 2.9E, CF=800 Hz). Responses to 
resolved harmonics were not observed in the model at high CFs because the responses of 
AN fibers to high-frequency resolved harmonics (above the limit of phase locking) lack 
the fluctuations needed to drive firing of the IC stage when the inhibition is stronger than 
excitation (Carney et al., 2015). 
The SFIE model reliably simulated the bandpass tuning to ERR observed in IC 
neurons when the inhibitory input had a longer time constant and higher strength than the 
excitatory input. In general, the best ERR of the model IC cell increased with decreasing 
time constants at either IC or CN stage. For example, the model cell in Figure 2.9F was 
simulated with the same parameters as in Figure 2.9C except the synaptic time constants 
at the IC stage were twice as long. This resulted in a decrease of the best ERR for COS 
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HCT from 134 to 80 Hz. The CF, the strength of inhibition, and the delay between 
excitatory and inhibitory inputs could also influence the best ERR, but in a less direct 
way. When the model parameters were varied within the range shown in Table 2.1, we 
found that the range of best ERR that could be simulated for COS HCT was narrower 
(40-380 Hz, not shown) compared to the range in the neural data (56-1600 Hz). Because 
the best ERR of the model IC neuron’s bandpass tuning is dependent on the frequency at 
which envelope phase locking in the EPSP and IPSP starts to degrade , a neural 
mechanism that sharpens envelope phase locking at higher frequencies, such as 
coincidence detection, might be able to expand the range of best ERR.    
CDEE model 
A coincidence detection model with purely excitatory inputs (CDEE) spanning a 
range of CFs was implemented to explore whether some of the limitations in the SFIE 
model can be overcome. Neural coincidence detection has often been postulated in 
models of pitch processing (Licklider, 1951; Hewitt and Meddis, 1994; Shamma and 
Klein, 2000; Meddis and O'Mard, 2006; Laudanski et al., 2014a; Huang and Rinzel, 
2016). As in previous coincidence models for brainstem auditory neurons (Colburn et al., 
1990; Heinz et al., 2001; Kalluri and Delgutte, 2003; Franken et al., 2014), the CDEE 
model generates a spike when a certain number of input spikes coincide within a short 
time window.  Our implementation relies on an analytical expression for computing the 
output instantaneous firing rate of the CDEE from the input firing rates (Equations 4.21, 
4.23-25 in Krips and Furst (2009)). In our simulations, a two-stage model sufficed to 
produce bandpass rate tuning over a wide range of best ERR, without a need for a third 
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stage, so we focus on the simpler, two-stage model.  
 
Figure 2.10. Simulated rate profiles using the CDEE model in response to stimuli at 
60 dB SPL. (A) Rate-F0 profiles of two AN model fibers with CFs ½ octave apart 
(solid lines CF=2263 Hz, dashed lines CF=3200 Hz) in response to COS (blue), 
RAND (black) and SAMN (green). (B) Output of a model CDEE cell. See Table 2.2 
for model parameters. (C) Output of a model CDEE cell with the same parameters 
as in B, except that all the 9 input AN fibers have the same CF (3200 Hz). 
The rate profiles of a CDEE neuron in response to HCT and SAMN at 60 dB SPL are 
shown in Figure 2.10B. The model cell received excitatory inputs from nine model AN 
fibers with CFs ranging from 800 Hz to 12800 Hz (4 octaves) in ½ octave steps (center 
frequency at 3200 Hz), and generated a spike when at least 3 input spikes occurred within 
a 0.5-ms coincidence window, Δ. It showed bandpass tuning with a best ERR of 640 Hz 
for COS HCT, and also bandpass tuning for ALT HCT shifted one octave below the COS 
best ERR. Interestingly, the model neuron showed high firing rates for RAND HCT at 
low frequencies, similar to NS neurons. Rate profiles for COS, RAND and SAMN from 
two of the CDEE neuron’s nine AN input fibers are overlaid in Figure 2.10A. At low 
frequencies, both AN fibers phase locked nearly in phase to the envelope of COS HCT. 
Therefore, the CDEE cell could reliably detect coincidences, and generate output spikes 
that were also phase locked to the stimulus envelope. Both AN and CDEE firing rates 
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increased with increasing ERR within the range of robust phase locking to the envelope, 
producing the rising edge of the model rate profile for COS and ALT HCT. At higher 
F0s, both AN inputs in Figure 2.10A showed peaks corresponding to resolved harmonics 
in response to HCT in both COS and RAND phases, but these peaks did not occur for the 
same F0s because the two AN fibers have different CFs.  Such interlacing of peaks and 
troughs across multiple inputs results in a reduced number of coincident spikes, and 
therefore a reduced firing rate of the CDEE neuron at higher F0s. In contrast, with 
SAMN stimuli, the model showed a flat rate profile, which was not uncommon in the 
neural data (Table 2.3). SAMN stimuli have a flat spectrum profile and therefore produce 
similar firing rates in AN fibers with different CFs, resulting in a nearly constant number 
of coincidences across F0s.  
To further test the hypothesis that the falling firing rates of the CDEE model at high 
F0s reflect the different frequency tuning of its AN inputs, we implemented a CDEE 
model in which all nine AN inputs had the same CF (3200 Hz) rather than spanning a 
four octave range of CFs (Figure 2.10C). The rate profiles of this same-frequency CDEE 
model for HCT were similar to the profile for the across-CF model at low F0s, but 
showed peaks at 1600 Hz and 3200 Hz for all three phase conditions, indicating resolved 
harmonics near CF/2 and CF. The sharp differences between the responses of the same-
frequency and across-frequency CDEE models at high F0s confirms the importance of 
peripheral frequency tuning in shaping the response profiles at higher processing centers. 
Within a range of parameters, including CF range, numbers of total and coincident 
inputs, and width of the coincidence window, the across-frequency CDEE model was 
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able to achieve bandpass tuning to COS HCT with best ERRs ranging from 450 to 1280 
Hz. The upper limit of model best ERR was similar to the neural data (Figure 2.5A), but 
the lower limit was much higher. In general, CD cells with high input CF (>3000 Hz) 
were more likely to simulate the ERR tuning. In general, the bandpass tuning and the best 
ERR of the CDEE model were not as robust to variations in sound level as in the SFIE 
model.  
Together, the SFIE and CDEE models simulated rate tuning to ERR over a wide 
range of best ERR, and two different types of response profiles observed in the neural 
data. Both models realized the bandpass ERR tuning through temporal interaction of 
inputs, thus suggesting multiple possible mechanisms for the transformation from a 
temporal code to rate code. The cellular mechanisms of excitatory-inhibitory interaction 
and coincidence detection are not mutually exclusive and could coexist in the same 
neural circuit. Therefore, we explored two possible “hybrid” models: a coincidence 
detection model with both excitatory and inhibitory inputs, and a three-stage model 
where the CN cell was modeled as a CDEE and the IC as an SFIE. Both variations were 
able to simulate bandpass ERR tuning to HCT, but results were similar to those for the 
CDEE and SFIE models respectively, so these models are not discussed further.  
Discussion 
Using single-neuron recordings from the IC of unanesthetized rabbits in response to 
HCT and SAMN stimuli, we characterized a rate code for ERR that was not related to 
pure-tone frequency tuning. By comparing responses to HCT having the same power 
spectrum but different inter-harmonic phase relationships, we showed that tuning is 
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governed by ERR rather than F0. This rate code was robust across a wide range of sound 
levels and depended on the shape of stimulus envelope. We also characterized a temporal 
code that spanned a similar range of ERR (up to ~900 Hz) for both HCT and SAMN, but 
was generally stronger for COS HCT. Computational models suggest that either 
excitation-inhibition interactions or across-frequency coincidence detection can 
implement the temporal-to-rate code transformation necessary to create such rate tuning 
to ERR. 
Our conclusion that the rate tuning observed with HCT is governed by ERR rather 
than F0 is consistent with results from multi-unit clusters in the IC of anesthetized guinea 
pigs (Shackleton et al., 2009), which compared responses to HCT in sine and ALT phase.  
However, the range of best ERR they reported (70-280 Hz) was much narrower than the 
range in our data (56-1600 Hz).  This difference arises in part because Shackleton et al. 
only tested F0s up to 400 Hz, and perhaps also because their animals were anesthetized. 
They also found that F0 tuning when even and odd harmonics were presented to opposite 
ears was shifted one octave below the tuning when all harmonics were presented to both 
ears. Because dichotic presentation doubles inter-harmonic spacing (and the ERR) in 
each ear, their finding provides additional evidence that ERR determines the apparent 
rate tuning to F0. The present results extend those of Shackleton et al. (2009) to single 
units in unanesthetized preparations, to a wider range of F0s and by directly comparing 
ERR tuning for HCT and SAMN. 
We distinguished two subtypes among IC neurons showing bandpass tuning to ERR 
for COS HCT: synchronized and non-synchronized. A parallel distinction has previously 
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been established for neurons in the auditory cortex (Lu et al., 2001) and thalamus 
(Bartlett and Wang, 2007) of awake marmosets using click train stimuli, although most of 
their responses would be classified as showing highpass rate tuning rather than bandpass 
tuning based on our criteria. Bartlett and Wang (2007) suggested that non-synchronized 
neurons either only emerge in the thalamus or are unique to primates. Here we show that 
a form of non-synchronized neurons are found in the IC of awake rabbit. 
Rate and temporal coding of ERR depend on envelope shape 
In both our physiological and modeling results, rate tuning to ERR differed between 
HCT and SAMN with respect to tuning shape and range of best ERR, indicating that the 
tuning is dependent on envelope shape. Bandpass rate tuning to the modulation frequency 
of SAM stimuli has long been documented in IC neurons (Rees and Moller, 1983; 
Langner and Schreiner, 1988; Batra et al., 1989; Krishna and Semple, 2000; Joris et al., 
2004; Nelson and Carney, 2007; Schnupp et al., 2015). The best modulation frequency 
(BMF) in these studies were mostly distributed below 300 Hz, with a tendency for higher 
BMFs in unanesthetized preparations (Nelson and Carney, 2007) and when recordings 
are from multi-units compared to single units (Langner and Schreiner, 1988; Schnupp et 
al., 2015). In general, this range of BMFs is in line with the range of best ERR for SAMN 
observed in the present study but lower than the range for COS HCT. Previous studies of 
IC neurons in anesthetized animals have also reported differences in rate tuning to AM 
between sinusoidal and triangular or trapezoidal modulations (Sinex et al., 2002b), and 
between  sinusoidal modulations and pulse trains (Zheng and Escabi, 2008; Schnupp et 
al., 2015). Envelope shape is perceptually important, e.g. it contributes to the timbre of 
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musical instruments (Siedenburg, 2019). Our observation that firing rates of single IC 
neurons are sensitive to both ERR and envelope shape is in line with results from Bizley 
et al. (2009), in which a majority of single neurons in the A1 of ferrets demonstrated 
sensitivity to two or more attributes of pitch, timbre or sound localization cues, and the 
interaction between pitch and timbre cues was most pronounced. How the envelope shape 
information is separated from ERR and extracted by downstream neurons needs further 
investigation. 
The effect of envelope shape on temporal coding of ERR was less pronounced. For 
the majority of IC neurons, the precision of phase locking to the envelope was poorer for 
SAMN than for COS HCT at the same ERR. Zheng and Escabi (2013) also reported 
higher vector strengths for trains of brief noise bursts than for SAM tones in the IC of 
anesthetized cats. However, the upper frequency limits of phase locking were comparable 
between the two stimuli, and also similar to the results obtained with SAM tones in 
earlier studies (Langner and Schreiner, 1988; Batra et al., 1989; Krishna and Semple, 
2000; Joris et al., 2004; Nelson and Carney, 2007).  
Mechanisms for rate tuning to ERR 
Using computational models, we explored two possible mechanisms for creating 
bandpass rate tuning to ERR: the interaction between fast excitation and delayed, slower 
inhibition (SFIE) and across-frequency coincidence detection (CDEE). The two models 
were complementary in that the SFIE model predicted rate tuning at lower best ERRs, 
while the CDEE model was more successful at higher best ERRs. Both models predicted 
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the differences in best ERR between SAMN and COS HCT observed in the data. A 
limitation of both models is that bandpass tuning could only be simulated with relatively 
high CF (>3 kHz), compared to >300 Hz in the neural data. Although neither model was 
designed to predict the band-reject tuning to ERR that was frequently observed with 
SAMN, band-reject tuning can be created through interaction between a broadly tuned 
excitatory input and inhibition from a bandpass-tuned neuron (Carney et al., 2015; Henry 
et al., 2017). 
Several in-vivo studies (Kuwada et al., 1997; LeBeau et al., 2001; Zhang and Kelly, 
2003; Nataraj and Wenstrup, 2006; Rodriguez et al., 2010) have demonstrated inhibitory 
interactions in the IC that could, in principle, provide a substrate for the SFIE model. 
However, the interaction between excitation and inhibition at the core of the SFIE model 
could also occur partly or wholly at lower stages along the auditory pathway.  
Computational models based on coincidence detection have been extensively studied 
in the context of binaural hearing (Jennings and Colburn, 2010; Ashida et al., 2017; Dietz 
et al., 2018), but relatively little explored for the coding of envelope modulation. 
Recordings from CN onset-responding  neurons (including octopus cells) can show 
strong phase locking to HCT (Palmer and Winter, 1992, 1993) and bandpass rate tuning 
to the repetition rate of pulse trains (Lu et al., 2018), consistent with an across-frequency 
coincidence detection mechanism. The “slope detector” neurons in the Huang and Rinzel 
(2016) model show bandpass rate tuning for HCT through biophysically-realistic 
coincidence detection from across-CF AN inputs. However, the range of best F0s in this 
model is more limited than in the CDEE model.  
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In summary, the temporal-to-rate code transformation yielding rate tuning to ERR 
might be implemented by several mechanisms, including excitatory-inhibitory 
interactions, coincidence detection and additional mechanisms that were not explored, 
such as membrane resonances resulting from the interplay between conductances with 
different dynamics (Hutcheon and Yarom, 2000; Laudanski et al., 2014b). A plurality of 
mechanisms is consistent with the diversity of tuning patterns and wide range of best 
ERR observed in IC neurons.  
CF dependency of temporal coding to ERR in IC neurons 
An earlier study in the IC of acutely deafened, anesthetized cats suggested that the 
upper frequency limit of phase locking to electrical pulses was dependent on the neuron’s 
pure tone CF (Middlebrooks and Snyder, 2010). Specifically, IC responses to electrical 
stimulation presented at AN showed that the limiting pulse rate tended to be higher in 
low-CF neurons (<1.5 kHz). This contrasts with our finding that the limit frequency of 
phase locking does not correlate with the neuron’s CF (Figure 2.6F). The different 
observations, however, may not contradict each other. First of all, anesthesia has been 
shown to alter temporal response patterns in IC neurons of both normal hearing (Bock 
and Webster, 1974; Kuwada et al., 1989) and cochlear implanted animals (Chung et al., 
2014). More importantly, the majority of low-CF IC neurons identified in deafened cats 
were activated by direct, sharp electrical stimulation to the low-frequency portion on the 
tonotopic axis either via intra-neural electrodes activating auditory nerves from the 
cochlea apical turn, or via a ball electrode placed on the apical turn, whereas acoustic 
stimuli indirectly activate auditory nerves via the mechanical movement of basilar 
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membrane, and the signal representation often has become distorted due to the non-linear 
phase delay at different frequencies as it reaches the apex (Robles and Ruggero, 2001). 
Therefore, it is likely that electrical and acoustical stimuli present different temporal 
excitation patterns to the apical auditory nerves and consequently could activate different 
pathways towards IC. Middlebrooks and Snyder also found that low CF neurons tended  
to show shorter first-spike latencies than high CF neurons, opposite to results from 
acoustical stimulation in the literature (Langner et al., 1987; Langner and Schreiner, 
1988; Joris et al., 2006; Liu et al., 2006). This observation further suggests different 
activation pathways by electrical vs. acoustical stimulation. An additional confound in 
comparing the two studies is that the proportion of low-CF neurons is relatively small in 
both, thus the conclusions might be influenced by a sampling bias.  
Implications for pitch perception and hearing impairment 
While the pitch of HCT can be produced by either resolved or unresolved harmonics, 
the temporal and rate codes we characterized are more relevant to the pitch of unresolved 
harmonics. Specifically, the pitch of ALT HCT matches the F0 when the stimulus 
contains resolved harmonics but matches the ERR when the stimulus contains only 
unresolved harmonics. The pitch strength of RAND HCT is similar to that of COS HCT 
for stimuli with resolved harmonics but is weaker than COS HCT for unresolved 
harmonics. Both the rate code and the temporal code consistently followed the ERR 
rather than the F0 for ALT HCT, and the representation of ERR by both codes was 
weaker for RAND HCT than for COS or ALT HCT. Thus, these codes can only represent 
the pitch of unresolved harmonics. Together, the ranges of best ERR for HCT (56-1600 
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Hz) and the range of phase locking to ERR (up to ~900 Hz) in rabbit IC cover the range 
of human pitch perception for unresolved harmonics, which extends from ~30 Hz 
(Krumbholz et al., 2000; Pressnitzer et al., 2001) to 600-1000 Hz (Burns and Viemeister, 
1976, 1981; Carlyon and Deeks, 2002; Macherey and Carlyon, 2014). Although no 
existing study can provide direct physiological evidence for comparing the frequency 
ranges between rabbits and humans, our results from the SFIE model suggest that the rate 
tuning to ERR is dependent on peripheral phase-locking, and a recent study by 
Verschooten et al. (2018) suggested that the upper limit of phase locking in human 
auditory nerves is likely similar to or lower than in lab animals. Therefore, the upper 
limits of ERR rate coding and temporal coding in humans are also likely to be similar to 
or lower than in rabbits. Whether both the rate code and the temporal code are actually 
used to extract the pitch of unresolved harmonics is unclear. 
The rate code and temporal code we observed in IC could robustly represent the ERR, 
which is crucial for the pitch perception of unresolved spectral components, but cannot 
account for the pitch of resolved harmonics, which is more important for speech and 
music perception by normal hearing listeners. Still, unresolved harmonics are likely to be 
particularly important in sensorineural hearing loss (SNHL), where place cues from 
resolved harmonics may no longer be available due to the degraded cochlear frequency 
selectivity (Moore, 2008), while peripheral phase-locking to ERR might be even 
strengthened with SNHL (Kale and Heinz, 2010; Henry et al., 2014). Our findings also 
support the idea of improving pitch perception in cochlear implant (CI) users by 
enhancing envelope cues in CI processing strategies (Geurts and Wouters, 2001).  
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CHAPTER THREE: RATE-PLACE CODING FOR RESOLVED COMPONENTS 
IN HARMONIC AND INHARMONIC COMPLEX TONES 
Abstract 
 A harmonic complex tone (HCT) containing resolved harmonics evokes a strong 
pitch sensation at its fundamental frequency (F0). When all frequency components of an 
HCT are shifted by the same amount, the resulting inharmonic complex tone (iHCT) 
produces a shift in the pitch percept although the envelope repetition rate remains 
unchanged. A rate-place code by which resolved harmonics of HCTs are represented by 
local maxima in neural firing rates has been identified in the auditory nerve (AN) and 
primary auditory cortex (A1), but little is known about the intermediate stages of 
processing. We recorded single neuron responses to HCT and iHCT with varying F0 and 
sound level in the inferior colliculus (IC) of unanesthetized rabbits. Forty-one percent of 
neurons showed distinct peaks in firing rates when a low-numbered harmonic of an HCT 
aligned with the neuron’s CF, demonstrating “rate-place” coding. The IC rate-place code 
was available mainly for F0>800 Hz and only moderately dependent on sound level over 
a 40 dB range. A difference of Gaussian (DoG) model with broadband inhibition was 
able to predict the neural response better than a purely excitatory Gaussian model, 
suggesting a role of inhibition in shaping the rate-place representation. We also showed 
that IC rate-place coding was not dependent on the stimulus harmonicity by comparing 
neural and DoG model responses to HCT and iHCT. A harmonic template model 
operating on simulated rate-place profiles was able to predict the pitch shift of iHCT 
similar to trends in human performance. Overall, our results show that IC rate-place code 
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provides strong cue to the pitch of resolved harmonics, and offers appropriate inputs for a 
“harmonic template” that would extract F0 at higher processing centers. 
Introduction 
Pitch is a fundamental attribute of auditory perception that is related to the 
comprehension of sounds including speech, music, and animal vocalizations, in both 
quiet and complex acoustic scenes (Bregman, 1994; Plack and Oxenham, 2005b). Many 
pitch-conveying sounds are in the form of harmonic complex tones (HCTs) that consists 
of a set of frequency components at integer multiples of a common fundamental 
frequency (F0). An HCT that contains low-numbered harmonics individually resolved by 
the cochlea evokes a strong pitch sensation at its F0 in human listeners (see (Plack and 
Oxenham, 2005a) for review), and provides cues for the perceptual segregation and 
discrimination of concurrent sounds (Micheyl and Oxenham, 2010). HCTs containing 
only high-numbered, unresolved harmonics evoke weaker pitch sensations based on 
neural phase locking to the stimulus envelope, and result in poorer frequency 
discrimination thresholds (Houtsma and Smurzynski, 1990; Shackleton and Carlyon, 
1994; Bernstein and Oxenham, 2003). When all harmonics of an HCT with resolved 
components are shifted by the same amount in frequency so that the tone is no longer 
harmonic but the temporal envelope repetition rate remains unchanged, the pitch of the 
resulting inharmonic complex tone (iHCT) systematically shifts by an amount roughly 
proportional to the frequency shift (De Boer, 1956; Schouten et al., 1962; Patterson, 
1973; Patterson and Wightman, 1976). Despite the fact that resolved harmonics provide 
the most salient cue for pitch perception, the underlying neural mechanisms for extracting 
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pitch from resolved harmonics are not well understood. 
Based on the tonotopic representation of frequency components at multiple 
processing stages along the auditory pathway, a neural rate-place code has been proposed 
for conveying the F0 of resolved harmonics. According to this code, an array of neurons 
along the tonotopic axis can represent low-numbered harmonics of an HCT by local 
maxima in activity when the neuron’s characteristic frequency (CF) is near a harmonic of 
the stimulus. Such rate-place coding has been described in single auditory nerve (AN) 
fibers of anesthetized cats for F0 above 400 Hz (Cedolin and Delgutte, 2005; Larsen et 
al., 2008; Cedolin and Delgutte, 2010), and single-unit (Schwarz and Tomlinson, 1990) 
as well as multi-unit clusters (Fishman et al., 2013) in the primary auditory cortex (A1) of 
awake macaque monkeys for F0 above 80 Hz. While pitch perception is invariant over a 
wide range of sound level, and robust cortical rate-place representation has been observed 
over a 40 dB range of sound level (Schwarz and Tomlinson, 1990) and up to 60 dB SPL 
(Fishman et al., 2013), the AN rate-place code degrades quickly within 20-30 dB above 
threshold due to saturation of most AN fibers (Cedolin and Delgutte, 2005). How and 
where the auditory system achieves the level tolerance along the ascending pathway is 
not clear. In order to extract pitch from the tonotopic representation of resolved 
harmonics, a variety of harmonic template models have been proposed since nearly a 
half-century (Goldstein, 1973; Wightman, 1973; Terhardt, 1974; Cohen et al., 1995). 
However, little physiological evidence for harmonic templates has been found, except for 
the recent report of hypothetical “harmonic template neurons” in the auditory cortex of 
marmoset monkeys (Feng and Wang, 2017). These cortical harmonic template neurons 
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show significant firing rate facilitation at a particular F0 of HCT compared to the pure 
tone BF, and are sensitive to the harmonic structure of the stimuli. Several plausible 
mechanisms have been proposed for the emergence of harmonic templates (Cohen et al., 
1995; Shamma and Klein, 2000; Laudanski et al., 2014b), but where and how such 
processing takes place is still unknown. 
The inferior colliculus (IC) is a logical site to investigate how rate-place coding 
transforms along the auditory pathway, and to shed light on the emergence of harmonic 
templates. It is a nearly obligatory synapse between the auditory periphery and cortex, 
and receives convergent excitatory and inhibitory inputs from most brainstem auditory 
nuclei (Adams, 1979; Malmierca et al., 2005), as well as inputs from within IC (Saldana 
and Merchan, 1992) and descending inputs from higher centers (Thompson, 2005). The 
central nucleus of IC (CNIC) is tonotopically organized in the form of iso-frequency 
laminae (Schreiner and Langner, 1988). Studies of IC frequency receptive fields 
suggested that nonlinear and level-dependent inhibition at high stimulus levels may 
contribute to the tolerance of neural response to sound level (Lesica and Grothe, 2008). 
However, the majority of existing studies on IC neural coding of pitch cues used 
amplitude-modulated sounds (Langner and Schreiner, 1988; Batra et al., 1989; Krishna 
and Semple, 2000; Joris et al., 2004; Nelson and Carney, 2007) that evoke a relatively 
weak pitch sensation in human listeners (Burns and Viemeister, 1981; Shackleton and 
Carlyon, 1994). A handful of studies on the response to HCT in the mammalian midbrain 
that reported neural representation of multi-harmonic stimuli were focused on the coding 
of unresolved harmonics, and only tested low F0 values within or close to the range of 
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human voice in anesthetized animals (Sinex et al., 2002a; Sinex and Li, 2007; Shackleton 
et al., 2009; Schnupp et al., 2015; Peng et al., 2018). 
Here, we characterized the rate-place coding of resolved harmonics in the IC of 
unanesthetized rabbits by comparing single-unit responses to HCT with varying F0 and 
sound level to iHCT with the same range of frequency spacing. Frequency receptive field 
models were fit to the neural response to understand the role of inhibition in shaping the 
IC rate-place coding. A harmonic template matching model was applied to model neural 
response patterns to predict the perceptual pitch shift of iHCT. We also recorded 
responses to interleaved HCT and pure tone stimuli and assessed the neural facilitation 
for HCT relative to pure tone in order to compare with the cortical “harmonic template 
neurons” (Feng and Wang, 2017). We find that IC neurons can represent resolved 
harmonics over a wide range of F0 via a rate-place code that is robust across sound levels 
and not sensitive to spectral harmonicity. Our physiological and modeling results are 
supportive for the role of harmonic templates in pitch processing. 
Methods 
Four female and one male adult Dutch-belted rabbits were used for the experiments. 
Surgical and single-unit recording procedures are the same as described in Chapter 2. 
Pure tone CF measurements for each neuron were also same as in Chapter 2. 
  
64 
Stimuli 
Harmonic complex tone 
 
Figure 3.1. Harmonic and inharmonic complex tones. (A) Power spectra of 
harmonic complex tone (0% shift, orange) and inharmonic complex tones (non-zero 
shift, blue) with the same frequency spacing FS=500 Hz. Y labels indicate amounts 
of frequency shift from the harmonic complex tone as percentages of FS. For the 
harmonic tone, FS is equivalent to F0. (B) Temporal waveforms of the 
corresponding complex tones in A. 
Rate-place coding in single neurons was tested using a harmonic complex tone 
paradigm adapted from previous studies in the auditory nerve (Cedolin and Delgutte, 
2005; Larsen et al., 2008) and auditory cortex (Fishman et al., 2013) to optimize the 
chance of observing response to resolved harmonics. Each HCT consisted of cosine-
phase, equal-amplitude harmonics from the fundamental (F0) to the 12th harmonic or the 
largest harmonic not higher than 18 kHz, which was the limit of the sound system. The 
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power spectrum and temporal waveform of a harmonic complex with F0 equal to 500 Hz 
are shown in Figure 1 (2nd row, orange). 
 
Figure 3.2. Schematics for testing rate-place coding in a hypothetical neuron with 
CF=3000 Hz (green curves). Vertical bars represent power spectra of the 
corresponding complex tone. (A) NH=2 (F0=1500 Hz), the second harmonic of the 
corresponding HCT coincides with the neuron’s CF. (B) For an inharmonic 
complex tone with the same frequency spacing as in A but -50% shift (750 Hz to 
lower frequency), the neuron’s CF is between two adjacent components. (C) 
NH=2.5 (F0=1200 Hz), CF between two adjacent harmonics. (D) NH=10, (F0=300 
Hz), the neuron’s auditory filter encompasses many harmonics. 
For each neuron, the F0s of HCTs were varied so that the “neural harmonic number”, 
NH=CF/F0, varied from 0.5 to 5.5 or higher in linear steps of 1/6. When NH is a small 
integer (Figure 3.2A), the NHth component of the complex tone coincides with the 
neuron’s CF, therefore the neuron should produce a high firing rate. When NH is an 
integer + 1/2 (Figure 3.2C), the neuron’s CF falls half way between two harmonics, so 
that a low firing rate is expected. As NH increases (Figure 3.2D), the spacing between 
adjacent harmonics (i.e. F0) becomes much smaller than the bandwidth of the neuron’s 
  
66 
auditory filter, so the firing rate should no longer depend on F0. In this way, the low-
number harmonic (large F0) HCTs are resolved by the neuron, while high-number 
harmonic (small F0) HCTs are unresolved. 
HCTs with each F0 were also played at three different sound levels: low (<=30 dB 
SPL/harmonic), medium (31–55 dB SPL/harmonic) and high (55–70 dB SPL/harmonic). 
Sound level was specified for each harmonic rather than overall so that the amplitude of 
individual harmonics would stay the same when F0 is varied. The three sound levels used 
in each neuron were originally chosen in 15 dB increments, but this was later increased to 
20 dB increments to test a wider range. In each measurement, HCTs of different F0s and 
sound levels were randomly interleaved for 10 total repetitions. Each complex tone was 
presented diotically for 200 ms with a 10-ms raised-cosine ramp at onset and offset, and 
followed by a 300-ms silent (off) period.  
For a subset of neurons, HCT stimuli were interleaved with pure tones at frequencies 
corresponding to NH (here equal to CF/F) from 0.5 to 1.5 in linear steps of 1/6, with the 
same duration (200 ms), inter-stimulus interval (300 ms), and per-harmonic sound level. 
Inharmonic complex tone 
In a subset of neurons, we measured responses to inharmonic complex tones (iHCT) 
that were generated by shifting all frequency components in a HCT by a proportion of its 
F0, while also varying F0s of the “original” HCTs. For an inharmonic tone, the frequency 
spacing (FS) between adjacent components is always equal to the F0 of the original HCT, 
and the temporal envelope repetition rate is 1/FS (Figure 1).  
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Similar to HCT, a pseudo-harmonic number (pNH) was defined for each iHCT as 
pNH=CF/FS. For each neuron, pNH was varied in the same range as NH for the HCT 
stimuli (0.5 to 6.5). For the majority of neurons, each FS was played with shifts ±1/3, 
±1/6, 0 (harmonic), and ½ FS, and at 30 dB SPL per harmonic. In a few earlier 
measurements, frequency shifts of 0, ±10, ±1/4 and ½ were used. Because of the 
frequency shift, an iHCT with integer pNH no longer has a component at the neuron’s CF 
(Figure 3.2B). Instead, for the Nth component of an iHCT with shift s to align with the 
neuron’s CF, the tone should satisfy  
FS × N + FS × s (shift) = CF  N + s = CF/FS = pNH.  (𝐸𝑞. 1) 
Therefore, if a neuron’s response is dependent on the presence of resolved 
components near the CF but not its harmonicity, it is expected to show peaks in firing 
rates at pNH = N (a small integer) + s (amount of shift relative to FS). 
Data analysis 
For all HCT and iHCT paradigms, we computed the average firing rate over the 
stimulus duration as a function of harmonic number. The response in the first 10 ms was 
excluded to eliminate the effect of the onset response on the average rate. A plot of firing 
rate against harmonic number is assumed to resemble the response of a population of 
neurons arranged along the tonotopic axis to a HCT at a particular F0. Therefore, we 
refer to such a firing rate-versus-harmonic number function as a “rate-place profile”. This 
is consistent with terminologies in previous studies (Cedolin and Delgutte, 2005; 
Fishman et al., 2013). For each measurement, the neuron’s background firing rate was 
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calculated as the average firing rate during the last 200 ms of the 300 ms inter-stimulus-
interval across all stimuli. 
Fourier-based analysis 
The rate-place profile of a neuron demonstrating rate-place coding should have peaks 
at small integer harmonic numbers and troughs in between small integers, producing a 
periodic pattern with periodicity of 1 (in units of harmonic number NH). We harness such 
periodicity to use a Fourier-based analysis adapted from Fishman et al. (2013) to 
characterize rate-place coding in our neurons (see Figure 3.4B-D for example). 
Harmonic modulation depth 
The discrete Fourier transform (DFT) of a rate-place profile was first computed and 
normalized by the number of points and half the average firing rate across the entire 
profile so that the DFT amplitude fell in the range of [0, 2]. The component at zero 
frequency (equivalent to DC) was then set to zero to simplify the following analysis 
while the rest of the DFT profile was unchanged. The harmonic modulation depth was 
defined as the amplitude of the Fourier component at 1 cycle/harmonic number. With a 
periodicity of one cycle/NH, a sinusoidal profile has a harmonic modulation depth of 1, 
and a profile consists of impulses has a depth of 2. The significance of the harmonic 
modulation depth was determined by a permutation test (10,000 permutations), where 
data points on the rate-place profile were randomly shuffled and the harmonic modulation 
depth of each shuffled profile was computed. The neuron was identified as showing rate-
place coding only if the original modulation depth exceeded the 95 percentile of the 
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permutation results. 
In some cases the peak Fourier component was not exactly at one cycle/NH, but had a 
slight deviation from 1 (see the following section). In this case the harmonic modulation 
depth was determined as the maximum amplitude in the vicinity of one cycle/NH.  
CF adjustment 
We observed that the periodicity of rate-place profiles was sometimes not exactly at, 
but still close to, one cycle/harmonic number. This was possibly due to the accuracy in 
CF measurement or to differences in frequency selectivity between pure tone and HCT as 
a result of nonlinear processing. Such deviation from the expected periodicity could 
accumulate and have a pronounced effect on rate profiles at large harmonic numbers. To 
adjust for such deviations and compute a more accurate CF for describing responses to 
HCT, we fitted a parabola to the Fourier spectrum at the peak location and its two 
neighboring points. The location of the parabola peak, ϕ, was defined as the “true peak” 
of the spectrum. This procedure was done for the three sound levels separately, and the 
final ϕ value was the average across all levels at which the harmonic modulation depth 
was significant. In this way, the adjusted CF was defined as CFadjusted=ϕ×CFmeasured, 
because the adjustment was equivalent to scaling the DFT axis with a factor of ϕ so that 
the parabola peak occurred at one cycle/NH. Consequently, all NH values corresponding 
to the tested F0s were adjusted as NHadjusted=CFadjusted/F0= ϕ×NHnominal. This method was 
adapted from Fishman et al. (2013). 
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Identification of resolved harmonics 
Peaks in the rate-place profile corresponding to resolved harmonics were identified 
by applying the DFT analysis recursively. After a significant spectral peak was identified 
near one cycle/NH in the DFT, data points for the first peak (NH from 0.5 to 1.5) in the 
profile were removed. The same procedure was then applied to the remaining profile, and 
repeated until the harmonic strength became insignificant. For a profile with N peaks 
identified by the procedure, the total number of resolved harmonics is N+1, because a 
profile must have at least 2 peaks to reveal periodicity.  
Receptive field models 
For neurons demonstrating resolved harmonics in HCT responses, the rate profile at 
the lowest sound level was fitted by a weighted sum of the stimulus power spectrum 
(Figure 3.3). Two types of weighting functions were tested—a simple Gaussian function:  
𝑊𝐺𝑎𝑢𝑠𝑠 = 𝑔𝑒
−(𝑓−𝑓𝑐)
2
2𝜎2       (𝐸𝑞. 2) 
and a Difference of Gaussian (DoG) function to simulate the interaction of excitation and 
inhibition: 
𝑊𝐷𝑜𝐺 = 𝑔𝑒𝑒
−(𝑓−𝑓𝑐)
2
2𝜎𝑒
2 − 𝑔𝑖𝑒
−(𝑓−𝑓𝑐)
2
2𝜎𝑖
2
, (𝑔𝑒, 𝑔𝑖 ≥ 0)   (𝐸𝑞. 3) 
In both functions, the amplitude g has a unit of neural firing rates in spike/s. The 
center frequency fc (unit in Hertz) is equivalent to the neuron’s CF, and the standard 
deviation σ (unit in Hertz) is a measure of bandwidth for the corresponding Gaussian 
filter. For both models, we also added a constant term c (unit in spike/s) to the weighted 
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sum to represent the spontaneous firing rate. Parameters of the two functions were fitted 
separately by minimizing the city-block distance (sum of absolute distances across NH 
values) between the model prediction and the neuron’s rate profile with the MATLAB 
function fmincon. The fitted rate profiles were half-wave rectified, i.e. any negative 
predicted firing rates were set to 0 in the model output. Goodness-of-fit for the two 
models was assessed using adjusted R-squared (n—number of data points; p—number of 
parameters) to compensate for the different number of parameters (Theil, 1961): 
𝑅2 = 1 −
𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙 𝑆𝑢𝑚 𝑜𝑓 𝑆𝑞𝑢𝑎𝑟𝑒𝑠
𝑇𝑜𝑡𝑎𝑙 𝑆𝑢𝑚 𝑜𝑓 𝑆𝑞𝑢𝑎𝑟𝑒𝑠
   (𝐸𝑞. 4) 
𝑅𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑
2 = 1 − (1 − 𝑅2)
𝑛−1
𝑛−𝑝−1
   (𝐸𝑞. 5) 
 
Figure 3.3. DoG spectral weighting model diagram. Column 1: Power spectra of 
HCT at different NH. Column 2: A DoG weighting functions centered at the 
neuron’s CF. Column 3: Weighted power spectra by multiplying the HCT spectra 
with the weighting function (purple dashed lines). Horizontal lines in each panel 
indicate zero amplitude. Column 4: Modeled rate-place profile of the neuron. Each 
point is obtained by summing the weighted power spectrum in Column 3 of an HCT 
at the corresponding F0, or equivalently, the convolution of the power spectrum and 
the weighting function at zero shift. 
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We also compared the two models using single-sided F tests, for which the null 
hypothesis was that the two models were equally good, and the alternative hypothesis 
was that the DoG provided a better fit than the Gaussian model.  
The Gaussian function has a purely excitatory (g>0) or inhibitory (g<0) band centered 
at fc, while the DoG has a more complicated morphology depending on the interaction 
between the excitatory and the inhibitory components. For most of the neurons, the 
inhibitory component of the best fitting DoG model had a smaller amplitude and wider 
bandwidth than the excitatory part (gi<ge, σi> σe), resulting in a narrower excitatory 
center band accompanied by two symmetrical inhibitory sidebands as illustrated in Figure 
3.3. In cases where σi< σe, the weighting function has a broad excitatory band with a 
notch in its center. 
Template matching model for pitch of inharmonic complex tone 
After fitting the DoG model to the neuronal data, we derived a generalized DoG 
model in the form of Eq. 3 for an IC neuron with an arbitrary CF, where the excitatory 
bandwidth (σe, unit in Hertz) was approximated by an exponential function of the CF (in 
Hertz): 
𝜎𝑒 = 379.1 𝑒
0.117
𝐶𝐹
1000 − 195.1    (𝐸𝑞. 6) 
and the inhibitory bandwidth σi (in Hertz) by a power function of σe: 
𝜎𝑖 = 223.6 𝜎𝑒
0.213     (𝐸𝑞. 7) 
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Amplitudes of excitation (ge) and inhibition (gi) were fixed at the corresponding 
median values from the data: ge=120 sp/s, gi=63.6 sp/s. 
To estimate the pitch of an inharmonic complex tone, we first generated an across-CF 
(0.3-19.2 kHz, 0.2 octave step) rate profile, where the firing rates of neurons at each CF 
in response to the iHCT were simulated by Poisson variables with mean spike counts 
equal to the prediction from the generalized DoG models assuming a stimulus duration of 
500 ms. Harmonic templates were simulated in the same way, but using HCT inputs with 
varying F0 in fine steps and omitting the Poisson noise. The F0 giving rise to the minimal 
sum-of-absolute-difference between a harmonic template profile and the iHCT response 
profile was then defined as the “best matching F0”, and also the estimated pitch of the 
iHCT. 
Results 
We recorded responses to HCT stimuli from a total number of 252 IC neurons. 194 of 
them had an identifiable CF so that the range of F0 could be set based on the desired 
range of harmonic numbers (0.5 to 6.5). Responses of these 194 neurons were studied as 
a function of F0 and sound level. The majority of the remaining 58 neurons did not show 
a clearly identifiable CF. Among the 194 neurons, 37 were tested using HCT stimuli 
interleaved with pure tones at the same sound levels per component, and 25 were tested 
with inharmonic complex tones. Pure tone CFs of the neurons ranged from 0.4 to 24.3 
kHz, with a median of 4575 Hz.  
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Rate-place coding for resolved harmonics in HCT 
Figure 3.4 shows the pure-tone tuning characteristics and HCT rate profiles of two IC 
neurons. Neuron 3A (Figure 3.4A-D) showed a sharp, nearly “I” shaped FRA with two 
excitatory zones. Initially, the contour-based algorithm (see Method) identified a CF at 
2.69 kHz (Figure 3.4A), and F0s of the HCT stimuli were set according to this CF value 
to span the range from 414 Hz to 5380 Hz. The rate-place profile (Figure 3.4B) showed 
peaks near integer harmonic numbers, but was “stretched” so that the inter-peak intervals 
were slightly larger than 1 NH. Figure 3.4C shows the Fourier transform of the neuron’s 
rate-place profile at 30 dB SPL. The peak amplitude near 1 cycle/NH, i.e. the harmonic 
modulation depth, was 0.66, and exceeded the 95% percentile of the permutation test 
(horizontal dashed line). With parabolic interpolation, the peak in the spectrum was 
identified at ϕ = 0.87 cycle/NH (vertical dashed line). Therefore, the CF was adjusted to 
0.87×2.69 = 2.34 kHz. The adjusted CF corresponded to the low-SPL zone of the FRA, 
which was not identified as CF by the CF algorithm because its contour had a shorter 
length than the high-SPL portion (white line in Figure 3.4A). After CF adjustment, peaks 
in the rate profiles became aligned at integer NHs (Figure 3.4D). For neurons showing 
peak firing rate for resolved harmonics in their response pattern, like Neuron 3A, we 
define the “lowest resolved F0” as the F0 corresponding to the largest integer NH that 
yielded a significant peak firing rate according to the DFT-based algorithm (see 
Methods). The lowest resolved F0 for Neuron 3A was 587 Hz (4th harmonic, arrow on 
Figure 3.4D) for all three sound levels. 
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Figure 3.4. Example neural responses to harmonic complex tones. (A) Pure tone 
frequency response area of Neuron 3A. Colors indicate the neuron’s firing rate 
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minus the spontaneous rate. (B) Rate-place profile of Neuron 3A before the CF 
adjustment. (C) Fourier transform of the rate-place profile at 30 dB SPL in B. 
Horizontal dashed line indicates the 95 percentile of the permutation test, vertical 
dashed line indicates the location of the “true” spectrum peak, i.e. the adjustment 
factor ϕ, inferred from the parabolic fit (red solid line). (D) Rate-place profiles of 
Neuron 3A after adjustment. The arrow indicates the neuron’s lowest resolved F0. 
(E) Pure tone FRA of Neuron 3B, CF=1.35 kHz. (F) Rate-place profile of Neuron 
3B.  
Although Neuron 3B had a clear “V” shape pure tone response area with a CF at 1.35 
kHz (Figure 3.4E), unlike Neuron 3A, its rate profile (Figure 3.4F) did not show peaks in 
firing rates near submultiples of its CF, and the DFT amplitude profile lay below the 95% 
percentile of the shuffled values (not shown). Such non-place coding neurons were a 
majority in our neuronal sample. In total, 80 neurons (41%) demonstrated rate-place 
coding to resolved harmonics, and 59% showed and no evidence of rate-place coding. 
Our experimental design, which only measured responses to HCT in neurons with a 
clearly identifiable CF, may have affected the estimate of the proportion of rate-place 
coding neurons in two opposite ways:  an overestimate because neurons without an 
identifiable pure-tone CF were not tested at all, or an underestimate because these 
neurons might still respond to resolved harmonics in an HCT if they were tested. The 
overall effect was likely an overestimate based on our empirical observations. 
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Figure 3.5. Frequency distribution of IC rate-place code. (A) Distribution of CF for 
rate-place coding neurons (dark green, bottom) and non-rate place coding neurons 
(light green, top). (B) Distribution of STVR for coding (dark green) and non-coding 
(light green) neurons. Neurons tested with less than five total stimulus repetitions 
were excluded. (C) Relationship between the lowest resolved F0 and CF of 
individual rate-place coding neurons (N=80). Dashed lines indicate NH=2, 4, 6, 8, 10. 
(D) Percentage of neurons that were able to resolve F0 in different frequency bands. 
Overall, rate-place coding was observed in IC neurons across a wide range of CFs. 
Figure 3.5A shows the distribution of CF for place coding (dark green) and non-place 
coding (light green) neurons. Both groups extended from a few hundred Hz to above 10 
kHz with a larger proportion in the high frequency end. However, the median CFs were 
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significantly different between the two groups (6998 Hz for coding neurons, 3707 Hz for 
non-coding, p=7.25×10-5, Wilcoxon rank-sum test). Average F0 STVRs (see Methods in 
Chapter 2) across three sound levels were skewed towards the higher values (close to 1) 
in coding neurons (Figure 3.5B, dark green, median=0.80), but relatively flat for non-
coding neurons (Figure 3.5B, light green, median=0.58). Median STVRs of the two 
subgroups are significantly different (p<10-7, KS test). A higher STVR value implies that 
a greater amount of response variance can be explained by the variation in F0 compared 
to the intrinsic neural activity, therefore the rate-place coding neurons had greater 
sensitivity and coding strength for F0 than non-place coding neurons. 
For each individual neuron, the lowest resolved F0 over all three sound levels (e.g. 
587 Hz for Neuron 3A) is plotted as a function of CF in Figure 3.5C. Neurons with 
CF<1000 Hz were only able to resolve the first two harmonics, and the lowest resolved 
F0 found in all neurons was 300 Hz, corresponding to the 2nd harmonic of a neuron with 
CF=600 Hz. Neurons with higher CFs were able to resolve more harmonics (typically 3–
5, but up to 11), but the lowest resolved F0 remained above 400 Hz. To estimate the 
availability of rate-place coding for different F0, we computed the proportion of neurons 
that were able to resolve an F0 within a ½-octave frequency bin relative to all neurons 
tested with an HCT in that band. As shown in Figure 3.5D, the proportion monotonically 
increases with F0, and reaches a plateau of approximately 40% for F0 of 3200 Hz or 
higher. Therefore, rate-place coding is more effective at high F0s compared to low F0s, 
consistent with the improvement in cochlear frequency selectivity (Q10) with increasing 
CF.  
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Moderate dependency of IC rate-place coding on sound level 
For human listeners, pitch perception of HCT is robust across a wide range of sound 
levels (Zheng and Brette, 2017). However, rate-place coding in the auditory nerve 
degrades within 20–30 dB above threshold due to spike rate saturation (Cedolin and 
Delgutte, 2005). In our neuronal population, many units demonstrated strong rate-place 
coding at high sound levels (>55 dB and up to 70 dB SPL per harmonic) that was similar 
to their response at lower sound levels in terms of firing rate and spectral resolvability. 
To characterize the robustness of IC rate-place coding across sound levels, we used three 
different measures. First, we compared the “harmonic modulation depth” of responses at 
low (≤30 dB per harmonic), medium (31–55 dB) and high (>55 dB) SPLs in neurons 
showing rate-place coding for at least one sound level (Figure 3.6A). In general, the 
harmonic modulation depth tended to decrease as sound level increased, with medians of 
0.45, 0.41, and 0.35 (compare to 0.66 for Neuron 3A in Figure 3.4 at low level) for low, 
medium and high SPL, respectively. Differences in median harmonic modulation depths 
were significant across all three sound levels (p=0.007, Kruskal-Wallis test), and also 
between all three pairs of sound level (p=0.0019 for low vs. mid, p=0.0020 for mid vs. 
high, and p=1.04×10-4 for low vs. high, Wilcoxon signed-rank test).  
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Figure 3.6. Level dependency of IC rate-place code. (A) Distribution of harmonic 
modulation depth for all neurons demonstrating rate-place coding in at least one 
sound level. (B) Distribution of total number of resolved harmonics at three sound 
levels. Only neurons showing resolved harmonics at the corresponding sound level 
are included. (C) Distributions of STVR at three sound levels in place-coding 
neurons. 
The histogram in Figure 3.6B shows the distributions of the number of resolved 
harmonics in the three sound level ranges for rate-place coding neurons. Whereas the 
distributions spanned a similar range on the x-axis for all three sound levels, their 
centroids shifted towards lower numbers as sound level increased. The difference among 
the three distributions reached statistical significance (p=0.037, chi-square test). The 
numbers of neurons contributing to the histogram were smaller than the total number of 
rate-place coding neurons, because some neurons only showed rate-place coding at one 
or two of the sound levels.  
Figure 3.6C compares the distribution of STVR among place-coding neurons across 
sound levels. Median STVR values were 0.80, 0.81 and 0.77 for low, medium and high 
SPL respectively, and was significantly different for low vs. high (p=0.007, Wilcoxon 
signed-rank test) and mid vs. high (p=4.39×10-4) SPL, but not for low vs. mid (p=0.14) 
SPL. However, difference of median STVR across all three sound levels did not reach 
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statistical significance (p=0.31, Kruskal-Wallis test). 
Overall, the strength and effective range of rate-place coding showed a moderate 
degradation as sound level increased. Although it has been shown that in pitch 
discrimination tasks of HCTs with low-order harmonics, the performance of human 
listeners slightly decrease with increasing sound levels between 50 and 80 dB SPL 
(Terhardt, 1975), it is not immediately clear to what extent such behavior degradation can 
be accounted by the dependency of IC rate-place code on sound levels.  
Receptive field model suggests off-frequency inhibition 
We noticed that in many rate-place coding neurons, e.g. Neuron 3A (Figure 3.4B), the 
trough firing rates between resolved peaks were below the neuron’s spontaneous firing 
rate, and sometimes even reached 0, suggesting suppression at these F0s. Such response 
patterns contrast with the rate-place profiles measured in the auditory nerve of 
anesthetized cats (Cedolin and Delgutte, 2005) where the trough firing rates were always 
above spontaneous rates, but suppression is also observed in the responses of multi-unit 
clusters in the macaque monkey primary auditory cortex (Fishman et al., 2013). To 
explore possible mechanisms of the suppressed IC response, we fitted two spectral 
weighting functions to the rate-place profiles of neurons demonstrating rate-place coding: 
a Gaussian function with a single excitatory band and a Difference of Gaussian (DoG) 
function with both excitatory and inhibitory bands at the same center frequency. When 
the inhibition is broader than the excitation in the DoG function, the net receptive field 
has a center excitatory band and two symmetrical inhibitory sidebands (see Methods). 
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For both models, the mean (CF), standard deviation (filter bandwidth), offset 
(background firing rate), and amplitudes of Gaussian functions were optimized to 
minimize the city-block distance between the fitted and measured rate profiles. 
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Figure 3.7. Receptive field model for harmonic complex tone responses. (A) Neural 
(blue with error bar) and fitted (purple, DoG model; green, Gaussian model) rate-
place profiles of Neuron 3A at 30 dB SPL. 10 dB bandwidth was calculated from 
FRA at 30 dB SPL. (B) Morphology and key parameters of the optimal DoG 
(purple) and Gaussian (green) weighting functions. (C) Comparison of R2 values 
using the DoG model (y axis) versus the Gaussian model (x axis) for individual 
neurons (N=80). (D) F test statistics to compare the goodness-of-fit from the two 
models. Dashed line indicates p=0.05, the criterion for statistical significance. (E) CF 
(orange circle), excitatory bandwidth (purple dots), and inhibitory bandwidth (blue 
“x”) of the optimized DoG model as a function of measured CF in individual 
neurons. Purple dashed curve indicates 3rd order polynomial fit of the σe vs. CF 
relationship. (F) 10 dB bandwidth estimated from Borg et al. AN data (grey shaded 
area, 95% boundary of original data points), FRA of IC neurons showing rate-place 
coding (N=53, blue triangle), DoG fitting of IC neurons with rate-place coding 
(N=68, purple circle), and human periphery (short red curve) as functions of CF. 
Black dashed line at the center of the shaded area indicates a custom fitting of Borg 
et al. data. 
Figure 3.7A shows the Gaussian (green) and DoG (purple) fits to the rate-place 
profile of Neuron 3A at 30 dB (blue with error bar). Both models produced a rate-place 
pattern with multiple peaks at integer harmonic numbers. However, the DoG model was 
better at capturing the peak amplitudes: very high rates at the first three peaks followed 
by a much lower rate at the 4th peak, and the 5th peak was almost indistinguishable. In 
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contrast, the Gaussian model produced similar peak firing rates for NH from 1 to 5, 
thereby underestimating the first three peaks and overestimating the 5th peak compared to 
the neural data. The best fitting DoG and Gaussian models are shown in Figure 3.7B 
along with the model parameters. For both models, the optimal CFs were close to the 
adjusted CF obtained by the Fourier method. 
In Figure 3.7C, the goodness of fit for the two models is compared in each neuron 
using the R-squared metric. After adjusting for number of parameters, most neurons 
(N=62 out of 80) showed higher R-squared values for the DoG model than for the 
Gaussian model. For 70% of neurons (N=56 out of 80), the DoG fit yielded R2>0.5. This 
finding suggests a role for inhibition in shaping the rate-place profiles. For Neuron 3A, 
such inhibition is consistent with the neuron’s FRA (Figure 3.4A), where the firing rate 
was below spontaneous (blue color) in the frequency bands on either side of the center 
excitatory area. A further examination of neurons with R2<0.5 or even negative R2 in 
DoG fitting (examples not shown) reveals that the rate-place profile of these neurons was 
either noisy (e.g. containing minor peaks between integer harmonic numbers), or showed 
a dramatic difference in the peak firing rate at different harmonic numbers (e.g. very high 
peak firing rates at NH=1 and 2, but much lower rates at NH=3, 4,…). The mechanism 
yielding such rate-place profiles is not clear. 
To further verify the benefit of adding inhibition to the model, we ran F-tests in each 
neuron to compare the goodness of fit for the two models. As shown in Figure 3.7D, the 
F test p value was smaller than 0.05 for the majority of neurons (N=62), indicating that 
the DoG model fit the rate profiles significantly better than the Gaussian model. Equally 
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good fitting from the two models was only observed in neurons with relatively high CF 
(>1500 Hz), but this may be just due to the smaller number of low-CF neurons in our 
sample. 
 The center frequency (fc, orange circle), excitatory bandwidth (σe, purple dot), and 
inhibitory bandwidth (σi, blue “x”) of the optimal DoG fit for each neuron are shown as 
functions of the neuron’s pure tone CF in Figure 3.7E. The fitted fc values were all 
distributed along the identity line (black dashed) as expected. The dependence of the 
excitatory bandwidth of the DoG filter on CF could be approximated by an exponential 
function (Eq. 6) shown as the purple dashed curve. The inhibitory bandwidths were very 
scattered, and only a linear relationship was observed between log(σi) and log(σe). 
Therefore we fitted σi as a power function of σe (Eq. 7). 
In effect, the inhibitory sidebands result in sharpening of the central excitation band. 
Figure 3.7F shows the relationship between CF and 10 dB bandwidth calculated from the 
central excitatory band of the DoG filter of IC neurons (purple circle, N=68, fitting with 
negative R2 or bandwidth >8000 Hz excluded). The bandwidths showed a trend of 
increase with increasing CF, but the data points were very scattered. The same trend can 
be observed when 10 dB bandwidths are calculated from the pure-tone tuning curve 
obtained from the FRA at the corresponding sound level (blue triangle, N=53, only place 
coding neurons included). The two bandwidths of the same neuron were not significantly 
different across population (p=0.49, two sided Wilcoxon signed-rank test). To compare 
the IC bandwidths to the periphery, we fitted a sigmoidal function to the Q10-CF 
relationship measured in rabbit auditory nerve by Borg et al. (1988), and calculated the 
  
86 
10 dB bandwidths accordingly (black dashed line). Upper and lower boundaries of rabbit 
AN 10 dB bandwidth containing 95% of the original data points are shown as dash-dotted 
lines encompassing the grey shaded area. The majority of both FRA and DoG 10 dB 
bandwidths lay below the lower bound of AN bandwidths. Both IC bandwidths were 
significantly smaller than AN (p<10-6 for DoG, p<10-4 for FRA, single-sided Wilcoxon 
signed-rank test), suggesting a sharpening of frequency tuning in the ascending auditory 
pathway. Narrower tuning in the IC than in the AN is consistent with results from neural 
responses to tone stimuli in anesthetized cats (Ramachandran et al., 1999) and guinea 
pigs (Palmer et al., 2013), as well as responses to broadband noise in anesthetized cats 
(Mc Laughlin et al., 2007). An estimate of human single AN fiber bandwidth based on 
Verschooten et al. (2018) was also included as a reference (short red curve). Within the 
frequency range that was tested in both species, the human bandwidths were 
approximately 0.5-1 octave below the average in rabbits. 
IC neural response to inharmonic tones 
When all harmonics of an HCT containing resolved harmonics are shifted in 
frequency by the same amount, the resulting inharmonic complex tone creates a shift in 
the perceived pitch in the same direction as the frequency shift (Schouten et al., 1962), 
although the temporal envelope repetition rate is unchanged (Figure 3.1). To shed light 
on mechanisms of pitch shift perception and to test whether single IC neurons are 
sensitive to the harmonicity of complex tones, we measured the response to interleaved 
harmonic and inharmonic tones in 25 neurons. 
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Figure 3.8. Neural and model responses to inharmonic complex tones. (A) Rate-
place profiles of Neuron 3C in response to harmonic and inharmonic tones at 30 dB 
per component (solid lines). A DoG model was fit to the response to 0% shift then 
used to predict responses to non-zero shifts (grey dashed lines with “x”). (B) 
Normalized R2 values of DoG fitting to rate-place profiles at different proportions of 
frequency shift in individual neurons (blue dots) and their medians (red circles). (C) 
Rate-FS profile of Neuron 3D at different amounts of frequency shift. 
Rate-place profiles of Neuron 3C (CF=3.2 kHz) in response to complex tones with 
and without frequency shifts are shown as functions of (pseudo) harmonic number in 
Figure 3.8A (solid lines). In the 0% shift (harmonic) condition, the neuron showed 
distinct peaks at NH=1, 2, 3. With inharmonic tones, the neuron’s profiles were similar to 
the harmonic condition in terms of amplitudes and number of peaks, but shifted in the 
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same direction as the frequency components. Peaks in the inharmonic profile roughly 
occurred when pNH=integer + shift, consistent with the prediction that firing rate is 
maximum when a component of the shifted tone aligns with the CF. 
To further verify that the neuron’s responses to the frequency-shifted tones were not 
dependent on harmonicity, we first fit a DoG model to the rate-place profile at 0% shift, 
and then used the same model parameters to predict the rate-place profiles in response to 
inharmonic tones (Figure 3.8A, dashed lines) using the shifted power spectra. The DoG 
model predictions were very close to the neuron’s firing rates in all conditions. R2 values 
also indicated similar goodness-of-fit across different amounts of shift. Among all 25 
neurons tested with inharmonic tones, five had either negative R2 values in the 0% shift 
condition, or showed at most weak place coding, likely because the CF measurement was 
imprecise and no resolved harmonic ended up aligning with the CF. For the remaining 20 
neurons, we computed the normalized R2 as a function of frequency shift (Figure 3.8B), 
where the R2 values at non-zero shifts were normalized by the value at 0% shift in the 
same neuron. Although the median normalized R2 slightly decreased with increasing 
absolute shift, the trend was not statistically significant (Kendall’s τ, ρ=0.157, p=0.8304). 
To increase group sizes, data from ±1/10 shifts were grouped with ±1/6, and ±1/4 with 
±1/3 for calculating the median R2. 
It is worth noting that because the shifted rate-place profiles were dependent on the 
presence of resolved frequency components, not all neurons showed this property. For 
example, Neuron 3D (CF=9.05 kHz) in Figure 3.8C did not show peaks in firing rate for 
resolved harmonics for either harmonic or inharmonic tones. Its rate profiles for iHCTs 
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were almost identical to the 0% shift response. This neuron was thus sensitive to 
envelope repetition rate 1/FS rather than resolved harmonics. Such envelope sensitivity 
was further verified using harmonic complex tones with different inter-harmonic phase 
relationships. 
That harmonic templates can account for the pitch shift of inharmonic complex tones 
was shown by Goldstein and Gerson (Goldstein, 1973; Gerson and Goldstein, 1978), 
Wightman (Wightman, 1973) and Terhardt (Terhardt, 1974), but the hypothetical 
mechanism has not been validated with neural data. Therefore, we implemented a proof-
of-concept template matching model to estimate pitch from a simulated IC population 
response (see Methods). We assessed the model predictions using the psychophysical 
pitch-shift data of Patterson and Wightman (1976), because their stimuli (12-component 
complex tones) were very similar to those in our neurophysiological experiments. 
Figure 3.9A shows the predicted pitch shift expressed as a proportion of FS (labeled 
in the upper right corner in each panel). The prediction is plotted in the same way as 
Figure 1 in Patterson and Wightman (1976) (re-plotted in Figure 3.9B). The x axis 
represents the frequency of the lowest component in the tone divided by FS, which was 
referred to as the lowest harmonic number (abbreviated as HN below to distinguish from 
NH for the neural harmonic number) by Patterson and Wightman. For example, HN=2 
indicates the complex tone contains the 2nd to 13th harmonic without a frequency shift, 
and a tone with HN=2.4 contains the 2nd to 13th harmonic and is shifted up by 40% of the 
corresponding FS. Because the population rate profiles were produced using the 
generalized DoG model and were thus deterministic, we added Poisson noise (see 
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Method, assuming the stimulus duration was 500 ms as in the psychophysical 
experiments) so that the pitch estimate would vary on each stimulus trial as in 
psychophysics. Each dot in Figure 3.9A represents a prediction of a single stimulus trial, 
and 10 trials were simulated for each stimulus condition by independently generating the 
Poisson noise. Similar to the psychophysical results, the predicted pitch shifts were 
approximately proportional to frequency shifts of stimulus components, indicated by 
straight line segments fitted through the data around each integer HN. Ambiguity of pitch 
perception for inharmonic tones is reflected in the large deviations of some data points 
from the fitted line. The FS values in the simulation overlapped but were higher than in 
the psychophysical study in order to test a larger frequency range and also to account for 
the broader peripheral filters in rabbits compared to humans (Figure 3.7F). The 
dependence of the slopes of pitch shift on both FS and the lowest component were 
qualitatively consistent with Patterson and Wightman’s results (Figure 3.9C, 
corresponding to Figure 3 in Patterson and Wightman (1976) as re-plotted in Figure 
3.9D) in that the slope increased with increasing FS for small NHs (different colors and 
symbols) and decreasing integer HN (x axis). However, the slopes were smaller in the 
simulation than in the perceptual results. Note that the range of HN (x axis) tested in the 
simulation was much smaller than in the psychophysical experiments in order to match 
the range of stimuli used in physiological experiments, thus the slopes in Figure 3.9A 
appear much smaller than in Figure 3.9B).  
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Figure 3.9. Prediction of pitch shift using a template matching model. (A) Model 
prediction of pitch shift in proportion of FS at different lowest harmonic number 
(frequency of the lowest component/FS) and different FS (upper right corner in 
each panel). Each dot represents the result from one of ten total simulations. Red 
lines are linear fit to the dots. (B) Reproduction of Figure 1 in Patterson and 
Wightman (1976). Axis labels and values are adapted to the terminologies of the 
current study. (C) Slopes of pitch shift (red lines in A) as a function of the lowest 
harmonic number. (D) Reproduction of Figure 3 in Patterson and Wightman (1976). 
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Weak evidence for harmonic template neurons in IC 
In a recent study, Feng and Wang (2017) identified “harmonic template neurons” 
(HTN) in the auditory cortex of awake marmoset monkeys. A neuron was considered a 
HTN if it showed 1) over 100% higher firing rate for HCT at the best F0 (BF0) than for a 
pure tone at its best frequency (facilitation), and 2) peaks in firing rates when the HCT at 
BF0 was frequency-shifted by integer multiples of BF0, and troughs when shifted by half 
integer multiples (periodicity). Besides these two defining criteria, the majority of HTNs 
also showed sensitivity to jittering in the component frequencies and preference for 
higher harmonics (BF0 at a submultiple of, rather than equal to, pure tone BF). For IC 
rate-place coding neurons in the current report, the periodicity was implied by the 
response to HCT and iHCT, and facilitation as well as the preference for higher 
harmonics over the BF was often observed in these neurons. Therefore, we explored 
evidence for harmonic template neurons in IC based on our measurements. Although 
Feng and Wang tested only one stimulus intensity in each neuron, we analyzed responses 
at three sound levels to assess how the “harmonic template” properties were dependent 
on intensity. 
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Figure 3.10. Evidence of harmonic templates in IC. (A) Pure tone FRA of Neuron 
3E. (B) Rate profile of Neuron 3E in response to pure tone and HCT at different 
sound levels. The original measurement used HCT with harmonic number up to 6.5, 
and is truncated here to show detail. (C) Distribution of preferred harmonic across 
all neurons demonstrating rate-place coding (N=80). (D) Facilitation indices of 
neurons measured with interleaved pure tone and HCT, and showing rate-place 
coding (N=22). 
To test the facilitation property of HTN, we interleaved pure tones near the neuron’s 
CF with the HCT stimuli for a subset of neurons (N=37). 22 of these neurons showed 
peaks in firing rates for resolved harmonics in response to HCT. The pure tone FRA and 
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rate profiles for pure and complex tones of Neuron 3E are shown in Figure 3.10A and 
10B, respectively. The neuron’s firing rate for pure tone at CF increased with sound 
level, but was nearly constant across levels for HCT at F0=CF. While the neuron always 
had the highest firing rate at CF for pure tones, the highest rate for HCT occurred for 
F0=CF at 45 and 60 dB SPL/component but for F0=CF/2 at 30 dB SPL/component, 
indicating the neuron had a level-dependent preferred harmonic for HCT.  Such 
preference for a particular harmonic rather than the fundamental was not uncommon in 
the neuronal population. Figure 3.10C shows the distribution of preferred harmonic for 
all neurons demonstrating resolved harmonics (N=80). For all three sound levels, more 
than ¼ of the neurons preferred the 2nd harmonic over the first, and many responded 
strongest to even higher harmonics up to the 8th. Overall, the preferred harmonic shifted 
towards lower values as sound level increased, but the difference did not reach statistical 
significance (chi-square test, p=0.28). 
Feng and Wang (2017) defined a “facilitation index” (FI) to quantify the 
enhancement of firing rate for HCT relative to pure tones: FI=(FRBF0 – FRBF)/( FRBF0 + 
FRBF). Figure 3.10D shows the FI for the 22 rate-place coding neurons tested with 
interleaved pure tone and HCT stimuli. Not every neuron demonstrated resolved 
harmonics at all three sound levels; therefore, some did not have a preferred harmonic for 
some sound levels. Such neurons were plotted either along the x axis (neurons with a best 
F0 at low SPL but not at mid or high SPL) or y axis (neurons with a best F0 at mid or 
high SPL but not at low SPL). By definition, FI>0 indicates the neuron was facilitated for 
the preferred harmonic of HCT compared to the pure tone at CF, and FI<0 indicates 
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suppression for HCT. Among the 22 neurons, 17 showed facilitation at the lowest sound 
level. The number decreased to 15 at the medium sound level, and 11 at the highest sound 
level. And within the same neuron, FI was usually the highest at low SPL, as most 
neurons lay under the identity line in Figure 3.10D. However, only a few of these neurons 
reached the facilitation criteria for HTN defined by Feng and Wang, which was FI>0.33, 
meaning the firing rate for HCT at BF0 was at least 100% higher than for pure tone at 
BF. Therefore, the facilitation of HCT response relative to pure tone in IC neurons was 
moderately dependent on stimulus intensity and not as strong as for cortical HTNs. For 
the few neurons with FI<0, the FI values were fairly close to 0, therefore the amount of 
suppression for HCT was only moderate. However, the dependence of suppression on 
sound level cannot be easily assessed due to the small sample size. 
Discussion  
Using single-neuron recordings from the IC of unanesthetized rabbits in response to 
harmonic and inharmonic complex tones, we characterized the rate-place coding of 
resolved frequency components which was available mainly for F0>800 Hz. Many IC 
neurons were able to resolve the first three to five harmonics, and one neuron even 
showed a peak in firing rate for the 11th harmonic at 30 dB SPL/harmonic. The IC rate-
place code was moderately dependent on sound level, and not sensitive to harmonicity. 
Using a frequency-weighting model, we found some evidence that inhibition may play a 
role in shaping the IC rate-place coding. We also showed that some IC neurons 
demonstrated modest facilitation to HCT compared to pure tones or responded most 
strongly to higher harmonics rather than F0 in HCT, similar to the harmonic template 
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neurons in the auditory cortex of marmoset monkeys, but also with differences. 
Rate-place coding along the auditory pathway 
Rate-place coding of HCT has been described in single AN fibers (Cedolin and 
Delgutte, 2005), one anterior ventral cochlear nucleus neuron (Smoorenburg and 
Linschoten, 1977) of anesthetized cats, and single neurons (Schwarz and Tomlinson, 
1990) as well as multi-unit clusters in the A1 of awake macaque monkeys (Fishman et 
al., 2013). At the AN stage, rate-place coding of resolved harmonics is available in 
almost all neurons within the range of CF (440–14080 Hz), and can provide reliable 
estimates for F0 above 400-500 Hz (Cedolin and Delgutte, 2005). However, the AN rate-
place code degrades rapidly with increasing sound level. Although by visual inspection, 
IC rate-place coding appears to be more robust across sound levels than its AN 
counterpart reported by Cedolin and Delgutte (2005, 2010), a direct comparison cannot 
be made due to differences in both stimuli (full HCT with CF-dependent F0 vs. missing 
fundamental HCT) and animal preparation (unanesthetized rabbit vs. anesthetized cat). 
In the study of Schwarz and Tomlinson (1990), 11% of single neurons in macaque A1 
with an identifiable rate response to harmonic complex tones showed peaks in firing rates 
for resolved harmonics over a 40 dB range of SPLs. These neurons had relatively high 
CFs between 330 and 11450 Hz compared to a range of 100 to 18000 Hz in their entire 
neuronal sample, and the lowest resolved F0 was around 80 Hz. With multi-unit activity, 
Fishman et al. (2013) found a higher proportion (69%) of recording sites showing 
resolved harmonics in the rate-place profiles, while the CF range (≥400 Hz) and lowest 
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resolved F0 (between 80 to 400 Hz) were comparable to the results of Schwarz and 
Tomlinson. No direct comparison of cortical rate-place coding across sound level has 
been made, but Fishman and colleagues (Fishman et al., 2013) stated that the rate-place 
coding in multi-units of macaque A1 was prominent at 60 dB SPL per harmonic, and that 
the cortical representation was therefore more robust against sound level compared to the 
peripheral code. 
In the current study, we found 41% of IC neurons demonstrated rate-place coding of 
resolved harmonics. The CFs of these neurons were distributed from 600 Hz and above, 
and the lowest resolved F0 was ~300 Hz. Comparing to the single-unit results from cat 
AN (Cedolin and Delgutte, 2005) and macaque A1 (Schwarz and Tomlinson, 1990), the 
proportion of rate-place coding neurons shows a decreasing trend along the ascending 
auditory pathway (although Fishman and colleagues (2013) reported a proportion of 69% 
using multi-units in macaque A1), while the CF ranges of these neurons are comparable 
at different stages. In addition, IC rate-place coding was evident up to 70 dB SPL per 
harmonic, and only showed moderate dependence on sound level. This evidence suggests 
a role for IC rate-place coding as an intermediate stage between the peripheral and 
cortical representations. However, it has to be pointed out that no identical experimental 
design has been applied to different species, and that these three species are different in 
their cochlear frequency selectivity (Liberman, 1978; Borg et al., 1988; Joris et al., 2011). 
Therefore, comparisons among studies is complicated by the differences in stimulus 
design, animal species, and recording techniques. 
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Inhibition and nonlinearity in IC 
Both neural and modeling results in the current report indicate that inhibition may 
play a role in shaping rate-place coding in IC neurons. Although the experiments here 
were not initially designed for the purpose, our observations are consistent with studies 
using broadband stimuli that separated out inhibitory versus excitatory components in 
spectral-temporal receptive fields (STRF) or frequency response areas of IC neurons (Qiu 
et al., 2003; Lesica and Grothe, 2008; Yu and Young, 2013). In these studies, a central 
excitation band in the frequency response is often accompanied by inhibitory bands on 
either or both sides. In particular, Qiu et al. (2003) modeled the spectral receptive fields 
in STRFs as Gabor functions, which have similar shapes as the DoG functions used in the 
current study. 
Besides the sharpening of frequency tuning that we showed by comparing the 10 dB 
bandwidths between IC and AN (Figure 3.7G), another possible role of inhibition is to 
make the neural response invariant to stimulus intensity, which is highly relevant for 
pitch and timbre perception. Several early studies in cat and bat IC demonstrated stronger 
inhibitory responses to pure tones at higher frequencies compared to responses to lower 
frequencies (Suga, 1969; Ehret and Merzenich, 1988; Park and Pollak, 1993). More 
recently, Lesica and Grothe (2008) found that at high SPLs, the STRF of IC neurons 
often displayed more complex patterns and a larger number of inhibitory regions 
compared to low-SPL STRFs. They suggested that the increase of inhibition at high 
intensity can be attributed to the activation of inhibitory inputs with high thresholds, 
which is in turn supported by intracellular studies in bat IC with tone stimuli that showed 
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higher response thresholds for inhibitory compared to excitatory inputs (Covey et al., 
1996; Xie et al., 2007). Similar observations have been made from the response of dorsal 
cochlear nucleus (DCN) neurons in anesthetized cats using broadband stimuli 
(Bandyopadhyay et al., 2007) and pure tones (Spirou and Young, 1991), as well as in the 
auditory cortex (Sutter et al., 1999). Thus, our finding that IC rate-place coding is fairly 
robust against sound level, together with previous studies showing level-invariant tuning 
in the primary auditory cortex (Sutter, 2000; Sadagopan and Wang, 2008), supports the 
hypothesis that the neural representation of auditory stimuli can progressively become 
independent of intensity by accumulating intensity-dependent inhibition along the 
ascending pathway. However, in the case when peripheral rate-place cues are completely 
lost at high sound levels due to saturation, neurons in higher processing stages will not be 
able to “recover” these cues from peripheral responses. Therefore, it is possible that 
temporal information is integrated with place cues in producing a level-invariant rate-
place code, since peripheral temporal cues are still robust at high sound levels (Cariani 
and Delgutte, 1996). A few studies have proposed physiology-based models that were 
able to predict psychophysical results by combining timing and spectral cues in the 
auditory nerve response to HCTs (Loeb et al., 1983; Srulovicz and Goldstein, 1983; 
Cedolin and Delgutte, 2010; Shamma and Dutta, 2019), providing possible mechanisms 
for recovering place cues from a flat auditory nerve response profiles. 
Harmonic templates for pitch extraction 
The idea of extracting the pitch of HCT with resolved harmonics by matching the 
neural response patterns to internally stored harmonic templates has existed for half a 
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century (Goldstein, 1973; Wightman, 1973; Terhardt, 1974; Gerson and Goldstein, 1978; 
Cohen et al., 1995). These computational models were able to predict human 
performance in many psychophysical experiments, but provided little insight into the 
neural substrates for the formation and maintenance of neural harmonic templates. Later, 
Shamma and Klein (Shamma and Klein, 2000) proposed a biologically plausible model 
that consists of a cochlear filtering stage followed by a coincidence detection stage. This 
model was able to generate harmonic templates from any broadband stimulus without the 
need for neural temporal structures. The authors suggested that the harmonic template 
neurons (HTNs) likely exhibit broad tuning, low CF (<3 kHz), and insensitivity to the 
phase of harmonics. They concluded that, since none of these properties have been 
demonstrated in the IC or lower auditory nuclei, such template neurons are more likely to 
be found at higher processing centers. However, an updated model that integrated this 
harmonic template model into a spectro-temporal template model suggested the template 
neurons should be found at processing stages no further than the IC (Shamma and Dutta, 
2019). Recently, Feng and Wang (2017) identified some evidence for harmonic template 
neurons in marmoset A1, but they did not specifically test the neuronal properties 
according to the model of Shamma and Klein.   
In the current report, we addressed two questions about harmonic templates: 1) 
assuming the existence of harmonic templates at a higher processing stage, can the neural 
activity in the IC qualitatively account for the pitch shift phenomenon observed in human 
psychophysical experiments (Patterson, 1973; Patterson and Wightman, 1976); 2) do IC 
neurons display response properties similar to the HTNs identified in marmoset auditory 
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cortex? The modeling results shown in Figure 3.9 suggest a positive answer to the first 
question. Nevertheless, harmonic template matching may not be the sole mechanism for 
the perception of pitch shift with inharmonic complex tones. Specifically, Santurette and 
Dau (2011) observed the perception of pitch shift using transposed tones that were 
equivalent to iHCT containing only very high-order components (pNH>10) but still 
within the range of phase locking in auditory nerves, and suggested that the phenomenon 
could be explained by phase locking to the temporal fine structure because the frequency 
components were supposed to be unresolved. This alternative explanation, however, was 
challenged in a later study showing that human subjects could perceive the pitch shift 
with iHCT consisting of only high order frequency components far above the traditional 
limitation of temporal phase locking, therefore the human auditory periphery might be 
able to resolve such components beyond the traditional existence region of musical pitch 
(Oxenham et al., 2011), and a harmonic template model could still be valid to accounting 
for the pitch shift of iHCT. 
To answer the second question, we tested two out of the four defining properties of 
HTN neurons according to Feng and Wang (2017). Some IC neurons showed similar 
response properties as HTNs, but to a lesser extent in that: 1) only a few neurons had 
FI≥0.33 (100% facilitation), which was one of their defining characteristics of cortical 
HTNs, and 2) the majority of IC neurons showed the strongest response to the first 
harmonic while a majority of cortical HTNs favored the second harmonic. Our results 
also indicate that both of these properties depend on sound level, which was not 
addressed by Feng and Wang (2017) because they only tested one sound level (10 dB 
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above pure tone response threshold or 40 dB per harmonic). In addition, some HTN 
neurons in marmoset cortex were not responsive to pure tones. We did not test IC 
neurons that did not have an identifiable pure tone CF, therefore the similarity between 
IC neurons and cortical HTNs may be underestimated. We also did not test neural 
responses to spectral jittering, which provided some of the strongest evidence for 
harmonic templates in the study of Feng and Wang. 
Overall, our results are consistent with the hypothesis of internal harmonic templates 
for pitch processing, and suggest that such templates may arise gradually along the 
auditory pathway rather than abruptly at a certain stage. 
Implication for pitch perception 
The lower limit of resolved F0 we identified in rabbit IC (~300 Hz) is well above the 
lowest pitch of human voice of ~80 Hz in male adult (Matteson et al., 2013), and the 
most effective frequency range for the IC rate-place coding (>3200 Hz) is almost entirely 
above the upper limit of musical pitch around 5 kHz for humans (Semal and Demany, 
1990; Plack and Oxenham, 2005a). Such differences can be partly attributed to a broader 
peripheral tuning in rabbit, as shown by the comparison of 10-dB bandwidth measured 
directly from rabbit ANF (Borg et al., 1988) and indirectly from human compound action 
potentials of the AN (Verschooten et al., 2018) in Figure 3.7F. Within the limited range 
of CFs (approx. 2–8 kHz) tested in both species, the bandwidths of peripheral filters 
appear to be roughly 0.5–1 octave wider in rabbits compared to humans. If such trend is 
also true for lower CFs, the range of resolved harmonics in human IC would also extend 
  
103 
to 0.5–1 octave below the limit in rabbits, at approx. 150-220 Hz, still way above the 
lowest pitch of human voice but close to the lower limit of the first formant frequency 
(Catford, 1988). Meanwhile, in the A1 of macaque monkeys, in which peripheral tuning 
is closer to that in humans than other species (Verschooten et al., 2018), the lowest 
resolved F0 at ~80 Hz (Schwarz and Tomlinson, 1990) is comparable to human voice 
limit but still above the lower limit (~30 Hz) of human pitch perception for HCT 
(Pressnitzer et al., 2001). Therefore, it is possible that rate-place cues for low F0s are 
enhanced at A1 compared to IC, but rate-place coding still may not be sufficient to 
convey the lower end of pitch range.  
Human psychophysical experiments using HCT with identical power spectra but 
different temporal envelope repetition rates (ERR) (Krumbholz et al., 2000; Pressnitzer et 
al., 2001) showed that at very low frequencies, the pitch of harmonic complex tones 
corresponds to ERR, not F0. Therefore, the lower end of pitch perception is likely not 
conveyed by the resolved spectral components, but by temporal phase locking to the 
ERR. In an earlier report, we showed that a temporal coding for ERR was available 
below 900 Hz, and a rate code for ERR between 56 to 1600 Hz in the IC of 
unanesthetized rabbits. Therefore, the three neural codes are effective in different 
frequency bands, and together fully cover a wide range of frequency.  
Our findings on IC rate-place coding shed light on the transformation of neural 
representation for resolved harmonics along the auditory pathway, and suggest how a 
higher processing center could extract pitch from resolved frequency components. 
However, to further understand the perceptual relevance of the IC neural representations, 
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it is necessary to systematically test pitch perception of complex tones in rabbits with 
behavioral paradigms (Delgutte et al., 2018). 
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CHAPTER FOUR: RATE AND TEMPORAL CODING FOR THE AVERAGE 
PULSE RATE OF TEMPORALLY JITTERED PULSE TRAINS 
Abstract 
Although pitch is often related to periodicity in the temporal domain or harmonicity 
in the spectral domain, some aperiodic stimuli can also evoke a pitch sensation in human 
listeners. However, neural mechanisms underlying pitch perception for aperiodic sounds 
have not been systematically explored. Here, we recorded single IC neural responses to 
acoustic pulse trains with different amounts of random jittering of the inter-pulse 
intervals, and compared rate coding and temporal coding between periodic and aperiodic 
pulse trains. 45% of neurons demonstrated bandpass rate tuning to the average pulse rate 
(APR) that was robust against temporal jitter. Strength and limiting frequency of neural 
synchronization to individual pulses in the stimulus were also comparable between 
periodic and highly irregular pulse trains. These results suggest that both rate and 
temporal codes for envelope repetition rate are only moderately dependent on the 
temporal periodicity of the stimulus. 
Introduction  
In Chapter 2 and 3, we investigated IC neural responses to stimuli with temporal 
and/or spectral regularity. Although not common in natural scenarios, sounds with 
irregular temporal and spectral patterns can still evoke a weak pitch sensation in human 
listeners (Rosenberg, 1966; Pollack, 1968a; Yost et al., 2005). A periodic pulse train has 
a large number of harmonics at integer multiples of its pulse rate (PR), and usually 
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evokes a strong pitch sensation at PR. When a small amount of random jittering is 
imposed on the inter-pulse intervals (IPIs) of the pulse train, the resulting aperiodic pulse 
train evokes a weak pitch sensation matched to its average pulse rate (APR), and the 
strength of pitch deteriorates with increasing amounts of jitter (Rosenberg, 1966; Pollack, 
1968a; Yost et al., 2005). Because a jittered pulse train has an irregular temporal pattern 
and no strict spectral harmonicity, its pitch cannot be easily extracted by a first-order 
autocorrelation mechanism (Yost 2005) from the temporal firing pattern, nor by a 
harmonic template mechanism from a rate-place representation. Therefore, such 
psychophysical phenomena provide an opportunity for probing the neural mechanisms 
for pitch perception. IC neural responses to jittered pulse trains have mainly been studied 
in deaf animals using electrical stimulation of the cochlea and have focused on the 
encoding of interaural time difference (Goupell et al., 2010; Hancock et al., 2012; Chung 
et al., 2014). A few studies in the auditory cortex of normal-hearing animals used either a 
fixed APR (Bendor and Wang, 2010; Bendor et al., 2012) or a fixed amount of jitter (Lu 
and Wang, 2004). Although some existing studies show that many IC neurons 
demonstrate rate tuning and temporal synchronization to the repetition rate of periodic 
pulse trains (Zheng and Escabi, 2008, 2013), little is known about the effect of temporal 
jitter on rate tuning to APR and temporal synchronization to individual pulses in the IC of 
normal hearing animals, except for a few examples from one anesthetized cat (Goupell et 
al., 2010). 
Here, we characterized IC neural response to periodic and aperiodic rectangular pulse 
trains with the same average pulse rates (APR) and different amounts of temporal jitter. 
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Both the rate tuning to APR and the temporal synchronization to individual pulses 
(“pulse-locking”)  were only moderately dependent on the temporal regularity of the 
stimuli, and were comparable to the rate and temporal coding to the ERR of COS HCT. 
These results further justify the conclusions in Chapter 2 that the rate tuning to ERR at IC 
indicates a temporal-to-rate coding transformation, and shed light upon the perception of 
temporally irregular stimuli. 
Methods 
We recorded single-unit responses to pulse train stimuli from 87 IC neurons in three 
female Dutch-belted rabbits. Twenty-four of the neurons were recorded by Dr. Dan 
Goodman. Experimental procedures are the same as described in previous chapters.  
Stimuli 
Jittered pulse train 
Trains of 50-μs wide, unipolar rectangular pulses (sampling rate of 100 kHz) with 
varying average pulse rate (APR) and amounts of jittering in the inter-pulse interval (IPI) 
were used. A pulse train with APR equal to F pulse per second (pps) and with jitter of J% 
was generated by independently and randomly drawing each IPI from a uniform 
distribution between [1-J%, 1+J%]/F. A fixed range of APRs were used (20-2560 Hz 
with ½ octave steps), similar to the range of F0 values used for the HCT stimuli in 
Chapter 2. Jitters of multiple amounts (0% (periodic), 10%, 20%, 30% and 90%) were 
used, although some neurons were not tested with all jitter conditions. Pulse trains were 
generated ahead of time and the same pattern of jitter was used across all neurons. All 
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pulse train stimuli were played at an overall sound level of 65 dB SPL and repeated for 
10 times. Pulse trains with different APRs and amounts of jitter were randomly 
interleaved. Example temporal waveforms and power spectra of 300-ms pulse trains with 
an APR of 500 pps are shown in Figure 4.1A and 4.1B. With 10% jitter (2nd row, 
magnitude enlarged by a factor of two to show detail), the temporal waveform was not 
greatly different from the periodic stimulus (top row), and the first three harmonics of 
APR were still visible in the power spectrum as indicated by the vertical dashed lines at 
the first three integer multiples of the APR (Figure 4.1B). At 30% jitter (third row), the 
temporal waveform became more irregular, but some periodicity can still be visually 
perceived. In the spectrum (magnitude enlarged by a factor of ten), only the component at 
APR, and not any higher harmonics, can be identified. With 90% jitter, the temporal 
waveform was very irregular and no isolated frequency component can be identified in 
the power spectrum (magnitude enlarged by a factor of ten).  
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Figure 4.1. Segments of temporal waveforms and power spectra of pulse trains with 
APR=500 pps and with 0%, 10%, 30%, 90% of temporal jitter. Both temporal (A) 
and spectral (B) signals are truncated to show detail. Power spectra of non-zeros 
jitters are enlarged in y axes (magnitude) to show detail. 
Data analysis 
Neural synchronization to pulse trains 
Because the neural synchronization to jittered pulse train is expected to be aperiodic 
as the stimulus, we cannot calculate vector strengths from the spike pattern as with HCT 
and SAMN. Therefore, we instead quantified the strength and frequency limit of ‘pulse-
locking’ by cross-correlating the stimulus waveforms with neural spike trains. The 
algorithm was originally developed for IC neural response to electrical pulse trains 
delivered by cochlear implants (Hancock et al., 2012; Chung et al., 2014), and was 
adapted here for response to acoustic pulses mainly by including the lags that were 
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previously excluded in order to remove electrical artifacts.  
Briefly, intervals between each stimulus pulse and its subsequent neural spikes up to a 
delay of 25 ms were binned (0.1 ms bin width) into a cross-correlation histogram. If the 
neural response was perfectly pulse-locked, the correlogram would show a single nonzero 
bin corresponding to the spike latency, and in the periodic case also at the latency plus 
integer multiples of the pulse period. With a completely unsynchronized response, the 
correlogram would have a flat outline. 
Statistical significance of the correlogram peak was assessed by estimating the 99.5th 
percentile (p=0.005) of 5000 simulated correlograms constructed with random spike 
trains containing the same number of spikes as the data and uniformly distributed over 
the response period. A neural correlogram bin height was determined as significant if the 
average between the corresponding bin and the next bin exceeded the 99.5% bound, and 
the height of the largest correlogram peak was defined as the pulse locking strength. 
Because the value of the significant criterion varies with the number of spikes, which in 
turn varies with the stimulus pulse rate, the correlogram peaks were normalized by first 
subtracting the 99.5% bound, and then dividing by the bound. The intercept between the 
criterion (always 0 after normalization) and normalized peak heights of different pulse 
rates was determined as the limit of pulse locking (See Figure 4.4C for example). 
Distance between rate profiles 
For each neuron, we computed the city-block distance (sum of absolute differences) 
between the rate profiles (average firing rate of the neuron as a function of stimulus 
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average pulse rate) in response to the periodic pulse trains and the response to each non-
zero jitter condition. Distances were normalized by the number of pulse rates tested and 
the range of firing rates (maximum-minimum) in the corresponding 0% jitter response. 
To estimate the distance for 0% jitter that could be attributed to intrinsic neuronal noise, 
we randomly split N trials from the 0% jitter measurement into two sets of N/2 trials and 
calculated a reference distance from the average rate between the two sets. Each set of 
N/2 trials was supplemented by another N/2 spike counts drawn from a Poisson 
distribution with the same mean as the empirical spike count to match the number of 
trials for comparison. 
Results 
We measured single-unit responses to pulse train stimuli with different amounts of 
temporal jitter in 87 IC neurons. All of these neurons were tested with 0% and 90% 
jitters, 80 neurons with 10%, 40 neurons with 20% and 63 neurons with 30% jitter. CFs 
of the 87 neurons ranged from 0.4 to 18.1 kHz, with a median of 4.27 kHz. 
Rate tuning to average pulse rate 
Because both the power spectrum and the temporal waveform of a periodic pulse 
train are similar to those of an HCT consisting of equal-amplitude harmonics in cosine 
phase (COS HCT) with the same repetition rate (F0), it was expected that the firing rate 
responses to the two stimuli would also be comparable. Figure 4.2A shows the firing 
rates of Neuron 4A (CF=400 Hz) in response to pulse trains (colored) as a function of 
APR, with the response to COS HCT (black) superimposed at the corresponding 
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envelope repetition rates. The rate profile for the 0% jitter pulse train (blue) is almost 
identical with that for the COS HCT, and both show bandpass rate tuning with a best 
repetition rate of 224 Hz. As the amount of temporal jitter increased, the rate profile of 
the neuron remained almost unchanged for 10% and 30% jitter, and slightly shifted 
towards higher pulse rates with 90% jitter while maintaining the bandpass shape. The 
higher firing rate at high APR for 90% jitter compared to 0% jitter was consistent with 
the example IC neuron from one normal hearing cat reported by Goupell et al. (2010). 
Therefore, this neuron demonstrated not only bandpass rate tuning to the stimulus 
envelope repetition rate, as was verified using HCT with different inter-harmonic phase 
relationships, but also to the average envelope repetition rate (APR) of aperiodic stimuli. 
In contrast, rate-APR profiles of Neuron 4B (CF = 5300 Hz) demonstrated a dramatic 
variation across different amounts of jitter (Figure 4.2B, colored lines): while all profiles 
demonstrated a high-pass pattern within the lower part of the range of APR tested, the 
firing rate at APR >320 pps decreased with increasing amounts of jitter. Tests with HCT 
stimuli (COS, black) revealed that the high APRs tested for the pulse train stimuli were in 
the range of resolved harmonics for the neuron, and the highest APR was near CF/2. 
However, the spacing between probe APRs for 0% jitter was too coarse to reveal peaks at 
higher resolved harmonics (lower frequencies) as observed with COS HCT, which was 
tested with finer F0 spacing using the HCT paradigm of Chapter 3. Across our neuronal 
sample, 12 neurons showed peaks in firing rates likely due to resolved harmonics of the 
0% pulse train, similar to Neuron 4B. Such place coding neurons were excluded from the 
following analysis for rate tuning to APR, but were included for the characterization of 
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temporal synchronization. 
 
Figure 4.2. Rate-APR profile for two example neurons. (A) Rate profiles of Neuron 
4A in response to pulse trains (colored) overlaid with response to COS HCT with 
F0s same as APRs. (B) Rate profiles of Neuron 4B in response to pulse trains and 
COS HCT. 
To quantify the strength of rate coding of APR, we computed the STVR (the ratio of 
variance in firing rates attributable to change in APR to the total variance in firing rates, 
see Methods in Chapter 2) for neural responses to stimuli with and without temporal 
jitter. Figure 4.3A compares STVR values at different amounts of jitter against 0% jitter 
in individual neurons. Neurons tested with fewer than five total stimulus repetitions were 
excluded. Most STVR value pairs were scattered close to the identity line, indicating 
similar tuning strength for periodic and aperiodic pulse trains. Median STVR values of 
jittered stimuli were only significantly different (lower) from those for periodic stimuli in 
the 90% case (Wilcoxon signed-rank test, median STVR, and p values in Table 4.1), and 
the distributions of STVR were not significantly different between 0% and any amount of 
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jitter (KS test, p values in Table 4.1).   
 0% 
(N=75) 
10% 
(N=70) 
20% 
(N=35) 
30% 
(N=56) 
90% 
(N=75) 
Median STVR 0.7788 0.7572 0.7537 0.7965 0.7188 
Signed rank test re 0% jitter  0.2010 0.3764 0.5461 0.0347 
KS test re 0% jitter  0.9828 0.8960 0.9387 0.2680 
Table 4.1. Statistical test results for STVR across different amounts of jitter 
Figure 4.3B compares the average city-block distance between jittered and periodic 
rate profiles across the neuronal population. The “reference value” (distance between two 
randomly split trial sets of response to 0% jitter) is plotted at 0% jitter, and error bars 
represent 1.96 standard error. With 10% jitter, the average distance was comparable to, or 
even slightly smaller than the reference. The distances at 20% and 30% jitter were larger 
than the reference, but the differences were not statistically significant (p=0.97, 0.45 and 
0.52 for 10%, 20% and 30% jitter, multi-comparison of Kruskal-Wallis test statistics). At 
90% jitter, the distance was nearly twice as large as the reference, indicating greater 
difference between rate responses (p<10-7). The trend of small difference at low jitter and 
larger difference at 90% jitter is consistent with the observations in single neurons (e.g. 
Figure 4.2A) as well as from the STVR analysis. 
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Figure 4.3. Rate tuning to APR across population. (A) STVR computed from 
response to aperiodic pulse trains (y axis) vs. periodic pulse train (x axis) in 
individual neurons. (B) Mean normalized distances between rate profiles of 
aperiodic pulse train and the periodic pulse train. Distance at 0% jitter represents 
intrinsic noise in neuronal responses as a reference. (D)-(E) Best APR and 3 dB 
bandwidth (BW) for neurons with bandpass rate tuning to APR in response to 
jittered vs. periodic pulse trains. 
Similar to the case with HCT and SAMN stimuli, rate profiles in response to pulse 
trains demonstrated a variety of tuning shapes. Among the 75 neurons, 34 showed 
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bandpass tuning according to the same criteria applied to the HCT responses. The 
proportion of bandpass tuning neurons (45%) is also similar to the results of COS HCT 
(40%). To assess the effect of jitter on the bandpass rate tuning to average pulse rate, we 
compared the “best APR” (Figure 4.3C), defined as the APR that evoked the maximum 
firing rate of the neuron (equivalent to the “best ERR” in Chapter 2), and 3 dB bandwidth 
(Figure 4.3D) between responses to periodic and aperiodic (10% and 90% jitter) pulse 
trains for individual neurons (green and red scatters). In general, data points from 10% 
jitter were in closer vicinity to the identity line (black) than those tested with 90% jitter. 
Regression lines with minimal orthogonal distances were fit to the data points. Slopes of 
the regression lines (b values in the legends) were all close to unity. For best APR, both 
slopes were slightly smaller than 1, indicating a decrease in best APR with increasing 
temporal jitter. The two slopes were also very close, therefore the downshifting trend 
might be only minimally dependent on the amount of jitter. For the 3 dB bandwidths, the 
regression line for 90% jitter (red dashed line) was above the identity line, with a slope 
greater than unity, and the line for 10% jitter (green dashed line) was in between, with a 
smaller slope. Therefore, the bandwidth of bandpass tuning tends to broaden with 
increasing amounts of jitter, indicating a decrease of selectivity in the rate tuning to APR.  
Temporal synchronization to periodic and aperiodic pulses 
Because all neurons were tested with 0% and 90% jitter, and the effect of jitter should 
be maximal in the 90% condition, we compared neural pulse-locking properties at 0% 
and 90% jitter. Figure 4.4A and B show the cross-correlograms (blue and red) and the 
99.5% percentile of random correlograms (grey) from Neuron 4A in response to pulse 
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trains with 0% and 90% jitter, respectively. Significant correlogram peaks are highlighted 
in green. For 0% jitter, because the pulse locked responses were periodic, multiple 
correlogram peaks were observed for pulse rates between 112 to 320 pps, but only the 
cluster corresponding to the response latency is highlighted. With 0% jitter, the neuron 
showed significant pulse locking up to 320 pps. With 90% jitter, however, the neuron still 
demonstrated significant pulse locking at 448 pps. Figure 4.4C compares the pulse-
locking strength, represented by normalized correlogram peak height (black horizontal 
line at 0 indicates normalized significance criterion) as a function of pulse rate for 0% 
(blue) and 90% jitter (red). Although the peak amplitudes were in general higher for 0% 
jitter up to 320 pps, indicating a greater pulse locking strength with periodic pulses, the 
limiting pulse-locking frequency estimated by the zero crossing of the curves occurred at 
a higher pulse rate for 90% jitter (610 pps) than for the periodic pulse train (405 pps), 
suggesting a “recovery” of pulse-locking at high APRs with temporal jitters. 
In Figure 4.5A, the average pulse-locking strength across neurons demonstrating 
significant pulse-locking for at least two consecutive pulse rates is plotted as a function of 
average pulse rate for 0% (N=34, blue) and 90% (N=29, red) jitter, respectively. 
Insignificant pulse locking values were not included. For both conditions, the pulse-
locking strength was high up to 160 pps, then quickly rolled off at higher pulse rates. 
Such a lowpass pattern is consistent with the result from the neural responses to HCT 
(Chapter 2), but the roll-off frequency for pulse trains is lower, likely due to the more 
stringent criteria for the significance of temporal synchronization here (see comparison to 
the vector strength method by Chung et al. (2014)). Although the average pulse-locking 
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strengths are higher with 90% jitter at 40–80 pps, the two curves are very close at other 
pulse rates.   
 
 
Figure 4.4. Pulse-locking to 0% and 90% 
jitter pulse trains in Neuron 4A. (A)-(B) 
Cross-correlograms from neural responses     
to 0% (blue) and 90% (red) jittered pulse 
trains. Significant correlogram peaks are 
highlighted (green). Gray areas indicate 
the reference correlogram calculated from 
random spike trains. (C) Pulse-locking 
strength as a function of APR for 0% 
(blue) and 90% (red) jitter. Solid lines and 
filled symbols indicate significant pulse 
locking. Pulse locking limits are 
determined as the zero-crossing of pulse-
locking strength as marked by the two 
vertical lines. 
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Figure 4.5B shows the proportion of neurons that demonstrated significant pulse 
locking at each APR for 0% and 90% jitter across the entire neuronal sample (N=87). 
Fewer neurons pulse-locked to 90% jittered pulse train than the periodic pulse train at 20 
pps, but slightly more neurons synchronized to jittered stimuli between 40 and 160 pps. 
The difference between the two distributions in Figure 4.5B did not reach statistical 
significance (p=0.992, chi-squared test).   
Figure 4.5C compares the upper frequency limits of pulse locking with 0% and 90% 
jitter in neurons with significant synchronization to both conditions (N=27). The two 
limiting frequencies were comparable but slightly higher with 90% jitter for most of these 
neurons, and were overall significantly correlated (Kendall’s τ=0.59, p<10-4).  
 
Figure 4.5. Comparison between pulse locking for 0% and 90% jitter. (A) Average 
pulse locking strength across neuronal population as a function of APR for 0% 
(blue circle) and 90% (red ‘x’) jitter. Error bars represent ±1 standard error. X-
coordinates are randomly jittered to separate error bars. (B) Proportion of neurons 
that showed significant pulse locking at each pulse rate for 0% and 90% jitters 
(N=87). (C) Upper APR limit of pulse locking for 90% and 0% jitter pulse trains in 
individual neurons. 
Overall, IC neural synchronization to individual pulses was not greatly affected by 
temporal jitter. 
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Discussion 
We investigated IC neural responses to pulse trains with regular (0% jitter) and 
irregular (jittered) inter-pulse intervals. For the majority of neurons, average firing rates 
in response to moderate amounts of temporal jitter were highly similar to the response to 
the periodic pulse train across different pulse rates, and only showed modest deviation at 
very large (90%) jitter and high pulse rates, indicating rate tuning to the average pulse 
rate independent of periodicity. For a subset of neurons that synchronized to individual 
pulses, both the upper limiting pulse rate and the strength of pulse locking were 
comparable between the 0% and 90% jitter conditions. Temporal synchronization was 
even slightly stronger with jitter, as demonstrated by greater pulse-locking strength at 
some APRs (Figure 5A) and a higher limiting pulse rate in some neurons (Figure 4.5C).  
Overall, the ranges of APR represented by rate and temporal coding are comparable 
to the ranges of rate and temporal coding of ERR for COS HCT stimuli (Chapter 2). The 
resemblance between responses to periodic pulse trains and COS HCT was expected, 
because the two stimuli have very similar temporal envelopes and power spectra for the 
same repetition rate. The invariance of both representations against temporal irregularity 
is further evidence that the rate tuning to ERR was dependent on the temporal envelope 
of unresolved harmonics, not resolved harmonics, since jittered stimuli are not harmonic.  
The enhancement of temporal synchronization and overall firing rates with aperiodic 
pulse trains at high pulse rates has also been observed in the IC of one normal-hearing 
anesthetized cat using acoustic pulses (Goupell et al., 2010). In addition, this 
enhancement is qualitatively consistent with observations for the “snappy neurons” in the 
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IC of deafened, anesthetized cats in response to electrical pulse trains delivered via 
cochlear implants (Hancock et al., 2012). These snappy neurons were characterized by 
sustained responses to both 0% and 90% jitter pulse trains over a wide range of low pulse 
rates. At higher pulse rates (approximately >320 Hz), their spiking activity was reduced 
in response to the periodic pulse trains, but enhanced with 90% jitter pulse trains. 
However, the restoration of spiking appears to be much more pronounced in the “snappy 
neurons” compared to the results in the current study. Such difference may be attributable 
to the differences between neural activity in unanesthetized, normal-hearing versus 
anesthetized, deaf animals, and also differences between acoustical and electrical 
stimulation. 
The perceptual correlates of a jitter-invariant rate representation are not immediately 
clear. On the one hand, the greater sensitivity of firing rates to jitter at higher APRs is 
consistent with the trend of decreasing threshold (increasing sensitivity) with increasing 
APR for discriminating the amount of temporal jitter observed in human listeners 
(Pollack, 1968b, a). On the other hand, although aperiodic pulse trains with moderate 
irregularity can evoke a pitch sensation matched to the APR, the pitch strength degrades 
with increasing amount of jitter even at moderate jitter percentages (Pollack, 1968a; Yost 
et al., 2005), contrasting with the robust rate-APR representation in the IC. Jitter-
insensitive rate responses have also been observed in “modulation sensitive” neurons in 
the primary auditory cortex (A1) of marmoset monkeys, but not in “pitch selective” 
neurons that are located in the areas that presumably receive inputs from A1  (Bendor and 
Wang, 2010; Bendor et al., 2012). Therefore, the rate code for APR may not convey the 
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pitch of aperiodic stimuli by itself, but may be combined with place and/or temporal cues 
at a higher processing stage to extract pitch. How different cues are combined and the 
relative importance of each cue need to be further tested both physiologically and 
behaviorally. 
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CHAPTER FIVE: CONCLUSION AND FUTURE WORK 
In this thesis, we investigated how different pitch cues are encoded by the spiking 
activity of single neurons in the mammalian auditory midbrain. We combined 
neurophysiology and computational models to reveal possible roles of the IC in 
transforming peripheral activity patterns into neural representations of pitch cues in 
higher processing centers.  
We recorded from 298 single units in the IC of five unanesthetized rabbits in response 
to HCT and other pitch-evoking stimuli with a wide variety of spectral and temporal 
properties. From the neural activities, we examined rate, temporal, and rate-place 
representations of pitch cues, and characterized three corresponding neural codes: a 
temporal code for ERR<900 Hz, a rate code for ERR mainly between 60 and 1600 Hz, 
and a rate-place code for resolved frequency components mainly above 800 Hz (Figure 
5.1). All three codes are robust over a 40 dB range of sound level, and qualitatively 
consistent with psychophysical results for pitch perception of resolved (rate-place code) 
and unresolved (temporal and rate codes) harmonics. Together, the three neural codes 
effectively encompass the entire range of pitch perception. However, we don’t have 
direct evidence for how pitch may be extracted from the IC neural codes. 
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Figure 5.1. Schematic diagram for effective frequency ranges of the three neural 
codes. Top left: strength of temporal coding for ERR as a function of F0 for COS 
(blue) and RAND (black) HCT. Top right: availability of rate-place coding at 
different F0s. Bottom: distribution of best F0 (best ERR) for the rate code for the 
ERR of COS HCT. Colored arrows and bar indicate the frequency range of each 
code, and the intensity of the colors indicate the strength of the corresponding code 
at different frequencies. 
The three neural codes overlap not only in their effective frequency ranges, but also 
in neural population, i.e. the same neuron can support more than one code. Among the 
126 neurons tested with both HCT paradigms used in Chapter 2 (fixed F0 range, different 
inter-harmonic phase relationship) and Chapter 3 (F0 range dependent on neuron’s CF), 
89 showed temporal coding for ERR, 51 showed rate coding for ERR, and 49 showed 
rate-place coding for resolved frequency components. The overlapping of neural codes is 
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illustrated as a Venn diagram in Figure 5.2, where the surface areas are proportional to 
the numbers of neurons in the corresponding group (e.g. the area shared by two circles 
represent neurons demonstrating two codes). Only 13 neurons did not support any of 
these codes (not included in the diagram).  
 
Figure 5.2. Venn diagram for the 
overlapping of neural population 
encoding different pitch cues. 
The circles represent neurons 
demonstrating temporal code 
(blue), rate code (pink), and 
rate-place code (green). 
Overlapping areas indicate 
neurons showing two or three of 
the codes. Surface areas are 
proportional to the size of 
corresponding neural 
population. 
As a nearly obligatory synapse between auditory periphery and cortex that receives 
convergent inputs from multiple brainstem nuclei, IC neurons likely convey multiple 
aspects of auditory perception in parallel, not just pitch. For example, we showed in 
Chapter 2 that the rate code for ERR was also sensitive to the shape of temporal 
envelope, which is related to the timbre of the sound. Such multi-dimensional 
representation is in line with the observation that single IC neurons could represent 
multiple cues for sound localization (Chase and Young, 2005). It has also been shown 
that neural coding of pitch, timbre and spatial cues are interdependent in the primary 
auditory cortex (Bizley et al., 2009). How the coding of different auditory cues in the IC 
is related to cortical representations and eventually gives rise to perception needs further 
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investigation.  
To better understand the physiological results, we used computational models to 
explore possible neural mechanisms underlying these neural representations. We showed 
that the rate code for ERR likely arises in the IC via temporal interactions of multiple 
excitatory and/or inhibitory inputs, providing a theoretical substrate for a temporal-to-rate 
code transformation. We also showed that broadband inhibition may play important roles 
in strengthening rate-place coding along the auditory pathway, and used a population 
“harmonic template” to predict the perception of inharmonic complex tones from IC 
activity.  However, what we have explored here is only a small subset of related models 
available in the literature. More physiological as well as behavioral evidence is needed to 
test these models. 
In addition to the above-mentioned limitations, several other questions raised by the 
current study need to be addressed in the future. First, the rabbit is a relatively new model 
for auditory research, and the literature on both behavioral and physiological aspects are 
relatively scant. Despite the many merits we listed in Chapter 2, one obvious drawback of 
using rabbits to study pitch is that they are not a highly vocal species. Therefore, whether 
rabbits have a pitch perception at all, and if so, the behavioral relevance of pitch 
perception for rabbits, is questionable. Some preliminary behavioral results in the lab 
show that Dutch-belted rabbits can discriminate F0 of HCT with missing fundamentals 
over a wide frequency range, and that they can do so using either resolved or unresolved 
harmonics (Delgutte et al., 2018). On the physiology side, we do not know much about 
rabbit peripheral, brainstem and cortical responses to HCT, thus we cannot directly 
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compare our results in IC to its upstream or downstream processing centers. 
Second, one aspect of neural representation of pitch cues that we did not elaborate on 
was the temporal fine structure (TFS). Although some evidence suggests that TFS is 
crucial for pitch perception, the actual contribution of TFS is still being debated 
(Oxenham, 2013). In our neuronal population, we rarely observed neural phase locking to 
TFS, likely because the majority of the neurons had CF much higher than the upper limit 
of phase locking in the IC (only 22 out of 298 neurons had CF≤800 Hz, some of which 
had poorly defined pure-tone frequency tuning). Therefore, we are unable to draw a 
conclusion on IC response to TFS until a significant number of low-CF neurons are 
examined. 
Third, modeling results in both Chapter 2 and Chapter 3 suggest important roles of 
inhibition in transforming neural codes along the auditory pathway. However, we were 
unable to directly parse the contribution of excitatory versus inhibitory inputs using our 
stimulus designs. The most direct method for this purpose is through intracellular 
recording of EPSPs and IPSPs (Kuwada et al., 1997; Pollak et al., 2011; Ono and Oliver, 
2014). Some previous studies developed indirect schemes for separating the inhibitory 
from excitatory components in in-vivo extracellular activities, using broadband stimuli 
combined with computational analysis (Qiu et al., 2003; Yu and Young, 2013). Other 
methods, including optogenetics (Mellott et al., 2014; Ono et al., 2017; Chen et al., 2018) 
and pharmacology (Li and Kelly, 1992; Zhang and Kelly, 2003), can also shed light on 
the question. 
Finally, although our findings in Chapter 2 suggest a potential for enhancing pitch 
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perception for listeners with hearing impairment by emphasizing temporal envelope cues, 
a strategy to exploit such potential was not explored. Physiological and behavioral studies 
comparing normal-hearing and hearing-impaired animals could further reveal the role of 
temporal envelope cues in the neural processing as well as the perception of pitch, and 
point to possible implementation to help pitch perception by hearing-impaired listeners. 
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