Multiclass queueing networks (MQN) are, in general, difficult objects to study analytically. The diffusion approximation refers to using the stationary distribution of the diffusion limit as an approximation of the diffusion-scaled process (say, the workload) in the original MQN. To validate such an approximation amounts to justifying the interchange of two limits, t → ∞ and k → ∞, with t being the time index and k, the scaling parameter. Here, we show this interchange of limits is justified under a p * th moment condition on the primitive data, the interarrival and service times; and we provide an explicit characterization of the required order (p * ), which depends naturally on the desired order of moment of the workload process.
Introduction. Multiclass queueing networks (MQN) have in recent
decades become a popular model to study a wide range of engineering and service systems. The dynamics in such networks are typically driven by discrete events which occur in a stochastic manner: arrivals of jobs or customers, their service completions at one node (resource) followed by transitions to the next node in the network, occasional or sudden resource breakdowns, and so forth. To evaluate the steady-state performance of such networks, simulation often appears to be the only viable approach; whereas analytical methods mostly apply to stylized models with limited features.
To overcome this handicap, so-called diffusion approximations (or heavy-traffic steady-state approximation) have gained prominence in research and applications alike. The idea is to scale, in both time and space, the stochastic processes of interest (e.g., those associated with queue lengths and workloads) in the original network, In many cases, it can be shown, under the so-called heavy traffic condition (meaning the traffic intensity is such that resources are heavily utilized approaching capacity saturation), the scaled processes approach certain limiting regimes characterized by diffusion processes. The latter are more accessible analytically or computationally (e.g., [17] ), and can thus serve as useful approximations for the original processes. To illustrate this idea more formally, and following the setup due originally to Gamarnik and Zeevi [25] , we refer to the rectangle depicted in Figure 1 . Let W (t), a vector process, denote the workload at time t in the original network. For technical and conceptual reasons, we consider an infinite sequence of copies or variations of the original network, indexed by k. Hence, let W k (t) denote the workload associated with the kth network in the sequence; and let W k (t) := W k (k 2 t)/k denote its diffusion-scaled version. Establishing the diffusion limit,Ŵ (t) := lim k→∞Ŵ k (t), under heavy traffic is the task designated to the left vertical side, edge I, of the rectangle. Next, for each k, we want to establish the claim thatŴ k (t) has a stationary distribution as t → ∞, and letŴ k (∞) denote the random variable associated with this limiting distribution. This step is represented on edge II of the rectangle. Completely analogous and represented on edge III of the rectangle is the claim that the diffusion limitŴ (t) also has a stationary distribution, embodied byŴ (∞). The diffusion approximation is then to use this last stationary distribution, that of the diffusion limitŴ (t), as an approximation for the stationary distribution of the workload in the original network. This is tantamount to claiming thatŴ k (∞) converges weakly, as k → ∞, toŴ (∞), which is represented on edge IV of the rectangle.
In other words, the diffusion approximation is a claim that starting from the workload process of the original network (kth in the sequence), going through edges I and III will reach the same result as going through edges II and IV. Formally, this can be expressed as 
(t).
Thus, to justify the diffusion approximation boils down to justifying the interchange of two limits, k → ∞ and t → ∞. Viewed this way, the four edges of the rectangle in Figure 1 constitute the key ingredients in the diffusion approximation of a stochastic network. First, we need to establish the diffusion limit (edge I); next, we need to make sure both the original network and the diffusion limit have stationary distributions (edges II, III); finally, to close the loop, we need to justify the interchange of the limits (edge IV).
Contributions and organization.
The primary goal of this paper is to show that under certain moment conditions on the primitive processes (i.e., those concerning arrival and service mechanisms) in the original network, the interchange of the limits is justified for broad classes of networks. Specifically, we shall focus on a general class of MQN, for which the diffusion limit has been a well-studied subject (e.g., [4, 6, [12] [13] [14] ).
Another equally important contribution of this paper is to bring forth a systematic approach-indeed a "recipe"-for the justification of diffusion approximations, developed here and in a companion paper [43] . To start with, suppose the diffusion limit exists, that is, edge I has already been established (otherwise, there will be nothing to "justify"). A powerful tool for establishing such a limit for various stochastic processing networks, the hydrodynamics approach, is given in [4, 39] . Then edges II and III can be established simultaneously together as follows. Consider the deterministic counterparts of the prelimit processŴ k (t) and its diffusion limitŴ (t), denotedŵ k (t) andŵ(t), respectively. [These are obtained by replacing the free processes inŴ k (t) andŴ (t) by their drifts.] Then, following Dupuis and Williams [21] , in order to show that the diffusion limit has a stationary distribution (edge III), it suffices to show the stability ofŵ(t). Furthermore, we have recently established in [43] that the stability ofŵ(t) leads to uniform stability; meaning, starting with a total initial workload that is bounded (by a single unit, say), the workloadŵ k (t) associated with the kth network, for any sufficiently large k, can be drained by a time that is independent of k. Then, by invoking the results in [19] , this uniform stability leads to the stability ofŴ k (t); and hence, edge II.
Next, to establish edge IV, the crucial step is to bound the pth moment of the workload process (p > m + 1, when the convergence of the mth moment of the workload process is required). To do so, in [43] , we have introduced a bounded workload condition (more on this below); whereas in this paper, we will show this can be accomplished by requiring the p * th moment condition, a moment condition of suitable order on the primitive processes [specifically, the order is p * > 2(p + 2)]. Once this is done, along with the uniform stability established on edge II, we can prove the uniform pth moment stability of the workload processes (refer to Lemma 3.9 below), which will lead to the tightness of {Ŵ k (∞)} and the convergence (of stationary distributions or moments) on edge IV, following the approach (by now standard) in [9, 19, 43] . Indeed, the above recipe can be readily applied to many other stochastic network models as well, such as those in [11, 18, 28, 32, 35, 42] . In all those models, the networks can be represented by strong Markov processes, for which standard theories (e.g., ergodicity) are available, and diffusion limits have already been established in the form of (semimartingale) reflected Brownian motion. The justification of diffusion approximations can then be carried out by following the recipe outlined above.
Below, we start with a review of related literature in the remaining part of this section. We then present in Section 2 the class of MQN that we shall focus on, along with results regarding edges I, II and III in Figure 1 (in Section 2.1). The results concerning the interchange of limits are presented in Section 2.2, and the detailed proofs are collected in Section 3. To facilitate exposition, secondary results and their proofs are collected in Appendices A and B.
Related literature.
A brief review of the related literature is in order. Recent studies on the interchange of limits to justify the diffusion approximation have been initiated by Gamarnik and Zeevi [25] and Budhiraja and Lee [9] , where they have established the justification for the generalized Jackson network, a singleclass queueing network. Their results and approaches are then refined for some multiclass networks in [26, 29, 30, 34, 43] . Other related works involve the manyserver regime, including [7, 8, 16, 23, 24, [36] [37] [38] . This is a different limiting regime and often calls for a very different approach (from those used in MQN), such as Stein's method in [7, 8] . Common to all studies, however, is to identify key conditions of the systems under study so as to establish certain properties (e.g., the moment bound of the workloads, as mentioned above) that directly lead to the interchange of limits. Yet, such conditions (e.g., the Lipschitz continuity of Skorohod mapping, the explicit bound on the workload in terms of interarrival and service times, etc.) are often not present in multiclass networks; and this has become a major handicap in applying diffusion approximation to a wider range of stochastic processing networks. To extend such conditions, or more precisely, to identify new conditions that will lead to the justification of the interchange of limits in MQN, has become the focus of recent works including [26, 43] as well as our current study.
In the multiclass setting, most related to our work is the recent study by Gurvich [26] , which aims to develop a systematic approach to the interchange of limits for a class of multiclass queueing networks operating under the queue-ratio service discipline, as well as the more standard buffer-priority discipline (see Example 2.2 in [26] , which also refers to [12, 14] ). The key step developed there (to justify the interchange) is to verify a condition that the fluid model associated with the sequence of networks under heavy traffic converges to the fixed-point state space (also known as the "invariant manifold") at a linear rate. This condition is stronger than the usual uniform attraction property of the same fluid model. In [26] , finite moments of order p, for all values of p > 0, are assumed on the primitives, with the following remark after presenting its main result, Theorem 3.1: "However, the mapping from the value of p . . . to the number of moments, m, for which the convergence holds is not as clear as in the generalized Jackson case . . . , where . . . such convergence holds for all m < p − 1."
Here, we show that a moment condition on the primitives is all that's needed to justify the interchange, given the existence of the diffusion limit and its stationary distribution. Thus, in particular, the linear-rate convergence condition in [26] for networks under the queue-ratio discipline can be removed. Furthermore, we provide an explicit characterization of the relation between p and m mentioned in the above quote from [26] . The required order of moments on the primitives is p * > 2(p + 2), where p relates to m via m < p − 1 as in the above quote from [26] . In our approach, however, p also specifically refers to the pth moment of the workload that we want to bound, a key step leading to the interchange as motivated earlier. In other words, we use this p as a bridge to connect the desired order of convergence m with the required order of moments p * on the primitives. For more details, refer to the p * th moment condition below in (2.38) .
Similarly, in our own recent work [43] , we bound the pth moment of workload processes with a condition that the workload can be bounded by a "free process" plus the initial workload. This bounded workload condition does not imply the p * th moment condition developed here, and is not implied by the latter either. However, to verify the bounded workload condition requires effort as illustrated via several examples in [43] . (Once the bounded workload condition is verified, however, the interchange is justified without requiring any higher order moments on the primitives.) In contrast, the p * th moment condition here is trivial to verify, and indeed automatically holds in networks where the primitives have moments of all orders (e.g., renewal arrivals with phase-type interarrival times and i.i.d. phasetype service times).
Using the p * th moment condition to justify the interchange of limits, however, turns out to be a serious challenge. To prove the boundedness of the pth moment of workload processes, we need to focus on a sequence of "regular" events, under which the network processes behave "nicely," and the probabilities of these events occurring approach 1 at a certain rate (cf. Lemma 3.1). We then apply Bramson's "hydrodynamic" approach (e.g., [4, 26, 32, 42] ) to show that the bounded workload condition holds for sample paths in the regular events (cf. Lemma 3.5). Therefore, the workload processes, when restricted to the regular events, possess a bounded pth moments. On the other hand, the pth moment of the workload processes restricted to the small-probability, nonregular events, have the same bound. Combining these two cases leads to the desired result-to justify the interchange of limits via bounding the pth moment of workload processes.
Multiclass queueing networks.
Let L = {1, . . . , L} denote the set of servers, and R = {1, . . . , R} the set of job classes. Jobs move from one server (resource) to another sequentially, and every job will have a distinct class index at different servers. This labeling of job classes can be conveniently captured by a "constituent" (incidence) matrix C = (C r ) ∈L,r∈R , where C r = 1 if class-r jobs are served by server , and C r = 0 otherwise. Note, each column of C has one and only one entry that equals 1, since each job class is served by one server and one server only; and every job's class identity (r) will uniquely determine its server ( , such that C r = 1). Whenever a server is available, the service discipline will decide which job (if any) to be processed from the classes associated with the server. We will focus on the head-of-line (HOL) service discipline; examples include preemptive resume static buffer priority (SBP, [12, 14] ), first-in-first-out [4, 13] , head-of-line proportional processor sharing [4] and the queue-ratio discipline [26] , among others. After service completion, a class-r job turns into a class-s job with probability p rs , or leaves the network with probability 1 − s p rs . Assume this class transition scheme to be independent among all job classes and independent of all other arrival and service mechanisms. Denote P := (p rs ) r,s∈R . Clearly, P is a substochastic matrix; and we will assume it has a spectral radius < 
Assume {φ k rs (i)} are independent random variables, and are independent of
where ρ k is the traffic intensity for server , ∈ L. The three primitive processes that drive the kth network are the delayed (i.e., including the residuals) renewal processes associated with the external job arrivals and the service times of the jobs and the routing process. Specifically, let
The routing process, denoted k r (n) := ( k rs (n)) s∈R for class-r, is defined by the routing sequence as
which counts the number of jobs, among the first n jobs served by serve r, routed to server s.
With the residuals (u k r (1) , v k r (1) ) r∈R removed, the (undelayed) arrival and service processes are denoted:
Here and below, the superscript "o" denotes the undelayed version of a (possibly) delayed renewal process. 
is nondecreasing, and (2. 4) satisfies conditions specific to the service discipline;
Here, the composition S k (D k As an example of the specification in (2.4), the static buffer priority discipline can be characterized as follows (cf. [12, 14] ). For each class r, denote H r as the set of job classes that are served by the same server associated with r and have a priority no less than r; and let ς k r (t) = 1 if Q k r (t) > 0 and r ∈H r \{r} Q k r (t) = 0, and ς k r (t) = 0 otherwise. That is, the function ς k r (t) indicates whether the class r is being served by its associated server at time t. Then the allocation can be written as
We follow the standard approach (e.g., [9, 15, 25, 26] ) to construct a Markov process representation of the network, denoted k (t), by appending to the queuelength process other state information such as the residual interarrival and service times (or the "age" of each existing job in the FIFO case). Under a HOL discipline, k (t) is piecewise-deterministic and satisfies the strong Markov property [20] , which is essential for the stability of the fluid model to imply the stability (positive Harris recurrence) of the original network [15, 33] .
Take the static buffer priority discipline as an example again to elaborate the definition of k (t).
That is, at any given time t, for class r, U k r (t) is the remaining time before the next external arrival, and V k r (t) is the remaining service time for the job that is in service. (If there is no class r job at the time, V k r (t) is the service time for the arriving class r job.) Note, at time t = 0, we have U k r (0) = u k r (1) and V k r (0) = v k r (1) , the residuals at time zero introduced above. Hence, below we shall refer to U k r (t) and V k r (t) as "residuals" (at t) as well.
) is a strong Markov process, taking values on the nonnegative orthant of the 3R-dimensional Euclidean space, denoted X (cf. [15, 20, 29] ). Clearly, the dynamics of the Markov process k (t) will be completely determined when the initial state is given. Below, we will often consider many copies of the same network, each starting from a different initial state. To highlight the dependence on the initial state, we will append it to the argument of the corresponding Markov process and workload process. Hence, instead of and ρ k r converge to α r , λ r , σ a,r and ρ r , respectively; and thus these parameters satisfy ρ = CMλ = CM(I − P T ) −1 α. The heavy traffic condition is in force when ρ = e and (2.10)
for some L-dimensional constant vector γ . That is, the total traffic load on each server, including both external arrivals and internal transfers, is equal to its service capacity (asymptotically). Recall, we require the primitives of the network, the interarrival and service times, to possess a finite pth moment. Now for a sequence of networks, we need to strengthen this condition so that it holds uniformly for all the networks. To avoid technicalities, we assume that the network sequence is driven by the same primitives except the initial arrival and service times; that is, assume for all k,
For the given p > 2, assume all interarrival and service times have bounded pth moments:
In addition, for each k and r ∈ R, we assume that
and that for some integer j ≥ 2 and some nonnegative function p(x) satisfying ∞ 0 p(s) > 0, the following inequality holds:
The above are certain forms of a "spread-out" condition, required to guarantee the positive (Harris) recurrence and hence the uniqueness of the stationary distribution of the prelimit networks in edge II of Figure 1 . They also appeared in prior works, for example, [5, 15] .
Apply the standard diffusion scaling (along with centering) to the primitive and derived processes:
We will use the following so-called fluid scaling of the primitive processes as well:
We now apply diffusion scaling to the equations in (2.3)-(2.7) and the related processes. Particularly, the equation in (2.3) becomes
Associated with a given service discipline, there exists a so-called lifting matrix, denoted q , which is a (R × L)-matrix that maps the workload to the queue length in the diffusion limit. This matrix is specified through the uniform attraction property, which will be discussed shortly. For example, consider the static buffer priority discipline: ( q ) r = μ r , if class r has the lowest priority among all classes served by server ; and
. Then, following [39] (Section 4), we can reduce the dynamics of the workloads under diffusion scaling to the following: (2.20) where the reflection matrix is given as = [CM(I − P T ) −1 q ] −1 and the free process as
To understand the equation in (2.18), we first writeQ k (t) = qŴ k (t) +ε k (t) in (2.17), and then multiply both sides with CM(I − P T ) −1 to get the following:
Taking into account that
, we know the above equation can be written as the one in (2.18) immediately. Here, the existence of the reflection matrix is implicitly assumed. Also assumed is being a complete-S matrix (cf. [39] ), which is necessary for the existence of the diffusion limit in the theorem below.
In addition, the following fluid model associated with the original network can be derived using the hydrodynamic approach (refer to Section 3 for a more general version):q
additional conditions specifying the service discipline. (2.26) To illustrate the specification in (2.26), continue with the static buffer priority discipline in (2.8), with the allocation processd(t) = {d r (t)} r∈R expressed as
where {ς r (t)} r∈R are nonnegative functions satisfying the following for t ≥ 0: r∈Rς r (t) ≤ 1 and
Refer to [4, 12, 14] for more details regarding the static buffer priority discipline (and other HOL disciplines as well) in the fluid model. We say that the uniform attraction property holds with the lifting matrix q if there exists a positive real function h(t), satisfying lim t→∞ h(t) = 0, such that for any solution to the above equations with |q(0)| ≤ 1, the following holds:
An alternative (and equivalent) statement for the above condition is for some w * ≥ 0,
The uniform attraction property has been established for multiclass queueing networks under various service disciplines; refer to [2-4, 6, 12-14] ; details of the associated lifting matrices can be found in these papers, too.
In the following theorem, we will study the weak convergence (denoted as "⇒") of the diffusion-scaled processes in the Skorohod space, the space of RCLL functions. Strictly speaking, we need to deal with the Skorohod metric [1, 39] . However, since all the limiting processes involved are continuous processes (Brownian motions), and the u.o.c. convergence to a continuous function implies the convergence under the Skorohod metric [1] , it is convenient (and indeed equivalent in the current context) to treat the Skorohod space as endowed with the more familiar uniform metric. THEOREM 2.1 (Diffusion limit [4, 39] ). Suppose the heavy traffic condition in (2.10) is in force; the initial workload and the initial residuals satisfy the following:
for someŴ (0); and the uniform attraction property in (2.28), (2.29) holds. Then we have the following weak convergence when k → ∞:
),Q(t),X(t),Ŷ (t) ,
with the limit characterized by the following equations: [39] ).
Here,X(t) is a Brownian motion with drift θ := γ (and properly defined covariance matrix), andŴ (t) is an semimartingale reflected Brownian motion (refer to
Recall we have assumed in the above that the reflection matrix is well defined (i.e., the matrix CM(I −P T ) −1 q is invertible) and is a complete-S matrix, which guarantees the existence and uniqueness of the limitŴ (t); refer to [39] . We remark that to guarantee the convergence in the above theorem, instead of the condition in (2.12), it suffices to assume a weaker condition, Bramson's uniform second moment condition, on the primitive processes; refer to [4] .
The following dynamic complementarity problem (DCP) is a deterministic version of the above limit [particular the first three equations in (2.30)-(2.32)], which is obtained by replacingX(t) in (2.30) with its drift term,
We shall refer to the deterministic DCP in (2.34)-(2.36) as stable, if there exists a time T such that for any solution (ŵ(t),ŷ(t)) with |ŵ(0)| ≤ 1, we haveŵ(t) = 0 for all t ≥ T .
Then the convergence results along edges II and III in Figure 1 are readily established following similar studies in the literature; and we summarize these results in the following theorem. 
(t).
Indeed, the conclusion in (a) is due to Dupuis and Williams [21] . The key to establishing the edge II result is the concept of uniform stability, which refers to the property that if the deterministic DCP corresponding to the diffusion limit is stable, the fluid models corresponding to the prelimit networks are also stable.
(Also refer to Lemma 3.7 below.) Consequently, the conclusion in (b), follows from Dai and Meyn [19] .
Interchange of limits.
Here in this section, we establish edge IV (convergence of stationary distributions) in Figure 1 . Furthermore, given p > 2, we also establish the convergence of the mth moment of the stationary workloads, with 0 < m < p − 1. To this end, we need the following condition, which strengthens the pth moment condition of Theorem 2.2. p * th moment condition: All interarrival and service times have bounded p * th moments, that is, for some p * > 2(p + 2), (2.38)
This condition will guarantee the boundedness of the pth moment of workload, which holds the key to proving the convergence of stationary mth moments of workload for m < p − 1.
Note that the above p * th moment condition implies the following slightly weaker form: for some constant κ > 0 and for all t ≥ 0,
and furthermore,
The above variation is technically convenient and has been used in previous studies [9, 43] . To prove the claimed implication, refer to Appendix A. 
Furthermore, for any m ∈ [0, p − 1), we have
Note, the above theorem is in parallel to Theorem 14 of [43] , which also justifies the interchange of limits but under a different condition, the so-called bounded workload condition: for some constant κ > 0,
In particular, it is shown in [43] the above condition implies the boundedness of the pth moment of the workload process,
under the bounded pth moment condition of primitives in (2.12). This bound on the workload holds the key to establishing other properties for justifying the interchange of limits. Clearly, the bounded workload condition in (2.43) and the p * th moment condition in (2.38) do not imply each other: the latter is trivial to verify, being imposed directly on the primitives; whereas the former requires (slightly) lower moments on the primitives but could be difficult to verify.
Proof of Theorem 2.3.
We break the proof into three subsections. In Section 3.1, we identify certain regular events associated with "nice" sample paths, such as the fluid-scaled arrival processes lying within a certain range of their mean values; and develop bounds on the probabilities of these regular events. Then, in Section 3.2, we demonstrate that the workload process, too, behaves "nicely" under the regular events. To do so, we apply Bramson's "hydrodynamic" approach [4] to show that the bounds in (2.43) work for sample paths under the regular events. Such a bound in the regular event, combined with a crude bound for the pth moment of the workload under the "nonregular" (or, rare) events, leads to the pth moment bound of the workload in (2.44) under the diffusion scaling (Lemma 3.6). The rest of the proof in Section 3.3 is to establish standard properties of the workload process such as uniform integrability, uniform pth moment stability and tightness, which then complete the proof of Theorem 2.3.
A road map summarizing the above is illustrated in Figure 2 . The part marked out by the dotted rectangle is the focus of this paper.
Probability bound of regular events, complementarity, oscillation inequality, uniform continuity and uniform attraction.
Probability bound of regular events. Define the variables:
The first variable is the maximal interarrival time of class r realized before time t for the kth network; the second variable is analogous, for the service times. Note that the initial residuals u k r (1) times, and {m k } k∈K be a sequence of real numbers with m k ≥ 1. Define the regular events as
Here, we have introduced a sequence of regular events associated with "nice" sample paths; for example, the fluid-scaled arrival processes lie within a certain range of their means according to the definition of k E (t * , u * , m k ). Note that the ranges that bound the sample paths are carefully specified such that the probabilities of these events must approach one at a certain rate as indicated in the following lemma, with the proof deferred to Appendix A. LEMMA 3.1. Let t * and u * be any positive times. Then the following estimate holds for sufficiently large k (depending on t * and u * ):
Complementarity and oscillation inequality. The required oscillation inequality, given in the lemma below, is a standard result (e.g., [39] ). To state the inequality, denote for any RCLL (vector) function f (u) (u ≥ 0) and any time interval
LEMMA 3.2. Suppose there exists a constant κ c > 0 such that for any RCLL functions, w(t) = (w (t)) ∈L , x(t) = (x (t)) ∈L and y(t) = (y (t)) ∈L , satisfying w(t) = w(0) + x(t) + y(t) ≥ 0
for t ≥ 0; 
y (t) cannot increase at time t if w(t) > 0.

Then the following oscillation inequalities hold for any
0 ≤ s ≤ t,(3.
(Recall that the reflection matrix is assumed to be completely-S.)
The complementarity property is a part of the dynamics of multiclass queueing networks, that is, the condition in (2.7) or (2.20).
Uniform attraction. The required form of uniform attraction property is slightly more general than the one stated earlier in (2.22)-(2.26). It involves the following more general fluid model that includes the initial residuals:
additional conditions specifying the HL discipline. (3.15) [Recall, in the static buffer priority discipline, the additional condition in (3.15) is the same as the one in (2.27).]
We require (among other things) the following uniform attraction property. 
, the initial state is a fixed-point state), thenq(t) =q(0) andd(t) = Mλt for all t ≥ 0.
According to a well-known result (in the proof of Theorem 5.2 of Chen [10] ), we know that the fluid model in (3.11)-(3.15) coincides with the standard one in (2.22)-(2.26) after a finite time that depends only on the network parameters. That is, the complications incurred by the initialsū(1) andv(1) in Theorem 3.3 can be mitigated and, therefore, the conclusions in the theorem are immediate.
Uniform continuity. First, assume that the Markovian state descriptor is given as k (t) = (Q k (t), U k (t), V k (t)), or the diffusion-scaled versionˆ k (t) = (Q k (t),Û k (t),V k (t))
, for ease of exposition. As we have seen in Section 2, this descriptor applies under the static buffer priority, head-of-line proportional processor sharing and queue-ratio disciplines, etc.; refer to [4, 26] for more details on the latter two. For the first-in-first-out discipline, we must append additional information that captures the order of arrivals to k (t) to form a complete descriptor; refer to [4] , too. Nevertheless, the additional information plays a role in our study only through (various versions of) the corresponding fluid model and the related uniform attraction property, and hence it is sufficient to assume the above descriptor for our purpose.
Denote 
The definition for the "hydrodynamic" scaling above,W k,j (u), is slightly different from the same notation in our previous papers [40] [41] [42] in that new parameters m k and y k are introduced into the scaling. The other processes, (u) , are defined in the same manner. The uniform continuity property involves approximating the hydrodynamics systems by the fluid model in (3.11)-(3.15). 
(b) Moreover, the time T can be chosen sufficiently long (depending on network parameters only) such that the following holds for any
Consequently, for any ε > 0, there exists k * such that the following holds for any
then we can find a fluid model (q(t),ū(1)
Recall, involvingū(1) andv(1) in this set of equations is necessary for handling the more general initial states in the prelimit networks [refer to the property (a) in the above lemma]. Such a uniform continuity property essentially follows the approach of Bramson [4] , even though the initial residuals and the additional scaling parameters (m k and y k ) are not considered in his version. The proof is detailed in Appendix B.
Bounding workloads over regular events, and pth moment bound of workloads.
Given the above preparations, we follow the hydrodynamic approach to establish the bound for the workload process under the regular events. (a) (Uniform attraction)
where κ is a positive constant that depends only on network parameters (independent of k and ω). In addition, the bound in (3.23) also applies to j = 0.
The above lemma is stronger than similar results in the literature for establishing a conventional heavy-traffic theorem (e.g., Lemma 7 of [42] 
and that
Hence, choosing a sufficiently small ε at the beginning of the proof, the estimate in (3.26), along with (3.27), implies that the conclusion (a) holds with j = 1 for sufficiently large k and for all ω ∈ k (¯ , T , m k ). By (3.26), (3.27) again, we have for all u ∈ [0, 2T ],
and for all u ∈ [0, T ],
That is, the bounding property in (b), for both j = 0 and j = 1, is satisfied.
Step 2. We now extend the above to j = 2, . . . , kδ/y k T . Suppose again, to the contrary, there exists a subsequence K 1 of k such that, for any k ∈ K 1 , at least one of the results in 
This yields the following:
By Lemma 3. .] Since T ≥ Tκ ,ε/8 , applying the uniform attraction property in Theorem 3.3 to the above limit yields:
. Hence, the convergence in (3.29), along with (3.30), implies that (a) holds with j = j k and ω ∈ k (¯ , T , m k ), for sufficiently large k ∈ K 1 . Consider any sufficiently large k ∈ K 1 , such that the results in (a) hold for j = 1, . . . , j k (but it needs not holds for j = 0) and for all ω
and ω ∈ k (¯ , T , m k ). This implies that the processes, (w(t), x(t), y(t), z(t))
, which merges all intervals corresponding to j = 1, . . . , j k . Hence, we have for any
, which is a small value in the above estimate according to the conclusion (a).] Consequently, we have the following estimations:
where in the second inequality we have also applied the conclusion in (3.28) , that is,
Next, we establish the pth moment bound for workloads and queue lengths. 
PROOF. Following Lemma 3.5, we first bound the workload processes in k (¯ , T , m k ). By Lemma 3.5(b), there is a constant κ 1 such that the following holds for sufficiently large k, any initial stateˆ k (0), any m k ≥ |ˆ k (0)| ∨ 1, and any ω ∈ k (¯ , T , m k ):
where in the second inequality we have used Lemma 3.5(a) to remove the term ε k (m k s). Hence, we have
where the last inequality is proved following the same procedure as in Lemma 9(a) of [43] . Next, we bound the workload in \ k (¯ , T , m k ). Pick any positive number α and β satisfying 1/α + 1/β = 1 and in addition 1 < β < (p * − 4)/2p. Then, for sufficiently large k, we have
Here, we have applied Hölder's inequality and Lemma 3.1 in the first and forth inequalities, respectively, and have taken into account p * > 2(p + 2) and our choice of β in the last inequality. To see the second inequality, we note the following estimate (for some constants κ 2 and κ 2 ):
Finally, the above two estimates lead to the lemma, since the time is arbitrarily given in Lemma 3.5.
Bounding the pth moment of the workload in the above lemma is a crucial step in establishing (in the next subsection) the uniform integrability of the workload processes, and subsequently its uniform pth moment stability and tightness. To do so, we cannot simply follow similar cases in the literature, for example, Dai ([15] , Lemma 4.5) and Dai and Meyn ([19] , Lemma 5.2), where the fluid-scaled arrival processes serve as the bound for the workload, and thus leading to the required uniform integrability property directly. For example, in Dai and Meyn [19] , to justify the existence of the pth stationary moment for a single multiclass queue network (say, the kth network), a moment bound for the queue-length process can be derived by discarding the service and routing processes in (2.3): for any sufficiently large initial state
However, under diffusion scaling (which is needed in our setting), the arrival processes become unbounded as k → ∞ and cannot serve the same purpose to obtain the bound in Lemma 3.6. To overcome this difficulty turns out to be a major effort, and our approach is to identify the regular events and characterize the hydrodynamics of the networks under these events as summarized in Lemmas 3.1 and 3.5, which has provided proper preparations for the proof of Lemma 3.6.
3.3. Uniform stability, uniform integrability, uniform pth moment stability, tightness and interchange of limits. As demonstrated in [43] , the uniform stability property is a general property that applies to a wide class of stochastic processing networks, including the multiclass queueing networks under study.
We state the property for reference here. For each k, denote (q k (t),w k (t)) as the fluid model corresponding to the kth (original, discrete) network (Q k (t), W k (t)). It satisfies the relationship in (3.11)-(3.15) with the index k properly appended, and roughly speaking is derived as the limit of 
Now, the rest of the building blocks in Figure 2 , including the uniform integrability, uniform pth moment stability, tightness and finally the interchange of limits, follow from the approach in [43] . This is because the technical developments for these blocks are independent of the specific network structure (either the resourcesharing network in [43] or the multiclass queueing network here), given the pth moment bound of workloads and the uniform stability. We outline the main steps as follows. 
PROOF. The proofs of (a) and (b) are similar, and we prove (b) only. Pick any constant p satisfying p < p < p * /2 − 2. Clearly, Lemma 3.6 holds with p replaced by p , and hence we have, for some constant κ and sufficiently large k, 
Part (a) of the above theorem follows the same proof as that of Proposition 11 in [43] , given the uniform integrability properties in Lemma 3.8 and the uniform stability property in Lemma 3.7; part (b) can be proved making use of the results in part (a) and Lemma 3.6, and following the approaches developed in Budhiraja and Lee [9] and Dai and Meyn [19] , as well as in [43] . The detailed proof is thus omitted.
Finally, given the tightness property in Theorem 3.9, the proof of our main result here, Theorem 2.3, is identical to the proof of Theorem 4 in [43] , which is a modification of the standard argument leading to the interchange of limits from the tightness in [9, 25, 26, 29, 30] .
Concluding remarks.
As mentioned above and recognized by other authors as well, the key step in justifying the interchange of limits is to bound the pth moment of the workload process. In [26] , this step is accomplished through another condition, that the fluid model converges at a linear rate. In our own recent work, [43] , this step is carried out through a bounded workload condition. Verifying either condition requires effort, as evident from the specific examples studied in both [26] and [43] . Here, we have demonstrated that, for multiclass queueing networks, the interchange of limits is justified and the only required condition is the moment conditions on primitives, which either holds automatically or is easy to verify.
This type of interchange of limits, under moment conditions on primitives only, can be extended to other stochastic processing networks, in particular the resourcesharing networks as demonstrated in our previous study [43] (albeit requiring a moment condition on workload). Specifically, the results concerning edges II and III in Figure 1 can be established, quite routinely, under the stability of a (single) deterministic DCP (that corresponds to the diffusion limit). The key (that requires effort but can be done) is to establish the complementarity property, that is, the condition in (2.7) or (2.20), which automatically holds in multiclass queueing networks (in fact, is part of the dynamics).
APPENDIX A: PROOF OF LEMMA 3.1
The key to proving the lemma is to combine the probability bounds on the various events, which we first construct below. To do so, we need certain estimates on the moments of renewal processes, which are collected in Section A.1 after the proof.
For ease of reading, we prove the lemma for the case m k = 1 for all k. For the general case, simply replace the scaling parameters (not the indices) k and k 2 , at relevant places, with km k and k · km k , respectively, and use the condition m k ≥ 1 to remove the parameter m k in the conclusion. We also omit the arguments t * , u * and m k associated with the events to lighten up notation.
Probability bounds for k u and k v . We estimate the probability bound for k u following the approach in the proof of Lemma 5.1 in Bramson [4] . The bound for k v is similar, and hence is omitted.
Denote for each r and k,
Observe from the definition of k u that it is sufficient to estimate the probability bound for the event {u k,max r (k 2 t * )/k ≤ 1/k (p * −2)/2p * } as the number of job classes is finite. Consider any fixed r, and pick a sufficiently large constant κ 1 > 0. We have
The first term F 1 is estimated by applying Lemma A.2 and the Markov inequality as follows:
In the event in the term F 2 , u k,max r (k 2 t * ) will be selected among {u k r (i) : i = 2, . . . , κ 1 k 2 t * }. Hence, we have
The above estimates yield that there is a constant κ 3 , independent of k, such that for sufficiently large k,
Summing up the above over all r, we have for sufficiently large k,
Probability bound for k X . Observe that the additional process k rs (n) is also a renewal process whose interarrival times follow a geometric distribution and, therefore, have all moments. Hence, this process satisfies the p * -moment condition trivially (and indeed we have implicitly ignored it when we introduce the p * -moment condition for the multiclass queueing network). Indeed, for any p > 2, the following holds for some constant κ > 0 and for all t ≥ 0,
Note that there exists a constant κ 1 such that
Applying the above inequality, the p * th moment condition in (2.40) [plus (A.1)], Markov inequality and Lemma A.3, we have the following estimation:
Probability bounds for k E , k S and k . We estimate the probability bound for k E only, since the bounds for k S and k are similar. First, we show that for any positive constant α and for some positive constant κ 1 , the following holds for any r ∈ R, t ∈ [0, kt * ] and u ∈ [0, u * 1 ] (where u * 1 := u * + t * ), and for sufficiently large k (depending only on network parameters, u * and t * ):
Note that in the above probability, there is no supremum operator on the event set and the time variable u may take any value over a longer interval [0, u
, where the second last inequality is due to Lemmas A.3 and A.1.
Denote for any r, k and t ≥ 0,
Clearly, we can write the event:
Following the argument in Bramson ([4] , Proposition 4.2), we evaluate the following probability:
where the inequality is due to (A.2) along with routine conditioning arguments. On the other hand, using (A.2) again,
The above two imply
for sufficiently large k. Using the above result, we bound the following probability:
With a carefully chosen constant α, the above inequality implies the following immediately:
Combined with the probability bound for the event k u , the above further implies
A.1. Some results on moments of renewal processes. This section collects some independent results on the moments of renewal processes, which are used in the above estimates.
Let X i , i = 1, 2, . . . , be identically and independently distributed nonnegative random variables, with
LEMMA A.1. For any r > 0, there exists a constant a r > 0 (depending on r and the distribution of X 1 only) such that
The lemma is a direct result of the strong law of counting (renewal) process (e.g., Theorem 5.1 in Chapter 2 of Gut [27] ), and hence its proof is omitted. Note that the lemma requires the existence of the first moment of X i only. 
This lemma, to the best of our knowledge, first appeared as Theorem 4 of Krichagina and Taksar [31] , with a long proof. Here we show, it follows rather quickly from Lemmas A.1 and A.2.
PROOF OF LEMMA A.3. Note that
and
Hence, we have
Applying Lemma A.2, we have
(A. (A.7)
Here, we have applied Lemmas A.1 and A.2 in the third and the sixth inequalities, respectively. Finally, the desired result is implied by the inequalities in (A.6) and (A.7).
We remark that rigorously speaking, the inequalities in (2.39), (2.40) hold for any p < p * (instead of p * ) according to the above lemma. Nevertheless, this will not affect any result in the paper, if we choose p > 2(p + 2); and to avoid introducing the annoying extra parameter (p ), we write p * in these inequalities directly.
APPENDIX B: PROOF OF LEMMA 3.4
To prove the lemma, we first need some preliminary results. As an abstraction of the fluid-scaled prelimit networks (Q k,j (u),W k,j (u)), we consider the following set of equations on (q(t), w(t), x(t), u(1), v(1)): In the above, q(t) and w(t) are an R-dimensional nonnegative vector functions of time t ≥ 0, which can be interpreted as the (generic and scaled) queue-length and workload processes, respectively. x(t) is also an R-dimensional vector function of time t ≥ 0, associated with the "free process" in the prelimit networks that captures the deviations of arrival and service processes from their means. The "residuals", u(1) and v (1) , are R-dimensional vector constants.
The next lemma claims that the above can be approximated by the so-called fluid model specified in (3.11)-(3.15) . And it is indeed a uniform continuity property if we consider all the processes involved in the D-space (e.g., [1] ) equipped with the uniform norm. PROOF. If to the contrary, we can find an ε 0 > 0 and a sequence {(q (i) (t), w (i) (t), x (i) (t) , u (i) (1) , v (i) (1) Applying the conventional approach for proving fluid limit theorem (refer to, e.g., [10, 15] , among many others), however, we can find a subsequence of i such that as i → ∞ along the subsequence, we have To claim the limit (q(t),ū(1),v(1)) in the above convergence as a solution to (3.11)-(3.15), it is necessary to verify (3.11)-(3.15) for the limit. Clearly, the technical details to do so are specific to the service discipline, but is routine given existing studies mentioned just now. Here, we illustrate those techniques in the context of static buffer priority discipline. Particularly, we must show that for the allocation processd(t) derived through the limit in (B.8), there is a set of nonnegative functions {ς r (t)} r∈R such that the specification in (2.27) is satisfied, that is,d 
