Studies have shown that ANOVA F-test has a lower performance against heterogeneity of variances. It is important to provide more information on its alternatives and other methods that can prove useful. As a general guideline, Welch's ANOVA is a best alternative with low type 1 error rate in all cases of different population variances compared to other methods used in this study. 
Introduction
This research analyzes the analysis of variance (ANOVA) F-test and its alternatives under heterogeneity of variances. Similar to previous studies, a simulation will be used in order to collect data. The goal is to clearly define each test and provide additional information based on the results. Research from other studies may contain population variances that differ in groups therefore, it is important to distinguish various tests that can be used under different parameters.
It is important to continue this research in order to present beneficial information for conducting more accurate results.
The ANOVA F-test is the generic form of testing the equality of means between more than two different populations. The null hypothesis is that there is no difference in the group means and means should be equal. The alternative hypothesis is that at least one group mean is different. When using this test, it is assumed that the data from the populations are each normally distributed with equal variance and are independent from each other. F test statistic is computed using the following function, where < and are the sample size of each group and number of groups, respectively while ̅ and ̅ < are observed overall mean and group mean, respectively. P-value is computed using the F distribution with ( − 1) and ( − 1) degrees of freedom. The assumptions of ANOVA F-test can cause limitations when the given data violates 1 or more of these assumptions. As a result, alternative tests may be employed to receive more accurate results. The Kruskal-Wallis Test is used when the assumption of normality is not met for the ANOVA test. Assumptions for this test are similar to the ANOVA F test except that data do not need to be normally distributed. It is necessary for data to be sorted into ranks to compute this test statistic. Smallest value in a data has a rank of 1, second smallest has a rank 2, and so forth.
Results explain the differences in rank means and not about the mean of the true variable. This is the only nonparametric test whereas all other tests in this study rely on data coming from a normal distribution. P-value is calculated from a chi-square distribution. This test function is,
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Hotelling's T 2 test is used for multivariate analysis of variance. Like the other tests, observations should be independent. This test requires vectors rather than different samples. The where and are vectors of observed group means and true group mean, respectively while is the observed variance covariance matrix of groups.
This paper aims to determine how heterogeneity of variance affects the performance of these tests. The F-test and its alternatives will be run through a simulation, and the estimated type I error rate will be recorded. Following this, a discussion of findings and further actions will be discussed.
Literature Review
Much of the research around the ANOVA F-test and its alternatives employ Monte Carlo methods to test robustness. A few of these papers are listed below to establish the scholarship surrounding this topic. This study uses these papers to establish a framework for providing contemporary commentary on this subject. Levy (1978) Wilcox et al (1986) considered the parametric modifications of ANOVA F using F and W statistics described in a study done by Brown and Forsythe (1974 Blanca et al (2017) conducted a study of the ANOVA F-test and its ability to perform under differences in variance ratios by employing Monte Carlo methods. Variables in this study include unequal/equal group sample sizes and number of groups, total sample size, coefficient of sample size variation (amount of inequality in group sizes), ratio of largest to smallest variance, and patterns of variance and pairings of variance to group sample size (Blanca et al 2017) . This study found that the ANOVA F-test was robust when group sample sizes were equal. When sample sizes were unequal, "robustness depends on the variance ratio, the pairing of variance with group size, and the coefficient of sample size variation, with the procedure being more robust when variance ratios are small, the pairing of variance is either zero or positive, and the coefficient of sample size variation is smaller" (Blanca et al 2017) . Overall, this study concluded that 1.5 would be the highest variance ratio in order to avoid problems with Type I error. Blanca et al (2017) also considers the use of Kruskal Wallis test as an alternative, however it is noted that Monte Carlo methods in previous studies have shown that its Type I error rates are also affected by heterogeneity of variances.
Methodology and Results
Using information from previous studies, a similar simulation was created with different variances to better understand the changes between each test. Marascuilo's alternative to Welch's ANOVA was an uncommon test that was examined in comparison to the original.
Simulation was conducted using R program. Three independent groups with equal sample size from normal distribution were the extent of this research. Data were randomly generated from the normal distribution with mean of 0 for all tests. Several different variance levels were chosen and four different sample sizes were examined.
To better explain the variance levels, this research chose a variance for each group. For instance, the first group would have a variance of 1, second group variance of 1, and finally third group had a variance of 5. This would be denoted as (1, 1, 5 The ANOVA F-test had a higher type 1 error rate due to the violation of heterogeneity of variances. The ANOVA F-test resulted in having a higher type 1 error rate when two groups had a lower variance and one group had a higher variance. Cases where variances were equal reduced the type 1 error significantly. Smaller sample sizes had a slight effect on the type I error rate. In some cases where variances were equal, the ANOVA F-test had a lower type 1 error than on the assumptions provided from a research so it is difficult to determine an exact test to use.
Having this flexibility of being able to choose multiple tests can be overwhelming so it's beneficial comparing statistical tests under parameters that would come up in real life. Not all groups will have same variances. There might be differences in means, data coming from different distributions, or even different group sizes. In order to find more accurate results, it would be helpful to continue this study.
In the future, it would be interesting to see cases how effective and quick calculations from Marascuilo's alternative are given in comparison to Welch's ANOVA for larger samples.
Changes in the equation may be slight, but it is beneficial to see more of the theory behind each test. Other methods for multivariate analysis of variance should be taken into consideration. Future work can also consist of using different distributions and finding more results on how these methods can be applied to count data
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