In a series of weather model experiments on a CRAY supercomputer, Williamson and Temperton demonstrated that the interaction of the highfrequency gravity waves with the low-frequency Rossby waves is very weak. However, they stated that this "might not be the case when the model includes realistic physical processes such as release of latent heat which are strongly influenced by the vertical motion." The bounded derivative theory is valid for inhomogeneous hyperbolic systems with multiple time scales, but the magnitude of any forcing term must be less than or equal to that of the horizontal advection terms in the same equation. When diabatic effects are added to the basic dynamical equations for the atmosphere, in the smaller scales of motion forcing terms can appear in both the entropy and pressure equations that do not satisfy this restriction. Assuming that the heating terms are only functions of the independent variables, the forcing term in the entropy equation can be eliminated so that only a large forcing term in the pressure equation remains. It is proved that a large forcing term in the pressure equation does not by itself preclude a smooth (in the bounded derivative sense) solution. However, the proof shows that the smoothness of the derivatives of the forcing determines the smoothness of the solution. If the spatial variation of the forcing in the pressure equation is much larger than that of the advective component of the solution of the homogeneous system, then no mathematical estimates of smoothness can be obtained and examples show a smooth solution does not exist. On the other hand, if the spatial derivatives of the forcing are smooth, but the temporal derivatives are not, a smooth solution exists and the effect of the large variation of the forcing in time on that smooth solution is small. When both the spatial and temporal derivatives of the forcing are smooth, a smooth solution also exists and it is proved that it is extremely accurately described by the corresponding reduced system; i.e., the effect of the interaction of any gravity waves generated by the prescribed forcing with the smooth solution is minimal. Illustrations of the new theory using a forced shallow water equation model are presented and the implications of the results for weather models are discussed. Technologies vol 3, © 1993 WIT Press, www.witpress.com, ISSN 1743 280 Applications of Supercomputers in Engineering
INTRODUCTION
In a well chosen set of experiments, Williamson and Temperton [1] demonstrated that the interaction of the high-frequency gravity waves with the low-frequency Rossby waves in a three-dimensional adiabatic model is very weak. However, diabatic processes, such as latent and solar heating, are known to be important in the atmosphere (e.g., Kasahara and Mizzi [2] ). Regarding this issue, Williamson and Temperton [1] pointed out that the impact of the gravity waves on the Rossby component of the solution might be more significant in the presence of diabatic parameterizations that depend on the vertical velocity. (A parameterization is an attempt to describe a physical phenomenon that cannot be resolved by the model grid in terms of the dependent variables that are resolved by the model grid. In light of the approximate nature of a parameterization, it is perfectly conceivable that the interaction between components of the solution in a numerical model that uses a parameterization could be completely different than that in the real atmosphere that contains all scales of motion.) As a first approximation of the real atmosphere, numerous authors (e.g., Gill [3] ; Kasahara [4] ) have explicitly prescribed heating terms as functions of the independent variables and analyzed the resulting flow. In this study, a similar approach will be followed in a first attempt to better understand the impact of forcing terms on the solutions of the equations of motion, especially with regard to the interaction between different components of the solution.
In the original presentation of the bounded derivative theory (Kreiss [5] ), it was proved that smooth solutions of hyperbolic systems with multiple time scales could exist even in the presence of forcing. However, the mathematical energy method (e.g. Kreiss [6] ) was used to estimate the solution and its derivatives, so it was necessary to assume that the forcing was smooth, i.e., that the magnitude of the forcing in a particular equation was less than or equal to that of the horizontal advection terms in that equation and that the variation of the forcing in space and time was similar to that of the advective component of the solution. For the large scale this assumption is adequate, but for the smaller scales of motion this assumption can be overly restrictive. When diabatic effects are dominant, e.g., in medium-and small-scale motions (Browning and Kreiss [7] ), forcing terms appear in the entropy and pressure equations that are greater in magnitude than the horizontal advection terms in the corresponding equation. Also, the scales of motion of many of these processes are not adequately resolved by a typical weather model, so the most important of these heating processes are included in the models through parameterizations. Because the parameterizations have switches that can change the state of the dependent variables instantaneously, and because these changes are performed in a vertical column without regard to neighboring columns in space (e.g., Williamson et al. [8] ), the forcing terms used in the models can be discontinuous in space or time; i.e., in general the forcing terms in the models are not smooth.
Browning and Kreiss [7] showed that for medium and small scales of atmospheric motion, the vertical velocity is directly proportional to the forcing (heating). For these scales, it is shown that to first approximation the system that describes the motions is essentially the inhomogeneous reduced system for the shallow water equations. The reduced system is the proper limit of the full shallow water equations with a forcing term in the geopotential equation of the same size as the divergence terms; i.e., the forcing term is not of the same size as the advection terms, but the spatial and temporal derivatives of the forcing have the same variation as the advective component of the solution of the homogeneous system. The effect of a forcing term that is not necessarily smooth on a hyperbolic system with multiple time scales is investigated. It is shown that a large forcing term in the pressure equation does not necessarily preclude the existence of a smooth solution. However, the smoothness of the solution is controlled by the size of the derivatives of the forcing. If the spatial derivatives of the forcing are rough (not smooth), no mathematical estimates of smoothness can be obtained and the solution becomes rough instantaneously. If the spatial derivatives of the forcing are smooth but the temporal derivatives are rough, estimates of spatial smoothness can still be obtained and the roughness in the temporal derivatives of the forcing has only a minor effect on the smoothness of the solution. When the spatial and temporal derivatives of the forcing are both smooth, the inhomogeneous reduced system describes the smooth solution extremely accurately; the interaction of any gravity waves generated by the diabatic forcing for these scales with the smooth solution is very small. This analysis extends the experimental work of Williamson and Temperton [1] to the case of prescribed heating. Because the errors due to a perturbation in the forcing or due to a numerical approximation satisfy a similar forced system, these results are also applicable to the behavior of the corresponding errors.
FORCED SHALLOW WATER EQUATIONS
In this section, a differential system covered by the general theory presented in the following section is shown to arise naturally in a practical application. The application is the study of atmospheric flow in the presence of prescribed diabatic forcing. The Eulerian equations that describe threedimensional atmospheric motions have been scaled for general smooth flows (Browning and Kreiss [7] ). In that presentation, it was proved that if the forcing (heating) terms were of the same size as the horizontal advection terms in the corresponding equation, then only large-scale motions (L = 1000 km) would be present. However, it is well known that many other scales of motion exist in the atmosphere. This apparent paradox is resolved by allowing large forcing terms for the other scales of motion. For example, consider the following set of scaling parameters for the scaled system introduced by Browning and Kreiss [7] The scaling parameters LI ([/), L^ (V) and D (W) are the representative length (velocity component) scales along the *, y and z axes, respectively, and Si represents the size of the perturbation of the pressure divided by the horizontal mean of the pressure. The remaining parameters for the scaled system, e.g., PQ and /?o, are the same as in Browning and Kreiss [7] . These parameters correspond to motions with a horizontal length scale one order of magnitude smaller than that of large-scale motions. The depth scale D and the horizontal wind speed U for these motions are usually chosen to be the same as for the large scale. With these assumptions, the vertical velocity must be of the magnitude indicated in (Ib) if the motion is truly three dimensional; if the vertical velocity were chosen one order of magnitude smaller, then to first approximation the flow would satisfy the barotropic vorticity equations (Browning and Kreiss [7] ; Lee and Browning [9] ). The value of 5j is similarly restricted by the fact that with the above assumptions, the advective terms in the momentum equations are the same size as the Coriolis terms (as opposed to the large-scale case where they are an order of magnitude smaller). This determines the size of the deviation of the pressure from the mean and it turns out to be one order of magnitude smaller than for the large-scale case. Note that the natural time scale for these motions is T = LIU « 3 h.
Substituting the values in equation (1) into the dimensionless system (3.11) of Browning and Kreiss [7] , the system that describes smooth motions for this scale is
where s is the entropy (essentially the reciprocal of potential temperature), V = (w, v, w)*is the velocity (the star indicates the transpose conjugate), p is the pressure, d/dt = d/dt + V • V, e = 10~* (the Rossby number), / is the (dimensionless) Coriolis parameter, g is the (dimensionless) gravity, and y = 1.4. The remaining variables ( s, PQ, and PQ) are determined by the mean state of the atmosphere and are the same for all scales (Browning and Kreiss [7] ).
Clearly a solution of equation (2) whose first order time derivatives are of 0(1) cannot exist unless w is reduced in size, w = e*w', as indicated by (2a). However, vertical velocities of the size indicated in (Ib) are observed to occur in mesoscale storms. The only way a smooth solution with vertical velocities of this size can exist for this scale is if there is an additional large term in (2a) that can offset the large term already present (similar to the balance of the horizontal pressure gradient and Coriolis terms in the large-scale case). It is known that there are a number of cooling and heating sources in the atmosphere and that mathematically they appear as source and sink terms in the entropy and pressure equations. The heating term in the entropy equation is defined by the following modification of equation (2a): dt With the addition of the large forcing term e'^'sH, it is now possible to have a smooth solution of the forced system without rescaling the vertical velocity. However, a balance must exist between the vertical velocity and the heating (Browning and Kreiss, [7] ); i.e., the change of variable w = H + e*w' is appropriate in this case. This change of variable essentially uncouples the momentum and pressure equations from the remaining equations of equation (2) . To see this more clearly, assume that equation (2), with (2a) replaced by (3), has a smooth solution. Then the system can be rewritten in the form
Note that additional terms would appear in the definition of Fp if the heating terms that are normally in the pressure equation were also included in equation (2e). However, they are smaller than the terms retained and to first approximation can be ignored. Neglecting terms of O(e^) or smaller, the system becomes du i -+ Po P* -A = 0, (5a)
where F^ = -(ypoH^ + Hp^lr Po-^ the same way as in Erlebacher et al. [10] and Kreiss et al. [11] , asymptotic expansions for the solution of equation (4) with FU=FV = O and Fp = -(ypoH^ + Hp^lr PQ can be derived. To first approximation, the smooth part of the solution of equation (4) can be deter-_ dp mined from equation (5) . The error that is committed is O(e -). The fast part of the solution of equation (4) is obtained by making the change of variables p-*-™~p, t.,™?; i.e., the pressure is rescaled to symmetrize the system and then the time scale is changed to that of the fast waves. Neglecting terms of O(e ^), the system that describes the fast part is du' i -+ -ip' =0 dp'
where u' = u -u^ [the subscript 5 denotes the smooth solution of equation (4)], v' = v -v,, and p' = e*^(p -p^). Thus the advection terms are not important to the high frequency motions, which are essentially determined just by the sonic wave equation. Observe that if %'* + v'y = 0(1) at /' = 0, then p = O(e"^) for f>0.
In contrast with the large-scale case (e.g., Browning and Kreiss, [7] ), the vertical advection terms are important here. However, they have no effect on the gravity wave frequencies or the proofs in the next section. For these reasons (and to simplify the presentation and subsequent computations) they will be neglected. Then the system can be written in the simpler form (6) is the reduced system for the inviscid shallow water system (Browning and Kreiss [12] ) scaled for the mesoscale case (a system with multiple time scales in the second normal form -Kreiss [5] ).
To determine the effect of artificially added large dissipation (eddy viscosity) terms, consider the viscous version of the full system corresponding to equation (6) (Browning and Kreiss [12] ) given bŷ
where the bar notation is used to distinguish between a solution of equation (7) and the system to follow and J/dt = d/dt + u d/dx + v d/dy. The physical (molecular) diffusion has been added to the momentum equations. The coefficient vp should be considered to be so small that the effect of the dissipation term is really only seen at very high wave numbers and the lower wave numbers are accurately described by the inviscid equations. To simulate errors in the parameterization process, the system that actually will be solved is
where v« » Vp is the numerical (eddy) viscosity and Gp is the error in the forcing. Linearizing the solution of equation (8) about the solution of equation (7), the resulting linear variable coefficient error system is
where the prime indicates the error in the corresponding variable, e.g., «' = u -u, and some nonessential undifferentiated terms have been dropped. The error in the forcing appears as an inhomogeneous term in the error equations. In addition, inhomogeneous terms due to the addition of an eddy viscosity also appear. The important point here is that there are continuum errors (Browning et al. [13] ) in system (8) arising from the addition of the eddy viscosity terms and from errors in the parameterizations. Since the parameterizations are typically rough functions in space and time, the eddy viscosity is usually quite large in order to damp the large amplitudes in the high wave numbers that would otherwise appear. Note that this has the effect of smoothing the solution, but not necessarily decreasing the error since the forcing terms in (9a) and (9b) increase with increasing numerical dissipation.
In the proofs that follow this section, it is shown that a smooth solution of the inviscid version of equation (7) may not exist with a general forcing term. However, when the forcing is smooth in space and time, there exists a smooth solution of the full system that is accurately described by the reduced system given by equation (6) . As in other reduced systems (Browning and Kreiss [7, 12] ), an equation for the geopotential is derived by differentiating equation (6c) with respect to time:
where f = -Uy + v^, J = u^v^ -UyV^, and d = u* + Vy = ^Fp. This is just the divergence equation with the divergence replaced by means of equation (6c); i.e., instead of the divergence equation representing a time-dependent equation for d, it represents a diagnostic equation for $. Note that equation (10) is applicable for both the large and medium scales of motion because in the large-scale case the divergence is O(e^) and equation (10) reduces to the normal balance equation for that scale.
The existence of a reduced system does not say that gravity waves will be absent when a forcing term that is smooth in time and space is used in the full system. In fact, gravity waves are always generated, but their amplitude is dependent on the time scale of the forcing. However, the reduced system can be used to describe the smooth part of the solution of the full system up to an error term of O(e*\ i.e., extremely accurately. The main concern about gravity waves in the atmosphere is that they might significantly interact with the smooth solution, so that they must be resolved by the observational network to obtain an accurate forecast. This quality of network is currently not available and is unlikely to be in the foreseeable future. But it is generally accepted that for large-scale solutions the gravity waves are small in amplitude and do not interact with the smooth solution. The basis for this statement is the following observation. If large-amplitude gravity waves were routinely generated in the atmosphere and interacted with the large-scale solution, then their removal by initialization (Baer [14] ; Machenhauer [15] ; Kreiss [16] ; Browning et al. [17] ) would damage the quality of the forecast for this scale. But in practice these waves are removed by initialization, and the conclusion must be that meteorologists have observed that the gravity waves are of sufficiently small amplitude to not interact significantly with the large-scale smooth solution. Thus their removal does not significantly degrade the forecast. Recently, it was rigorously proved that the amplitude of the gravity waves would have to be very large for any interaction with the large scale to occur (Kreiss and Lorenz [18] ). There remains the possibility that high-frequency waves in the atmosphere can interact with smooth solutions of a different scale. For the forced shallow water system in equation (7), it can be demonstrated that even with very strong medium spatial scale "heating," the large amplitude gravity waves that are generated do not interact with the smooth solution. Although some approximations have been made to obtain this system, it is expected that these results will carry over to the three-dimensional system with prescribed forcing. That case will be investigated in a forthcoming paper.
PARAMETERIZATION AND FORCING ERRORS
Heating parameterizations are usually either functions of the independent variables (e.g., solar heating in clear dry air) or functions of the undifferentiated dependent variables (e.g, latent heating). Although the latter type of parameterization could be included in the discussion to follow, the resulting complexity in the analysis obscures the understanding of the basic issue being investigated, so here only parameterizations of the first kind will be considered.
[As mentioned in the introduction, heating has been specified as a function of the independent variables by other authors in an attempt to understand weather events of interest (Gill [3] ; Kasahara [4] ).] With this restriction, the inviscid diabatic system is essentially the limit of an inhomogeneous multiple time scale hyperbolic system with almost constant coefficients (Kreiss [5] . [17] ), but it can be transformed to antiself adjoint form by the simple change of variables u= D~*u. Even after this change, the forcing is not 0(1) and the energy method cannot be directly applied to prove that a smooth solution of equation (11) exists, as in previous work (Browning et al. [17] ). However, an alternate method, introduced later in this section, is applicable. In that method the best estimates are obtained if the system is left in the form indicated in equation (11) .
Because of errors in the parameterizations or forcing, the system that is actually solved is given by
where G = (Gj, • • -,Gj+i) represents the errors in the parameterizations or forcing. Subtracting equation (12) from (11), the linear variable coefficient system that describes the difference w = u -v of the two solutions is
As an introduction to the technique to be employed to prove the existence of a smooth solution in this case, consider the scalar equation w, + e-^aw; = e~~g(x, t) ,
where a is a nonzero constant and g is a known function whose mean is zero. This equation can have a solution that varies on the slow time scale. As mentioned above, the direct application of the energy method used in earlier work cannot be used to show this because the forcing is not 0(1). An alternate method to prove the existence of a smooth solution is to expand the solution of equation (14) in terms of solutions of the reduced equation of the homogeneous version of equation (14), which is given by aw; = 0 .
In the first step, solve the inhomogeneous reduced system m^=g(%,'),
and then make the change of variable w = vv^ + w'M (16) in equation (14), which then becomes
Notice that if w{^ is 0(1), then equation (17) is of the same form as equation (14), but with the forcing term reduced by a factor of A This process can be repeated, and it is illuminating to perform it a second time to indicate how the estimates for the smooth solution are derived. At this step, solve the equation
and then make the change of variable
in equation (17), which then becomes
As expected, the forcing term has now been reduced by another factor of A But more important, an estimate of the smooth solution can now be obtained. If w[^ is 0(1) and vt/^(jt,0) = 0 [which translates into a restriction on the initial conditions for equation (14)], then by Duhamel's principle, w'^ is 0(^) for a time period of 0(1) implying |w -w^| = O(e*) for that time period; i.e., w behaves like the smooth function w^ for a period of time of 0(1). With sufficient smoothness of g, the expansion of w can be extended further with the increasingly smaller residual term being bounded. The asymptotic expansion method used for the scalar equation (14) will now be applied to the system in equation (13) . [Because systems (11) and (13) are essentially the same, the theory will apply to both the solution u of equation (11) and the error w described by equation (13) .] The energy method can be applied to the homogeneous version of equation (13) to obtain estimates of the solution and all of its spatial and temporal derivatives which are independent of e . Thus the estimates are valid for all values of e and, in particular, for the limit case £ = 0. In the limit as e -> 0, the smooth solutions of equation (13) satisfy the proper mathematical limit (the reduced system; Kreiss [5] ) of the homogeneous version of equation (13) and make the change of variable the system
The forcing has been reduced by another factor of e*, as expected. By Duhamel's principle, the solution of the symmetrized version of equation (23) with the trivial initial conditions
can be estimated as implying i.e., there can exist a smooth solution of equation (13) [or (11) ] even when the last element of the forcing term is not of 0(1). The size of the difference between the solution of the reduced system (the first term in the asymptotic series) and the solution of the full system with initial conditions determined by equation (24) is the square of the size of the large part of the symmetrized operator or the size of the large terms in the last equation of the unsymmetrized system. Thus the reduced system produces a very accurate approximation of the smooth solution of equation (11) and of the error due to a perturbation in the forcing. The importance of the smoothness of the forcing in time and space in the above proof of the existence of a smooth solution of equation (14) is obvious. The number of derivatives of the forcing that are of 0(1) will determine the exact size of the residual term that can be bounded. As might be surmised from the above proof, it is possible to construct examples to show that a forcing function with a limited number of derivatives of 0(1) will result in a solution of similar nature. If the forcing is rough in space, then no smoothness estimates can be obtained and there are example to show that solution is instantaneously rough. However, if the forcing is smooth in space, but rough in time, the solution remains smooth. This can be more precisely quantified by a closer examination of the forced reduced system
for 0 * *,-s 1 (i -1, • • • , s) and t * 0. It is assumed that the matrices Bj(x, t) of PI and the forcing function F depend smoothly on x and / and are 1 -periodic in jt; and that 
where G = F -PI\V~. Energy estimates for the spatial derivatives of the velocities w'_ of this system can be obtained in the usual way. Then the elliptic equation for the pressure provides estimates for the spatial derivatives of w'^.
Estimates of the solutions of equation (25) follow from definition (27) and the smoothness of w". An interesting feature of the above lemma is that the spatial derivatives can be estimated independently of the temporal derivatives. Therefore the solution exists and is smooth in space even if the forcing F is highly oscillatory in time. Consider the following two cases. 1) F -RG(x, f/?/i), 0 < T/i « 1 Assume G is a smooth function of x and t=t/rji. Let t u"_ = C¥_(x,t'/rji)dt' =0(7/1). Make the change of variable u'_ = u_ -u~_ in
•p equation (25) . The resulting system is of the same form as before with the forcing term of 0(7/1). Thus the effect of a highly oscillatory in time forcing term on the momentum equations is small.
2) F -(/ -/?)G(x, f/7/i), 0 < 7/1 « 1 Make the same change of variables as in the proof of the lemma. The forcing of the new system is F=-RPi\f .
Thus if F is highly oscillatory in time, then the effect on w'_ is again only of 0(7/1). However F can have slowly varying terms. If F = 0(7/2) and Bj are slowly varying, then the effect on w'_ is O[7/2-H 0(7/17/2)]. This agrees with Kreiss and Lorenz [18] .
