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米国マーケティング協会 (AMA) によると，マーケティングとは，”Marketing is the
activity, set of institutions, and processes for creating, communicating, delivering, and ex-









「マーケティングの 4P」としてマッカーシー (E.J. McCarthy)によって整理・分類されてい

























た．”Marketing is the performance of business activities that direct the flow of goods and










































電通 (2018)によると，2017年の日本の広告費は，6年連続で伸び，約 6兆 3000億円
























































































































































実務課題 問題意識 テーマ 1 テーマ 2 テーマ 3
消費者ニーズの多様化 消費者異質性の考慮 ◦ ◦
製品ライフサイクルの高速化 時間的異質性の考慮 ◦ ◦
競合商品の増加 多変量モデル ◦ ◦ ◦






















































































Rossi et al.(2005)や照井 (2008)などを参考のこと．
階層ベイズモデルのなかでも，本研究でも分析対象とする広告効果に焦点を当てた研究























































Dekimpe et al.(2006)によれば，Naik et al.(1998)，Xie et al.(1997)が，市場反応分析に状
態空間モデルを適用した先駆的研究であるとされている．一方，国内では Kitagawa and
Kondo(1998)，近藤 (1999)などが早期の研究である．また最近の研究としては，Dube et
al.(2005)，Naik et al.(2005)，Sriram and Kalwani(2007)，Bass et al.(2007)，Bruce(2008)，
佐藤，樋口 (2008a)，佐藤，樋口 (2008b)，佐藤，樋口 (2009)，本橋，樋口 (2013)，Ernst et



































































レビ広告効果の異質性を評価した研究としては，2.1.1 項で述べた Terui and Ban(2008)，
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であり，先述した Terui and Dahana(2006)など，基本的に個人レベルの概念として研究が
なされている．一方で，それらの研究とは異なり，代表的消費者の仮定のもと，店舗レベ

























































































Winkelmann(1993) および Karlis(2003) で提案された，見かけ上無相関なポアソン回帰
モデル (Seemingly Unrelated Poisson Regression Model，SUPREME)および Munkin and
Trivedi(1999)，Chib and Winkelmann(2001)によって提案された多変量ポアソン対数正規





























していない．Aktekin et al.(2018) では，Multivariate Confluent Hyper-geometric Negative






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































スーパーマーケットや総合スーパー (General Merchandise Store)が主な販売チャネルで
ある最寄品市場において，企業は，販売個数，販売金額またはマーケットシェアの向上を
目的として，様々なマーケティング施策を実施している．マーケティング施策は，一般的










































































る．市場反応分析に状態空間モデルを適用した研究としては，Naik et al.(1998)，Xie et
al.(1997)が比較的早期の研究である．最近の研究としては，佐藤，樋口 (2008a)，佐藤，樋
口 (2008b)，佐藤，樋口 (2009)，本橋，樋口 (2013)，Naik et al.(2005)，Dube et al.(2005)，








































本研究においては，(3.1) 式を目的変数とした．(3.1) 式の yin は，点数 PI(Purchase
Incidence)の対数を示す．添字 iは商品，nは時点をそれぞれ示す (以降も同様とする)．



























• データ期間：2002年 1月 1日から 2003年 6月 30日 (日別，543時点)
• 対象店舗：関東地区のスーパーマーケット 1店舗
• 変数：点数 PI，売価，エンド実施の有無，チラシ掲載の有無，テレビ広告出稿量









項目 商品 A 商品 B　 商品 C
平均販売個数 3.357 8.101 5.085
平均点数 PI 1.182 1.772 2.449
販売個数欠測日数 109 106 33
最大売価 (定価) 218 198 198
平均価格掛率 0.867 0.824 0.855
エンド陳列回数 72 161 119
チラシ掲載回数 7 19 28





































































i(i = 1, 2, 3)個々の動的市場反応モデルを示す．
yin = βi0n + pinβi1n + einβi2n + finβi3n + cp1inβi4n + cp
2
inβi5n　
　 + ce1inβi6n + ce2inβi7n + c f 1inβi8n + c f 2inβi9n + win, win ∼ N(0, σ2i ) (3.2)
実際には (3.2)式の 3商品をベクトル表現し，解析に用いる．その詳細は，3.4.3項に示









cp1in 競合商品 1価格掛率 (対数)
cp2in 競合商品 2価格掛率 (対数)
ce1in 競合商品 1エンド陳列実施
ce2in 競合商品 2エンド陳列実施
c f 1in 競合商品 1チラシ掲載
c f 2in 競合商品 2チラシ掲載
βi jn 観測モデルにおける回帰係数 (市場反応係数)
win 観測ノイズ
σ2i 観測ノイズの分散
表 3.3 βi jn の内容と g( j)のグループ

















よって表現する．モデル化は表 3.3 の 3 列目に示す時変係数のグループ g( j) ごとに共通
性を仮定して実施する．(3.3)式には，商品 i変数 jの時点 nでの市場反応係数の構造モデ
ルを示す．
βi jn = log(ADownin )γg( j),1,n + log(RP
own
in )γg( j),2,n + log(AD
comp
in )γg( j),3,n
+log(RPcompin )γg( j),4,n + δi jn, δi jn ∼ N(0, τ2i j) (3.3)
表 3.4 構造モデルの変数一覧
記号 内容














表 3.4には (3.3)式の変数を，表 3.5には構造モデルの回帰係数 γg( j),k,n の添字 kと変数
の対応をそれぞれ示す．
39














いる．(3.4)式には，本研究で提案するテレビ CMストック ADin を示す．
ADin = λADi,n−1 + (1 − λ)GRPi,n−1 (3.4)
λは，その更新の程度を規定する平滑化パラメータで，0以上 1以下の値をとる．この値
が 1 に近いほど前の時点のストックが残存し，逆に 0 に近いほど残存しないことを表現
する．(3.5)式には，本研究で提案する店舗レベルの参照価格 RPin のモデルを示す (佐藤，
樋口，2008b)．
RPin = ζRPi,n−1 + (1 − ζ)Pricei,n−1 (3.5)





(3.6)式は，時変係数グループ g( j)の，変数 kの時間進展を示すシステムモデルである．
g( j) に関しては表 3.3 の 3 列目を見てほしい．そこで同じ数値になっている場合，(3.6)
式は共通のものを用いる．本研究では，システムモデルを平滑化事前分布の考え方に基づ
き，滑らかさの仮定のもとでモデル化する．システムモデルに平滑化事前分布を設定し
た研究は，マーケティングにおいては Neelamegham and Chintagunta(2004)，佐藤，樋口
(2008a)，佐藤，樋口 (2008b)など，多数存在する．平滑化事前分布に関する詳細な議論は






γg( j),k,n = γg( j),k,n−1 + ηg( j),k,n, ηg( j),k,n ∼ N(0, ξ2g( j),k) (3.6)
表 3.6 システムモデルの変数一覧
記号 内容

































yn = H1,nx1,n + w1,n,w1,n ∼ MVN(0,R1) (3.7)
(構造モデル)
x1,n = H2,nx2,n + w2,n,w2,n ∼ MVN(0,R2) (3.8)
(システムモデル)
x2,n = x2,n−1 + w3,n,w3,n ∼ MVN(0,R3) (3.9)
3.4.1節に示した提案モデルと (3.7)式から (3.9)式との対応は以下の通りである．(3.7)

























yn 被説明変数ベクトル ℓ × 1 3 × 1
H1,n 観測モデルの説明変数行列 ℓ × m 3 × 30
x1,n 観測モデルの状態 (回帰係数)ベクトル m × 1 30 × 1
w1,n 観測ノイズベクトル ℓ × 1 3 × 1
R1 観測ノイズの分散共分散行列 ℓ × ℓ 3 × 3
H2,n 構造モデルの説明変数行列 m × n 30 × 28
x2,n 構造モデルの状態 (回帰係数)ベクトル p × 1 28 × 1
w2,n 構造ノイズベクトル m × 1 30 × 1
R2 構造ノイズの分散共分散行列 m × m 30 × 30
w3,n システムノイズベクトル p × 1 28 × 1







w1,n = (w1n, w2n, w3n)t (w1,n ∼ MVN(0,R1))とする. なお，分散共分散行列 R1 は対角行列
を仮定した．
(3.8)式の構造モデルは，x1,n が H2,n の影響を受けることを表現する．構造モデルのデ
ザイン行列 H2,n は (3.11)式で構成する．




AD1,n RP1,n (AD2,n + AD3,n) ÷ 2 (RP2,n + RP3,n) ÷ 2
AD2,n RP2,n (AD1,n + AD3,n) ÷ 2 (RP1,n + RP3,n) ÷ 2




AD1,n RP1,n AD2,n RP2,n
AD1,n RP1,n AD3,n RP3,n
AD2,n RP2,n AD1,n RP1,n
AD2,n RP2,n AD3,n RP3,n
AD3,n RP3,n AD1,n RP1,n
AD3,n RP3,n AD2,n RP2,n

．
(3.11) 式の小行列 h1,n は，観測モデルでの切片および自商品セールスプロモーション
の回帰係数 (時変係数グループ g( j) での j = 1, 2, 3, 4 に該当) についてのデザイン行列
を規定する．一方，小行列 h2,n は競合商品セールスプロモーションの回帰係数 (g( j) の
j = 5, 6, 7に該当)についてのデザイン行列を規定する．このうち，競合商品の広告ストッ


















w2,n = (δ11n, ..., δ39n)t (MVN(0,R2))．R2は対角行列を仮定した．最後に，(3.9)式のシステ
ムモデルは，x2,nの時間変動を示す．システムノイズは w3,n = (ξ211, ... , ξ274)t (MVN(0,R3))
とし，R3 は対角行列を仮定した．ノイズの分散は，すべてを個別に設定するのではなく，
表 3.8，表 3.9，表 3.10の通り，一部を同一のものと仮定した．
表 3.8 観測モデル分散対応表
i 1 2 3
変数 商品 A 商品 B 商品 C
観測ノイズの分散 σ21 σ22 σ23
(3.7)式から (3.9)式で表現した，3階層多変量状態空間モデルは，2階層多変量状態空
間モデルで表現できる．具体的には，(3.8)式の構造モデルを (3.7)式の観測モデルに代入
して整理すると (3.12)式が得られる．(3.12)式では，被説明変数ベクトル yn が x1,n では
なく x2,n で表現されている．
yn = H1,nH2,nx2,n + w∗1,n (3.12)
以上より，3 階層多変量状態空間モデルは，(3.12) 式を観測モデル，(3.9) 式をシステ
ムモデルと考えれば，2 階層多変量状態空間モデルで表現できることになる．ただし，
w∗1,n = w1,n+H1,nw2,nかつ，w∗1,n ∼ MVN(0,H1,nR2Ht1,n+R1)となる．モデルを識別性を担保
するために，w1,n,w2,n,w3,n は互いに独立とし，R1,R2,R3 は対角行列を仮定する．さらに，




i 1 2 3
j(表 3.3) 変数 商品 A 商品 B 商品 C







4 競合商品１価格掛率  τ275 競合商品２価格掛率
6 競合エンド１価格掛率  τ287 競合エンド２価格掛率
8 競合チラシ１価格掛率  τ299 競合チラシ２価格掛率
表 3.10 システムモデル分散対応表
k 1 2 3 4
g( j)(表 3.3) 変数
自商品 自商品 競合商品 競合商品
　 広告ストック 参照価格 広告ストック 参照価格
1 切片














本モデルにおいて推定すべき静的パラメータは，表 3.8 から表 3.10 で設定した観測ノ
イズ，構造ノイズ，およびシステムノイズのそれぞれの分散と，広告ストック変数のス




て 0.2から 0.6の間で 0.05刻みとし，λおよび ζ は 0から 0.95の間で 0.05刻みとした．
計算量を抑えるため，グリッドサーチは 2 段階に分けて実施した．1 段階目は観測ノイ
ズ，ストックパラメータともに 0.2刻みとして最適なグリッドを探索し，2段階目にその
グリッドを中心に，0.05刻みで最適なグリッドを探索した．最尤法での最適化手法は，佐






RP と AD の上付き添字の comp1，comp2 である．本モデルでは，競合 2 商品の RP と
ADを個別の説明変数としており，この添字は，何番目の競合商品であるかを示している．
次いで win は観測ノイズ，ηi,k,n はシステムノイズをそれぞれ示す．
47
(観測モデル)





+ce2inβi7n + c f
1




in )βi10n + log(RP
own
in )βi11n
+log(ADcomp1in )βi12n + log(RP
comp1
in )βi13n + log(AD
comp2
in )βi14n
+log(RPcomp2in )βi15n + win, win ∼ N(0, σ2i ) (3.13)
(システムモデル)
βi,k,n = βi,k,n−1 + ηi,k,n, ηi,k,n ∼ N(0, ξ2ik) (3.14)
(3.13) 式および (3.14) 式をベクトル表現すると，(3.15) 式，(3.16) 式の通りとなる．
(3.15) 式の表記は提案モデルに準ずる．(3.16) 式の w2,n はシステムノイズを，R2 はシス
テムノイズの分散共分散行列をそれぞれ示す．R1，R2 は対角行列を仮定した．
(観測モデル)
yn = H1,nx1,n + w1,n,w1,n ∼ MVN(0,R1) (3.15)
(システムモデル)















モデル名称 最大対数尤度 パラメータ数 AIC
提案モデル -1023.584 18 2083.168
比較モデル -1095.640 23 2237.280






表 3.12 観測ノイズ分散推定値 (グリッドサーチ)
観測ノイズ分散 σ21 σ22 σ23
推定値 0.30 0.25 0.25
表 3.13 構造ノイズ分散推定値
構造ノイズ分散 τ21 τ22 τ23 τ24 τ25 τ26 τ27 τ28 τ29
推定値 0.031 0.032 0.148 1.395 0.012 0.142 0.054 0.003 0.079
表 3.14 システムノイズ分散推定値
システムノイズ分散 ξ21 ξ22 ξ23 ξ24
推定値 6.6E-05 5.3E-02 1.1E-04 2.5E-03
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3.5.2 観測モデル回帰係数 (市場反応係数)の推定結果
図 3.4と図 3.5には，観測モデルの回帰係数 βi jn(x1n = (β10n, ..., β39n)t)の推定結果を示
す．図 3.4 は，トレンドと自商品のセールスプロモーションの，図 3.5 は，競合商品の
セールスプロモーションの結果である．図 3.4によると，3つの商品のトレンド (βi0n)は
連動している部分もあり，その推移にはカテゴリー全体の季節性なども含まれる．いずれ













は Montgomery and Rossi(1999)と同水準である．他方，競合商品のエンド陳列実施およ
びチラシ掲載については，0を何度も横切る形で変動しているが，その影響度は大きいと
はいえない．
3.5.3 市場反応係数 x1,n の形成メカニズムに関する検証
広告ストック，店舗レベル参照価格の推定結果
広告ストックの平滑化パラメータ λの推定値は 0.95であった．広告ストックのモデル
として同様の形式の Bass et al.(2007)では 0.97，Bruce(2008)では 0.93であり，本研究の
推定結果と近い．一方，店舗レベル参照価格の平滑化パラメータ ζ は 0.95であり，これ
は佐藤，樋口 (2008b)と同様の結果である．佐藤，樋口 (2008b)は店舗レベル参照価格が
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図 3.4 時変係数の推移 1(トレンド・自商品セールスプロモーション)













図 3.7には，商品 A(i = 1)の自商品価格弾力性 β11n と，自商品広告ストック ADown1n ，自


























































表 3.16には，商品 A(i = 1)の 50時点 (n = 50)における弾力性値を示す．試算は，広













自商品 自商品 競合商品 競合商品
広告ストック 参照価格 広告ストック 参照価格
自商品価格掛率 + + 混在 +
自商品エンド 混在 + 混在 +
自商品チラシ + + + +
競合商品価格掛率 ほぼ − − 混在 ほぼ +
な設定ではない．また，同表の最右列には，同商品同時点での観測モデルの回帰係数 (市
場反応係数)を示した．この結果から具体的な計算例を示すと，以下となる．自商品広告
ストック (ADown1,50)が 100%増加したとき，自商品の値引き効果 (価格弾力性)は-3.515か
ら絶対値の意味で 8.798% 増加して，-3.824 になる．また，自商品店舗レベル参照価格
(RPown1,50)が 5%上昇したときは，-3.515から絶対値の意味で 7.735%増加して，-3.786と
なる．









100%増加時 5 %増加時 100%増加時 5 %増加時 回帰係数
自商品価格掛率 8.798 % 7.735 % -2.139 % 8.809 % -3.515
自商品エンド 2.709 % 9.365 % -3.251 % 10.532 % .799
自商品チラシ 2.430 % 16.700 % 7.529 % 7.874 % .909
















































































































関なポアソン回帰モデル (Seemingly Unrelated Poisson Regression Model; SUPREME)で


















を整理する．King(1989)，Jung and Winkelmann(1993)および Karlis(2003)は Seemingly
Unrelated Poisson Regression Model(SUPREME) を提案している．SUPREME という名
前は King(1989)で用いられており，本論文でもこの名称を用いる．(4.1)式が SUPREME
の定式化になる．
yk = xk + ∆
xk ∼ Poisson(λk) (4.1)
∆ ∼ Poisson(θ)
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yk ∼ Poisson(λk + θ)が成立する．このように，SUPREMEでは，多変量ポアソン分布を用
いることなく，系列間の相関を考慮しながらも，パラメータ推定における計算量の緩和を
実現した．上述した King(1989)では，米国の大統領の拒否権行使のデータに対して，2変
量の SUPREME を適用した．Karlis(2003) では，EM アルゴリズムを用いて SUPREME
のパラメータを推定する方法を提案した．また，提案手法をスポーツの試合の得点，犯罪
発生数 (犯罪の種類を変量とした 5変量カウントデータ)，および交通事故数 (年を変量と
した 5変量カウントデータ)にそれぞれ適用した．
しかし，このモデルには欠点も多く存在する．SUPREMEでは，∆に対して ∆ ≦ min(y)






Munkin and Trivedi(1999)，Chib and Winkelmann(2001) は，多変量ポアソン対数正規





µk = exp(X′kβ + bk) (4.2)
b(b1, . . . , bk) ∼ N(0,Σ)
ここで yk は観測変数，Xk は説明変数ベクトル，β は回帰係数ベクトル，µk は系列 kの





元のカウントデータでも適用できる．上述した Chib and Winkelmann(2001)は，MVPLN
モデルと，そのパラメータの推定を MCMC 法を用いておこなうことを提案した．また
このデータを，米国の医療データおよび航空会社の事故データに適用した．Munkin and
Trivedi(1999) は，MVPLN モデルを 2 変量ではあるものの混合効果モデルに拡張し，こ
































ルとする．また，表 4.2には添字を示す．表 4.1中の SPはセールスプロモーションを示








yit = (yit1, · · · , yitM) を目的変数ベクトルとした多変量のモデリングを実施するが，
見かけ上観測変数 yitm, yitm′ 間には独立性を仮定し，モデリングを進める．(4.3) 式には，
個人 iの時点 t における SKUmの購買個数 yitm の生起メカニズムを表現するモデルを示







表記 内容 (一般) 内容 (提案モデル) 次元
yitm 観測変数 購買個数 スカラ
ηitm リンク関数 同左 スカラ　
Zit 個体内モデル説明変数 SP変数 M × BM 行列
γi 個体内モデル回帰係数 SP変数の回帰係数 BM 次元ベクトル
ζit 個体内モデル誤差項 同左 M 次元ベクトル
di 個体間モデル説明変数 世帯変数 C 次元ベクトル
Θ 個体間モデル回帰係数 世帯変数の回帰係数 C × BM 行列
wi 個体間モデル誤差項 同左 BM 次元ベクトル
Ω 個体内モデルの分散共分散行列 同左 M × M 行列
Σ 個体間モデルの分散共分散行列 同左 BM × BM 行列
表 4.2 添字一覧
記号 内容
i 世帯数 (1, . . . , I)
t 時点数 (1, . . . , T )
m SKU数 (1, . . . ,M)
b SP変数の数 (1, . . . , B)









yitmηitm − exp (ηitm))
yitm!
(4.3)
ηit = Zitγi + ζit, ζit ∼ MVN(0,Ω) (4.4)
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(4.4)式中，ηit はリンク関数のベクトルであり，(4.5)式で定義する．また ζit は誤差項の
ベクトルであり，(4.6)式で定義する．ηit，ζit ともに M 次元ベクトルである．
ηit =
(





ζit1 ζit2 . . . ζitM
)T
(4.6)
ζit は，平均は 0ベクトル (M 次元)，分散共分散行列 Ω(M × M)行列の多変量正規分布に
従う確率変数である．デザイン行列 Zit は (4.7)式のように表現する．
Zit =

zit1 0 0 0





0 0 · · · zitM

(4.7)
(4.8)式が，Zit の成分である zitm の定義である (B次元ベクトル)
zitm =
(
zitm1, zitm,2, ..., zitmB
)
(4.8)











i2 . . . γ
B










である．前述のとおり観測データ yitm には独立性を仮定するかわりに，ηitm 間には相関
構造を仮定するのである．その意味で当該モデルを見かけ上独立なポアソン回帰モデル






tdi + wi, wi ∼ MVN(0,Σ) (4.10)
当該モデルは，セールスプロモーションの効果 γi が，世帯のデモグラフィック情報 di に
よって説明されることを表現する．γi は前節で示したとおり，BM 次元の縦ベクトルであ
69




θ111 · · · θ11B θ121 · · · θ12B · · · θ1M1 · · · θ1MB











θC11 · · · θC1B θC21 · · · θC2B · · · θCM1 · · · θCMB

(4.11)
di は，世帯 iの説明変数の C次元縦ベクトル (di1, di1, . . . , diC)t である．wi は BM 次元縦




Ω−1，Σ−1，Θには，(5.9)式で示す事前分布を設定する．本節以降，IB など I に下付き
添字があるものは，この次元の単位行列を示す．
Ω−1 ∼ Wishart(ν0Ω,V0); ν0Ω = M + 4,V0Ω = ν0ΩIM
Σ−1 ∼ Wishart(ν0Σ,V0Σ); ν0Σ = BM + 4,V0Σ = ν0ΣIBM (4.12)




; µ¯ = 0, AC = 0.01IC
4.3.4 事後分布と推定アルゴリズム
図 4.1には，4.3.1項から 4.3.3項に示したモデルを統合した DAG(Direct acyclic graph;
有向非巡回グラフ)を示す．











































式において，上記の意味で p(ηit |γi,Zit,Ω)は ηit の事前分布の役割を担う．
(4.13) 式に基づくと，MCMC のアルゴリスムは下記の 5 つのステップで構成される．
第 1ステップのみランダムウォークM-H法になり，他の 4つのステップはギブスサンプ
ラーを用いることになる．
1. ηit |Zit,γi,Ω, yit のサンプリング
2. γi|di,Θ,Σ, ηit のサンプリング
3. Θ|di,Σ,γi のサンプリング








































ルを 2つ設定した．比較モデル 1は提案モデルで SKU別，世帯別，施策別である γi を γ
とする．これは，消費者異質性を仮定しないモデルである．提案モデルを比較モデル 1を
比較することで，セールスプロモーション効果を世帯別に評価する妥当性を議論できる．




















使用したデータの概要は次のとおりである．分析対象とした SKU 数は 17 であり，分

































表 4.3 分析対象 SKU
メーカー名 ブランド名 味種名
重量 最大 平均 エンド チラシ 購買
(グラム) 売価 売価 日数 日数 個数
メーカー A ブランド A 甘口 240 268 176 123 8 175
メーカー A ブランド A 中辛 240 268 168 88 14 267
メーカー A ブランド A 辛口 240 268 176 60 13 108
メーカー A ブランド B 甘口 200 198 165 156 8 170
メーカー A ブランド B 中辛 200 198 168 101 11 263
メーカー A ブランド B 辛口 200 198 168 91 8 136
メーカー B ブランド C 甘口 200 218 180 21 2 84
メーカー B ブランド C 中辛 200 218 174 29 2 127
メーカー B ブランド C 辛口 200 218 174 18 2 30
メーカー C ブランド D 甘口 200 198 161 39 9 150
メーカー C ブランド D 中辛 200 198 169 83 16 330
メーカー C ブランド D 辛口 200 198 170 73 15 126
メーカー C ブランド E 甘口 250 252 172 110 16 365
メーカー C ブランド E 中辛 250 252 168 176 16 547
メーカー C ブランド E 辛口 220 252 168 161 15 214
メーカー C ブランド F 中辛 220 257 237 9 0 49
































































































































































































































































































































































































ここで，D¯(θ) はモデルの対数尤度である．また pD はモデルの複雑度を示す指標であ
る．表 4.5には，各モデルの DICを示した．結果として，提案モデルの DICが最小であ
り，仮定したモデルでは提案モデルが採択された．以降の議論は，提案モデルの結果に基
づき整理する．


































上述した 3つのセールスプロモーションの回帰係数 γi のヒストグラムを図 4.3から図







ブランド名 味種 自価格 自価格 自 競 自 競 定数項
掛率 日数 エンド エンド チラシ チラシ
ブランド A 甘口 -2.28 -0.18 0.13 -0.14 -0.22 -0.19 -8.48
ブランド A 中辛 -9.55 -0.29 -0.04 -0.07 0.41 -0.23 -11.71
ブランド A 辛口 -10.58 -0.23 0.07 -0.16 -0.19 -0.19 -12.86
ブランド B 甘口 -6.40 -1.65 0.10 -0.12 0.05 -0.08 -11.19
ブランド B 中辛 -4.73 -0.78 0.08 -0.11 -0.47 -0.11 -7.60
ブランド B 辛口 -5.54 -1.11 -0.03 -0.11 0.09 -0.24 -10.89
ブランド C 甘口 -6.59 0.02 -0.16 -0.17 0.19 -0.34 -10.31
ブランド C 中辛 -3.52 -0.28 0.01 -0.10 2.95 -0.18 -10.41
ブランド C 辛口 3.28 -0.36 0.27 -0.22 1.09 -0.21 -10.76
ブランド D 甘口 -7.65 0.25 -0.24 -0.11 0.3 -0.17 -10.38
ブランド D 中辛 -4.75 -1.20 -0.23 -0.06 0.19 -0.14 -6.73
ブランド D 辛口 -8.73 -1.61 -0.36 -0.06 -0.04 -0.34 -10.1
ブランド E 甘口 -2.85 -0.15 0.04 -0.09 -0.14 -0.19 -6.44
ブランド E 中辛 -2.42 -0.06 0.07 -0.06 -0.29 -0.15 -6.13
ブランド E 辛口 -8.03 -0.40 0.26 -0.11 -0.28 -0.16 -12.37
ブランド F 中辛 -6.12 -0.14 -0.95 -0.10 1.30 -0.39 -7.42
ブランド F 辛口 -15.02 -0.95 -0.62 -0.11 1.05 -0.32 -8.10










ブランド名 味種 自価格 自価格 自 競 自 競 定数項
掛率 日数 エンド エンド チラシ チラシ
ブランド A 甘口 33.64% 43.64% 46.36% 49.09% 11.82% 49.09% 98.18%
ブランド A 中辛 97.27% 29.09% 36.36% 43.64% 18.18% 41.82% 100.00%
ブランド A 辛口 95.45% 31.82% 44.55% 51.82% 13.64% 54.55% 100.00%
ブランド B 甘口 79.09% 31.82% 47.27% 53.64% 3.64% 43.64% 100.00%
ブランド B 中辛 80.00% 13.64% 35.45% 49.09% 16.36% 41.82% 100.00%
ブランド B 辛口 66.36% 14.55% 40.91% 43.64% 21.82% 41.82% 100.00%
ブランド C 甘口 92.73% 34.55% 30.91% 51.82% 26.36% 42.73% 100.00%
ブランド C 中辛 53.64% 30.91% 44.55% 46.36% 53.64% 47.27% 100.00%
ブランド C 辛口 28.18% 30.91% 17.27% 64.55% 30.91% 51.82% 100.00%
ブランド D 甘口 80.00% 11.82% 24.55% 43.64% 22.73% 42.73% 100.00%
ブランド D 中辛 73.64% 7.27% 29.09% 34.55% 19.09% 35.45% 98.18%
ブランド D 辛口 96.36% 31.82% 29.09% 44.55% 23.64% 43.64% 100.00%
ブランド E 甘口 17.27% 10.91% 35.45% 38.18% 12.73% 28.18% 99.09%
ブランド E 中辛 16.36% 18.18% 30.91% 29.09% 18.18% 20.91% 100.00%
ブランド E 辛口 95.45% 31.82% 38.18% 40.91% 14.55% 36.36% 100.00%
ブランド F 中辛 54.55% 20.91% 26.36% 57.27% 29.09% 56.36% 100.00%
ブランド F 辛口 100.00% 17.27% 25.45% 39.09% 21.82% 53.64% 100.00%




































































































































































































































































































































































































































































































































































































































































































































































































































































































ブランド名 自価格掛率 競エンド 競チラシ
A -7.47 -0.12 -0.20
B -5.56 -0.11 -0.14
C -2.27 -0.16 -0.24
D -7.04 -0.08 -0.22
E -4.43 -0.09 -0.17
F -10.57 -0.10 -0.35
表 4.9 味種別プロモーション効果
味種 自価格掛率 競エンド 競チラシ
甘口 -5.16 -0.13 -0.19
辛口 -5.95 -0.13 -0.26





















ブランド名 味種 自価格掛率 自価格日数 自エンド 自エンド 自チラシ 競チラシ 定数項
ブランド A 甘口 6.08 0.39 0.11 -0.11 -1.10 -0.13 5.68
ブランド A 中辛 3.72 -0.18 0.02 -0.10 1.92 -0.09 4.37
ブランド A 辛口 3.77 1.01 -0.46 -0.19 -1.70 -0.06 2.71
ブランド B 甘口 1.31 -0.58 0.18 -0.07 0.39 -0.27 2.43
ブランド B 中辛 0.87 0.72 0.30 -0.07 -0.80 -0.16 4.01
ブランド B 辛口 -6.26 -2.63 -0.24 0.04 -1.11 -0.06 0.19
ブランド C 甘口 -5.50 0.47 0.70 -0.06 -5.38 -0.31 0.23
ブランド C 中辛 7.44 -0.09 1.11 -0.11 -2.17 0.24 1.25
ブランド C 辛口 -5.49 0.91 0.31 -0.18 -4.67 0.15 2.17
ブランド D 甘口 -10.21 3.73 0.45 -0.10 -0.05 -0.19 0.47
ブランド D 中辛 3.72 0.93 -0.46 -0.05 0.81 -0.13 2.79
ブランド D 辛口 -5.63 6.32 -0.18 -0.02 0.52 0.06 0.63
ブランド E 甘口 2.09 0.04 0.28 -0.11 -0.71 -0.03 2.35
ブランド E 中辛 0.78 0.23 0.09 0.02 -0.60 -0.14 1.45
ブランド E 辛口 -0.37 -0.53 0.02 -0.04 0.19 0.09 -1.54
ブランド F 中辛 -2.49 3.08 1.98 0.02 -7.54 -0.14 1.40
ブランド F 辛口 -2.63 -0.40 -0.20 -0.10 -3.33 0.15 -0.07
4.5.4 相関係数行列 (Ω)








ブランド名 味種 自価格掛率 自価格日数 自エンド 自エンド 自チラシ 競チラシ 定数項
ブランド A 甘口 -2.12 -0.11 0.05 0.01 0.05 -0.10 -0.93
ブランド A 中辛 -0.26 0.02 -0.01 0.02 0.06 -0.10 -1.15
ブランド A 辛口 2.84 0.37 -0.35 -0.04 -0.11 0.13 0.16
ブランド B 甘口 3.40 0.85 0.07 0.01 -0.06 -0.04 0.98
ブランド B 中辛 1.12 0.73 0.22 -0.05 0.13 0.02 -0.49
ブランド B 辛口 5.99 0.71 -0.02 0.02 0.30 -0.10 0.94
ブランド C 甘口 0.73 -0.08 -0.45 0.01 1.01 0.05 -0.17
ブランド C 中辛 3.41 -0.39 0.45 0.03 0.46 -0.02 -1.17
ブランド C 辛口 1.18 -0.05 -0.67 -0.07 2.70 0.20 -0.53
ブランド D 甘口 1.72 1.67 -0.13 0.04 0.28 -0.10 0.40
ブランド D 中辛 -0.47 0.80 0.04 0.03 -0.06 -0.02 -0.25
ブランド D 辛口 -0.87 -0.31 -0.09 -0.01 -0.20 -0.07 -0.99
ブランド E 甘口 -0.20 0.09 0.00 0.03 0.03 0.05 -0.41
ブランド E 中辛 -0.02 -0.02 0.00 -0.01 0.32 0.11 -0.65
ブランド E 辛口 1.02 0.23 0.16 0.00 0.07 -0.15 0.53
ブランド F 中辛 -2.06 -2.85 0.12 0.01 0.03 -0.13 0.04






図 4.6をみると，対象 SKUは大きく 3つのグループに分けられた．左下部の濃い色の
正方形に該当するブランド Aとブランド Dのグループ，同じく中心部のブランド Bとブ
ランド Cのグループ，最後に右上部のブランド Eとブランド Fのグループである．この
結果を解釈すると，まず，同じブランドの異なる味種が期間併買されやすい傾向にあるこ







ブランド名 味種 自価格掛率 自価格日数 自エンド 自エンド 自チラシ 競チラシ 定数項
ブランド A 甘口 3.24 0.13 -0.10 -0.05 0.04 0.22 -1.52
ブランド A 中辛 -3.10 -0.09 0.00 -0.04 -0.42 0.19 -1.71
ブランド A 辛口 -11.06 -1.18 0.99 0.08 0.58 -0.35 -4.94
ブランド B 甘口 -10.62 -2.47 -0.17 -0.04 0.07 0.13 -6.38
ブランド B 中辛 -4.40 -2.18 -0.58 0.09 -0.30 -0.05 -1.98
ブランド B 辛口 -15.13 -1.53 0.09 -0.09 -0.47 0.19 -5.73
ブランド C 甘口 -2.69 0.10 0.91 -0.08 -1.30 -0.16 -2.81
ブランド C 中辛 -11.03 0.90 -1.33 -0.09 0.23 -0.05 -0.60
ブランド C 辛口 -0.75 -0.19 1.66 0.14 -5.32 -0.58 -2.49
ブランド D 甘口 -4.46 -4.82 0.16 -0.12 -0.59 0.24 -4.29
ブランド D 中辛 -1.08 -2.53 -0.06 -0.08 0.04 0.04 -2.04
ブランド D 辛口 0.62 -1.05 0.15 0.00 0.36 0.05 -0.81
ブランド E 甘口 -0.82 -0.29 -0.04 -0.08 0.02 -0.18 -1.48
ブランド E 中辛 -0.85 -0.01 0.01 -0.01 -0.75 -0.30 -0.61
ブランド E 辛口 -4.91 -0.59 -0.31 -0.03 -0.31 0.31 -4.80
ブランド F 中辛 3.69 6.32 -1.00 -0.06 1.90 0.24 -2.68
ブランド F 辛口 5.26 1.04 0.07 0.04 -2.53 -0.24 -0.13
表 4.13 世帯変数効果
プロモーション カレー購買頻度 客単価 来店頻度
自価格掛率 -0.52 0.68 -3.42
競エンド -0.07 0.00 -0.02







































































































































































































































and Kalwani(2007)，Bass et al.(2007)，Bruce(2008)，佐藤，樋口 (2008b)，Ernst et al.(2010)，





























表記 内容 (一般) 内容 (提案モデル) 次元
yitm 観測変数 購買個数 スカラ
ηitm リンク関数 同左 スカラ　
Zit 個体内モデル説明変数 SP変数 M × BM 行列
γit 個体内モデル回帰係数 SP変数の回帰係数 BM 次元ベクトル
ζit 個体内モデル誤差項 同左 M 次元ベクトル
wit 個体間モデル誤差項 同左 BM 次元ベクトル
Ω 個体内モデルの分散共分散行列 同左 M × M 行列




i 世帯数 (1, . . . , I)
t 時点数 (1, . . . , T )
m SKU数 (1, . . . ,M)
b SP変数の数 (1, . . . , B)
5.3.1 観測モデル
観測モデルは，購買個数の生起メカニズムを規定する．本研究では，yit = (yit1, · · · , yitM
を目的変数ベクトルとした多変量のモデリングを実施するが，4 章と同様に観測変数
yitm, yitm′ 間には独立性を仮定しモデル化する．(5.1) 式には，個人 i の時点 t における
SKUm の購買個数 yitm の生起メカニズムを表現するモデルを示す．本研究では，目的変










yitmηitm − exp (ηitm))
yitm!
(5.1)
ηit = Zitγit + ζit, ζit ∼ MVN(0,Ω) (5.2)
(5.2)式中，ηit はリンク関数のベクトルであり，(5.3)式で定義する．また ζit は誤差項の
ベクトルであり，(5.4)式で定義する．ηit，ζit ともに M 次元ベクトルである．
ηit =
(





ζit1 ζit2 . . . ζitM
)T
(5.4)






zit1 0 0 0





0 0 · · · zitM

(5.5)
(5.6)式では，Zit の成分である zitm を定義する (B次元ベクトル)
zitm =
(
zit11, zit12, ..., zit1B
)
(5.6)











it2 . . . γ
B
















γit = γi,t−1 + wit, wit ∼ MVN(0,Σ) (5.8)
当該モデルは，セールスプロモーションの効果 γit が，時間変動することを表現する．γit
は前節で示したとおり，BM 次元の縦ベクトルである．wit は BM 次元縦ベクトルを示し，
Σは誤差の分散共分散行列 (BM × BM 行列)を示している．ここで Σは対角行列とする．






Ω−1，Σ−1 には，(5.9)式で示す事前分布を設定する．本節以降，IB など I に下付き添字
があるものは，この次元の単位行列を示す．
Ω−1 ∼ Wishart(ν0Ω,V0); ν0Ω = M + 4,V0Ω = ν0ΩIM
Σ−1 ∼ Wishart(ν0Σ,V0Σ); ν0Σ = BM + 4,V0Σ = ν0ΣIBM (5.9)
5.3.4 事後分布と推定アルゴリズム
図 5.1には，提案モデルの DAG(Direct acyclic graph;有向非巡回グラフ)を示す．
図 5.1 提案モデルの DAG
(5.10)式が同時事後分布の分解になる．
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対象期間は 2001年 4月 1日から 2003年 3月 31日の月別，24時点のデータを使用した．
また対象世帯数は 50 人である．用いたデータは 4 章と同じだが，本章では対象とする



















表 5.3 分析対象 SKU
メーカー名 ブランド名 味種名
重量 最大 平均 エンド チラシ 購買
(グラム) 売価 売価 日数 日数 個数
メーカー A ブランド A 甘口 240 268 176 123 8 175
メーカー A ブランド A 中辛 240 268 168 88 14 267
メーカー A ブランド A 辛口 240 268 176 60 13 108
メーカー A ブランド B 甘口 200 198 165 156 8 170
メーカー A ブランド B 中辛 200 198 168 101 11 263
メーカー A ブランド B 辛口 200 198 168 91 8 136
メーカー B ブランド C 甘口 200 218 180 21 2 84
メーカー B ブランド C 中辛 200 218 174 29 2 127

































なっている．そこで，4 章のモデルと DIC を比較し，モデル適合の改善度合いを確認し
た．表 5.5には，各モデルの DICを示す．DICの定義は 4章で述べたため，ここでは割
愛する．






















図 5.4から図 5.6には，10世帯分のパラメータの時間推移を示す．図 5.7から図 5.9に
は，時間および個人を 1つのサンプルとして，商品ごとにヒストグラムを描いた．図 5.10
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とができる．表 5.6と表 5.7には，分散分析の結果である F値と P値をそれぞれ示す．
表 5.6 分散分析の結果: F値
区分 自価格掛率 自価格日数 自エンド 競エンド 自チラシ 競チラシ 定数項
個人 10.350 13.194 3.071 6.191 8.687 11.125 8.357
商品 7.999 93.850 0.859 0.05 86.448 29.913 348.625
時間 0.000 0.004 0.660 0.088 0.020 9.321 0.008
表 5.7 分散分析の結果: P値
区分 自価格掛率 自価格日数 自エンド 競エンド 自チラシ 競チラシ 定数項
個人 0.001 0.000 0.080 0.013 0.003 0.001 0.004
商品 0.005 0.000 0.354 0.822 0.000 0.000 0.000


























したうえでの SKUの各ペアの同時購買されやすさと解釈できる．例えばある 2つの SKU
の距離が近い場合，これらの SKUは期間併買される傾向があることを示唆する．
図 5.13 をみると，対象 SKU は大きく 4 つのグループに分けられた．左下部の濃い色
の正方形に該当するブランド A甘口とブランド B甘口のグループ，その右上に位置する，
ブランド B辛口とブランド C辛口のグループ，さらにその右上に位置する，ブランド C


















































































































表 6.1 研究テーマ (表 1.2の再掲)
実務課題 問題意識 テーマ 1 テーマ 2 テーマ 3
マイクロマーケティング 消費者異質性の考慮 ◦ ◦
製品ライフサイクルの高速化 時間異質性の考慮 ◦ ◦
競合商品の増加 多変量モデル ◦ ◦ ◦





















































































































































































































yn = Hnxn + wn,wn ∼ MVN(0,Rn) (A1)
(システムモデル)
xn = Fnxn−1 +Gnun, un ∼ MVN(0,Qn) (A2)
xn は直接には観測できない，k 次元ベクトルである．Fn は k × k 行列，Gn は k × m行列
をそれぞれ示す．un はシステムノイズであり，正規白色雑音である．yn は l系列の時系列






態 xn の推定を行うことである．以下では，観測値 Y j = {y1, . . . , y j}に基づいて時刻 nに
126
おける状態 xn の推定を行う問題を考える．推定は， jと nの時間差により，以下の 3つ
に区別される．まず j < nの場合は，観測区間より先の将来の状態を推定する問題で，予
測と呼ばれる． j = nの場合は，観測区間の最終時点，すなわち現在の状態を推定する問
題で，フィルタと呼ばれる．また j > nの場合は，現在までの観測値に基いて過去の状態
を推定する問題で，平滑化と呼ばれる．
(A1) 式と (A2) 式で定義した，線形ガウス型の状態空間モデルの状態推定は，予測と
フィルタについては，カルマンフィルタと呼ばれる逐次的な計算アルゴリズムで，平滑化
については，固定区間平滑化によってそれぞれ実施できる．ここでは，まず (A3) 式で，
状態 xn の条件付き平均と分散共分散行列を定義し，それを用いて，(A4)式と (A5)式で
カルマンフィルタ，(A6)式で，固定区間平滑化のアルゴリズムをそれぞれ示す．
xn| j ≡ E(xn|Y j)













xn|n = xn|n−1 + Kn(yn − Hnxn|n−1)
Vn|n = (I − KnHn)Vn|n−1
(A5)
[固定区間平滑化]
An = Vn|nF tn+1V
−1
n+1|n
xn|N = xn|n + An(xn+1|N − xn+1|n)






























yn+ j|n = Hn+ jxn+ j|n (A9)
dn+ j|n = Hn+ jVn+ j|nHtn+ j + Rn+ j (A10)
線形ガウス型状態空間モデルでは，静的パラメータ数の異なる複数のモデルから，最
もよいものを選択するための規準として，赤池情報量規準 (AIC; Akaike’s Information
Criteria)を用いることができる．(A11)式が AICの定義式である．







2 ### Preparation ###
3 ###################
4
5 ### Set Variables Demention ###
6 nr <- nrow(YY.dat)
7 d.l <- 3
8 d.k1 <- 10
9 d.k2 <- 3
10 d.k3 <- 7
11 d.grp.gs <- 20
12 d.rp.gs <- 20
13 d.gs <- d.grp.gs * d.rp.gs
14
15 ### Difine Variables ###
16 YY <- array(rep(0), dim=c(d.l, 1, nr))
17 HH1 <- array(rep(0), dim=c(d.l, d.l*d.k1, nr, d.gs))
18 HH2 <- array(rep(0), dim=c(d.l*d.k1, d.k2*d.k3, nr, d.gs))
128
19 HH <- array(rep(0), dim=c(d.l, d.k2*d.k3, nr, d.gs))
20
21 RR1 <- matrix(rep(0), nrow=d.l, ncol=d.l)
22 RR2 <- matrix(rep(0), nrow=d.l*d.k1, ncol=d.l*d.k1)
23 RR <- array(rep(0), dim=c(d.l, d.l, nr)) # new
24
25 FF <- diag(d.k2*d.k3)
26 GG <- diag(d.k2*d.k3)
27 QQ <- diag(d.k2*d.k3)
28
29 d.y <- matrix(rep(0), nrow=d.l, ncol=d.l)
30 f.error <- matrix(rep(0), nrow=d.l, ncol=1)
31 d.y.sm <- matrix(rep(0), nrow=d.l, ncol=d.l)
32 f.error.sm <- matrix(rep(0), nrow=d.l, ncol=1)
33 AA <- matrix(rep(0), nrow=d.k2*d.k3, ncol=d.k2*d.k3)
34
35 XX0 <- matrix(rep(0,d.k2*d.k3),nrow=d.k2*d.k3, ncol=1)
36 VV0 <- diag(100,d.k2*d.k3)
37
38 AA.out <- array(rep(0), dim=c(d.l*d.k1, d.l*d.k1, nr))
39 XX.smooth.out <- array(rep(0), dim=c(d.l*d.k1, 1, nr))
40 VV.smooth.out <- array(rep(0), dim=c(d.l*d.k1, d.l*d.k1, nr))
41
42 ########################################
43 ### Difine Kalman filtering function ###
44 ########################################
45
46 dlmreg <- function(u){
47 RR1[1,1] <- ob.para.1
48 RR1[2,2] <- ob.para.2
49 RR1[3,3] <- ob.para.3
50
51 RR2[1,1] <- exp(u[1])
52 RR2[2,2] <- exp(u[2])
53 RR2[3,3] <- exp(u[3])
54 RR2[4,4] <- exp(u[4])
55 RR2[5,5] <- exp(u[4])
56 RR2[6,6] <- exp(u[4])
57 RR2[7,7] <- exp(u[5])
58 RR2[8,8] <- exp(u[5])
59 RR2[9,9] <- exp(u[5])
60 RR2[10,10] <- exp(u[6])
61 RR2[11,11] <- exp(u[6])
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62 RR2[12,12] <- exp(u[6])
63 RR2[13,13] <- exp(u[7])
64 RR2[14,14] <- exp(u[7])
65 RR2[15,15] <- exp(u[7])
66 RR2[16,16] <- exp(u[7])
67 RR2[17,17] <- exp(u[7])
68 RR2[18,18] <- exp(u[7])
69 RR2[19,19] <- exp(u[8])
70 RR2[20,20] <- exp(u[8])
71 RR2[21,21] <- exp(u[8])
72 RR2[22,22] <- exp(u[8])
73 RR2[23,23] <- exp(u[8])
74 RR2[24,24] <- exp(u[8])
75 RR2[25,25] <- exp(u[9])
76 RR2[26,26] <- exp(u[9])
77 RR2[27,27] <- exp(u[9])
78 RR2[28,28] <- exp(u[9])
79 RR2[29,29] <- exp(u[9])
80 RR2[30,30] <- exp(u[9])
81
82 QQ[1,1] <- exp(u[10])
83 QQ[2,2] <- exp(u[17])
84 QQ[3,3] <- exp(u[18])
85
86 QQ[4,4] <- exp(u[11])
87 QQ[5,5] <- exp(u[17])
88 QQ[6,6] <- exp(u[18])
89
90 QQ[7,7] <- exp(u[12])
91 QQ[8,8] <- exp(u[17])
92 QQ[9,9] <- exp(u[18])
93
94 QQ[10,10] <- exp(u[13])
95 QQ[11,11] <- exp(u[17])
96 QQ[12,12] <- exp(u[18])
97
98 QQ[13,13] <- exp(u[14])
99 QQ[14,14] <- exp(u[17])
100 QQ[15,15] <- exp(u[18])
101
102 QQ[16,16] <- exp(u[15])
103 QQ[17,17] <- exp(u[17])
104 QQ[18,18] <- exp(u[18])
130
105
106 QQ[19,19] <- exp(u[16])
107 QQ[20,20] <- exp(u[17])
108 QQ[21,21] <- exp(u[18])
109
110 f.error.out <- array(rep(0), dim=c(d.l, 1, nr))
111 count.nomiss <- 0
112 d.y.raw <- array(rep(0), dim=c(d.l,d.l, nr))
113
114 d.y[] <- 0
115 f.error[] <- 0
116 LL <- 0
117 count.nomiss <- 0
118
119 for (n in 1:nr){
120 RR[,,n] <- HH1[,,n,stk] %*% RR2 %*% t(HH1[,,n,stk]) + RR1
121 if (n == 1){
122 XX.forecast.out[,,n] <- FF %*% XX0
123 VV.forecast.out[,,n] <- FF %*% VV0 %*% t(FF) + GG %*% QQ %*% t(GG)
124 } else {
125 XX.forecast.out[,,n] <- FF %*% XX.filter.out[,,n-1]
126 VV.forecast.out[,,n] <- FF %*% VV.filter.out[,,n-1] %*% t(FF) + GG %*%
QQ %*% t(GG)
127 }
128 d.y <- det(HH[,,n,stk] %*% VV.forecast.out[,,n] %*% t(HH[,,n,stk]) + RR
[,,n])
129 f.error.out[,,n] <- YY[,,n] - HH[,,n,stk] %*% XX.forecast.out[,,n]
130 if (sum(is.na(YY[,,n])) == 0){
131 KG.out[,,n] <- VV.forecast.out[,,n] %*% t(HH[,,n,stk]) %*% (solve(HH[,,
n,stk] %*% VV.forecast.out[,,n] %*% t(HH[,,n,stk]) + RR[,,n]))
132 XX.filter.out[,,n] <- XX.forecast.out[,,n] + KG.out[,,n] %*% f.error.
out[,,n]
133 VV.filter.out[,,n] <- (diag(VV.filter.nrow) - KG.out[,,n] %*% HH[,,n,
stk]) %*% VV.forecast.out[,,n]
134 ll.sigma <- t(f.error.out[,,n]) %*% (solve(HH[,,n,stk] %*% VV.forecast.
out[,,n] %*% t(HH[,,n,stk]) + RR[,,n])) %*% f.error.out[,,n] # sigma
in 9.23
135 count.nomiss <- count.nomiss + 1
136 }else{
137 XX.filter.out[,,n] <<- XX.forecast.out[,,n]
138 VV.filter.out[,,n] <<- VV.forecast.out[,,n]
139 ll.sigma <- 0
140 d.y <- 1
131
141 count.nomiss <- count.nomiss
142 }
143 d.y.out[n] <- log(d.y)
144 d.y.raw[,,n] <- d.y
145 ll.sigma.out[n] <- ll.sigma
146 f.error.out[,,n] <- f.error






152 ### Estimate Parameters ###
153 ###########################
154
155 KG.out <- array(rep(0), dim=c(d.k2*d.k3, d.l, nr))
156 f.error.out <- array(rep(0), dim=c(d.l, 1, nr))
157
158 XX.forecast.out <- array(rep(0), dim=c(d.k2*d.k3, 1, nr))
159 VV.forecast.out <- array(rep(0), dim=c(d.k2*d.k3, d.k2*d.k3, nr))
160
161 XX.filter.out <- array(rep(0), dim=c(d.k2*d.k3, 1, nr))
162 VV.filter.out <- array(rep(0), dim=c(d.k2*d.k3, d.k2*d.k3, nr))
163 VV.filter.nrow <- nrow(KG.out[,,1] %*% HH[,,1,stk])
164
165 d.y.raw <- array(rep(0), dim=c(d.l,d.l, nr))
166 d.y.out <- array(rep(0), dim=c(1,nr))
167 ll.sigma.out <- array(rep(0), dim=c(1,nr))
168
169 XX0 <- matrix(rep(0,d.k2*d.k3),nrow=d.k2*d.k3, ncol=1)
170 VV0 <- diag(100,d.k2*d.k3)
171





177 ,maxit = 500
178 ,trace = 10)
179 ,method = "Nelder-Mead")
180
181 ########################




185 ### Kalman filtering
186
187 for (n in 1:nr){ # time
188 RR[,,n] <- HH1[,,n] %*% RR2 %*% t(HH1[,,n]) + RR1
189 if (n == 1){
190 XX.forecast.out[,,n] <- FF %*% XX0
191 VV.forecast.out[,,n] <- FF %*% VV0 %*% t(FF) + GG %*% QQ %*% t(GG)
192 } else {
193 XX.forecast.out[,,n] <- FF %*% XX.filter.out[,,n-1]
194 VV.forecast.out[,,n] <- FF %*% VV.filter.out[,,n-1] %*% t(FF) + GG %*% QQ
%*% t(GG)
195 }
196 d.y <- det(HH[,,n,stk] %*% VV.forecast.out[,,n] %*% t(HH[,,n,stk]) + RR[,,n
])
197 f.error.out[,,n] <- YY[,,n] - HH[,,n,stk] %*% XX.forecast.out[,,n]
198 if (sum(is.na(YY[,,n])) == 0){
199 KG.out[,,n] <- VV.forecast.out[,,n] %*% t(HH[,,n,stk]) %*% (solve(HH[,,n,
stk] %*% VV.forecast.out[,,n] %*% t(HH[,,n,stk]) + RR[,,n]))
200 XX.filter.out[,,n] <- XX.forecast.out[,,n] + KG.out[,,n] %*% f.error.out
[,,n]
201 VV.filter.out[,,n] <- (diag(VV.filter.nrow) - KG.out[,,n] %*% HH[,,n,stk
]) %*% VV.forecast.out[,,n]
202 ll.sigma <- t(f.error.out[,,n]) %*% (solve(HH[,,n,stk] %*% VV.forecast.
out[,,n] %*% t(HH[,,n,stk]) + RR[,,n])) %*% f.error.out[,,n] # sigma in
9.23
203 count.nomiss <- count.nomiss + 1
204
205 }else{
206 XX.filter.out[,,n] <- XX.forecast.out[,,n]
207 VV.filter.out[,,n] <- VV.forecast.out[,,n]
208 ll.sigma <- 0
209 d.y <- 1
210 count.nomiss <- count.nomiss
211 }
212 XX1.filter.out[,,n] <- HH2[,,n,stk] %*% XX.filter.out[,,n]
213 d.y.out[n] <- log(d.y)
214 d.y.raw[,,n] <- d.y
215 ll.sigma.out[n] <- ll.sigma
216 f.error.out[,,n] <- f.error








223 XX1.smooth <- matrix(rep(0), nrow=d.k1*d.l, ncol=1)
224 XX1.smooth.out <- array(rep(0), dim=c(d.k1*d.l, 1, nr))
225
226 AA.out <- array(rep(0), dim=c(d.k2*d.k3, d.k2*d.k3, nr))
227 XX.smooth.out <- array(rep(0), dim=c(d.k2*d.k3, 1, nr))
228 VV.smooth.out <- array(rep(0), dim=c(d.k2*d.k3, d.k2*d.k3, nr))
229
230 for (n in nr:1){
231 if (n == nr){
232 AA <- VV.filter.out[,,n] %*% t(FF) %*% solve(VV.forecast.out[,,n])
233 XX.smooth <- FF %*% XX.filter.out[,,nr]
234 VV.smooth <- FF %*% VV.filter.out[,,nr]
235 }\UTF{0081}@else\UTF{0081}@{
236 AA <- VV.filter.out[,,n] %*% t(FF) %*% solve(VV.forecast.out[,,n])
237 XX.smooth <- XX.filter.out[,,n] + AA %*% (XX.smooth.out[,,n+1] - XX.
forecast.out[,,n+1])
238 VV.smooth <- VV.filter.out[,,n] + AA %*% (VV.smooth.out[,,n+1] - VV.
forecast.out[,,n+1]) %*% t(AA)
239 }
240 XX1.smooth <- HH2[,,n,stk] %*% XX.smooth
241
242 AA.out[,,n] <- AA
243 XX.smooth.out[,,n] <- XX.smooth
244 VV.smooth.out[,,n] <- VV.smooth
245 XX1.smooth.out[,,n] <- XX1.smooth
246 }
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1. ηit |Zit,γi,Ω, yit のサンプリング
2. γi|di,Θ,Σ, ηit のサンプリング
3. Θ|di,Σ,γi のサンプリング
4. Σ|γi,Θ, di のサンプリング
5. Ω|ηit,Zit,γi のサンプリング
以上を収束するまで繰り返す．以下に詳細を示す．




































2. γi|D,Θ,Σ, ηi,Zi のサンプリング
γi はギブスサンプリングを用いて，以下の通り推定を行う．
ここで，Ω−1 = C′C となる M 次正方行列を C として，Cηit = η∗it，CZi = Z∗i，







it ∼ MVN(0, I) (B5)
が得られ，各変数を縦につないでできる η∗i = Z∗i γi + ζ∗i の関係から，
















−1)−1 (Z∗ti Z∗i γˆi + Σ−1γ¯i) (B8)













Θ∗ = vec(Θ) ∼ N
(




µ˜ = vec(µ˜), (B10)
µ˜ = (DtD + Ad)−1(DtDµˆ + Adµ¯), (B11)
µˆ = (DtD)−1DtΓ∗ (B12)
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Γ∗ は，γim について i と m でプールし，I × BM の形にした行列を示す．µˆ，µ˜ は












(γ∗i − γ¯i)(γ∗i − γ¯i)t, γ¯i = Θ∗di (B14)















(ηit − Z∗tγ∗i )(ηit − Z∗tγ∗i )t (B16)




2 ### Preparation ###
3 ###################
4
5 ### Set Variables Demention ###
6 bb <- 7
7 cc <- 3
8 ii <- 110
9 tt <- 24
10 mm <- 17
11
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12 ### Difine Variables###
13 yy <- array(0, dim=c(ii, tt, mm))
14 zz <- array(0, dim=c(bb, ii, tt, mm))
15 zz.offset <- array(0, dim=c(ii, tt, mm))
16 DD <- array(0, dim=c(cc, ii))
17 gamma <- array(0, dim=c(bb, ii, mm))
18 Omega <- diag(mm)
19 eta <- array(0, dim=c(ii, tt, mm))
20 Theta <- array(0, dim=c(cc, bb, mm))
21 Sigma.inv <- array(0, dim=c(bb*mm, bb*mm))
22
23 alpha <- c(rep(0,mm))
24 eta.0 <- array(0, dim=c(ii, tt, mm))
25 eta.prev <- array(0, dim=c(ii, tt, mm))
26 eta.ave <- array(0, dim=c(ii, tt, mm))
27 eta.asta <- NULL
28 gamma.bar <- array(0, dim=c(bb*mm,1))
29 gamma.bar.2 <- array(0, dim=c(bb,1))
30 gamma.hat <- array(0, dim=c(bb*mm,1))
31 gamma.tilda <- array(0, dim=c(bb*mm,1))
32 mu.bar <- array(0, dim=c(cc, bb*mm))
33 AA <- 0.01 * diag(cc)
34 GG <- diag(mm)
35 RR <- array(0, dim=c(ii, tt, mm, mm))
36
37 ### Set Priors ###
38 nu.0 <- bb*mm + 4
39 V.0 <- nu.0 * diag(bb*mm)
40 nu.omega.0 <- mm + 4
41 V.omega.0 <- nu.omega.0 * diag(mm)
42 mu.0 <- qq + 4
43 n.0 <- 2
44 s.0 <- 2
45
46 ### Difine gamma generation function ###
47 gamma.foreach <- function() {
48 foreach(vi = 1:ii,.export=ls(envir=parent.frame()),.packages=c(’MASS’,’
mvtnorm ’)) %dopar% {
49 temp.zz.2 <- array(0, dim=c(mm*bb,mm*tt))
50 for (i in 1:mm){
51 for (j in 1:bb){
52 for (k in 1:tt){






58 temp.zz.2.asta <- chol(ginv(Omega) %x% diag(tt)) %*% t(temp.zz.2)
59 etav <- as.vector(eta[vi,,] - zz.offset[vi,,])
60 etav.asta <- chol(ginv(Omega) %x% diag(tt)) %*% etav
61 zasta.2 <- t(temp.zz.2.asta) %*% temp.zz.2.asta
62
63 Theta.asta <- array(0, dim=c(cc,bb*mm))
64 for (i in 1:cc){
65 Theta.asta[i,] <- as.vector(Theta[i,,])
66 }
67
68 Sig.m <- ginv(Sigma.inv)
69 gamma.hat <- ginv(zasta.2) %*% t(temp.zz.2.asta) %*% etav.asta
70 gamma.bar <- t(Theta.asta) %*% DD[,vi]
71 gamma.tilda <- ginv(zasta.2 + Sig.m) %*% (zasta.2 %*% gamma.hat + Sig.m
%*% gamma.bar)
72 gene.gamma <- mvrnorm(1,gamma.tilda, ginv(zasta.2 + Sig.m))






79 ### MCMC ###
80 ############
81
82 ### MCMC Settings ###
83 n.iter <- 100000
84 n.burnout <- 90000
85
86 ### Loop ###
87 for (v.iter in 1:n.iter){
88 eta.prev <- eta
89 for (vi in 1:ii){
90 for (vtt in 1:tt){
91 temp.zz.1 <- array(0, dim=c(mm,mm*bb))
92 temp.gamma.1 <- as.vector(gamma[,vi,])
93 for (i in 1:mm){
94 for (j in 1:bb){
95 temp.zz.1[i,(i-1) * bb + j] <- zz[,vi,vtt,][j,i]
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96 }}
97 eta.ave[vi,vtt,] <- temp.zz.1 %*% temp.gamma.1 + zz.offset[vi,vtt,]
98 if (v.iter == 1){
99 eta.asta <- mvrnorm(1, rep(0,mm), diag(0.1, mm))
100 }else{
101 eta.asta <- eta.prev[vi,vtt,] + mvrnorm(1, rep(0,mm), diag(0.1, mm))
102 }
103 if (v.iter == 1){
104 p.eta.asta <- 1
105 p.eta <- 1
106 } else {
107 p.eta.asta <- dmvnorm(eta.asta,eta.ave[vi,vtt,],Omega) *
108 prod(exp((yy[vi,vtt,] * eta.asta) - exp(eta.asta)))
109 p.eta <- dmvnorm(eta.prev[vi,vtt,],eta.ave[vi,vtt,],Omega)
*
110 prod(exp((yy[vi,vtt,] * eta.prev[vi,vtt,]) - exp(eta.prev[vi,vtt,])
))
111 }
112 alpha <- min(p.eta.asta/p.eta,1)
113 uu <- runif(1)
114 if (uu <= alpha){
115 eta[vi,vtt,] <- eta.asta
116 }else{





122 gamma.fe.out <- gamma.foreach()
123 for(i in 1:ii){
124 gamma[,i,] <- gamma.fe.out[[i]]
125 }
126
127 gamma.asta <- array(0, dim=c(ii,bb*mm))
128 for (i in 1:ii){
129 gamma.asta[i,] <- as.vector(gamma[,i,])
130 }
131
132 mu.hat <- ginv(DD[,] %*% t(DD[,])) %*% DD[,] %*% gamma.asta
133 mu.tilda <- ginv(DD[,] %*% t(DD[,]) + AA) %*% (DD[,] %*% t(DD[,]) %*% mu.
hat + AA %*% mu.bar)
134 mu.tilda.vec <- as.vector(mu.tilda)
140
135 Theta <- array(mvrnorm(1,mu.tilda.vec, Sigma.inv %x% ginv(DD[,] %*% t(DD
[,]) + AA)), dim=c(cc, bb, mm))
136
137 SS <- 0
138 Theta.as.vec <- array(0, dim=c(bb*mm,cc))
139 for (i in 1:cc){
140 Theta.as.vec[,i] <- as.vector((Theta[i,,]))
141 }
142
143 for (vi in 1:ii){
144 gamma.bar.2 <- Theta.as.vec %*% DD[,vi]
145 SS <- SS + (as.vector(gamma[,vi,]) - gamma.bar.2) %*% t( as.vector(gamma
[,vi,]) - gamma.bar.2)
146 }
147 Sigma.inv <- rwishart(nu.0 + ii, ginv(V.0 + SS))$IW
148
149 SS.4 <- 0
150 for (vi in 1:ii){
151 for (vtt in 1:tt){
152
153 temp.zz.1 <- array(0, dim=c(mm,mm*bb))
154 temp.gamma.1 <- as.vector(gamma[,vi,])
155
156 for (i in 1:mm){
157 for (j in 1:bb){
158 temp.zz.1[i,(i-1) * bb + j] <- zz[,vi,vtt,][j,i]
159 }}
160 ezgamma <- eta[vi, vtt,] - temp.zz.1 %*% temp.gamma.1 - zz.offset[vi,
vtt,]
161 SS.4 <- SS.4 + ezgamma %*% t(ezgamma)
162 }}
163 Omega <- rwishart(nu.omega.0 + ii * tt, ginv(V.omega.0 + SS.4))$IW
164 }
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研究 3におけるMCMCのアルゴリスムは下記の 4つのステップで構成される．第 1ス
テップはランダムウォークM-H法，第 2ステップではカルマンフィルタと固定区間平滑
化，残りの 2つのステップはギブスサンプラーをそれぞれもちいて推定する．
1. ηit |Zit,γit,Ω, yit のサンプリング：データ拡大，ランダムウォークサンプリング
2. γit |γi,t−1,Σ, ηit のサンプリング：カルマンフィルタ
3. Σ|γit,γi,t−1 のサンプリング：ギブスサンプラー
4. Ω|ηit,Zit,γit のサンプリング：ギブスサンプラー








































γi,t|t−1 = γi,t−1|t−1 (C5)
S i,t|t−1 = S i,t−1|t−1 + Σ (C6)
eit = ηit − Zitγi,t|t−1 (C7)
Rit = ZitS i,t|t−1Ztit + Ω (C8)
Kit = S i,t|t−1 + ZtitR
−1
it (C9)
γi,t|t = γi,t|t−1 + Kt(ηit − ηi,t|t−1) (C10)
S i,t|t = S i,t|t−1 − KitRitKtit (C11)
つづいて，個人ごと，時間ごとに固定区間平滑化を行う．手順は以下の通り．
（a）カルマンフィルタを履行 (t = 1, . . . , T )
（b）(t = T, . . . , 1) で，An = Vn|nF tn+1V−1n+1|n を計算し，その値をもとに以下を計算
する．
xn|N = xn|n + An(xn+1|N − xn+1|n) (C12)















(γ∗it − γ¯it)(γ∗it − γ¯it)t, γ¯∗it = γit (C15)
γ∗it は γim を，商品について行方向にプールした BM 次元ベクトルである．γ¯∗i は 2.














(ηit − Z∗tγ∗it)(ηit − Z∗tγ∗it)t (C17)




2 ### Preparation ###
3 ###################
4
5 ### Set Variables Demention ###
6 bb <- 7
7 ii <- 50
8 tt <- 24
9 mm <- 9
10
11 ### Difine Variables###
12 yy <- array(0, dim=c(ii, tt, mm))
13 zz <- array(0, dim=c(bb, ii, tt, mm))
14 zz.offset <- array(0, dim=c(ii, tt, mm))
15 gamma <- array(0, dim=c(bb, ii, mm, tt)) #20180319
16 Omega <- diag(mm)
17 eta <- array(0, dim=c(ii, tt, mm))
18 Sigma.inv <- array(0, dim=c(bb*mm, bb*mm, ii)) #20180319
19 eta.mean <- array(0, dim=c(ii, tt, mm))
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20 gamma.mean <- array(0, dim=c(bb, ii, mm, tt))
21 Sigma.mean <- array(0, dim=c(bb*mm, bb*mm, ii))
22 Omega.mean <- diag(0,mm)
23 alpha <- c(rep(0,mm))
24 eta.0 <- array(0, dim=c(ii, tt, mm))
25 eta.prev <- array(0, dim=c(ii, tt, mm))
26 eta.ave <- array(0, dim=c(ii, tt, mm))
27 eta.asta <- NULL
28 RR <- array(0, dim=c(ii, tt, mm, mm))
29 GG <- diag(mm)
30 gamma.ave.fore <- array(0, dim=c(bb*mm, ii, tt))
31 gamma.var.fore <- array(1, dim=c(bb*mm, bb*mm, ii, tt))
32 gamma.ave.filt <- array(0, dim=c(bb*mm, ii, tt))
33 gamma.var.filt <- array(1, dim=c(bb*mm, bb*mm, ii, tt))
34 gamma.ave.smth <- array(0, dim=c(bb*mm, ii, tt))
35 gamma.var.smth <- array(1, dim=c(bb*mm, bb*mm, ii, tt))
36 eps <- array(0, dim=c(ii, tt, mm))
37
38 ### Set Priors ###
39 nu.0 <- bb*mm + 4
40 V.0 <- nu.0 * diag(bb*mm)
41 nu.omega.0 <- mm + 4
42 V.omega.0 <- nu.omega.0 * diag(mm)
43 n.0 <- 2
44 s.0 <- 2
45
46 ############
47 ### MCMC ###
48 ############
49
50 ### MCMC Settings ###
51 n.iter <- 100000
52 n.burnout <- 90000
53
54 ### Loop ###
55 for (v.iter in 1:n.iter){
56
57 eta.prev <- eta
58
59 for (vi in 1:ii){
60 for (vtt in 1:tt){
61
62 temp.zz.1 <- array(0, dim=c(mm,mm*bb))
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63 temp.gamma.1 <- as.vector(gamma[,vi,,vtt])
64 for (i in 1:mm){
65 for (j in 1:bb){
66 temp.zz.1[i,(i-1) * bb + j] <- zz[,vi,vtt,][j,i]
67 }}
68 eta.ave[vi,vtt,] <- temp.zz.1 %*% temp.gamma.1 + zz.offset[vi,vtt,]
69
70 if (v.iter == 1){
71 eta.asta <- mvrnorm(1, rep(0,mm), diag(0.001, mm))
72
73 }else{




77 if (v.iter == 1){
78 p.eta.asta <- 1
79 p.eta <- 1
80
81 } else {
82 p.eta.asta <- dmvnorm(eta.asta,eta.ave[vi,vtt,],Omega) *
83 prod(exp((yy[vi,vtt,] * eta.asta) - exp(eta.asta)))
84
85 p.eta <- dmvnorm(eta.prev[vi,vtt,],eta.ave[vi,vtt,],Omega) *




89 alpha <- min(p.eta.asta/p.eta,1)
90
91 uu <- runif(1)
92
93 if (uu <= alpha){
94 eta[vi,vtt,] <- eta.asta
95
96 }else{





102 for (vi in 1:ii){
103 gamma.ave.0 <- array(runif(bb*mm, min=-5, max=5), dim=c(bb*mm))
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104 gamma.var.0 <- diag(1,bb*mm)
105 KG <- NULL
106 WW <- NULL
107 RR <- NULL
108 AA <- NULL
109
110 for (vtt in 1:tt){
111 if (vtt == 1){
112 gamma.ave.fore[,vi,vtt] <- gamma.ave.filt[,vi,vtt]
113 gamma.var.fore[,,vi,vtt] <- gamma.var.filt[,,vi,vtt] + ginv(Sigma.inv
[,,vi])
114 } else {
115 gamma.ave.fore[,vi,vtt] <- gamma.ave.filt[,vi,vtt - 1]
116 gamma.var.fore[,,vi,vtt] <- gamma.var.filt[,,vi,vtt - 1] + ginv(Sigma
.inv[,,vi])
117 }
118 for (vm in 1:mm){
119 ranges <- ((vm-1)*bb+1):(((vm-1)*bb+1)+bb-1)
120 eps[vi,vtt,vm] <- eta[vi,vtt,vm] - zz[,vi,vtt,vm] %*% gamma.ave.fore[
ranges,vi,vtt] - zz.offset[vi,vtt,vm]
121 }
122 temp.zz.1 <- array(0, dim=c(mm,mm*bb))
123 for (i in 1:mm){
124 for (j in 1:bb){
125 temp.zz.1[i,(i-1) * bb + j] <- zz[,vi,vtt,][j,i]
126 }}
127 RR <- temp.zz.1 %*% gamma.var.fore[,,vi,vtt] %*% t(temp.zz.1) + Omega
128 KG <- gamma.var.fore[,,vi,vtt] %*% t(temp.zz.1) %*% ginv(RR)
129 gamma.ave.filt[,vi,vtt] <- gamma.ave.fore[,vi,vtt] + KG %*% eps[vi,vtt
,]





134 for (vi in 1:ii){
135 for (vtt in tt:1){
136 if (vtt == 24){
137 gamma.ave.smth[,vi,vtt] <- gamma.ave.filt[,vi,vtt]
138 gamma.var.smth[,,vi,vtt] <- gamma.var.filt[,,vi,vtt]
139 } else {
140 AA <- gamma.var.filt[,,vi,vtt] %*% ginv(gamma.var.fore[,,vi,vtt + 1])
147
141 gamma.ave.smth[,vi,vtt] <- gamma.ave.filt[,vi,vtt] + AA %*% (gamma.
ave.smth[,vi,vtt + 1] - gamma.ave.fore[,vi,vtt + 1])
142 gamma.var.smth[,,vi,vtt] <- gamma.var.filt[,,vi,vtt] +






148 for (vi in 1:ii){
149 for (vm in 1:mm){
150 for (vb in 1:bb){
151 SS <- 0
152 for (vtt in 1:tt){
153 SS <- SS + (as.vector(gamma[vb,vi,vm,vtt]) - gamma.ave.smth[((vm-1)
*bb+vb),vi,vtt]) %*% t(as.vector(gamma[vb,vi,vm,vtt]) - gamma.ave.
smth[((vm-1)*bb+vb),vi,vtt])
154 }
155 Sigma.inv[((vm-1)*bb+vb),((vm-1)*bb+vb),vi] <- rinvgamma(1, (n.0 + tt





160 for (vi in 1:ii){
161 for (vtt in 1:tt){




166 SS.4 <- 0
167 for (vi in 1:ii){
168 for (vtt in 1:tt){
169 temp.zz.1 <- array(0, dim=c(mm,mm*bb))
170 temp.gamma.1 <- as.vector(gamma[,vi,,vtt])
171
172 for (i in 1:mm){
173 for (j in 1:bb){
174 temp.zz.1[i,(i-1) * bb + j] <- zz[,vi,vtt,][j,i]
175 }}
176




179 SS.4 <- SS.4 + ezgamma %*% t(ezgamma)
180 }
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