Abstract Smart city is the vision of modern intelligent technology toward the sustainable development of green technology and social development. Smart services e.g. smart transportation, smart health, smart home, smart grid, smart security, and IoT based applications are the key enablers of smart city, that ensure the quality life and well-being. In a bid to ensure the functionalities of those services, the IoT applications gather data from numerous IoT nodes. In such a case, it becomes more 396 정보과학회논문지 제45권 제4호(2018. 4) challenging to managing huge network traffic in the centralized network of smart city. Therefore, in this research, we have focused on the resolution of this problem through the introduction of of smart agent-based dynamic data aggregation (DDA) from distributed dense smart city network for city service fulfillment. In this research study, we purposed to model a peer to peer fully distributed system using distributed hash table chord protocol. We also proposed an algorithm for the IoT network and designed smart agent based IoT node searching algorithm for crowd sourcing. Finally, we simulated the result of the proposed smart agent based dynamic data aggregation model in an effort to achieve a higher performance gain for the proposed approach in respect to service fulfillment time and convergence.
along with a wide variety of enabling technologies [1] [2] [3] . The data center in the cloud is linked to a set of services, such as electrical energy, water, and gas supply provided in smart cities. Additionally, the smart agents are goal oriented, autonomous, adaptive, and cooperative to achieve the application specified targets [4] .
Smart city like environment is comprised of more than a billion of IoT nodes. In Figure 1 , we consider a typical smart city geographic area with densely scattered access points (APs) (red diamond) and IoT nodes (blue dot) where 51 access points (AP) and 2601 IoT nodes. It becomes challenging to provide quick response for a single point controlled network when the request are a massive amount. In a generic system model of a smart city, first, all the IoT nodes transmit data to the corresponding cluster head in a certain geographic area. Then, the cluster head takes a decision for sending the IoT sensor data to a single point receiver based on the data priority [5] .
However, the major problem of a centralized network is, if the network somehow collapses, the whole smart city network clamps down. In this paper, we have proposed a fully distributed peer to peer chord network for the smart city and a smart agent-based dynamic data aggregation technique for the smart city services. When there is a service fulfillment or data collection request, the smart agent is responsible for finding the AP list for the corresponding IoT nodes from the chord lookup table and it calculates the minimum traverse cost between the APs with the individual delay cost. Finally, the smart agent travels through the minimum cost APs for the request fulfillment. This research work is extended from our previous paper [6] .
The rest of the paper is organized as follows:
Section 2 presents the background and current research of smart city services whereas Section 3 provides the system model of the proposed model.
In Section 4 depicts the problem formulation and algorithm design. Simulation and performance analysis are included in Section 5. Finally, we provide the concluding remarks in Section 6.
Background
Mobility, transportation, public services, supply chain management, security management are the Moreover, in N-node network, the computational complexity for traversing one node to another node is O(log N), and also a lookup requires O(log N) complexity to exchange messages [9] .
The M/M/1 queuing model is a well-known and easily tractable queuing model for the service fulfillment [10] . In several distributed cloud computing system, the M/M/1 queuing model is widely used which can efficiently compute the waiting delay. Therefore, in this paper we have used M/M/1 queuing model. 1)
System Model
The proposed system model of smart agent-based dynamic data aggregation for smart city IoT network is presented in Figure 2 . We have proposed a DHT based peer to peer distributed network for smart city where every AP is considered as a node and all other IoT nodes are the elements of the APs. So, the
IoT devices are assigned with one hash key when these devices connect to the APs. Therefore, we 
Problem Formulation and Algorithm
We and   becomes the traversing delay and also AP   has some waiting delay for the request fulfillment.
The queuing delay at each AP depends on the average data transfer volume rate,   service rate   and request rate   from the service provider   .
The summary of the notations is described in Table 1 .
We label the APs with the numbers 1, 2, …, n and define as, Here,   and   are the data volume transfer rate at   and processing time at   respectively. Aggregated
In equation (2), we calculate the expected waiting time at.   .
The total waiting time for the requests from the   per unit time is,
The total traverse time for requests from the   per unit time is,
So, the total delay is the summation of total waiting time and total traverse time as follow,
The simplified equation of total delay for the service fulfillment at AP   is,
The network utility, which is the inverse function of total cost as follows,
The total utility gain, for the service request, is given at equation (7).
Equation (8) represents the sum of total utility   for the service fulfillment request.
The objective of the optimization problem in (9) is to maximize the total network utility.
Subject to:
From equation ( In order to, solve the problem in (9) , in this paper,
we propose a heuristic approach to solve this problem.
Firstly, a smart agent finds the APs list for candidate nodes from the chord lookup table and calculates the all possible minimum traversing cost for APs by using the assigned successor and predecessor APs. Initialize constraints using equation (10), (11), (12) 5:
Delay ← solving equation (6) 6:
Utility ← solving equation (8) 7:
Compute optimal APs using equation (9) 8: end for 9:
Service fulfillment completion
10: end for
Besides, it calculates the minimum APs traversal cost and at the same state smart agent also computes the expected delay for those APs. Secondly, the smart agent takes a decision about the maximum network utility APs that leads to minimum cost for service fulfillment. Finally, a smart agent fulfills the request by traversing the minimum cost APs. Alg. 1 presents the major steps of the proposed smart agent-based service fulfillment algorithm.
Performance Evaluation
We have evaluated the performance of the proposed approach using simulation in java platform. We have also used python platform for the result analysis. 
