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ABSTRACT
With the advent of supercomputers, modern
computational chemistry algorithms and codes, a
powerful new tool has been created to help fill
NASA's continuing need for information on the
properties of matter in hostile or unusual envi-
ronments. Computational resources provided under
the NAS program have been a cornerstone for recent
advancements in this field. Properties of gases,
materials, and their interactions can be deter-
mined from solutions of the governing equations.
In the case of gases, for example, radiative tran-
sition probabilities per particle, bond-
dissociation energies, and rates of simple chemi-
cal reactions can be determined computationally as
reliably as from experiment. The data are proving
to be quite valuable in providing inputs to
real-gas flow simulation codes used to compute
aerothermodynamic loads on NASA's aeroassist
orbital transfer vehicles and a host of problems
related to the National Aerospace Plane Program.
Although more approximate, similar solutions can
be obtained for ensembles of atoms simulating
small particles of materials with and without the
presence of gases. Computational chemistry has
applications in studying catalysis, properties of
polymers, etc., all of interest to various NASA
missions, including those previously mentioned.
In addition to discussing these applications of
computational chemistry within NASA, the governing
equations and the need for supercomputers for
their solution is outlined.
INTRODUCTION
The availability of large-scale computers at
the NASA Ames Research Center during the past
decade has been a key element in developing an
aggressive effort by NASA to use a computational
approach to provide reliable information on the
properties of gases, materials and their interac-
tions. The impact of this effort has been growing
rapidly as a result of continuing advances in
computational methods and, concurrently, with
increases in computer speed and memory. Specifi-
cally, the advanced computational capabilities
being provided for this endeavor through the
Numerical Aerodynamic Simulation (NAS) program
have markedly increased the utility of computa-
tional chemistry as practiced at NASA Ames. Fur-
_her, this resource is also providing benefits to
the international community by enabling advanced
state-of-the-art benchmark calculations which
assess the reliability of approximate approaches
that require less computational power.
The objectives of Ames' computational chemis-
try activities are specified in figure I. The gas
phase studies provide computed properties of iso-
lated atoms and molecules, and rates of chemical
reactions which occur between them. Systems com-
posed of one to eight atomic nuclei and up to 30
electrons are treated rigorously by solving the
Schrodinger equation for the quantum mechanical
interaction energy of the electron in the field of
all atomic nuclei. Typical molecular properties
computed are potential energy surfaces for ground
and excited electronic states (i.e., the set of
electronic energies for all atomic geometries),
equilibrium geometries, probabilities for transi-
tions between electronic states and molecular
spectra. Rate constants for chemical reactions
are computed by solving Hamilton's classical equa-
tions of motion for a potential energy surface
obtained from the aforementioned solutions of
Schrodinger's equation.
The gas/solid calculations begin with solu-
tions of wavefunctions and total energies for
"atomic clusters" such as those illustrated for a
diatomic molecule interacting with an inverted
pyramid of five metal atoms. In such calcula-
tions, the metal atoms are sometimes held fixed at
spacings corresponding to the bulk surfaces to
simulate gas-surface interactions at the atomic
scale. The quantal calculations usually account
only for the outer valence electrons since all-
electron calculations are too large even for
machines like the Cray 2. Such calculations have
progressed to the point of considering its appli-
cation to systems as large as Ni2505 or Fe64 H. In
addition to providing information on clusters of
this size, interatomic forces deduced from these
calculations are used as input to atomistic simu-
lations of large ensembles of up to 10,000 atoms.
These calculations provide better simulation of
the interaction of gases and bulk surfaces, as
shown on the far right of figure I. Obviously,
going from left to right (fig. I), the systems
grow enormously, and the reliability of the calcu-
lations range from being competitive with the best
experiments available, to being helpful in inter-
preting experimental findings and suggesting solu-
tions to materials problems of crucial National
concern. This work constitutes the computation of
properties of matter and the results are being
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clearly has the potential to aid in the develop-
ment of new classes of advanced thermal protection
materials for aerospace applications.
COMPUTATIONAL METHOD
Schrodinger's equation for gaseous molecules
and atomic clusters is usually solved under the
assumption that electronic motion is very fast
compared with that of the constituent nuclei,
allowing one to solve for the electronic degrees
of freedom separately. Potential curves or sur-
faces are mapped out by obtaining several solu-
tions corresponding to differing internuclear
separations. (The time-independent form of the
equation is studied for the determination of the
properties previously mentioned.)
Figure 2 illustrates the approach (generally
known as "ab-initio" in the field) for a diat_mic
molecule where the Hamiltonian contains a V i
operator that corresponds to the electronic motion
of the ith electron, the Z/riA terms account
for electron-nuclear attraction and the I/rij
term accounts for electrons-electron repulsion,
_e is the electronic wave function and E is the
electronic energy, both being sought in the solu-
tion. The expansion approach assumes that the
wave function can be expanded in terms of configu-
ration state functions (CSFs) constructed from
Slater determinates composed of unknown molecular
orbitals, hi" The orbitals are taken to be linear
combinations of either Gaussian (GTO)- or Slater
(STO)-type atomic orbitals. The GTOs or STOs used
in an n-particle molecular problem are often
referred to as the one-particle basis set. The
solution first involves selecting a STO- or
GTO-basis set, and the quality of the solution
depends critically upon this choice.
The next step involves evaluating spatial
integrals for the one-particle basis set and sort-
ing for the subsequent determination of the coef-
ficients for the molecular orbitals, c. , and the
ip
expansion coefficient, a K. The aK coefficients
weigh the importance of a CSF to the total wave
function, _e" The number of CSFs used in a calcu-
lation can range from one (self-consistent field
SCF) to more than 10 million (configuration inter-
action CI). The CI calculation, called electron
correlation, accounts for the instantaneous repul-
sion each electron feels, and to all other elec-
trons constituting the molecule. The CI calcula-
tion is an eigenvector-value problem in which one
gets the lowest eigenvalue by an iterative numeri-
cal procedure.
For the purpose of discussion, assume that a
quality calculation may involve a basic set of
size M (generally M = 50-100). The order of the
subsequent steps is specified in figure 2, and the
corresponding times, in seconds, of a calculation
for a single internuclear separation of a typical
diatomic molecule are also shown on the figure.
Note that the possible number of CSFs, each cor-
responding to a different occupation of electrons
within the possible orbital space, grows as M 6.
Clearly, these calculations use large amounts of
computer resources. Reasonable progress with our
computational chemistry program will continue to
require sizable percentages of the Ames Central
Computing Facility (CCF) and NAS resources. As
the available computer power grows, the utility of
computational chemistry will also grow, continuing
to add insight into the nature of matter, and
changing the way we conduct experiments.
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BENCHMARKCALCULATIONS
In the past, expansions involving all pos-
sible CSFs {or full configuration interaction
(FCI) calculations) were generally not possible
except for two- or three-electron single-atoms and
molecules. Work on larger systems with reasonably
sized, atomic basis sets were truncated because of
limitations in computer memory and speed.
Bauschlicher, Langhoff, Taylor, and Partridge have
recently been using the NAS Cray 2 to study the
impact of truncating the number of CSFs for small
molecular systems, and these are serving as bench-
marks for the international computational chemis-
try community. In one of these studies,
Bauschlicher and Langhoff (work submitted, Chemi-
cal Physics and Letters, 1986) first carried out
full CI calculations on the molecular ground
states of CH, NH, and OH, using a modest one-
particle GTO basis for each molecule. The full CI
calculations accounted for each and every possible
occupation of the electrons within the n-particle
basis.
For NH, the FCI calculations were conducted
with a one-particle [5s4p2d/4s2p] GTO basis and
involved 9,240,000 Slater determinants (37,110,150
CSFs) and required 8,000 see of Cray 2 time/
iteration to optimize the expansion coefficients.
These FCI calculations and similar calculations
for CH and OH were compared against the standard
high-quality complete active space, self-
consistent field/multiple reference singles and
doubles configuration interaction CASSCF/MRSDCI.
The CASSCF approach is one in which an active
space is defined, and all configurations possible
within this space are included in a calculation to
determine the molecular orbital coefficients
defined above. These molecular orbitals are then
used _n a CI calculations in which all configura-
tions corresponding to single and double elec-
tronic excitations from any of the CASSCF configu-
rations are included. Finally, a very small cor-
rection to account for the missing configurations
corresponding to higher-order excitation is
applied. For the modest-basis set calculations,
only small differences {.015 eV max) in dissocia-
tion energies between the FCI and
CASSCF/MRSDCI + Q computed results were noted, as
can be seen from the tabulations in figure 3.
These calculations clearly indicate that the stan-
dard truncated approach widely used and previously
calibrated against experimental results (of which
accurate ones are available) yield quality
results.
In addition to these benchmark calculations,
Bauschlicher and Langhoff also used a good quality
basis set in conjunction with larger MRSDCI + Q
calculations (Q = Quadruples) to predict values of
the bond-dissociation energy for CH, NH and OH.
As can be seen from the results shown in figure 3,
Bauschlicher and Langhoff achieved chemical accu-
racy for CH and OH, for which accurate experimen-
tal data exist. On the basis of their
calculations and estimates of the remaining error
caused by basis set incompleteness, they recommend
a dissociation energy of 3.37 ± .03 eV for NH and
assign a 99% confidence limit to this value. This
illustrates how computational chemistry is comple-
menting the experimental approach in determining
molecular properties, such as the bond-
dissociation energy.
CALCULATION OF RADIATIVE PROPERTIES FROM FIRST
PRINCIPLES: DIATOMIC MOLECULES
Figure 4 illustrates the computational proce-
dure used to determine the radiative properties of
molecules. The first step is to solve the
Schrodinger equation for the electronic energy, E,
and the wave function, Ye, using the internuclear
separation as a parameter as previously described.
Potential-energy curves for the low-lying elec-
tronic states from a typical molecular calculation
are shown on the left side of the chart. One can
compute other electronic properties from the elec-
tronic wavefunction, such as the transition
moments, which control the total strength of the
transition between two electronic states, and the
spin-orbit matrix elements, which control molecu-
lar and spectral fine structure. Once this is
done, the next step is to solve the Schrodinger
equation for the vibration-rotation motion. Then,
by summing the product of the transition moments
and the vibrational-rotational wavefunctions for
all upper and lower states, one obtains the total
cross section. The cross section shown on the
right-hand side of figure 4 is for all the transi-
tions between the potential-energy curves given on
the left-hand side of the figure. The banded
structure in the cross-section plot corresponds to
bound-bound transitions and the underlying contin-
uum. corresponds primarily to transitions between
bound and repulsive states (i.e., those with no
minimum in the energy curve). The computated data
for transition probabilities and spectral intensi-
ties are comparable to those from high quality
experiments.
The cross sections yield the radiative inten-
sity per molecule per excited state. Combining
them with the appropriate distributions of species
and excited states yields spectral and integrated
intensity predictions in gases either in equilib-
rium or thermochemical nonequilibrium
environments.
Thus, one can obtain a first principles
absorption or emission spectrum of molecules which
can be used as an input for the various flow-field
codes which predict absorption, radiative heating,
etc. These data are of key importance as inputs
to fluid-flow simulations which predict radiative
heating for the AOTV missions previously dis-
cussed. Radiative properties are also required
for predictions of heat transfer in scramjet-
combustor flows for the NASP and development of











shownontheleft sideof the figure (fig. 5).
Thesurfacecorrespondsto theNatomapproaching
the02moleculeat anangleof 110°. Thediatomic













tionsof motionwrittenon figure5 in which Pi
aremomentaand Qi arethegeneralizedcoordi-
nates,and V(9)is a functionrepresentingthe
potential-energysurface.Manysolutionscorre-
















sesindicatethat thecollision of electronswith















e- + N_(XIz+) _ N_(B3_) + e-, at an impactenergy
of 10_V v_rsus_hes_atteringanglein degrees.
Clearlythereis a dramaticdifferencein the
angulardistributionresultingfromthetwoavail-




agreeswith themagnitudein this region,and
tendsto supportheexperimentsbyCartwright
et al. (1977).
Resultsfor the total crosssectionasa
functionof impactenergyfor this processare












of ab-initio methodsto predictcollision cross-





gases,is alsobeingusedin studiesof thepro-
pertiesof materialsandtheir interactionswith
gases.Thefavoredgeometricalorientationof an
ensembleof metalatomscorrespondsto that struc-
turewiththe lowesttotal energy.Fora small
numberof atoms(less thanabout75), this pro-
pertyis amenableto thetotal energycalculations
byquantalmeansaspreviouslyoutlined,if one













facepropertiesfor puremetals,but in general








Theobjectiveof thePetterssonet al. (1986)
workwasto find analternativeapproachto the
verylargeandcomputationallyexpensiveab-initio
methodsusedto determinethepropertiesof clus-
ters andto extendthecalculationsto muchlarger



























methodto bethe lowest)wasfoundto below-lying









the lowest-lyingstructureof Al clustersfor up
to 17atoms.Figure9 showstheresultsof these
calculationsfor AI clusterscontainingfrom7-15
atoms.Clusterswith7, 8, 10,and12atomsare
planar. All clusterswith 13or moreatomsare
3~D.



















et al., 1984)usedto predictthedissociationof
H2 ona Ni(IO0)surface. Experimentalstudieshaveshownthat certainmoleculesdissociateon
somemetallicsurfacesbut not on others. This
calculation was performed to predict the activa-
tion energy for dissociation and to determine the
role of metal d-electrons (electrons with multi-
ple lobes and high angular momentum) in the dis-
sociation process. The calculations used a Nil4
cluster, shown on the left side of the chart, to
represent the metal surface. (The 14th Ni atom,
not shown, lies below those shown in a third
layer. Consequently, the Ni surface is repre-
sented by the base of an inverted equilateral
pyramid.) The hydrogen-molecule (represented by
the two small particles in the figure) was allowed
to interact with each of the possible site loca-
tions on the surface. The hydrogen-molecule is
shown in figure 10 in an "on-top" site since this
location is the preferred site with the lowest
barrier for dissociation. The figure on the right
side of this chart is a potential contour of the
hydrogen molecule in an "on-top" site. The top of
the figure represents a diatomic-molecule
approaching the Ni surface. As the molecule gets
close to the Ni surface it interacts with the
surface and dissociates as illustrated.
By turning the d-electrons "on" and "off",
Bauschlicher et al. (1984) showed that the
d-electrons play a significant role in the dis-
sociation process and their presence reduces the
computed dissociation barrier by 44 kcal/mole.
The computed barrier for dissociation of 4kcal/
mole ±3 is in good agreement with the experimental
value of 0-I kcal/mole. Further, the computed
results show that once dissociated, the chemi-
sorbed H atoms do not interact with the
d-electrons, and these findings are also consis-
tent with experiment. Finally, these calculations
are capable of providing great insight into the
catalytic nature of materials, and future studies
will be directed toward developing a fundamental
understanding of catalytic processes.
PROPERTIES OF POLYMERS
NASA is interested in advanced polymers for
new aerospace applications. The Ames ComputatLonal
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Chemistrygroupundertookstudiesseveralyears

























rotationsof theCOFgroupabouttheC2 - C3 bond
asshownonthefigure.
Ascanbeseenfromthefigure theenergy
differencesat valuesof _ =0° and180° are in
excellentagreementwiththeexperimentaldata.
Thetorsionalpotentialfor theCOFgrouprotation
aboutheC2 - C3 bondwasdeterminedbycomputingtheenergydefinedbyinterpolatingbetweenthe
twogeometries.Notethat thecomputedtorsional
barrier is somewhathigherthantheexperimental
results. However,it is believedthat experimen-
tally determinedbarrierheightsare likely to be
underestimatedandthatthetheoreticalvaluesare
llkely to bemoreaccurate.
In thesamepaper,Laskowskiet al. (1986)
also reportstudiesof the2-Methyl
2-carbonmethoxybutanemoleculeshownin





Laskowskiet al. showedthat theobservedpeakis










mer). Tnecurrenteffort is beingappliedto
anotherprototypesystemin whichthemotionsare
not localized-- the largeamplitudemotionof the
relaxationprocessin polycarbonate.It is
believedthat theability of this polymerto
undergolargeamplitudemotionsin theglassy









largerbasissets is not feasiblefor suchlarge
compounds).However,theyhavefoundthis



















putedvalueof 1.18at 25° Ccomparesfavorably
with theexperimentallydeterminedvalueof
1.28+ 0.19. PreviouslyYoonandFlory(1981)had

























affectedourlevel of understandingof materials
properties.
Thefield of computationalchemistryclearly
hasa greatpromiseof expandingits importance
andutility providedthat computationalspeedand
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BASIC RESEARCH AND APPLICATIONS







• METALS AND POLYMERS
• AOTV/AFE
• NATIONAL AEROSPACE PLANE/ERV
• LUNAR AND MARS RETURN
• STS/SHUTTLE II
• SPACE STATION
Fig. I. Objectives of NASA Ames Computational Chemistry Branch.
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Fig. 2. Approach for calculating electronic wave functions for diatomic molecules and typical
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t CASSCF/MRSDCI CALCULATIONS BY BAUSCHLICHER AND LANGHOFF
CASSCF/MRSDCI and full CT calculations on small molecular systems: CH, NH and OH.
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WAVELENGTH
Fig. 4. Calculation of molecular spectra or optical cross sections from first principles.
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CALCULATIONS BY S.WALCH AND R. JAFFE
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MAZEAU et. al. (1973)
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CARTWRIGHT et. al.
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Fig. 6. Di{ferential cross section for















Fig. 7. Total cross section of N2 XIf+ . B 2
g g
by electron impact.
Fig. 9. Lowest-lying structures of aluminum
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Fig. 12. Optimal conformation of 2-Methyl 2-Carbomethoxy butane, a model for a monomeric segment
of PMMA.
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