Introduction
The boundary integral equation method is very useful in studying boundary value problems. It is used to look for a solution of the Neumann problem for the Laplace equation in the form of a single layer potential. The original problem is transferred to the problem T f = g, where g is the boundary condition, f is an unknown density of the single layer potential and the integral operator T is a Fredholm operator with index 0 on the space of boundary conditions. First, we must know that the corresponding integral operator is bounded on the space of boundary conditions. Therefore, the choice of the space of boundary conditions restricts our choice of a class of open sets. If we look for a classical solution we choose open sets with Ljapunov boundary and α-Hölder functions on the boundary with Lipschitz boundary if we look for a solution in the sense of the nontangential limits for boundary conditions from L p (∂G) (a class of strong solutions). Necessary and sufficient conditions for the corresponding integral operator to be bounded on L p (∂G) are unknown. Nevertheless, the surface measure must make sense. So, it is natural to restrict ourselves to the case when the (m − 1)-dimensional Hausdorff measure of the boundary is finite. If we study weak solutions with real measures on the boundary as boundary conditions then the corresponding integral operator is a bounded linear operator on the space of real measures on the boundary if and only if the cyclic variation of the domain is bounded (see [11] ). The class of such open sets is very rich but most of the sets with C 1 boundary are not included (see [18] ). .) Unlike the formulation of the problem in [11] , this new formulation ensures the uniqueness of a solution (up to adding a locally constant function). It is shown that each solution is the sum of a constant and the Newtonian potential corresponding to a distribution with finite energy supported on ∂G. This enables us to look for a solution in the form of the Newtonian potential U B corresponding to a distribution B with finite energy supported on ∂G. We get a bounded operator N G U on the space E (∂G) of all distributions with finite energy supported on ∂G. If B ∈ E (∂G) then the distribution N G U B represents the normal derivative of the Newtonian potential U B and solving the Neumann problem for the Laplace equation with boundary condition F transposes to solving the equation [11] that N G h is a distribution supported on ∂G, the boundary of G.
The following problem was studied in [11] : For a real measure µ on ∂G find a harmonic function u on G such that N G u = µ. Since there is no restriction on the growth of u at infinity this Neumann problem for the Laplace equation is evidently not uniquely solvable up to an additive constant on unbounded domains. But the uniqueness up to an additive constant does not hold for bounded domains, too, as the following example shows:
m be a nonempty bounded domain with Ljapunov
, where cl M means the closure of a set M . Fix Ψ ∈ D such that Ψ(x) = 0 and spt Ψ ∩ S ⊂ Ω r/4 (x), where spt Ψ means the support of Ψ. Put
extendible to a function from the class C 1 on the sets
Since the normal derivative of the double layer potential v has no jump on S (see [17] , § 15) we have for ϕ ∈ D by Green's formula
Denote by H the restriction of
According to [11] , Theorem 5.12 there is a real measure ν supported by ∂H such that N H (U ν) = µ, where U ν is the single layer potential of ν.
Therefore u is a solution of the Neumann problem for the Laplace equation on G with zero boundary condition. Since the single layer potential U ν is continuous on H and the double layer potential v has a nonzero jump at x (see [17] , § 15), the function u has a nonzero jump at x. Therefore the function u is not constant. Consequently, there is a nonconstant solution of the Neumann problem for the Laplace equation on G with zero boundary condition.
So, to ensure the uniqueness of a solution of the problem up to the addition of a locally constant function we must suppose that the solution has no jump at slits and we must restrict the growth of the solution at the infinity. Notation 2.2. We denote by L 2,loc (G) the class of all complex measurable func-
Weak Neumann problem for the Laplace equation. Let F be a complex distribution supported on ∂G. We say that u is a solution of the weak Neumann problem for the Laplace equation in G with the boundary condition F if u is a complex harmonic function in G extendible to a function from L 
m (see [21] , Chapter II, If ϕ ∈ D then Green's formula yields [14] , Chapter 3). If
we say that u is a weak solution in W for each ϕ ∈ W 1 2 (G) (see [14] , p. 128). Now we show that u is a weak solution of the Neumann problem for the Laplace equation in W (G) are considered as the equivalence classes of functions which differ on a set of zero Lebesgue measure. We can choose arbitrary representative from this class. Since u is a solution of the Laplace equation in the sense of distributions in G (see [4] , Appendix A, Remark 6) we can choose a representative u which is harmonic in G (see [20] , Chapter III, § 3). Since G has locally Lipschitz boundary and u ∈ W 1 2 (G) the function u is extendible to a function from L 1 2 (Ê m ) (see [8] , Theorem A). Since
supported in a compact set K and ϕ j → ϕ and ∇ϕ j → ∇ϕ uniformly then ϕ j → ϕ in W 1 2 (G) and thus ϕ j → ϕ in H 1/2 (∂G) (see [14] , Theorem 3.38). Since F is a
only on the restriction of ϕ to ∂G the distribution F is supported on ∂G. Since D ⊂ W 
Since D is dense in W 1 2 (G) (see [14] , Theorem 3.29) we have
there is a unique continuous extension
for each ϕ ∈ W 1 2 (G).
Uniqueness
Theorem 3.1. Let u, v be two solutions of the weak Neumann problem for the Laplace equation in G with the boundary condition F . Then w = u − v is locally constant in G, i.e., w is constant on each component of G.
P r o o f. We can suppose that u and v are real. According to [21] , Chapter I, Lemma 1.1 there is a sequence of functions ϕ n ∈ D such that
Since the function w is a solution of the weak Neumann problem for the Laplace equation in G with zero boundary condition we have
Since ∇w = 0 in G the function w is locally constant in G.
Representability of solutions by potentials
where A is the area of the unit sphere in Ê m . For a closed set F denote by C ′ (F ) the space of all finite complex Borel measures with support in
the Newtonian potential corresponding to µ. According to [12] , Theorem 1.11
For a compact set K ⊂ Ê m we define the Newtonian capacity of K as
There is a positive constant c m depending only on m such that [12] , Chapter II and
for each compact K (see [12] , Theorem 2.5), we can define the exterior Newtonian capacity
for arbitrary E ⊂ Ê m . We say that a condition A is fulfilled quasieverywhere (and write q.e.) if it is fulfilled outside some set M with cap(M ) = 0. (Note that
Let f be a function defined quasieverywhere on Ê m . We say that f is quasicontinuous if for every ε > 0 there is an open set G such that cap(G) < ε and the 
for each compact K we can define the exterior Bessel capacity
We say that a condition A is fulfilled (1, 2)-quasieverywhere (and write (1,2)-q.e.) if it is fulfilled outside some set M with C 1,2 (M ) = 0. If A is fulfilled (1,2)-q.e. then it is fulfilled q.e. because C 1,2 (M ) = 0 implies cap(M ) = 0. 
for each integer n and each multiindex α. The sequence f k is said to converge to f
for each integer n and each multiindex α as k → ∞. Denote by S * the dual space of S. If F ∈ S * is a real measure absolutely continuous with respect to the Lebesgue measure then we identify its density with F . For f ∈ S define the Fourier transformf of f bŷ
where x · y denotes the scalar product of x and y. Then the mapping f →f is an isomorphism of S.
is the so-called Fourier transform of F .
Denote by E the space of all complex distributions F = F 1 +iF 2 , where F 1 , F 2 ∈ S * , such that the Fourier transform F = F 1 + i F 2 of F is absolutely continuous with respect to the Lebesgue measure and
Recall that F E is called the energy of F . Then E equipped with the energy F E as a norm is a complex Hilbert space with the scalar product
For each F ∈ E there is a unique complex distribution 
at each x ∈ Ê m for which the limit on the right-hand side exists. Then U F is determined quasieverywhere on Ê m and the equality
, where ν denotes the complex conjugate of ν (see [12] , Theorem 6.2). According to [12] , Theorem 6.4,
If spt F , the support of F , is compact then
where h 0 * F denotes the convolution of the distributions h 0 and F (see [12] , p. 434) and
For a closed set K denote by E (K) the space of all distributions from E supported on K with the energy · E as the norm. Then E (K) is a complex Hilbert space (see [3] , p. 121). G ∈ E and a complex number a such that u = U G + a almost everywhere. Since u is continuous in G and U G fulfils (4.3) we have
for each x ∈ G. According to [3] , p. 158 we have
Denote by B the orthogonal projection of G to E (cl G). Then U B = U G on G by [3] , Chapitre I, Théorème 4. Since U B is harmonic in G we deduce that spt B ⊂ Ê m \ G. Therefore B ∈ E (∂G) and u = a + U B.
The necessary condition for the solvability
Since every solution of the weak Neumann problem for the Laplace equation in G has the form U B + a where B ∈ E (∂G) and U B + a, U B are solutions of the same problem, we shall look for a solution in the form U B with B ∈ E (∂G).
P r o o f. According to [12] , p. 100 and [12] , Theorem 6.2 we have ϕ = −U ∆ϕ and ∆ϕ ∈ E . Put
Lemma 6.4 and p. 34). Since ̺ n H m → δ 0 in the sense of distributions as n → ∞, where δ 0 is the Dirac measure, [12] , Lemma 0.7 yields that F * (̺ n H m ) → F in the sense of distributions as n → ∞. Since F * (̺ n H m ) is a real measure, [12] , Theorem 6.2 yields [12] , Theorem 6.4 and Hölder's inequality yield that
is a bounded linear functional on the Hilbert space E there is unique
Since −U (∆ϕ) = ϕ = 0 on a neighbourhood of M by [12] , p. 100, we obtain
by [12] , Theorem 6.4. According to [3] , p. 158 we have
Since spt F ⊂ ∂G we obtain that ∆U F = 0 in G. According to [20] ,
Fix ϕ ∈ D. Then ϕ = −U (∆ϕ) by [12] , p. 100. According to Lemma 5.1
by Lemma 5.3 and Lemma 5.2. Therefore
is selfadjoint (see [19] , p. 295). Since N G U is selfadjoint we have Ker
⊥ (see [6] , Satz 70.3).
Remark 5.5. Suppose that G is a Lipschitz domain with compact boundary. Denote by H the restriction of H m−1 to ∂G. Then there exists the exterior unit normal n
exists for H almost all x ∈ ∂G and N G U F = ( 
the cyclic variation of G at x. Suppose that the cyclic variation of G is bounded.
(This is true for G convex or for G with
for each Borel set M (see [11] ). Here
is the density of G at x.
Theorem 5.7. Let F be a distribution supported on ∂G. If there is a solution of the weak Neumann problem for the Laplace equation in G with the boundary condition F then F ∈ E (∂G) and 
If ϕ ∈ D is constant on each component of G then An easy calculation yields
where A is the area of the unit sphere in Ê m . Therefore c = 0.
According to [13] , Lemma on page 11 there is a constant c such that U F = c H ma.e. in V . Using (4.3) we obtain U = c in V . Since U F is harmonic in G ∪ H and ∆U F = −F by [3] , p. 158 we deduce that spt F ⊂ ∂G \ H ⊂ ∂(G ∪ H). Since F ∈ E (∂(G ∪ H)) and U F is constant on each component of G ∪ H, Lemma 6.1 yields that F ∈ Ker N G∪H U .
P r o o f. Fix ϕ ∈ D such that ϕ = 1 on cl H and ϕ = 0 on cl(G \ H). Then ϕ = −U ∆ϕ and ∆ϕ ∈ E by [12] , p. 100 and [12] , Theorem 6.4. Denote by F the orthogonal projection of (−∆ϕ) to E (cl G). Since (−∆ϕ) ∈ C ′ (Ê m ), [3] , p. 143 yields that F ∈ C ′ (∂G). Moreover, U F = U (−∆ϕ) = ϕ on G by [3] , Chapitre I, Théorème 4. Since U F is harmonic in G and ∆U F = −F by [3] , p. 158 we deduce that spt F ⊂ Ê m \ G. Therefore F ∈ E (∂G) and U F = 1 on H and U F = 0 on G \ H.
If E is not (1, 2)-thin at x, it is said to be (1, 2)-thick there. A set E ⊂ Ê m is called a (1, 2)-fine neighbourhood of x ∈ Ê m if x ∈ E and Ê m \ E is (1, 2)-thin at x. The collection of (1, 2)-fine neighbourhoods gives the so-called (1, 2)-fine topology.
Using [2] , Corollary 7.2.4 we get d G (x) = 0 (the density of G at x).
there is a set N with C 1,2 (N ) = 0 such that U F is (1, 2)-finely continous at each points of Ê m \ N (see [1] , Theorem 6.4.5). Denote M = {x ∈ ∂G ; G is (1,2)-thin
According to [3] , p. 143 there are measures µ n ∈ E (∂G) ∩ C ′ (∂G) such that
not charge sets of zero Newtonian capacity (see [12] , Chapter II, Theorem 2.2), [12] , Theorem 6.2 yields
because U F = 0 on ∂G\(N ∪M ). The fact that F E = 0 implies that F = 0. 0. Let C 1,2 ({x ∈ ∂H; H is (1, 2)-thin at x}) = 0. Suppose that ∂H is compact and H has finitely many components H 1 , . . . , H n . Suppose that cl H i ∩ cl H j = ∅ for i = j. Denote by H 1 , . . . , H k all bounded components of H. Then there are
The real measures F 1 , . . . , F k form a basis of Ker N G U .
P r o o f. According to Proposition 6.4 there are
such that U F j = 1 on H j and U F j = 0 on H \ H j . Lemma 6.1 shows that F 1 , . . . , F k ∈ Ker N H U . It is easily seen that F 1 , . . . , F k are linearly independent.
Let now F ∈ Ker N H U . By Lemma 6.1 there are constants c 1 , . . . , c k such that
Solution of the problem
As was shown in Theorem 4.1, solving the Neumann problem for an open set G with the boundary condition B is equivalent to solving the equation
For simple domains we are able to calculate N G U F and to solve the equation
In Example 7.1 we show that N G U = n µ is a solution of the equation T ν = µ (see [16] ). If
G is an open set such that H m (Ê m \G) = 0 then the essential radius of (N G U − Example 7.1. Denote
where c is a complex constant, is the general form of a solution of the weak Neumann problem in G with the boundary condition F by Theorem 4.1 and Theorem 3.1.
According to Lemma 5.3 we have
where c is a complex constant, is the general form of a solution of the weak Neumann problem in G with the boundary condition F (see Theorem 4.1 and Theorem 3.1).
Definition 7.3. Let X be a Banach space and let T , S be bounded linear operators on X. The operator S is called a Drazin inverse of T , written
for some nonnegative integer k. The least nonnegative integer k for which these equations hold is called the Drazin index of T .
Remark 7.4. According to [9] , Lemma 2.4 the Drazin inverse of an operator is unique. Moreover, the operator T is invertible if and only if there is a Drazin inverse of T and the Drazin index of T is equal to 0. In this case T d = T −1 .
Proposition 7.5. The following statements are equivalent: 1) There is a Drazin inverse of N G U .
2) 0 is not an accumulation point of σ(N
6) There is a Drazin inverse of N G U , the Drazin index of N G U is at most 1 and
where P is the projection of
If there is a Drazin inverse of N G U then there is the so-called generalized Drazin inverse of N G U (see [9] ). Therefore 0 is not an accumulation point of σ(N G U ) by [9] , Theorem 4.2.
⇒ 3:
Denote by T the restriction of Nby (7.1) and 
Suppose now that F ∈ (Ker N G U ) ⊥ . Proposition 7.5 yields that the series (7.1) 
at x}) = 0. Suppose that ∂H is compact and H has finitely many components Suppose now that F (ϕ j ) = 0 for j = 1, . . . , k. We have ϕ j = −U ∆ϕ j and ∆ϕ j ∈ E for j = 1, . . . , k by [12] , p. 100 and [12] , Theorem 6.2. Denote by F j the orthogonal projection of −∆ϕ j onto E (cl H). Then U F j = U (−∆ϕ j ) = ϕ j on H by [3] , Chapitre I, Théorème 4. Since ∆U F j = −F j by [3] , p. 158 and ∆U F j = ∆ϕ j = 0 on H we obtain F j ∈ E (∂H) ⊂ E (∂G). Since U F j = 1 on H j and U F j = 0 on H \ H j the distributions F 1 , . . . , F k form a linearly independent subset of Ker N G U . Since the dimension of Ker N G U is equal to k by Corollary 6.10, the distributions F 1 , . . . , F k form a basis of Ker N G U . Since F j is the orthogonal projection of −∆ϕ j onto E (cl H) and F ∈ E (cl H), Lemma 5.1 yields
given by (7.2) then the function U B is a solution of the weak Neumann problem for the Laplace equation in G with the boundary condition F by Theorem 7.6. If 
whenever the limit exists (see [1] 
Extendible open sets
Definition 8.1. An open set G ⊂ Ê m is said to be W 1 2 -extendible if there is a bounded linear operator T : W 1 2 (G) → W 1 2 (Ê m ) such that T u = u on G for each u ∈ W 1 2 (G).
Definition 8.2.
A domain G is said to be an (ε, δ) domain, ε > 0, 0 < δ ∞, if, whenever x, y ∈ G and |x − y| < δ, then there is a rectifiable arc γ ⊂ G with length l(γ) joining x and y and satisfying
2 -extendible (see [8] , Theorem 1). S. Jerison and C. E. Kenig studied in [7] the so called nontangentially accessible domains. As was noticed by P. W. Jones in [8] , p. 73, these domains are precisely (ε, ∞) domains. Note that Lipschitz domains and polyhedral domains are nontangentially accessible domains. If G is an (ε, δ) domain then H m (∂G) = 0 (see [8] , Lemma 2.3). The boundary of an (ε, δ) domain can be highly nonrectifiable and no regularity condition on the boundary can be inferred from the (ε, δ) property. In general, (ε, δ) domains are not sets of finite perimeter.
and there is a positive constant C such that
We show that T is a closed operator. Suppose that
2 (G). According to [3] , Chap. II, § 2 and [12] , Theorem 3.13 we can choose a subsequence F n(j) such that U F n(j) → U F H m -a.e. and U F n(j) → g H m -a.e. in G. Since U F = g H m -a.e., we deduce that
Since T is a closed linear operator from the Banach space
which is defined on the whole space E (cl G), it is a bounded operator by the closed graph theorem (see [25] , Chapter II, § 6, Theorem 1).
Suppose now that G is W 
Since G is bounded we can suppose that g has compact support. According to [12] , Chapter VI, Theorem 6.4 there is B ∈ E such that g = U B. Denote by F the orthogonal projection of B to E (cl G). Then U F = U B = g on G by [3] , Chapitre I, Théorème 4. Therefore T (E (cl G)) = W 1 2 (G). Since T is a bounded injective linear operator from the Banach space
⊥ onto the Banach space W 1 2 (G) it is continuously invertible, i.e., there is a positive constant C such that [25] , Chapter II, § 5).
Lemma 8.5. Let G be a bounded W 
is a compact operator (see [13] , § 1.10, Theorem 3). Since I =ĨT is the composition of a compact operator and a bounded operator, it is a compact operator (see [25] , Chapter X, § 2). 
m+1 as a composition of a compact linear operator and a bounded linear operator (see [25] , Chapter X, § 2). Since T 2 T 3 is a compact operator, the dimension of Ker(I − T 2 T 3 ) is finite (see [25] , Chapter X,
is finite G has finitely many components. Let T 4 be a continuous linear extension operator from G has finitely many components G 1 , . . . , G n by Lemma 8.6. According to [13] , § 3.1.1, Lemma there is a positive constant c 1 such that
, the identity operator is a continuous operator from W 1 2 (G) equipped with the norm · to W 1 2 (G). According to [19] , Theorem 3.8 the inverse operator is continuous. Thus there is a strictly positive constant c 2 such that
Then Y is a closed subspace of W 1 2 (G) and
for each u ∈ Y . According to [25] , Chapter I, § 10 there is a Banach space X with norm | · | X such that W G has finitely many components  G 1 , . . . , G n . Denote
According to Lemma 8.7 there is a strictly positive constant c such that
We now show that Ker T ⊂ Ker N G U . Let F ∈ Ker T . Since ∆U F = 0 in G and ∆U F = −F by [3] , Chapitre 1, Théorème 4 we deduce that F ∈ E (∂G) and thus
Since the restriction of
by Proposition 5.4, its spectrum is a subset of the interval [c 2 T −1 −2 , 1] (see [6] ,
⊥ and on Ker N G U it is continuously invertible on E (∂G). This gives that 0 is not an accumulation point of the spectrum of N G U and thus N G U (E (∂G)) is closed by Proposition 7.5. [13] , Lemma on page 11 there are constants c 1 , . . . , c n such that v = c j H m -a.e. in W j for j = 1, . . . , n. Since v is continuous in G we obtain v = c j in G ∩ W j . Thus u has the form (9.1). Suppose that C 1,2 ({x ∈ ∂W ; W is (1, 2)-thin at x}) = 0. If there is a solution of the weak Neumann problem for the Laplace equation in G with the boundary condition F then (9.2) holds for j = 1, . . . , n by Theorem 5.7. Suppose now that (9.2) holds for j = 1, . . . , n. According to [12] , Chapter VI, Theorem 6.4 there are B 1 , . . . , B n ∈ E such that ϕ j = U B j almost everywhere for j = 1, . . . , n. Denote by F j the orthogonal projection of B j onto E (cl W ). Then U F j = U B j = ϕ j on W by [3] , Chapitre I, Théorème 4. Since ∆U F j = −F j by [3] , p. 158 and ∆U F j = ∆ϕ j = 0 on W we obtain F j ∈ E (∂W ). Since U F j = 1 on W j and U F j = 0 on W \W j the distributions F 1 , . . . , F n form a linearly independent subset of Ker N G U . Since the dimension of Ker N G U is equal to n by Corollary 6.10, the distributions F 1 , . . . , F n form a basis of Ker N G U . Since F j is the orthogonal projection of B j onto E (cl W ) and F ∈ E (cl W ) we obtain (F , F j ) E = (F , B j ) = Ê m ∇U F · ∇ϕ j dH m = 0, j = 1, . . . , n.
Domains with slits
Since F 1 , . . . , F n is a basis of Ker N G U we deduce that F ∈ Ker N G U ⊥ .
If ϕ j ∈ D then ϕ j = −U ∆ϕ by [12] , p. 100. Therefore Lemma 5.1 yields
Thus (9.2) is equivalent to F (ϕ j ) = 0.
Corollary 9.4. Suppose that G is bounded. Suppose that for each x ∈ ∂G there is a neighbourhood U of x and a choice of a coordinate system such that U ∩ ∂G is a subset of the graph of a Lipschitz function. Then cl G has finitely many components H 1 , . . . , H n . Choose ϕ 1 , . . . , ϕ n ∈ D such that ϕ j = 1 in H j , ϕ j = 0 in cl G \ H j , j = 1, . . . , n. Let F ∈ E (∂G). Then there is a solution of the weak Neumann problem for the Laplace equation in G with the boundary condition F if and only if F (ϕ j ) = 0 for j = 1, . . . , n. If B is given by (7.2) then U B + As has recently been shown by P. Koskela and H. Tuominen (see [10] ) a W 1,2 -extendible domain is (1,2)-thick at all points of its boundary. Thus the hypothesis "C 1,2 ({x ∈ ∂W ; W is (1, 2)-thin at x}) = 0" can be removed from Theorem 9.3.
