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résumé et mots clés
La description d’objets tridimensionnels indépendamment de leur position et de leur orientation est un problème
important et difficile de l’analyse de formes. Dans cet article, nous traitons ce problème à l’aide d’une pseudo-
transformation de Fourier sur le groupe M(3) des déplacements de l’espace euclidien à trois dimensions. Celle-ci
nous permet de définir des descripteurs de volumes à niveaux de gris stables et invariants par rapport à M(3).
Cette méthode est appliquée à la classification et la description automatiques d’os humains.
Description de formes, groupe M(3), pseudo-transformation de Fourier, descripteurs de volumes.
abstract and key words
The description of 3D objects independently of their position and orientation, is an important and difficult pro-
blem in pattern analysis. In this paper, we deal with this problem by a pseudo-Fourier transform on the group of
motions of the 3D Euclidean space, which we denote by M(3). This transform allows us to define 3D gray-levels
object descriptors which are invariant and stable with respect to M(3). This method is applied to human bones auto-
matic classification and description. 
Pattern recognition, M(3) group, pseudo-Fourier transform, volume descriptors.
1. introduction
Plusieurs approches de l’analyse des formes ont été développées
ces dernières années. Nous pouvons principalement les classer
suivant deux types :
• les méthodes globales telles que la méthode des moments
([Flusser], [Sadjadi], [Shu], [Yajun], [Yang]), les descripteurs de
Fourier ([Chen], [Fonga], [Gourd]), les descripteurs de Fourier-
Mellin ([Derrode], [Grace], [Sheng]), …
• les méthodes locales basées sur la géométrie différentielle
([Clements], [Gros], [Lamdan], [Matusiak], [You], [Lamiroy]). 
Dans cet article, nous proposons des descripteurs globaux d’ob-
jets 3D à niveaux de gris, invariants par rapport au groupe M(3)
des déplacements de l’espace euclidien à trois dimensions E(3)
et inspirés de la théorie de la représentation des groupes, afin de
profiter des propriétés d’invariance de la mesure de Haar de
M(3) ([Villenkin], [Zribi, a]). Notre démarche est donc une
transposition de la démarche suivie avec succès en dimension 2
par J. P. Gauthier, F. Gourd et H. Younes ([Gourd]) et parallèle-
ment par F. Ghorbel ([Ghorbel, b], [Ghorbel, c]) pour la recon-
naissance d’objets 2D à niveaux de gris et susceptible de s’ap-
pliquer à la détection de mouvements en analyse d’images. Les
descripteurs obtenus ne vérifient pas le critère de complétude
introduit par T. R. Crimmins ([Crimmins]), mais répondent bien
au critère de stabilité ([Ghorbel, a]).
2. justification théorique 
des descripteurs proposés
2.1. objets 3D à niveaux de gris 
et déplacements de E(3)
Une origine et un repère orthonormé direct ayant été choisis,
E(3) est identifié à IR3 . λ désigne toujours la mesure de Borel
sur IR ([Malliavin], chap. II). Le groupe So(3) des rotations de
E(3) étant isomorphe au groupe des matrices réelles orthogo-
nales dont le déterminant est égal à 1, on identifie ces deux
groupes. So(3) se trouve ainsi muni de la topologie usuelle de
l’espace des matrices réelles 3 × 3. C’est un groupe topologique
compact non commutatif qui peut être localement paramétré par
les angles d’Euler ϕ, θ, et ψ, 0  ϕ < 2π, 0  θ < π ,
0  ψ < 2π ([Schwartz], p. 99). La matrice d’une rotation défi-
nie par des angles d’Euler est :
 cosϕ cosψ − sinϕ sinψ cos θ − cosϕ sinψ − sinϕ cosψ cos θ sinϕ sin θsinϕ cosψ + cosϕ sinψ cos θ − sinϕ sinψ + cosϕ cosψ cos θ − cosϕ sin θ
sinψ sin θ cosψsin θ cos θ

Les mesures de Haar de So(3) à droite et à gauche sont égales,
à un coefficient multiplicatif strictement positif près, à la mesu-
re µ sur So(3) de masse totale 1 qui admet localement pour
densité la fonction 1
8π2
sin θ par rapport à la mesure de Borel λ3
sur  [0, 2π[×[0, π[×[0, 2π[.
Les déplacements de E(3) sont les transformations affines de
E(3) qui conservent la distance et l’orientation. Tout déplace-
ment D est la composée d’une translation de vecteur A et d’une
rotation de matrice M, soit pour tout vecteur X de IR3 ,
D(X) = A+M.X. La composition de deux déplacements D
et D′ donne D′(D(X)) = A′ +M ′ ·A+M ′ ·M ·X , autre-
ment dit, la loi de composition interne de M(3) est :
(A′,M ′) ◦ (A,M) = (A′ +M ′ ·A,M ′ ·M) .
L’ensemble des translations de E(3) étant identifié à IR3 , M(3)
est donc le produit semi-direct des groupes IR3 et So(3) , soit
M(3) = IR3⊗
S
So(3) . De plus, M(3) muni de la topologie-pro-
duit des topologies de IR3 et de So(3) est un groupe topologique
localement compact non commutatif. On choisira comme exem-
plaire de sa mesure de Haar à droite ou à gauche la mesure-pro-
duit λ3 ⊗ µ telle que : λ3(dA) = dxdydz et
µ(dM) =
1
16π2
sin θ dϕd θ dψ .
Un objet 3D à niveaux de gris est identifié à une fonction f défi-
nie sur IR3 , mesurable, positive, bornée, nulle en dehors d’un
compact Kf · f(x, y, z) est le niveau de gris au point (x, y, z).
f est elle-même considérée comme une fonction définie sur
M(3), ne dépendant que du vecteur de translation A. O désigne
l’ensemble des objets 3D à niveaux de gris.
L’idée directrice de ce papier est d’associer à tout objet f de O
sa transformée de Fourier, puis d’en déduire des descripteurs
invariants en profitant de l’invariance de la mesure de Haar
λ3 ⊗ µ par les applications D → D0 ◦D et D → D ◦D0 , pour
tout déplacement D0 .
2.2. une pseudo-transformation de Fourier 
sur le groupe M(3)
Malheureusement, la théorie de la transformation de Fourier sur
M(3) n’est pas achevée. On connaît cependant les représenta-
tions irréductibles de classes 1 de M(3) ([Villenkin], chap. XI,
§ 2) à partir desquelles on peut définir une pseudo-transforma-
tion de Fourier. Pour cela, nous appellerons S2 la sphère-unité
de IR3 , L2(S2) l’espace de Hilbert des fonctions complexes
définies sur S2, mesurables et de carré intégrable par rapport à
la mesure uniforme U de masse totale 1 sur S2 muni de sa tribu
borélienne. Remarquons que pour tout point ξ de S2, U est la
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mesure-image de µ par l’application M →M · ξ, puisque cette
mesure-image est invariante par rotation.
Définition 1 : On appelle pseudo-transformées de Fourier de
tout objet f de O les opérateurs, ou endomorphismes continus,
f˜α , α ∈ IR, de L2(S2) définis par :
∀ϕ ∈ L2(S2) et ∀ξ ∈ S2 ,
f˜α(ϕ)(ξ) =
∫
M(3)
f(A)e−iαA
t·M ·ξϕ(M · ξ)λ3(dA)µ(dM) .
La justification de cette définition est immédiate. De plus, elle
peut être simplifiée considérablement en utilisant la transformée
de Fourier usuelle fˆ de f considérée comme une fonction défi-
nie sur IR3 , soit :
∀U ∈ IR3, fˆ(U) =
∫
IR3
e−iU
t
f(A)λ3(dA).
Théorème 1 : Pour tout objet f de O, f˜α peut être identifié à un
élément de L2(S2) , à savoir l’application S → fˆ(αS) de IR3
dans C . 
Démonstration. Calculons f˜α(ϕ)(ξ) en intégrant d’abord par
rapport à M grâce au théorème de Fubini, et en ramenant cette
intégrale à une intégrale sur S2, grâce au théorème de transfert,
puisque U est l’image de µ par l’application M →M.ξ. Enfin,
intervertissons les intégrations, de nouveau d’après le théorème
de Fubini :
f˜α(ϕ)(ξ)
=
∫
IR3
f(A)
(∫
So(3)
e−iαA
t.M.ξϕ(M.ξ)µ(dM)
)
λ3(dA)
=
∫
IR3
f(A)
(∫
S2
e−iαA
t.Sϕ(S)U(dS)
)
λ3(dA)
=
∫
S2
ϕ(S)
(∫
IR3
e−iαS
t.Af(A)λ3(dA)
)
U(dS)
=
∫
S2
ϕ(S)f˜(αS)U(dS) =< ϕ, f̂(α.) >2,
où < , >2 est le produit scalaire de L2(S2) , tandis que ‖ ‖2
désignera sa norme. L’application ϕ → f˜α(ϕ)(ξ) de L2(S2)
dans C est donc une forme linéaire continue de l’espace de
Hilbert L2(S2) indépendante de ξ et identifiable à f̂(α.), voir
([Schwartz], § 6). 
2.3. descripteurs invariants pour les objets
3D à niveaux de gris
Il est clair que pour tout objet f de O et tout vecteur U de IR3 ,∣∣∣f̂(U)∣∣∣  ∫
IR3
fdλ3 = f̂(0) et f̂(−U) = f̂(U).
De plus, f̂ est une fonction continue sur IR3 qui s’annule à l’in-
fini, c’est-à-dire telle que  f̂(U) →
|U |3→+∞
0, où | |3 désigne la
norme euclidienne de E(3) ([Hervé], prop. 2.1). Il en résulte,
d’après le théorème de continuité sous le signe somme, que
α → If (α) =
∫
S2
|f̂(αS)|2U(dS) = ‖f̂α‖22
est une fonction continue positive sur IR et que If (α) →|α|→+∞ 0 .
If étant une fonction paire, on n’utilisera que sa restriction à
]0,+∞[. C∞ désignant l’ensemble des fonctions continues bor-
nées positives définies sur ]0,+∞[ qui s’annulent à l’infini, on
munira O et C∞, qui sont des espaces de fonctions bornées, de
la norme ‖ ‖∞ de la convergence uniforme, soit
∀f ∈ O, ‖f‖∞ = sup(f(A); A ∈ IR3)
et ∀ϕ ∈ C∞, ‖ϕ‖∞ = sup(ϕ(α);α > 0)
Définition 2 : Le descripteur que nous proposons est l’applica-
tion f → If, ou I, de O dans C∞ . 
Si l’on passe en coordonnées sphériques sur S2, soit
x = cosϕ.cos θ , y = sinϕ.cos θ , z = sin θ , 0 < ϕ < 2π,
0 < θ <
π
2
, comme la mesure uniforme U sur S2 est la mesure
de densité 1
4π
.cosθ par rapport à la mesure de Borel λ2 sur
]0, 2π[×]−π
2
,
π
2
[ ([Villenkin], chap. III, § 6.5),
∀f ∈ O et ∀α > 0, If (α)
=
1
4π
∫ 2π
0
∫ π
2
−π
2
∣∣∣f̂(αcosϕ.cosθ, αsinϕ.cosθ, αsinθ)∣∣∣2
cosθλ(dϕ)λ(dθ).
Nous démontrons maintenant que I a les propriétés annoncées.
Ce sont des conséquences immédiates de l’invariance de λ3 par
translation et par rotation. 
Théorème 2 : Soit f1 un objet 3D à niveaux de gris.
1. f2 désignant l’objet obtenu en faisant subir à f1 le déplace-
ment D de vecteur de translation A et de matrice de rotation M,
1.a) ∀U ∈ IR3, f̂2(U) = e−iUt.A, f̂1(M−1.U) ,
1.b) If1 = If2.
2. Soit f ′ l’objet obtenu en faisant subir à f1 une homothétie de
rapport k = 0. Alors pour tout réel α > 0,
If ′(α) = k6.If1(α|k|) . 
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Démonstration. 1.a) Pour tout vecteur X ′ de IR3 ,
f2(X ′) = f1(M−1(X ′ −A)) , donc, d’après le théorème de
changement de variables et puisque M est une matrice orthogo-
nale, pour tout vecteur U de IR3 ,
f̂2(U) =
∫
IR3
e−iU
t.X′ .f2(X ′)λ3(dX ′)
=
∫
IR3
e−iU
t.(A+M.X).f1(X)|det M |λ3(dX)
= e−iU
t.A
∫
IR3
e−i(M
−1.U)t.X .f1(X)λ3(dX)
= e−iU
t.Af̂1(M−1.U).
1.b) Pour tout réel α > 0 ,
If2(α) =
∫
S2
∣∣∣f̂2(αS)∣∣∣2 U(dS)
=
∫
S2
∣∣∣e−iαSt.A.f̂1(αM−1.S)∣∣∣2 U(dS)
=
∫
S2
∣∣∣f̂1(M−1.αS)∣∣∣2 U(dS)
= α2
∫
S2α
∣∣∣f̂1(M−1.S)∣∣∣2 Uα(dS)
où Uα est la mesure uniforme sur la sphère S2α de rayon α > 0,
d’après le théorème de transfert, soit
If2(α) = α
2
∫
S2α
∣∣∣f̂1(S)∣∣∣2 Uα(dS)
de nouveau d’après le théorème de transfert, parce que Uα est
invariante par rotation, puis
If2(α) =
∫
S2
∣∣∣f̂1(αS)∣∣∣2 U(dS) = If1(α).
2. Pour tous vecteurs X ′ et U de IR3 , f ′(X ′) = f1
(
X ′
k
)
, donc
f̂ ′(U) =
∫
IR3
e−iu
t.x′ .f ′(X ′)λ3(dX ′)
= |k|3
∫
IR3
e−ikU
t.X .f1(X)λ3(dX) = |k|3f̂1(kU).
Il en résulte que
If ′(α) =
∫
S2
∣∣∣f̂ ′(αS)∣∣∣2 U(dS)
= k6
∫
S2
∣∣∣f̂1(|k|αS)∣∣∣2 U(dS) = k6If1(|k|α). 
I est donc invariant par tout déplacement de E(3). Par consé-
quent, il est également invariant par tout changement de repère
orthonormé, direct ou non, de l’espace affine euclidien E(3).
2.4. stabilité du descripteur I
On dit qu’un descripteur est stable si deux objets de O dont les
formes sont voisines ont des descripteurs voisins. La stabilité
éventuelle de I dépend évidemment des topologies mises sur O
et C∞. La topologie la plus satisfaisante est celle qui est asso-
ciée à la norme ‖ ‖∞ dans chacun de ces espaces.
Théorème 3 : Pour tous objets f et g de O,
‖If − Ig‖∞  (f̂(0)− ĝ(0)).λ3(Kf ∪Kg).‖f − g‖∞. 
Démonstration. Pour tout réel α > 0,
|If (α)− Ig(α)| =
∣∣∣∣∫
s2
(∣∣∣f̂(αS)∣∣∣2 − |ĝ(αS)|2)U(dS)∣∣∣∣

∫
S2
(∣∣∣f̂(αS)∣∣∣ + |ĝ(αS)|) . ∣∣∣∣∣∣f̂(αS)∣∣∣− |ĝ(αS)|∣∣∣U(dS)
 (f̂(0) + ĝ(0))
∫
S2
∣∣∣f̂(αS)− ĝ(αS)∣∣∣U(dS)
= (f̂(0) + ĝ(0))
∫
S2∣∣∣∣∫
IR3
e−iαS
t.U (f(U)− g(U))λ3(dU)
∣∣∣∣U(dS)
 (f̂(0) + ĝ(0))
∫
S2
(∫
Kf∪Kg
|f − g|dλ3
)
U(dS)
 (f̂(0) + ĝ(0)).λ3(Kf ∪Kg).‖f − g‖∞,
d’où l’inégalité annoncée. 
Comme tous les objets sont contenus dans un même compact de
IR3 , on peut conclure que l’application f → If ainsi réduite est
continue par rapport aux topologies considérées pour lesquelles
le descripteur I est donc stable. La fin du calcul précédent
montre aussi que I reste stable lorsqu’on muni O de la norme
usuelle ‖ ‖1 définie par :
∀f ∈ O, ‖f‖1 =
∫
IR3
|f |dλ3 =
∫
Kf
|f |dλ3.
Théorème 4 : Pour tous objets f et g de O,
‖If − Ig‖∞  (f̂(0) + ĝ(0)).‖f − g‖1. 
D’après ce théorème, on déduit un critère de comparaison entre
les descripteurs définit par :
d(If , Ig) = sup
α∈IR∗+
|If (α)− Ig(α)|.
Ce critère est utilisé comme outil de classification des objets 3D
de formes différentes. 
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3. pratique des descripteurs
If , f ∈ O
3.1. approximation de ces descripteurs
Etant donné un objet f de O, on commence par le discrétiser en
disposant dans le tableau dans lequel il se trouve des points
régulièrement espacés. On note ces points par (jd, kd, ld) où
j, k, l sont des entiers compris entre 0 et N–1 et d la distance
unité. Un point V = (V1, V2, V3) de ce tableau est référé comme
un point digital. On associe à chaque point digital V les points
(x1, x2, x3) de l’espace continu tel que : Vi − d2  xi  Vi +
d
2
pour i = 1, 2, 3. Il en résulte qu’un élément volume est un cube
unité qu’on appele voxel V ([Cohen]). On associe ensuite à
chaque voxel une valeur voisine des valeurs prises par f dans ce
voxel. On définit ainsi un nouvel objet f∗ qui est une approxi-
mation de l’objet considéré f, telle que Kf = Kf∗ .f∗ est une
fonction à valeurs entières. Dans le cas d’une image binaire, f∗
serait une fonction à valeurs binaires. On ne calcule pas le des-
cripteur If , mais le descripteur If∗, qui en est une approxima-
tion parce que I est stable, d’après le théorème 3, qui permet de
contrôler l’erreur ainsi faite puisque :
‖If − If∗‖∞  (f̂(0) + f̂∗(0)).λ3(Kf ).‖f − f∗‖∞.
Pour calculer : If∗(α) =
∫
S2
∣∣∣f̂∗(αS)∣∣∣2 U(dS) , on calcule f̂∗
en utilisant la transformée de Fourier rapide 3D (FFT 3D), puis
on calcule l’intégrale
If∗(α) =
1
4π
∫ 2π
0
∫ π
2
−π
2∣∣∣f̂∗(α cosϕ.cos θ, α sinϕ.cos θ, α sin θ)∣∣∣2 cos θλ(dϕ)λ(dθ)
par la méthode des rectangles. Le pas choisi pour α est 1 et le
nombre de points par sphère est égale à trois fois le nombre de
voxels de la largeur de l’image [Zribi, b].
3.2. choix d’un rayon de coupure αM
On sait que pour tout objet f de O, If s’annule à l’infini. Par
conséquent, If (α) et If∗(α) deviennent négligeables dès que α
dépasse un certain seuil αM que nous appelons rayon de coupu-
re, à partir duquel nous cessons les calculs. Pour choisir αM ,
nous supposons que l’origine du repère est le centre C de l’ima-
ge. L’énergie du signal f∗ contenue dans la sphère S2α est
Ef∗(α) =
∫
S2α
|f̂∗|2dλ3 . 
Pour les images à texture douce, elle est concentrée autour de C
([Besancon]) ; αM est alors petit. Pour les images à texture gros-
sière, elle est portée par les hautes fréquences, donc αM est
grand. En l’absence de toute information sur la répartition de
l’énergie de f∗ , nous avons choisi αM =
N
2
, N3 désignant le
nombre de voxels de l’image.                                   
3.3. application à la reconnaissance 
d’images médicales
L’objet de cette application est de tester le comportement des
descripteurs invariants If , f ∈ O, en vue de la classification et
de la reconnaissance automatiques d’os humains. Ces descrip-
teurs invariants permettent au médecin d’avoir une évaluation
quantitative d’information sur les formes des objets volumiques
et de mesurer la ressemblance entre les structures 3D. L’étude a
porté sur des données médicales issues de deux sources diffé-
rentes :
• une série de coupes sagittales scanner X (image a) de la sym-
physe pubienne (image f),
• une série de coupes sagittales I.R.M de la colonne vertébrale
(image i).
La symphyse pubienne est la partie de l’os du bassin située en
avant du corps. L’acquisition de type scanner [Martin] où I.R.M
[Gado] permet d’étudier l’intérieur des structures osseuses, ce
qui est essentiel si nous voulons développer une véritable mor-
phométrie osseuse interne et externe [Burdin]. Pour une acquisi-
tion scanner de coupes jointives de 1 mm d’épaisseur, on obtient
un volume anisotrope de taille 100× 70× 15 pixels environ.
Bien qu’il soit possible de travailler avec une résolution diffé-
rente dans les trois directions, nous adoptons une approche plus
classique consistant à modifier la résolution dans le plan d’ac-
quisition des coupes pour la rendre isotrope. Cette approche
consiste à réechantillonner z à la résolution de x et de y par
interpolation cubique sur chaque colonne (x et y constants).
Ainsi, nous obtenons une information tridimensionnelle de
bonne qualité puisque les éléments de volume (voxels) sont
cubiques et les directions deviennent  équivalentes pour les trai-
tements futurs. La résolution est alors 0,6 mm environ par pixel
sur les trois axes. 
La série de coupes d’images (image b, image c) scanner présen-
te un bruit (des taches dans le fond de l’image) qui risque d’être
non souhaitable pour l’extraction des primitives invariantes.
Afin de remédier à ce problème, nous avons utilisé une tech-
nique de filtrage basée sur la morphologie mathématique
([Matheron], [Serra]). L’image (d) et l’image (e) représente le
résultat obtenue en utilisant cette technique de filtrage.
L’obtention de l’information volumique passe par une recons-
truction tridimensionnelle à partir d’empilements d’images bidi-
mensionnelles scanner ou I.R.M qui représentent les objets
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considérés. Cette technique constitue un outil précieux pour le
médecin qui verrait alors la structure anatomique en trois
dimensions et ne serait plus obligé de créer mentalement le volu-
me d’un organe à partir des projections radiographiques.
L’image (f) et l’image (h) montrent un rendu volumique direct
de quelques symphyses pubiennes. La source lumineuse est
située sur la gauche ou sur la droite et les rayons incidents sont
inclinés de 45° par rapport au plan de projection. L’algorithme
de visualisation est de type rendu volumique direct [Jacq].
L’image (g) montre le même rendu après application du dépla-
cement composé de la translation de vecteur (1, 3, 2) et de la
rotation d’angles d’Euler (15°, 0°, 90°) sur le volume de l’ima-
ge (f). De même, on applique à l’image (i) une légère déforma-
tion non linéaire. Cette déformation est une fonction D qui
modifie explicitement l’ensemble des coordonnées des points
dans l’espace : (X1,X2,X3) = D(x1, x2, x3) où (x1, x2, x3)
représente les points du solide avant déformation et
(X1,X2,X3) les points correspondants après déformation.
(x1, x2, x3) et (X1,X2,X3) sont exprimés dans le système de
coordonnées centré sur l’objet. Dans notre application D a été
définie par : D(x1 + ε1, x2 + ε2, x3 + ε3) avec 0 < εi <<< 1
pour i = 1, 2, 3. Il s’agit d’une transformation affine.
3.4. commentaires 
Les courbes If et Ig de la figure 1 représentent respectivement
les descripteurs invariants de l’objet 3D de l’image (f) et de celui
de l’image (g). L’écart constaté entre If et Ig est dû à la métho-
de de calcul, plus précisément à la discrétisation de l’image et à
la discrétisation incluse dans la transformation de Fourier rapide.
Les courbes Ii et ID(i) de la figure 2 représentent respective-
ment les descripteurs invariants de l’objet de l’image (i) et du
même objet après une légère déformation. On constate que ces
deux courbes sont presque confondues, ce qui confirme expéri-
mentalement la stabilité de I.
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Image (a)
Image (b) Image (c)
Image (d) Image (e)
Image (f) Image (g)
Image (h) Image (i)
Les courbes If et Ii des figures 1 et 2 représentent respective-
ment les descripteurs invariants des objets symphyse (image f) et
colonne vertébrale (image i). On constate que ces descripteurs
d’objets de formes différentes sont très différents; autrement dit,
I semble avoir de bonnes propriétés de discrimination des
formes.
Les courbes If1 et If2 de la figure 3 représentent les valeurs  des
descripteurs invariants calculés sur deux symphyses de même
formes (image h) mais de textures différentes. La première
courbe If1 représente les valeurs des descripteurs invariants cal-
culés sur l’image binaire et la deuxième courbe If2 est obtenue
à partir des valeurs des descripteurs invariants calculés sur
l’image à niveaux de gris différents. On remarque que ces deux
courbes ne sont pas confondues. Cela montre que ces descrip-
teurs invariants tiennent bien compte de la texture de l’objet
[Brochard].
Les courbes Ig1, Ig2 et Ig3 de la figure 4 représentent respective-
ment les descripteurs invariants de trois symphyses pubiennes
d’âge 23 ans, 39 ans et 49 ans. On remarque que ces descripteurs
d’objets d’âges différents n’ont pas les même valeurs. Ceci
prouve que ces descripteurs pourront s’étendre à classer les
symphyses dans une classe d’âge.
Le tableau 1 présente les différents temps de calcul machine
obtenus sur une station de travail SUN4. Les invariants des
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Figure 1. – Invariance par rapport aux déplacements (Echelle logarith-
mique).
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Figure 2. – Stabilité des descripteurs invariants (Echelle logarithmique).
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Figure 3. – Discrimination par rapport à la texture (Echelle logarithmique).
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Figure 4. – Discrimination par rapport à l’âge (Echelle logarithmique).
Tableau 1. – Temps de calcul mis par ces deux familles d’invariants appli-
quées à l’Image (f).
Machine SUN4 Invariants des moments 3D Descripteurs invariants
Nombre d’invariants 3 31
Temps de calcul 346.2 s 56.4 s
moments 3D et les descripteurs proposés ont été appliqués à
l’image (f). On remarque que les descripteurs invariants ont per-
mis d’avoir une amélioration au niveau du temps de calcul par
rapport aux invariants des moments. 
La figure 5 présente une séquence de superquadriques ([Solina])
de formes variées d’équation :
F (x, y, z) =
((x
a
) 2
ε2 +
(y
b
) 2
ε2
)ε2
ε1
+
(z
c
) 2
ε1
ε1 .
Le calcul des descripteurs invariants de ces formes permet,
d’une part de comprimer l’information des volumes et de décri-
re les formes indépendamment de leur position dans l’espace,
d’autre part, de déterminer la distance entre les descripteurs de
différentes formes afin de les regrouper suivant les formes les
plus proches. La courbe tracée dans la figure 6 représente les
différentes valeurs des distances entre la première forme et les
formes suivantes. On remarque qu’à partir de ce graphe, il pour-
rait y avoir trois groupes d’objets de formes les plus proches
pour chaque groupe.
Les trois groupes d’objets sont définies par :
Groupe 1 : les objets 2, 4, 5, 11 ; de paramètres : a = 16,
b = 14, c = 12, ε1 = 1, ε2 = 0.3, 0.5, 0.7, 0.9.
Groupe 2 : les objets 1, 6, 8, 9 ; de paramètres : a = 16, b = 14,
c = 12, ε1 = 0.3, 0.5, 0.7, 0.9, ε2 = 1.
Groupe 3 : les objets 3, 7, 10, 12 ; de paramètres : a = 15,
b = 13, c = 16, ε1 = ε2 = 1.25, 1.5, 1.75, 2 .
4. conclusion
Dans ce papier, nous avons proposé une méthode de description
d’objets 3D à niveaux de gris basée sur la transformation de
Fourier. Celle-ci a permis de construire une famille d’invariants
stables adaptée au groupe des déplacements de l’espace eucli-
dien à trois dimensions. Ce nouvel outil peut prendre en comp-
te l’information contenue dans la texture de l’objet et ne suppose
aucune connaissance préalable sur le type de forme à étudier.
Comme cette famille d’invariants n’est pas complète, nous ne
pouvons pas envisager la reconstruction des objets à partir de
leurs descripteurs invariants. La complexité algorithmique des
calculs est certaine, mais en exprimant If à l’aide de la transfor-
mée de Fourier usuelle f̂ de f, nous avons pu utiliser un algo-
rithme de calcul assez rapide.
La suite de notre travail dans un avenir très proche consistera à
valoriser cet outil pour d’autres applications (codage d’images
tridimensionnelles, indexation de bases de données images,....).
Un autre aspect important qui nous préoccupera est celui de la
complétude. Cela permettra la reconstruction de l’objet 3D à
partir des descripteurs invariants correspondants.
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