Strong coordination of signals and actions over noisy channels with
  two-sided state information by Cervia, Giulia et al.
1Strong Coordination of Signals and Actions over
Noisy Channels with two-sided State Information
Giulia Cervia, Laura Luzzi, Mae¨l Le Treust and Matthieu R. Bloch
Abstract
We consider a network of two nodes separated by a noisy channel with two-sided state information, in which
the input and output signals have to be coordinated with the source and its reconstruction. In the case of non-causal
encoding and decoding, we propose a joint source-channel coding scheme and develop inner and outer bounds for
the strong coordination region. While the inner and outer bounds do not match in general, we provide a complete
characterization of the strong coordination region in three particular cases: i) when the channel is perfect; ii) when
the decoder is lossless; and iii) when the random variables of the channel are independent from the random variables
of the source. Through the study of these special cases, we prove that the separation principle does not hold for joint
source-channel strong coordination. Finally, in the absence of state information, we show that polar codes achieve
the best known inner bound for the strong coordination region, which therefore offers a constructive alternative to
random binning and coding proofs.
Index Terms
Common randomness, coordination region, strong coordination, joint source-channel coding, channel synthesis,
polar codes, random binning.
I. INTRODUCTION
While communication networks have traditionally been designed as “bit pipes” meant to reliably convey informa-
tion, the anticipated explosion of device-to-device communications, e.g., as part of the Internet of Things, is creating
new challenges. In fact, more than communication by itself, what is crucial for the next generation of networks
is to ensure the cooperation and coordination of the constituent devices, viewed as autonomous decision makers.
In the present work, coordination is meant in the broad sense of enforcing a joint behavior of the devices through
communication. More specifically, we shall quantify this joint behavior in terms of how well we can approximate
a target joint distribution between the actions and signals of the devices. Our main objective in the present work is
to characterize the amount of communication that is required to achieve coordination for several networks.
A general information-theoretic framework to study coordination in networks was put forward in [3], related to
earlier work on “Shannon’s reverse coding theorem” [4] and the compression of probability distribution sources
and mixed quantum states [5–7]. This framework also relates to the game-theoretic perspective on coordination [8]
with applications, for instance, power control [9]. Recent extensions of the framework have included the possibility
of coordination through interactive communication [10, 11]. Two information-theoretic metrics have been proposed
to measure the level of coordination: empirical coordination, which requires the joint histogram of the devices’
actions to approach a target distribution, and strong coordination, which requires the joint distribution of sequences
of actions to converge to an i.i.d. target distribution, e.g., in variational distance [3, 12]. Empirical coordination
captures an “average behavior” over multiple repeated actions of the devices; in contrast, strong coordination
captures the behavior of sequences. A byproduct of strong coordination is that it enforces some level of “security,”
in the sense of guaranteeing that sequence of actions will be unpredictable to an outside observer beyond what is
known about the target joint distribution of sequences.
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2Strong coordination in networks was first studied over error free links [3] and later extended to noisy communica-
tion links [11]. In the latter setting, the signals that are transmitted and received over the physical channel become a
part of what can be observed, and one can therefore coordinate the actions of the devices with their communication
signals [13, 14]. From a security standpoint, this joint coordination of actions and signals allows one to control the
information about the devices’ actions that may be inferred from the observations of the communication signals.
This “secure coordination” was investigated for error-free links in [15].
In the present paper, we address the problem of strong coordination in a two-node network comprised of an
information source and a noisy channel, in which both nodes have access to a common source of randomness. This
scenario presents two conflicting goals: the encoder needs to convey a message to the decoder to coordinate the
actions, while simultaneously coordinating the signals coding the message. As in [16–18] we introduce a random
state capturing the effect of the environment, to model actions and channels that change with external factors,
and we consider a general setting in which state information and side information about the source may or may
not be available at the decoder. We derive an inner and an outer bound for the strong coordination region by
developing a joint source-channel scheme in which an auxiliary codebook allows us to satisfy both goals. Since
the two bounds do not match, the optimality of our general achievability scheme remains an open question. We,
however, succeeded to characterize the strong coordination region exactly in some special cases: i) when the channel
is noiseless; ii) when the decoder is lossless; and iii) when the random variables of the channel are independent
from the random variables of the source. In all these cases, the set of achievable target distributions is the same
as for empirical coordination [17], but we show that a positive rate of common randomness is required for strong
coordination. We conclude the paper by considering the design of an explicit coordination scheme in this setting.
Coding schemes for coordination based on polar codes have already been designed in [19–22]. Inspired by the
binning technique using polar codes in [23], we propose an explicit polar coding scheme that achieves the inner
bound for the coordination capacity region in [1] by extending our coding scheme in [2] to strong coordination.
We use a chaining construction as in [24, 25] to ensure proper alignment of the polarized sets.
The remainder of the paper is organized as follows. Section II introduces the notation and some preliminary
results. Section III describes a simple model in which there is no state and no side information and derives an
inner and an outer bound for the strong coordination region. The information-theoretic modeling of coordination
problems relevant to this work is best illustrated in this simplified scenario. Section IV extends the inner and outer
bounds to the general case of a noisy channel with state and side information at the decoder. In particular, the inner
bound is proved by proposing a random binning scheme and a random coding scheme that have the same statistics.
Section V characterizes the strong coordination region for three special cases and shows that the separation principle
does not hold for strong coordination. Section VI presents an explicit polar coding scheme for the simpler setting
where there is no state and no side information. Finally, Section VII presents some conclusions and open problems.
II. PRELIMINARIES
We define the integer interval Ja, bK as the set of integers between a and b. Given a random vector Xn :=
(X1, . . . , Xn), we note Xi the first i components of Xn, X∼i the vector (Xj)j 6=i, j ∈ J1, nK, where the component
Xi has been removed and X[A] the vector (Xj)j∈A, A ⊆ J1, nK. The total variation between two probability mass
functions P and Q on A is given by
V(P,Q) :=
1
2
∑
a∈A
|P (a)−Q(a)|.
The Kullback-Leibler divergence between two discrete distributions P and Q is
D(P‖Q) :=
∑
a
P (a) log
P (a)
Q(a)
.
We use the notation f(ε) to denote a function which tends to zero as ε does, and the notation δ(n) to denote a
function which tends to zero exponentially as n goes to infinity.
We now state some useful results. First, we recall well-known properties of the variational distance and Kullback-
Leibler divergence.
3Lemma 1 ([26, Lemma 1]): Given a pair of random variables (A,B) with joint distribution PAB , marginals PA
and PB and |A| ≥ 4, we have
1
2 log 2
V(PAB, PAPB)2 ≤ I(A;B) ≤ V(PAB, PAPB) log |A|V(PAB, PAPB) .
Lemma 2 ([27, Lemma 16]): For any two joint distributions PAB and P̂AB , the total variation distance between
them can only be reduced when attention is restricted to PA and P̂A. That is,
V(PA, P̂A) ≤ V(PAB, P̂AB).
Lemma 3 ([27, Lemma 17]): When two random variables are passed through the same channel, the total variation
between the resulting input-output joint distributions is the same as the total variation between the input distributions.
Specifically,
V(PA, P̂A) = V(PAPB|A, P̂APB|A).
Lemma 4: When two random variables are passed through the same channel, the Kullback-Leibler divergence
between the resulting input-output joint distributions is the same as the Kullback-Leibler divergence between the
input distributions. Specifically,
D
(
PA‖P̂A
)
= D
(
PAPB|A‖P̂APB|A
)
.
Lemma 5 ([28, Lemma 4]): If V
(
PY nPXn|Y n , P ′Y nP
′
Xn|Y n
)
= ε then there exists y ∈ Yn such that
V
(
PXn|Y n=y, P ′Xn|Y n=y
)
= 2ε.
The proofs of the following results are in Appendix A. The following lemma is in the same spirit as [12, Lemma
VI.3]. We state a slightly different version which is more convenient for our proofs.
Lemma 6: Let PAn such that V
(
PAn , P¯
⊗n
A
) ≤ ε, then we have
n∑
t=1
I(At;A∼t) ≤ nf(ε).
In particular, if PAB is such that V
(
PAB, P¯AP¯B
) ≤ ε, then I(A;B) ≤ f(ε).
Lemma 7: Let PAnBn such that V
(
PAnBn , P¯
⊗n
AB
) ≤ ε. Then we have
n∑
t=1
I(At;A
t−1B∼t|Bt) ≤ nf(ε). (1)
Let the variable T serve as a random time index, for any random variable C we have
H(C|Bn) ≥ nI(AT ;CB∼TT |BT )− nI(ATBT ;T )− nf(ε). (2)
III. INNER AND OUTER BOUNDS FOR THE STRONG COORDINATION REGION
A. System model
Figure 1. Coordination of signals and actions for a two-node network with a noisy channel with non-causal encoder and decoder.
4Before we study the general model with a state in detail, it is helpful to consider a simpler model depicted in
Figure 1 to understand the nature of the problem. Two agents, the encoder and the decoder, wish to coordinate
their behaviors: the stochastic actions of the agents should follow a known and fixed joint distribution.
We suppose that the encoder and the decoder have access to a shared source of uniform randomness C ∈ J1, 2nR0K.
Let Un ∈ Un be an i.i.d. source with distribution P¯U . The encoder observes the sequence Un ∈ Un and selects
a signal Xn = fn(Un, C), fn : Un × J1, 2nR0K → X n. The signal Xn is transmitted over a discrete memoryless
channel parametrized by the conditional distribution P¯Y |X . Upon observing Y n and common randomness C, the
decoder selects an action V n = gn(Y n, C), where gn : Yn× J1, 2nR0K→ Vn is a stochastic map. For block length
n, the pair (fn, gn) constitutes a code.
We recall the definitions of achievability and of the coordination region for empirical and strong coordination
[3, 27].
Definition 1: A distribution P¯UXY V is achievable for empirical coordination if for all ε > 0 there exists a
sequence (fn, gn) of encoders-decoders such that
P
{
V
(
TUnXnY nV n , P¯UXY V
)
> ε
}
< ε
where TUnXnY nV n is the joint histogram of the actions induced by the code. The empirical coordination region
Re is the closure of the set of achievable distributions P¯UXY V .
Definition 2: A pair (P¯UXY V , R0) is achievable for strong coordination if there exists a sequence (fn, gn) of
encoders-decoders with rate of common randomness R0, such that
lim
n→∞V
(
PUnXnY nV n , P¯
⊗n
UXY V
)
= 0
where PUnXnY nV n is the joint distribution induced by the code. The strong coordination region R is the closure
of the set of achievable pairs (P¯UXY V , R0)1.
Our first result is an inner and outer bound for the strong coordination region R [1].
Theorem 1: Let P¯U and P¯Y |X be the given source and channel parameters, then R′in ⊆ R ⊆ R′out where:
R′in :=

P¯UXY V = P¯U P¯X|U P¯Y |X P¯V |UXY
∃ W taking values in W
(P¯UXY V , R0) P¯UXYWV = P¯U P¯W |U P¯X|UW P¯Y |X P¯V |WY
I(W ;U) ≤ I(W ;Y )
R0 ≥ I(W ;UXV |Y )
 (3)
R′out :=

P¯UXY V = P¯U P¯X|U P¯Y |X P¯V |UXY
∃ W taking values in W
(P¯UXY V , R0) P¯UXYWV = P¯U P¯W |U P¯X|UW P¯Y |X P¯V |WY
I(W ;U) ≤ I(X;Y )
R0 ≥ I(W ;UXV |Y )
|W| ≤ |U × X × Y × V|+ 4

. (4)
Remark 1: Observe that the decomposition of the joint distributions P¯UXY V and P¯UWXY V is equivalently
characterized in terms of Markov chains:
Y −X − U,
{
Y −X − (U,W )
V − (Y,W )− (X,U) . (5)
Remark 2: The empirical coordination region for the setting of Figure 1 was investigated in [13], in which
the authors derived an inner and outer bound. Note that the information constraint I(W ;U) ≤ I(W ;Y ) and
the decomposition of the joint probability distribution P¯U P¯W |U P¯X|UW P¯Y |X P¯V |WY are the same for empirical
coordination [13, Theorem 1]. The main difference is that strong coordination requires a positive rate of common
randomness R0 > I(W ;UXV |Y ).
1As in [3], we define the achievable region as the closure of the set of achievable rates and distributions. This definition allows to avoid
boundary complications. For a thorough discussion on the boundaries of the achievable region when R is defined as the closure of the set
of rates for a given distribution, see [12, Section VI.D].
5B. Proof of Theorem 1: inner bound
We postpone the achievability proof because it is a corollary of the inner bound in the general setting of Theorem
2 proven in Section IV-A. A stand-alone proof can be found in the conference version of the present paper [1].
Remark 3: With the same random binning techniques, [11] characterizes an inner bound for the strong coordination
region in the slightly different scenario in which only Un and V n need to be coordinated. Given the source and
channel parameters P¯U and P¯Y |X respectively, the inner bound in [11] is:
RHadd,in :=

P¯UXY V = P¯U P¯X|U P¯Y |X P¯V |UXY
∃ W taking values in W
(P¯UV , R0) P¯UXYWV = P¯U P¯WX|U P¯Y |X P¯V |WY
I(W ;U) ≤ I(W ;Y )
R0 ≥ I(W ;UV )− I(W ;Y )
 . (6)
Note that the joint distribution and the information constraints are the same as in (3) but in (3) the rate of
common randomness is larger since
I(W ;UXV |Y ) = I(W ;UXY V )− I(W ;Y ) ≥ I(W ;UV )− I(W ;Y ).
The difference in common randomness rate I(W ;XY |UV ) stems from the requirement in [11], which coordinates
Un and V n but not necessarly (Un, Xn, Y n, V n).
C. Proof of Theorem 1: outer bound
Consider a code (fn, gn) that induces a distribution PUnXnY nV n that is ε-close in total variational distance to the
i.i.d. distribution P¯⊗nUXY V . Let the random variable T be uniformly distributed over the set J1, nK and independent of
sequence (Un, Xn, Y n, V n, C). The variable T will serve as a random time index. The variable UT is independent
of T because Un is an i.i.d. source sequence [3].
1) Bound on R0: We apply Lemma 7 to An := UnXnV n, Bn := Y n and C and, using (2), we have
nR0 ≥ H(C) ≥ H(C|Bn)
(a)
≥ nI(AT ;CB∼TT |BT )− nI(ATBT ;T )− nf(ε) (7)
(b)
≥ nI(AT ;CB∼TT |BT )− 2nf(ε) = nI(UTXTVT ;CY∼TT |YT )− 2nf(ε)
where (a) follows from Lemma 7 and (b) comes from [12, Lemma VI.3].
2) Information constraint: We have
0
(a)
≤ I(Xn;Y n)− I(C,Un;Y n)
≤ I(Xn;Y n)− I(Un;Y n|C)
= H(Y n)−H(Y n|Xn) +H(Un|Y nC)−H(Un|C)
(b)
≤
n∑
t=1
H(Yt)−
n∑
t=1
H(Yt|Xt) +
n∑
t=1
H(Ut|U t−1YtY∼tC)−
n∑
t=1
H(Ut)
(c)
≤
n∑
t=1
(H(Yt)−H(Yt|Xt) +H(Ut|Y∼tC)−H(Ut))
(d)
≤ nH(YT )− nH(YT |XTT ) + nH(UT |Y∼TCT )− nH(UT |T )
(e)
= nH(YT )− nH(YT |XT ) + nH(UT |Y∼TCT )− nH(UT )
= nI(XT ;YT )− nI(UT ;Y∼T , C, T )
where (a) comes from the Markov chain Y n−Xn− (C,Un) and (b) comes from the chain rule for the conditional
entropy and the fact that Un is an i.i.d. source independent of C. The inequalities (c) and (d) come from the fact
6that conditioning does not increase entropy and (e) from the memoryless nature of the channel P¯Y |X and the i.i.d.
nature of the source P¯U .
3) Identification of the auxiliary random variable: We identify the auxiliary random variables Wt with (C, Y∼t)
for each t ∈ J1, nK and W with (WT , T ) = (C, Y∼T , T ). For each t ∈ J1, nK the following two Markov chains
hold:
Yt −Xt − (C, Y∼t, Ut) ⇐⇒ Yt −Xt − (Wt, Ut) (8)
Vt − (C, Y∼t, Yt)− (Ut, Xt) ⇐⇒ Vt − (Wt, Yt)− (Ut, Xt) (9)
where (8) comes from the fact that the channel is memoryless and (9) from the fact that the decoder is non-causal
and for each t ∈ J1, nK the decoder generates Vt from Y n and common randomness C. Then, we have
YT −XT − (C, Y∼T , UT , T ) ⇐⇒ YT −XT − (WT , UT , T ) (10)
VT − (C, Y∼T , YT , T )− (UT , XT ) ⇐⇒ VT − (WT , YT , T )− (UT , XT ) (11)
where (10) holds because
P{YT = y|XT = x, Y∼T = y˜, UT = u, T = t, C} = P{YT = y|XT = x}
since the channel is memoryless. Then by (9), (11) holds because
I(VT ;UTXT |CY nT ) =
n∑
i=1
1
n
I(Vt;UtXt|CY nT = t) = 0.
Since W = Wt when T = t, we also have (U,X)− (W,Y )− V and Y −X − (U,W ). The cardinality bound is
proved in Appendix G.
IV. INNER AND OUTER BOUNDS FOR THE STRONG COORDINATION REGION WITH STATE AND SIDE
INFORMATION
Figure 2. Coordination of signals and actions for a two-node network with a noisy channel with state and side information at the decoder.
In this section we consider the model depicted in Figure 2. It is a generalization of the simpler setting of Figure 1,
where the noisy channel depends on a state Sn, and the decoder has access to non-causal side information Zn.
The encoder selects a signal Xn = fn(Un, C), with fn : Un × J1, 2nR0K → X n and transmits it over the discrete
memoryless channel P¯Y |XS where S represents the state. The decoder then selects an action V n = gn(Y n, Zn, C),
where gn : Yn ×Zn × J1, 2nR0K→ Vn is a stochastic map and Zn represents the side information available at the
decoder.
Remark 4: Note that the channel state information and side information at the decoder are represented explicitly
by the random variables Sn and Zn respectively, but the model is quite general and includes scenarios where partial
or perfect channel state information is available at the encoder as well, since the variables Un and Sn are possibly
correlated.
We recall the notions of achievability and of the coordination region for empirical and strong coordination [3, 27]
in this setting.
Definition 3: A distribution P¯USZXY V is achievable for empirical coordination if for all ε > 0 there exists a
sequence (fn, gn) of encoders-decoders such that
P
{
V
(
TUnSnZnXnY nV n , P¯USZXY V
)
> ε
}
< ε
7where TUnSnZnXnY nV n is the joint histogram of the actions induced by the code. The empirical coordination region
Re is the closure of the set of achievable distributions P¯USZXY V .
A pair (P¯USZXY V , R0) is achievable for strong coordination if there exists a sequence (fn, gn) of encoders-decoders
with rate of common randomness R0, such that
lim
n→∞V
(
PUnSnZnXnY nV n , P¯
⊗n
USZXY V
)
= 0
where PUnSnZnXnY nV n is the joint distribution induced by the code. The strong coordination region R is the
closure of the set of achievable pairs (P¯USZXY V , R0).
In the case of non-causal encoder and decoder, the problem of characterizing the strong coordination region for
the system model in Figure 2 is still open, but we establish the following inner and outer bounds.
Theorem 2: Let P¯USZ and P¯Y |XS be the given source and channel parameters, then Rin ⊆ R ⊆ Rout where:
Rin :=

P¯USZXY V = P¯USZ P¯X|U P¯Y |XSP¯V |UXY SZ
∃ W taking values in W
(P¯USZXY V , R0) P¯USZWXY V = P¯USZ P¯W |U P¯X|UW P¯Y |XSP¯V |WY Z
I(W ;U) ≤ I(W ;Y Z)
R0 ≥ I(W ;USXV |Y Z)
 (12)
Rout :=

P¯USZXY V = P¯USZ P¯X|U P¯Y |XSP¯V |UXY SZ
∃ W taking values in W
(P¯USZXY V , R0) P¯USZWXY V = P¯USZ P¯W |U P¯X|UW P¯Y |XSP¯V |WY Z
I(W ;U) ≤ min{I(XUS;Y Z), I(XS;Y ) + I(U ;Z)}
R0 ≥ I(W ;USXV |Y Z)
|W| ≤ |U × S × Z × X × Y × V|+ 5

(13)
Remark 5: As in Theorem 1, even if inner and outer bound do not match, they only differ on the upper bound on
I(W ;U). Note that we cannot compare I(XUS;Y Z) and I(XS;Y )+I(U ;Z) (for more details, see the discussion
in Appendix C). Hence, in Rout the upper bound on the mutual information I(W ;U) is the minimum of the two.
Remark 6: Observe that the decomposition of the joint distributions P¯USZXY V and P¯USZWXY V is equivalently
characterized in terms of Markov chains:{
Z − (U, S)− (X,Y )
Y − (X,S)− U ,

Z − (U, S)− (X,Y,W )
Y − (X,S)− (U,W )
V − (Y,Z,W )− (X,S,U)
. (14)
A. Proof of Theorem 2: inner bound
The achievability proof uses the same techniques as in [11] inspired by [28]. The key idea of the proof is to
define a random binning and a random coding scheme, each of which induces a joint distribution, and to prove
that the two schemes have the same statistics.
Before defining the coding schemes, we state the results that we will use to prove the inner bound.
The following lemma is a consequence of the Slepian-Wolf Theorem .
Lemma 8 (Source coding with side information at the decoder [29, Theorem 10.1] ): Given a discrete mem-
oryless source (An, Bn), where Bn is side information available at the decoder, we define a stochastic encoder
ψn : An → J1, 2nRK, where C := ϕn(An) is a binning of An. If R > H(A|B), the decoder recovers An from C
and Bn with arbitrarily small error probability.
Lemma 9 (Channel randomness extraction [30, Lemma 3.1] and [28, Theorem 1]): Given a discrete memoryless
source (An, Bn), we define a stochastic encoder ϕn : Bn → J1, JnK, where K := ϕn(Bn) is a binning of Bn with
Jn values chosen independently and uniformly at random. if R < H(B|A), then we have
lim
n→∞Eϕn
[
V
(
PϕAnK , QKPAn
)]
= 0,
where Eϕn denotes the average over the random binnings and QK is the uniform distribution on J1, JnK.
8Although Lemma 9 ensures the convergence in total variational distance and is therefore enough to prove strong
coordination, it does not bring any insight on the speed of convergence. For this reason, throughout the proof we
will use the following lemma instead. We omit the proof as it follows directly from the discussion in [31, Section
III.A].
Lemma 10 (Channel randomness extraction for discrete memoryless sources and channels): Let An with distri-
bution PAn be a discrete memoryless source and PBn|An a discrete memoryless channel. Then for every ε > 0,
there exists a sequence of (Jn, n) codes ϕn : Bn → J1, JnK and a constant α > 0 such that for K := ϕn(Bn) we
have
lim inf
n→∞
log Jn
n
≤ (1− ε)H(B|A) and D (PAnK‖PAnQK) ≤ 2−αn. (15)
1) Random binning scheme: Assume that the sequences Un, Sn, Zn, Xn, Wn, Y n and V n are jointly i.i.d.
with distribution
P¯UnSnZnP¯Wn|UnP¯Xn|WnUnP¯Y n|XnSnP¯V n|WnY nZn .
We consider two uniform random binnings for Wn:
• first binning C = ϕ1(Wn), where ϕ1 : Wn → J1, 2nR0K is an encoder which maps each sequence of Wn
uniformly and independently to the set J1, 2nR0K;
• second binning F = ϕ2(Wn), where ϕ2 :Wn → J1, 2nR˜K is an encoder.
Figure 3. The square and the circle represent the possible outputs C of the first binning and the dot and the cross the outputs F of the
second binning. Given y and the realizations of C and F , it is possible to recover w.
Note that if R˜ + R0 > H(W |Y Z), by Lemma 8, it is possible to recover Wn from Y n, Zn and (C,F ) with
high probability using a Slepian-Wolf decoder via the conditional distribution P SW
Ŵn|CFY nZn . This defines a joint
distribution:
P¯
UnSnZnWnŴnXnY nCFV n
= P¯UnSnZnP¯Wn|UnP¯Xn|WnUnP¯C|WnP¯F |WnP¯Y n|XnSnP¯V n|WnY nZnP SWŴn|CFY nZn .
In particular, P¯Wn|CFUn is well defined.
2) Random coding scheme: In this section we follow the approach in [28, Section IV.E]. Suppose that in the
setting of Figure 2, encoder and decoder have access not only to common randomness C but also to extra randomness
F , where C is generated uniformly at random in J1, 2nR0K with distribution QC and F is generated uniformly
at random in J1, 2nR˜K with distribution QF independently of C. Then, the encoder generates Wn according to
P¯Wn|CFUn defined above and Xn according to P¯Xn|UnWn . The encoder sends Xn through the channel. The decoder
obtains (Y n, Zn) and (C,F ) and reconstructs Wn via the conditional distribution P SW
Ŵn|CFY nZn . The decoder then
generates V n letter by letter according to the distribution P
V n|ŴnY nZn (more precisely P¯V n|WnY nZn(û|ŵ,y, z),
where ŵ is the output of the Slepian-Wolf decoder). This defines a joint distribution:
P
UnSnZnWnŴnXnY nCFV n
= QCQFPUnSnZnP¯Wn|CFUnP¯Xn|WnUnP¯Y n|XnSnP SWŴn|CFY nZnPV n|ŴnY nZn .
We want to show that the distribution P¯ is achievable for strong coordination:
lim
n→∞V(P¯UnSnZnXnWnŴnY nV n , PUnSnZnXnWnŴnY nV n) = 0. (16)
9We prove that the random coding scheme possesses all the properties of the initial source coding scheme stated in
Section IV-A1. Note that
D(P¯
UnSnZnWnŴnXnY nCF
‖P
UnSnZnWnŴnXnY nCF
)
= D(P¯UnSnZnP¯Wn|UnP¯Xn|WnUnP¯C|WnP¯F |WnP¯Y n|XnSnP SWŴn|CFY nZn
‖QCQFPUnSnZnP¯Wn|CFUnP¯Xn|WnUnP¯Y n|XnSnP SWŴn|CFY nZn) (17)
(a)
=D(P¯UnSnZnP¯Wn|UnP¯C|WnP¯F |Wn‖QCQFPUnSnZnP¯Wn|CFUn)
(b)
=D(P¯UnSnZnCF ‖PUnSnZnQCQF )
where (a) comes from Lemma 4. Note that (b) follows from Lemma 4 as well, since Wn is generated according
to P¯Wn|CFUn and because of the Markov chain W −U −ZS, Wn is conditionally independent of (Zn, Sn) given
Un. Then if R0 + R˜ < H(W |USZ) = H(W |U), we apply Lemma 10 where Bn = Wn, K = (C,F ), and claim
that there exists a fixed binning ϕ′ := (ϕ′1, ϕ′2) such that, if we denote with P¯ϕ
′
and Pϕ
′
the distributions P¯ and
P with respect to the choice of a binning ϕ′, we have
D
(
P¯ϕ
′
UnSnZnCF ‖PUnSnZnQCQF
)
= δ(n),
which by (17) implies
D
(
P¯ϕ
′
UnSnZnWnŴnXnY nCF
‖Pϕ′
UnSnZnWnŴnXnY nCF
)
= δ(n).
Then, by Lemma 1 we have
V
(
P¯ϕ
′
UnSnZnWnŴnXnY nCF
, Pϕ
′
UnSnZnWnŴnXnY nCF
)
= δ(n). (18)
From now on, we will omit ϕ′ to simplify the notation.
Now we would like to show that we have strong coordination for V n as well, but in the second coding scheme
V n is generated using the output of the Slepian-Wolf decoder Ŵn and not Wn as in the first scheme. Because of
Lemma 8, the inequality R˜+R0 > H(W |Y Z) implies that Ŵn is equal to Wn with high probability and we will
use this fact to show that the distributions are close in total variational distance.
First, we recall the definition of coupling and the basic coupling inequality for two random variables [32].
Definition 4: A coupling of two probability distributions PA and PA′ on the same measurable space A is any
probability distribution P̂AA′ on the product measurable space A×A whose marginals are PA and PA′ .
Proposition 1 ([32, I.2.6]): Given two random variables A, A′ with probability distributions PA, PA′ , any coupling
P̂AA′ of PA, PA′ satisfies
V(PA, PA′) ≤ 2PP̂AA′{A 6= A
′}
Then, we apply Proposition 1 to
A = UnSnZnWnXnY nCF A′ = UnSnZnŴnXnY nCF
PA = P¯UnSnZnWnXnY nCF PA′ = P¯UnSnZnŴnXnY nCF
A = U × S × Z ×W ×X × Y × J1, 2nR0K× J1, 2nR˜K.
Since Ŵn is equal to Wn with high probability by Lemma 8, and the probability of error goes to zero exponentially
in the Slepian-Wolf Theorem [29, Theorem 10.1], we find that for the random binning scheme
V(P¯UnSnZnWnXnY nCF , P¯UnSnZnŴnXnY nCF ) = δ(n).
This implies that:
V(P¯
UnSnZnWnŴnXnY nCF
, P¯UnSnZnWnXnY nCF1Ŵn|Wn) = δ(n). (19)
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Similarly, we apply Proposition 1 again to the random coding scheme and we have
V(P
UnSnZnWnŴnXnY nCF
, PUnSnZnWnXnY nCF1Ŵn|Wn) = δ(n). (20)
Then using the triangle inequality, we find that
V(P¯
UnSnZnWnŴnXnY nCFV n
, P
UnSnZnWnŴnXnY nCFV n
)
= V(P¯
UnSnZnWnŴnXnY nCF
P¯V n|WnY nZn , PUnSnZnWnŴnXnY nCFPV n|ŴnY nZn) (21)
≤ V(P¯
UnSnZnWnŴnXnY nCF
P¯V n|WnY nZn , P¯UnSnZnWnXnY nCF1Ŵn|WnP¯V n|WnY nZn)
+ V(P¯UnSnZnWnXnY nCF1Ŵn|WnP¯V n|WnY nZn , PUnSnZnWnXnY nCF1Ŵn|WnPV n|ŴnY nZn)
+ V(PUnSnZnWnXnY nCF1Ŵn|WnPV n|WnY nZn , PUnSnZnWnŴnXnY nCFPV n|ŴnY nZn).
The first and the third term go to zero exponentially by applying Lemma 3 to (19) and (20) respectively. Now
observe that
1
Ŵn|WnP¯V n|WnY nZn= 1Ŵn|WnPV n|ŴnY nZn
by definition of P
V n|ŴnY nZn . Then by using Lemma 3 again the second term is equal to
V
(
P¯UnSnZnWnXnY nCF , PUnSnZnWnXnY nCF
)
and goes to zero by (18) and Lemma 2. Hence, we have
V(P¯
UnSnZnWnŴnXnY nCFV n
, P
UnSnZnWnŴnXnY nCFV n
) = δ(n). (22)
Using Lemma 2, we conclude that
V(P¯
UnSnZnXnWnŴnY nV n
, P
UnSnZnXnWnŴnY nV n
) = δ(n).
3) Remove the extra randomness F: Even though the extra common randomness F is required to coordinate (Un ,
Sn, Zn, Xn, Y n, V n, Wn) we will show that we do not need it in order to coordinate only (Un, Sn, Zn, Xn, Y n, V n).
Observe that by Lemma 2, equation (22) implies that
V(P¯UnSnZnXnY nV nF , PUnSnZnXnY nV nF ) = δ(n). (23)
As in [28], we would like to reduce the amount of common randomness by having the two nodes agree on an in-
stance F = f . To do so, we apply Lemma 10 again where Bn = Wn, K = F , ϕ = ϕ′′2 and An = UnSnZnXnY nV n.
If R˜ < H(W |SUZXY V ), there exists a fixed binning such that
V(P¯UnSnZnXnY nV nF , QF P¯UnSnZnXnY nV n) = δ(n). (24)
Remark 7: Note that in Section IV-A2 we had already chosen a specific binning ϕ′2. In Appendix B we prove
that there exists a binning which works for both conditions.
Because of (23), (24) implies
V(PUnSnZnXnY nV nF , QF P¯UnSnZnXnY nV n) = δ(n). (25)
Hence, we can fix f ∈ F such that (Un, Sn, Zn, Xn, Y n, Uˆn) is almost independent of F according to P . To
conclude, if f ∈ F is fixed, the distribution PUnSnZnXnY nV n changes to PUnSnZnXnY nV n|F=f and by Lemma 5
we have
V(P¯UnSnZnXnY nV n|F=f , PUnSnZnXnY nV n|F=f ) = δ(n).
Since P¯UnSnZnXnY nV n|F=f is close to P¯UnSnZnXnY nV n because of (24), we have
V(P¯UnSnZnXnY nV n , PUnSnZnXnY nV n) = δ(n). (26)
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4) Rate constraints: We have imposed the following rate constraints:
H(W |Y Z) < R˜+R0 < H(W |U),
R˜ < H(W |USZXY V ).
Therefore we obtain:
R0 > H(W |Y Z)−H(W |USZXY V ) = I(W ;USXV |Y Z),
I(W ;U) < I(W ;Y Z).
B. Proof of Theorem 2: outer bound
Consider a code (fn, gn) that induces a distribution PUnSnZnXnY nV n that is ε-close in total variational distance
to the i.i.d. distribution P¯⊗nUSZXY V . Let the random variable T be uniformly distributed over the set J1, nK and
independent of the sequence (Un, Sn, Zn, Xn, Y n, V n, C). The variable (UT , ST , ZT ) is independent of T because
(Un, Sn, Zn) is an i.i.d. source sequence [3].
1) Bound on R0: The proof is the same as in Section III-C2, using An := UnSnXnV n and Bn := Y nZn in
(7). Then, we obtain R0 ≥ I(W ;USXV |Y Z).
2) Information constraint: As proved in Appendix C, in the general case we are not able to compare I(XUS;Y Z)
and I(XS;Y ) + I(U ;Z). Then, we show separately that:
I(W ;U) ≤ I(XUS;Y Z), (27)
I(W ;U) ≤ I(XS;Y ) + I(U ;Z). (28)
a) Proof of (27): We have
0
(a)
≤ I(XnSn;Y n)− I(CUn;Y n) = H(Y n|CUn)−H(Y n|XnSn)
(b)
= H(Y n|CUn)−H(Y n|CUnXnSn) = I(Y n;XnSn|CUn) ≤ I(Y nZn;XnSn|CUn) (29)
= I(Y nZn;XnSnUn|C)− I(Y nZn;Un|C)
(c)
≤ nI(YTZT ;XTSTUT |T )− nI(UT ;Y∼TZ∼TCT )
where (a) and (b) come from the Markov chain Y n− (Xn, Sn)− (C,Un). To prove (c), we show separately that:
(i) I(Y nZn;Un|C) ≥ nI(UT ;Y∼TZ∼TCT ),
(ii) I(Y nZn;XnSnUn|C) ≤ nI(YTZT ;XTSTUT |T ).
Proof of (i): Observe that
I(Y nZn;Un|C) = H(Un|C)−H(Un|Y nZnC) (d)= H(Un)−H(Un|Y nZnC)
(e)
=
n∑
t=1
(
H(Ut)−H(Ut|U t−1YtZtY∼tZ∼tC)
) ≥ n∑
t=1
(H(Ut)−H(Ut|Y∼tZ∼tC))
= nH(UT |T )− nH(UT |Y∼TZ∼TCT ) (f)= nH(UT )− nH(UT |Y∼TZ∼TCT )
= nI(UT ;Y∼TZ∼TCT )
where (d) comes from the independence between Un and C and (e) and (f) follow from the i.i.d. nature of Un.
Proof of (ii): First, we need the following result (proved in Appendix D.
Lemma 11: For every t ∈ J1, nK the following Markov chain holds:
(Yt, Zt)− (Xt, Ut, St)− (C,X∼t, U∼t, S∼t, Y∼t, Z∼t). (30)
Then, observe that
I(Y nZn;XnSnUn|C) ≤ I(Y nZn;XnSnUnC)
=
n∑
t=1
I(YtZt;X
nSnUnC|Y t−1Zt−1) ≤
n∑
t=1
I(YtZt;X
nSnUnCY t−1Zt−1)
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=
n∑
t=1
I(YtZt;XtStUt) +
n∑
t=1
I(YtZt;X∼tS∼tU∼tCY t−1Zt−1|XtStUt)
(g)
=
n∑
t=1
I(YtZt;XtStUt) = nI(YTZT ;XTSTUT |T )
where (g) follows from Lemma 11. Moreover, since the distributions are ε-close to i.i.d. by hypothesis, the last
term is close to nI(Y Z;XSU). In fact, we have
I(YTZT ;XTSTUT |T ) = H(YTZT |T ) +H(XTSTUT |T )−H(YTZTXTSTUT |T )
=
n∑
t=1
1
n
H(YtZt) +
n∑
t=1
1
n
H(XtStUt)−
n∑
t=1
1
n
H(YtZtXtStUt).
Then, as in the proof of [12, Lemma VI.3],
|H(YtZt)−H(Y Z)| ≤ 2ε log
( |Y × Z|
ε
)
:= ε1,
|H(XtStUt)−H(XSU)| ≤ 2ε log
( |X × S × U|
ε
)
:= ε2,
|H(YtZtXtStUt)−H(Y ZXSU)| ≤ 2ε log
( |Y × Z × X × S × U|
ε
)
:= ε3.
This implies that
|I(YTZT ;XTSTUT |T )− I(Y Z;XSU)| ≤ g(ε), (31)
where g(ε) := (ε1 + ε2 + ε3). Then, (29) becomes 0 ≤ nI(Y Z;XSU)− nI(UT ;Y∼TZ∼TCT ) + g(ε).
b) Proof of (28): In this case, for the second part of the converse, we have
0
(a)
≤ I(XnSn;Y n)− I(CZnUn;Y n)
(b)
≤ I(XnSn;Y n)− I(Un;Y nC|Zn)
= H(Y n)−H(Y n|XnSn)−H(Un) + I(Un;Zn) +H(Un|Y nZnC)
(c)
≤
n∑
t=1
H(Yt)−
n∑
t=1
H(Yt|XtSt)−
n∑
t=1
H(Ut) +
n∑
t=1
I(Ut;Zt) +
n∑
t=1
H(Ut|U t−1YtZtY∼tZ∼tC)
(d)
≤ nH(YT )− nH(YT |XTSTT )− nH(UT |T ) + nI(UT ;ZT |T ) + nH(UT |Y∼TZ∼TCT )
(e)
= nH(YT )− nH(YT |XTST )− nH(UT ) + nI(UT ;ZT ) + nH(UT |Y∼TZ∼TCT )
= nI(XT , ST ;YT )− nI(UT ;Y∼TZ∼TCT ) + nI(UT ;ZT )
where (a) comes from the Markov chain Y n − (Xn, Sn)− (C,Zn, Un), (b) from the fact that
I(CZnUn;Y n) ≥ I(ZnUn;Y n|C) = I(ZnUn;Y nC) ≥ I(Un;Y nC|Zn)
by the chain rule and the fact that Un and Zn are independent of C. Then (c) comes from the chain rule for
the conditional entropy. The inequalities (d) comes from the fact that conditioning does not increase entropy (in
particular H(YT |T ) ≤ H(YT )) and (e) from the memoryless channel P¯Y |XS and the i.i.d. source P¯UZ . Finally,
since the source is i.i.d. the last term is nI(U ;Z).
Remark 8: Note that if U is independent of Z the upper bound for I(U ;W ) is I(XS;Y ).
3) Identification of the auxiliary random variable: For each t ∈ J1, nK we identify the auxiliary random variables
Wt with (C, Y∼t, Z∼t) and W with (WT , T ) = (C, Y∼T , Z∼T , T ).
The following Markov chains hold for each t ∈ J1, nK:
Zt − (Ut, St)− (C,Xt, Yt, Y∼t, Z∼t) ⇐⇒ Zt − (Ut, St)− (Xt, Yt,Wt), (32)
Yt − (Xt, St)− (C, Y∼t, Z∼t, Ut) ⇐⇒ Yt − (Xt, St)− (Wt, Ut), (33)
Vt − (C, Y∼t, Z∼t, Yt, Zt)− (Ut, St, Xt) ⇐⇒ Vt − (Wt, Yt, Zt)− (Ut, St, Xt). (34)
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Then we have
ZT − (UT , ST )− (C,XT , YT , Y∼T , Z∼T , T ) ⇐⇒ ZT − (UT , ST )− (XT , YT ,WT , T ), (35)
YT − (XT , ST )− (C, Y∼T , Z∼T , UT , T ) ⇐⇒ YT − (XT , ST )− (WT , UT , T ), (36)
VT − (C, Y∼T , Z∼T , YT , ZT , T )− (UT , ST , XT ) ⇐⇒ VT − (WT , YT , ZT , T )− (UT , ST , XT ). (37)
where (35) and (36) come from the fact that
P{ZT = z|ST = s, UT = u,XT = x, YT = y, Y∼T = y˜, Z∼T = z˜, T = t, C} = P{ZT = z|ST = s, UT = u},
P{YT = y|XT = x, ST = s, Y∼T = y˜, Z∼T = z˜, UT = u, T = t, C} = P{YT = y|XT = x, ST = s}
since the source is i.i.d. and the channel is memoryless. Then by (34), (37) holds because
I(VT ;UTSTXT |CY nZnT ) =
n∑
i=1
1
n
I(Vt;UtStXt|CY nZnT = t) = 0.
Since W = Wt when T = t, we also have Z−(U, S)−(X,Y,W ), (U, S,X)−(W,Y,Z)−V and Y−(X,S)−(W,U).
The cardinality bound is proved in Appendix G.
V. STRONG COORDINATION REGION FOR SPECIAL CASES
Although the inner and outer bounds in Theorem 2 do not match in general, we characterize the strong
coordination region exactly in three special cases: perfect channel, lossless decoding and separation between the
channel and the source.
The empirical coordination region for these three settings was derived in [17]. In this section we recover the same
information constraints as in [17], but we show that for strong coordination a positive rate of common randomness
is also necessary. This reinforces the conjecture, stated in [3], that with enough common randomness the strong
coordination capacity region is the same as the empirical coordination capacity region for any specific network
setting.
A. Perfect channel
Figure 4. Coordination of signals and actions for a two-node network with a perfect channel.
Suppose we have a perfect channel as in Figure (4). In this case Xn = Y n and the variable Zn plays the role
of side information at the decoder. We characterize the strong coordination region RPC.
Theorem 3: In the setting of Theorem 2, suppose that P¯Y |XS(y|x, s) = 1X=Y {x = y}. Then the strong
coordination region is
RPC :=

P¯UZXV = P¯UZ P¯X|U P¯V |UXZ
∃ W taking values in W
(P¯UZXV , R0) P¯UZWXV = P¯UZ P¯W |U P¯X|UW P¯V |WXZ
I(WX;U) ≤ H(X) + I(W ;Z|X)
R0 ≥ I(W ;UV |XZ)
|W| ≤ |U × Z × X × V|+ 4

(38)
Remark 9: Observe that the decomposition of the joint distributions P¯UZXV and P¯UZWXV is equivalently
characterized in terms of Markov chains:
Z − U −X,
{
Z − U − (X,W )
V − (X,Z,W )− U . (39)
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1) Achievability: We show that RPC is contained in the region Rin defined in (12) and thus it is achievable. We
note Rin(W ) the subset of Rin for a fixed W ∈ W that satisfies:
P¯USZWXY V = P¯USZ P¯W |U P¯X|UW P¯Y |XSP¯V |WY Z
I(W ;U) ≤ I(W ;Y Z) (40)
R0 ≥ I(W ;USXV |Y Z)
Then the set Rin is the union over all the possible choices for W that satisfy the (40). Similarly, RPC is the union
of all RPC(W ) with W that satisfies
P¯UZWXV = P¯UZ P¯W |U P¯X|UW P¯V |WXZ
I(W,X;U) ≤ H(X) + I(W ;Z|X) (41)
R0 ≥ I(W ;UV |XZ)
Let (P¯UZXV , R0) ∈ RPC(W ) for some W ∈ W . Then W verifies the Markov chains Z − U − (X,W ) and
V −WXZ−U and the information constraints for RPC. Note that (P¯UZXV , R0) ∈ Rin(W ′), where W ′ = (W,X).
The Markov chains are still valid and the information constraints in (41) imply the information constraints for
Rin(W ′) since:
I(W ′;U) = I(W,X;U) ≤ H(X) + I(W ;Z|X)
= I(W,X;X) + I(W,X;Z|X) = I(W,X;XZ) = I(W ′;XZ), (42)
R0 ≥ I(W ;UV |XZ) = I(WX;UV |XZ).
Then (P¯UZXV , R0) ∈ Rin(W ′) and if we consider the union over all suitable W , we have⋃
W
RPC(W ) ⊆
⋃
(W,X)
Rin(W,X) ⊆
⋃
W
Rin(W ).
Finally, RPC ⊆ Rin.
Remark 10: In the case of perfect channel, [17, Section IV.A] characterizes the empirical coordination region
and the information constraint is I(W,X;U) ≤ H(X) + I(W ;Z|X) as in (38).
2) Converse: Consider a code (fn, gn) that induces a distribution PUnSnZnXnV n that is ε-close in total variational
distance to the i.i.d. distribution P¯⊗nUSZXV . Let T be the random variable defined in Section IV-B.
We would like to prove that
0 ≤ H(X) + I(W ;Z|X)− I(W,X;U) = I(W,X;XZ)− I(W,X;U).
The following proof is inspired by [17]. We have
0 = H(Xn, Zn)− I(XnZn;UnC)−H(XnZn|UnC)
(a)
≤
n∑
t=1
H(Xt, Zt)−
n∑
t=1
I(XnZn;Ut|Unt+1C)−H(XnZn|UnC)
(b)
=
n∑
t=1
I(XnZnC;XtZt)−
n∑
t=1
I(XnZnUnt+1C;Ut) +
n∑
t=1
I(Unt+1C;Ut)−H(XnZn|UnC)
(c)
=
n∑
t=1
I(XnZnC;XtZt)−
n∑
t=1
I(XnZnUnt+1C;Ut)−H(XnZn|UnC)
≤
n∑
t=1
I(XnZnC;XtZt)−
n∑
t=1
I(XnZnC;Ut)−H(XnZn|UnC)
(d)
=
n∑
t=1
I(XnZ∼tC;XtZt) +
n∑
t=1
I(Zt;XtZt|XnZ∼tC)−
n∑
t=1
I(XnZ∼tC;Ut)
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−
n∑
t=1
I(Zt;Ut|XnZ∼tC)−H(XnZn|UnC)
=
n∑
t=1
I(XnZ∼tC;XtZt)−
n∑
t=1
I(XnZ∼tC;Ut)−H(XnZn|UnC) +
n∑
t=1
H(Zt|XnZ∼tC)
−
n∑
t=1
H(Zt|XnZnC)−
n∑
t=1
H(Zt|XnZ∼tC) +
n∑
t=1
H(Zt|UtXnZ∼tC)
=
n∑
t=1
I(XnZ∼tC;XtZt)−
n∑
t=1
I(XnZ∼tC;Ut) +
n∑
t=1
H(Zt|UtXnZ∼tC)−H(XnZn|UnC)
(e)
≤
n∑
t=1
I(XnZ∼tC;XtZt)−
n∑
t=1
I(XnZ∼tC;Ut) +
n∑
t=1
H(Zt|UtC)−H(Zn|UnC)
(f)
=
n∑
t=1
I(XnZ∼tC;XtZt)−
n∑
t=1
I(XnZ∼tC;Ut)
= nI(XnZ∼TC;XTZT |T )− nI(XnZ∼TC;UT |T )
≤ nI(XnZ∼TCT ;XTZT )− nI(XnZ∼TCT ;UT ) + nI(T ;UT )
(g)
= nI(XTX∼TZ∼TCT ;XTZT )− nI(XTX∼TZ∼TCT ;UT )
where (a) and (b) follow from the properties of the mutual information and (c) comes from the independence
between Un and C and the i.i.d. nature of the source. Then (d) comes from the chain rule, (e) from the properties
of conditional entropy, (f) from the independence between (Un, Zn) and C and the i.i.d. nature of the source.
Finally, (g) comes from the fact that I(T ;UT ) is zero due to the i.i.d. nature of the source.
We identify the auxiliary random variable Wt with (C,X∼t, Z∼t) for each t ∈ J1, nK and W with (WT , T ) =
(C,X∼T , Z∼T , T ). Observe that with this identification of W the bound for R0 follows from Section IV-B1 with
the substitution Y = X . Moreover, the following Markov chains are verified for each t ∈ J1, nK:
Zt − Ut − (Wt, Xt)
Vt − (Wt, Xt, Zt)− Ut
The first one holds because the source is i.i.d. and Zt does not belong to Wt. The second Markov chain follows
from the fact that V is generated using C, Xn and Zn that are included in (Wt, Xt, Zt) = (C,X∼t, Z∼t, Xt, Zt).
With a similar approach as in Section III-C3 and Section IV-B3, the Markov chains with T hold. Then since
W = Wt when T = t, we also have Z −U − (W,X) and V − (W,X,Z)−U . The cardinality bound is proved in
Appendix G.
B. Lossless decoding
Figure 5. Coordination of signals and actions for a two-node network with a noisy channel and a lossless decoder.
Suppose that the decoder wants to reconstruct the source losslessly, i.e., V = U as in Figure 5. Then, we
characterize the strong coordination region RLD.
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Theorem 4: Consider the setting of Theorem 2 and suppose that P¯V |USXY Z(v|u, s,x,y, z) = 1V=U{u = v}.
Then the strong coordination region is
RLD :=

P¯USZXY V = P¯USZ P¯X|U P¯Y |XS1V=U
∃ W taking values in W
(P¯USZXY , R0) P¯USZWXY V = P¯USZ P¯W |U P¯X|UW P¯Y |XS1V=U
I(W ;U) ≤ I(W ;Y Z)
R0 ≥ I(W ;USX|Y Z)
|W| ≤ |U × S × Z × X × Y|+ 3

(43)
Remark 11: Observe that the decomposition of the joint distributions P¯USZXY V and P¯USZWXY V is equivalently
characterized in terms of Markov chains:{
Z − (U, S)− (X,Y )
Y − (X,S)− U ,
{
Z − (U, S)− (X,Y,W )
Y − (X,S)− (U,W ) . (44)
1) Achievability: We show that RLD ⊆ Rin and thus it is achievable. Similarly to the achievability proof in Theo-
rem 3 , let (P¯UZXV , R0) ∈ RLD(W ) for some W ∈ W . Then, W verifies the Markov chains Z−(U, S)−(X,Y,W )
and Y −(X,S)−(U,Z,W ) and the information constraints forRLD. We want to show that (P¯UZXV , R0) ∈ Rin(W ).
Observe that the Markov chains are still valid. Hence, the only difference is the bound on R0, but I(W ;USXV |Y Z)
= I(W ;USX|Y Z) when U = V . Then, (P¯UZXV , R0) ∈ Rin(W ) and if we consider the union over all suitable
W , we have ⋃
W
RLD(W ) ⊆
⋃
W
Rin(W ).
Finally, RLD ⊆ Rin.
2) Converse: Consider a code (fn, gn) that induces a distribution PUnSnZnXnY nV n that is ε-close in total
variational distance to the i.i.d. distribution P¯⊗nUSZXY 1
⊗n
V=U . Let T be the random variable defined in Section
IV-B.
We have
nR0 ≥ H(C) ≥ H(C|Y nZn) = H(CUn|Y nZn)−H(Un|CY nZn)
(a)
≥ H(CUn|Y nZn)− nf(ε) ≥ I(UnSnXn;CUn|Y nZn)− nf(ε)
=
n∑
t=1
I(UtStXt;CU
n|U t−1St−1Xt−1Y∼tZ∼tYtZt)− nf(ε)
(b)
≥
n∑
t=1
I(UtStXt;CU
nY∼tZ∼tU t−1St−1Xt−1|YtZt)− 2nf(ε)
≥
n∑
t=1
I(UtStXt;CU
nY∼tZ∼t|YtZt)− 2nf(ε) = nI(UTSTXT ;CUnY∼TZ∼T |YTZTT )− 2nf(ε)
= nI(UTSTXT ;CU
nY∼TZ∼TT |YTZT )− nI(UTSTXT ;T |YTZT )− 2nf(ε)
= nI(UTSTXT ;CU
nY∼TZ∼TT |YTZT )− nI(UTSTXTYTZT ;T ) + nI(YTZT ;T )− 2nf(ε)
(c)
≥ nI(UTSTXT ;CUnY∼TZ∼TT |YTZT )− 3nf(ε)
where (a) follows Fano’s inequality which implies that
H(Un|CY nZn) ≤ nf(ε) (45)
17
as proved in Appendix E. To prove (b) observe that
I(UtStXt;CU
n|U t−1St−1Xt−1Y∼tZ∼tYtZt) =I(UtStXt;CUnY∼tZ∼tU t−1St−1Xt−1|YtZt)
− I(UtStXt;Y∼tZ∼tU t−1St−1Xt−1|YtZt)
and I(UtStXt;Y∼tZ∼tU t−1St−1Xt−1|YtZt) ≤ f(ε) by Lemma 7. Finally, (c) comes from the fact, proved in [12,
Lemma VI.3], that I(UTSTXTYTZT ;T ) vanishes since the distribution is ε-close to i.i.d. by hypothesis. With the
identifications Wt = (C,Un, Y∼t, Z∼t) for each t ∈ J1, nK and W = (WT , T ) = (C,Un, Y∼T , Z∼T , T ), we have
R0 ≥ I(W ;USX|Y Z).
For the second part of the converse, we have
nI(U ;W ) ≤ nH(U) = H(Un) = H(Un|C) = I(Un;Y nZnC) +H(Un|Y nZnC)
(d)
≤
n∑
t=1
I(Un;YtZt|Y t−1Zt−1C) + nf(ε) ≤
n∑
t=1
I(UnY t−1Zt−1C;YtZt) + nf(ε)
≤
n∑
t=1
I(UnY∼tZ∼tC;YtZt) + nf(ε) = nI(UnY∼TZ∼TC;YTZT |T ) + nf(ε)
≤ nI(UnY∼TZ∼TCT ;YTZT ) + nf(ε) (e)= nI(W ;Y Z) + nf(ε)
where (d) comes from Fano’s inequality and (e) comes from the identification W = (C,Un, Y∼T , Z∼T , T ).
In order to complete the converse, we show that the following Markov chains hold for each t ∈ J1, nK:
Yt − (Xt, St)− (Ut, Zt,Wt),
Zt − (Ut, St)− (Xt, Yt,Wt).
The first one is verified because the channel is memoryless and Yt does not belong to Wt and the second one holds
because of the i.i.d. nature of the source and because Zt does not belong to Wt. With a similar approach as in
Section III-C3 and Section IV-B3, the Markov chains with T hold. Then, since W = Wt when T = t, we also
have Y − (X,S)− (U,Z,W ) and Z − (U, S)− (X,Y,W ). The cardinality bound is proved in Appendix G.
Remark 12: An equivalent characterization of the region is:
RLD :=

P¯USZXY = P¯USZ P¯X|U P¯Y |XS
∃ W taking values in W
(P¯USZXY , R0) P¯USZWXY = P¯USZ P¯W |U P¯X|UW P¯Y |XS
H(U) ≤ I(WU ;Y Z)
R0 ≥ I(W ;USX|Y Z) +H(U |WY Z)
|W| ≤ |U × S × Z × X × Y|+ 1

(46)
The region in (46) is achievable since with the choice of the auxiliary random variable W ′′ = (W,U), the constraints
in (43) become
I(WU ;U) = H(U) ≤ I(WU ;Y Z) (47)
R0 ≥ I(WU ;USX|Y Z) = I(W ;USX|Y Z) + I(U ;USX|WY Z)
= I(W ;USX|Y Z) +H(U |WY Z)−H(U |USXWY Z) (48)
= I(W ;USX|Y Z) +H(U |WY Z).
Moreover, the converse in the proof of Theorem 4 is still valid with the identification W = (C,U∼T , Y∼T , Z∼T , T ).
Note that [17, Section IV.B] gives a characterization of the empirical coordination region and the constraint for
the mutual information is
0 ≤ I(WU ;Y Z)−H(U) = I(WU ;Y Z)−H(U)− I(W ;S|U)
which is the same as in (47) because of the Markov chain SZ − U −W .
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C. Separation between source and channel
Suppose that the channel state PSn is independent of the source and side information PUnZn , and that the target
joint distribution is of the form P¯⊗nUZV P¯
⊗n
SXY . For simplicity, we will suppose that the encoder has perfect state
information (see Figure 6). Then we characterize the strong coordination region RSEP.
Note that in this case the coordination requirements are three-fold: the random variables (Un, Zn, V n) should
be coordinated, the random variables (Sn, Xn, Y n) should be coordinated and finally (Un, Zn, V n) should be
independent of (Sn, Xn, Y n). We introduce two auxiliary random variables W1 and W2, where W2 is used to
accomplish the coordination of (Un, Zn, V n), while W1 has the double role of ensuring the independence of
source and state as well as coordinating (Sn, Xn, Y n).
Figure 6. Coordination of signals and actions for a two-node network with a noisy channel where the source is separated from the channel.
Theorem 5: Consider the setting of Theorem 2 and suppose that P¯USXY ZV = P¯UZV P¯SXY . Then, the strong
coordination region is
RSEP :=

P¯USZXY V = P¯UZ P¯V |UZ P¯SP¯X|SP¯Y |XS
∃ (W1,W2) taking values in W1 ×W2
(P¯USZXY , R0) P¯USZW1W2XY V = P¯UZ P¯W2|U P¯V |ZW2P¯SP¯X|SP¯W1|SX P¯Y |XS
I(W1;S) + I(W2;U) ≤ I(W1;Y ) + I(W2;Z)
R0 ≥ I(W1;SX|Y ) + I(W2;UV |Z)
(|W1|, |W2|) ≤ |U × S × Z × X × Y × V|+ 3.

(49)
Remark 13: Observe that the decomposition of the joint distribution P¯USZW1W2XY V is equivalently characterized
in terms of Markov chains: 
Z − U −W2
Y − (X,S)−W1
V − (Z,W2)− U
. (50)
1) Achievability: We show that RSEP is contained in the achievable region Rin in (12) specialized to this specific
setting. In this case we are also supposing that the encoder has perfect state information, i.e. the input of the encoder
is the pair (Un, Sn) as in Figure 6 as well as common randomness C. The joint distribution P¯USZXY V becomes
P¯UZ P¯V |UZ P¯SP¯X|SP¯Y |XS since (U,Z, V ) is independent of (S,X, Y ) and the Markov chains are still valid.
Observe that the set Rin is the union over all the possible choices for W that satisfy the joint distribution, rate and
information constraints in (12). Similarly, RSEP is the union of all RSEP(W1,W2) with (W1,W2) that satisfies the
joint distribution, rate and information constraints in (49). Let (P¯USZXY , R0) ∈ RSEP(W1,W2) for some (W1,W2)
taking values in W1 × W2. Then, (W1,W2) verifies the Markov chains Z − U − W2, V − (W2, Z) − U and
Y − (S,X)−W1, and the information constraints for RSEP. We will show that (P¯USZXY , R0) ∈ Rin(W ′), where
W ′ = (W1,W2). The information constraints in (49) imply the information constraints for Rin(W ′) since:
I(W1W2;Y Z)− I(W1W2;US)
= I(W1;Y Z) + I(W2;Y Z|W1)− I(W1;US)− I(W2;US|W1)
= I(W1;Y ) + I(W2;Y ZW1)− I(W1;S)− I(W2;USW1)
= I(W1;Y ) + I(W2;Z)− I(W1;S)− I(W2;U) ≥ 0
I(W1W2;USXV |Y Z)
= I(W1;USXV |Y Z) + I(W2;USXV |Y ZW1)
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= I(W1;USXV Z|Y ) + I(W2;USXV Y |ZW1)
= I(W1;SX|Y ) + I(W2;USXV Y |Z)
= I(W1;SX|Y ) + I(W2;UV |Z) ≤ R0
because by construction W1 and W2 are independent of each other and W1 is independent of (U,Z, V ) and W2 is
independent of (S,X, Y ) .
Then (P¯USZXY , R0) ∈ Rin(W1,W2) and if we consider the union over all suitable (W1,W2), we have⋃
(W1,W2)
RSEP(W1,W2) ⊆
⋃
(W1,W2)
Rin(W1,W2) ⊆
⋃
W
Rin(W ).
Finally, RSEP ⊆ Rin.
2) Converse: Let T be the random variable defined in Section IV-B. Consider a code (fn, gn) that induces a
distribution PUnSnZnXnY nV n that is ε-close in total variational distance to the i.i.d. distribution P¯⊗nUZV P¯
⊗n
SXY . Then,
we have
V(PSnXnY nZnUnV n , P¯⊗nUZV P¯
⊗n
SXY ) < ε.
If we apply Lemma 6 to A = SnXnY n and B = ZnUnV n, we have
I(SnXnY n;ZnUnV n) < f(ε). (51)
Then, we have
nR0 ≥ H(C)
(a)
≥ I(UnSnXnV n;C|Y nZn) = I(SnXn;C|Y nZnUnV n) + I(UnV n;C|Y nZn)
= I(SnXn;CZnUnV n|Y n)− I(SnXn;ZnUnV n|Y n) + I(UnV n;CY n|Zn)− I(UnV n;Y n|Zn)
(b)
≥ I(SnXn;CZnUnV n|Y n) + I(UnV n;CY n|Zn)− 2f(ε)
(c)
=
n∑
t=1
I(StXt;CZ
nUnV n|Snt+1Xnt+1YtY∼t) +
n∑
t=1
I(UtVt;CY
n|U t−1V t−1ZtZ∼t)− 2f(ε)
=
n∑
t=1
I(StXt;CZ
nUnV nSnt+1X
n
t+1Y∼t|Yt)−
n∑
t=1
I(StXt;S
n
t+1X
n
t+1Y∼t|Yt)
+
n∑
t=1
I(UtVt;CY
nU t−1V t−1Z∼t|Zt)−
n∑
t=1
I(UtVt;U
t−1V t−1Z∼t|Zt)− 2nf(ε)
(d)
≥
n∑
t=1
I(StXt;CZ
nUnV nSnt+1X
n
t+1Y∼t|Yt) +
n∑
t=1
I(UtVt;CY
nU t−1V t−1Z∼t|Zt)− 2f(ε)− 2nf(ε)
= nI(STXT ;CU
nSnT+1Y∼T |YTT ) + nI(UTVT ;CY nUT−1V T−1Z∼T |ZTT )− 2(n+ 1)f(ε)
≥ nI(STXT ;CUnSnT+1Y T−1|YTT ) + nI(UTVT ;CY nUT−1Z∼T |ZTT )− 2(n+ 1)f(ε)
= nI(STXT ;CU
nSnT+1Y
T−1T |YT )− nI(STXT ;T |YT )
+ nI(UTVT ;CY
nUT−1Z∼TT |ZT )− nI(UTVT ;T |ZT )− 2(n+ 1)f(ε)
= nI(STXT ;CU
nSnT+1Y
T−1T |YT )− nI(STXTYT ;T ) + nI(YT ;T )
+ nI(UTVT ;CY
nUT−1Z∼TT |ZT )− nI(UTVTZT ;T ) + nI(ZT ;T )− 2(n+ 1)f(ε)
(e)
≥ nI(STXT ;CUnSnT+1Y T−1T |YT ) + nI(UTVT ;CY nUT−1Z∼TT |ZT )− 2(2n+ 1)f(ε)
where (a) follows from basic properties of entropy and mutual information. To prove (b), note that
I(SnXn;ZnUnV n|Y n) ≤ I(SnXnY n;ZnUnV n)
I(UnV n;Y n|Zn) ≤ I(SnXnY n;ZnUnV n)
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and I(SnXnY n;ZnUnV n) < f(ε) by (51). Then (c) comes from the chain rule for mutual information, (d) follows
from Lemma 7 and (e) from [12, Lemma VI.3] since the distributions are close to i.i.d. by hypothesis. The lower
bound on R0 follows from the identifications
W1,t = (C,U
n, Snt+1, Y
t−1) t ∈ J1, nK
W2,t = (C, Y
n, U t−1, Z∼t) t ∈ J1, nK
W1 = (W1,T , T ) = (C,U
n, SnT+1, Y
T−1, T )
W2 = (W2,T , T ) = (C, Y
n, UT−1, Z∼T , T ).
Following the same approach as [17, 33], we divide the second part of the converse in two steps. First, we have
the following upper bound:
I(CUn;Y n) =
n∑
t=1
I(CUn;Yt|Y t−1) ≤
n∑
t=1
I(CUnY t−1;Yt)
=
n∑
t=1
I(CUnY t−1Snt+1;Yt)−
n∑
t=1
I(Snt+1;Yt|CUnY t−1)
(f)
=
n∑
t=1
I(CUnY t−1Snt+1;Yt)−
n∑
t=1
I(St;Y
t−1|CUnSnt+1) (52)
=
n∑
t=1
I(CUnY t−1Snt+1;Yt)−
n∑
t=1
I(St;CY
t−1UnSnt+1) +
n∑
t=1
I(St;CU
nSnt+1)
(g)
=
n∑
t=1
I(CUnY t−1Snt+1;Yt)−
n∑
t=1
I(St;CY
t−1UnSnt+1)
(h)
=
n∑
t=1
I(Yt;W1,t)−
n∑
t=1
I(St;W1,t)
where (f) comes from Csisza´r’s Sum Identity [29], (g) from the fact that I(St;CUnSnt+1) is zero because the
source and the common randomness are independent of the state, which is i.i.d. by hypothesis. Finally, (h) comes
from the identification of the auxiliary random variable W1,t for t ∈ J1, nK.
Then, we show a lower bound:
I(CUn;Y n) ≥ I(Un;Y n|C) (i)= I(Un;CY n) (j)= I(UnZn;CY n)
≥ I(Un;CY n|Zn) =
n∑
t=1
I(Ut;CY
n|ZnU t−1)
=
n∑
t=1
I(Ut;CY
nZ∼tU t−1|Zt)−
n∑
t=1
I(Ut;Z∼tU t−1|Zt)
(k)
=
n∑
t=1
I(Ut;CY
nZ∼tU t−1|Zt) (53)
=
n∑
t=1
I(UtZt;CY
nZ∼tU t−1)−
n∑
t=1
I(Zt;CY
nZ∼tU t−1)
(l)
=
n∑
t=1
I(Ut;CY
nZ∼tU t−1)−
n∑
t=1
I(Zt;CY
nZ∼tU t−1)
(m)
=
n∑
t=1
I(Ut;W2,t)−
n∑
t=1
I(Zt;W2,t)
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where (i) comes from the fact that I(Un;C) is zero because Un and C are independent, (j) from the Markov
chain Zn−Un−Y nC, (k) from the fact that Un and Zn are i.i.d. by hypothesis, (l) follows from the the Markov
chain Zt − Ut − (Y n, Z∼t, U t−1, C) for t ∈ J1, nK and finally (m) comes from the identification of the auxiliary
random variable W2,t for t ∈ J1, nK.
By combining upper and lower bound, we have
0
(n)
≤
n∑
t=1
I(Yt,W1,t)−
n∑
t=1
I(St;W1,t) +
n∑
t=1
I(Zt;W2,t)−
n∑
t=1
I(Ut;W2,t)
= nI(YT ,W1,T |T )− nI(ST ;W1,T |T ) + nI(ZT ;W2,T |T )− nI(UT ;W2,T |T )
≤ nI(YT ,W1,TT )− nI(ST ;W1,TT ) + nI(ST ;T ) + nI(ZT ;W2,TT )− nI(UT ;W2,TT ) + nI(UT ;T )
(o)
= nI(YT ,W1,TT )− nI(ST ;W1,TT ) + nI(ZT ;W2,TT )− nI(UT ;W2,TT )
(p)
= nI(Y ;W1)− nI(S;W1) + nI(Z;W2)− nI(U ;W2)
where (n) comes from (52) and (53) and (o) follows from the i.i.d. nature of the source and state. Finally (p)
follows from the identifications for W1 and W2.
With the chosen identification, the Markov chains are verified for each t ∈ J1, nK:
Yt − (Xt, St)−W1,t
Zt − Ut −W2,t
Vt − (W2,t, Zt)− Ut.
The first Markov chain holds because the channel is memoryless and Yt does not belong to W1,t. The second one
holds because Zn is i.i.d. and Zt does not belong to W2,t. Finally, the third one is verified because the decoder is
non causal and Vt is a function of (Y n, Zn) that is included in (W2,t, Zt) = (Y n, U t−1, Z∼t, Zt). With a similar
approach as in Section III-C3 and Section IV-B3, the Markov chains with T hold. Then since W1 = W1,t and
W2 = W2,t when T = t, we also have Y − (X,S) −W1, Z − U −W2 and V − (W2, Z) − U . The cardinality
bound is proved in Appendix G.
Remark 14: Note that even if in the converse proof W1 and W2 are correlated, from them we can define two
new variables W ′1 and W ′2 independent of each other, with the same marginal distributions PW ′1SXY = PW1SXY
and PW ′2UV Z = PW2UV Z , such that the joint distribution PW ′1W ′2SXY UV Z splits as PW ′1SXY PW ′2UV Z . Since we
are supposing (U, V, Z) and (S,X, Y ) independent of each other and the constraints only depend on the marginal
distributions PW1SXY and PW2UV Z , the converse is still satisfied with the new auxiliary random variables W
′
1 and
W ′2. Moreover the new variables still verify the the cardinality bounds since they also depend only on the marginal
distributions (as shown in Appendix G).
D. Coordination under secrecy constraints
Figure 7. Wiretap channel: strong coordination implies secrecy.
In this section we briefly discuss how in the separation setting of Section V-C, strong coordination offers additional
security guarantees “for free”. In this context, the common randomness is not only useful to coordinate signals and
actions of the nodes but plays the role of a secret key shared between the two legitimate users.
For simplicity, we do not consider channel state and side information at the decoder. Suppose there is an
eavesdropper who observes the signals sent over the channel. We will show that not knowing the common
randomness, the eavesdropper cannot infer any information about the actions.
22
Lemma 12: In the setting of Theorem 5, without state and side information at the decoder, suppose that there is an
eavesdropper that receives the same sequence Y n as the decoder but has no knowledge of the common randomness.
There exists a sequence (fn, gn) of strong coordination codes achieving the pair (P¯UV P¯X , R0) ∈ RSEP such that
the induced joint distribution PUnV nXnY n satisfies the strong secrecy condition [34]:
lim
n→∞D(PUnV nY n‖PUnV nPY n) = limn→∞ I(U
nV n;Y n) = 0. (54)
Proof: Observe that in this setting the target joint distribution is of the form P¯⊗nUV P¯
⊗n
XY . Therefore achieving
strong coordination means that V(PUnV nY n , P¯⊗nUV P¯
⊗n
Y ) vanishes. By the upperbound on the mutual information in
Lemma 1, we have secrecy if V(PUnV nY n , P¯⊗nUV P¯
⊗n
Y ) goes to zero exponentially. But we have proved in Section IV-A
that there exists a sequence of codes such that V(P¯UnSnZnXnY nV n , PUnSnZnXnY nV n) goes to zero exponentially
(26). Hence, so does V(PUnV nY n , P¯⊗nUV P¯
⊗n
Y ).
E. Is separation optimal?
Figure 8. Coordination of the actions Un and V n for a two-node network with an error-free link of rate R.
Strong coordination over error-free channels was investigated in [3, 35]. When extending this analysis to noisy
channels, it is natural to ask whether some form of separation theorem holds between coding for coordination and
channel coding. In this section, we show that unlike the case of empirical coordination, separation does not hold
for strong coordination.
If the separation principle is still valid for strong coordination, by concatenating the strong coordination of
the source and its reconstruction with the strong coordination of the input and output of the channel we should
retrieve the same mutual information and rate constraints. In order to prove that separation does not hold, first
we consider the optimal result for coordination of actions in [3, 35] and than we compare it with our result on
joint coordination of signals and actions. In particular, since we want to compare the result in [3, 35] with an
exact region, we consider the case in which the channel is perfect and the target joint distribution is of the form
P¯⊗nUV P¯
⊗n
X . The choice of a perfect channel might appear counterintuitive but it is motivated by the fact that we are
trying to find a counterexample. As a matter of fact, if the separation principle holds for any noisy link, it should
in particular hold for a perfect one.
We start by considering the two-node network with fixed source P¯U and an error-free link of rate R (Figure 8).
For this setting, [3, 35] characterize the strong coordination region as
RCuff :=

P¯UV = P¯U P¯V |U
∃ W taking values in W
(P¯UWV , R,R0) P¯UWV = P¯U P¯W |U P¯V |UW
R ≥ I(U ;W )
R+R0 ≥ I(UV ;W )
|W| ≤ |U × V|+ 1

. (55)
The result in [3, 35] characterizes the trade-off between the rate R0 of available common randomness and the
required description rate R for simulating a discrete memoryless channel for a fixed input distribution. We compare
this region to our results when the requirement to coordinate the signals Xn and Y n in addition to the actions
Un and V n is relaxed. We consider, in the simpler scenario with no state and no side information, the intersection
RUV⊗X := RPC ∩RSEP. The following result characterizes the strong coordination region (proof in Appendix F).
Proposition 2: Consider the setting of Theorem 1 and suppose that P¯Y |X(y|x) = 1X=Y {x = y} and P¯UXV =
P¯UV P¯X . Then, the strong coordination region is
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RUV⊗X :=

P¯UXV = P¯U P¯V |U P¯X
∃ W taking values in W
(P¯UXV , R0) P¯UWXV = P¯U P¯W |U P¯V |W P¯X
I(W ;U) ≤ H(X)
R0 ≥ I(UV ;W )
|W| ≤ |U × V|+ 1

(56)
To compare RCuff and RUV⊗X , suppose that in the setting of Figure 8 we use a codebook to send a message
to coordinate Un and V n. In order to do so we introduce an i.i.d. source Xn with uniform distribution PX in
the model and we use the entropy typical sequences of Xn as a codebook. Note that in the particular case where
Xn is generated according to the uniform distribution, all the sequences in X n are entropy-typical and PXn is
equal in total variational distance to the i.i.d. distribution P¯⊗nX . Hence, we identify R = H(X) and we rewrite the
information contraints in (55) as
H(X) ≥ I(U ;W ) R0 ≥ I(UV ;W )−H(X).
Since in [35] the request is to induce a joint distribution PUnV n that is ε-close in total variational distance to
the i.i.d. distribution P¯⊗nUV , by imposing X
n generated according to the uniform distribution, we have coordinated
separately Xn and (Un, V n).
Observe that, while the information constraint is the same in the two regions (55) and (56), the rate of common
randomness R0 required for strong coordination region in (56) is larger than the rate of common randomness in
(55). In fact, in the setting of Figure 8 both Xn and the pair (Un, V n) achieve coordination separately (i.e. PnX is
close to P¯⊗nX and PUnV n is close to P¯
⊗n
UV in total variational distance), but there is no extra constraint on the joint
distribution PUnXnV n . On the other hand, the structure of our setting in (56) is different and requires the control
of the joint distribution PUnXnV n which has to be ε-close in total variational distance to the i.i.d. distribution
P¯⊗nUV P¯
⊗n
X . Since we are imposing a more stringent constraint, it requires more common randomness.
Remark 15: We found RUV⊗X as the intersection of two regions, but we can give it the following interpretation
starting from RCuff. By identifying R = H(X) in RCuff, we find that the rate of common randomness has to be
greater than I(UV ;W )−H(X). But this is not enough to ensure that Xn is independent of (Un, V n). In order to
guarantee that, we apply a one-time pad on Xn (which requires an amount of fresh randomness equal to H(X))
and we have
R0 ≥ I(UV ;W )−H(X) +H(X) = I(UV ;W )
which is the condition on the rate of common randomness in (56).
The following example shows that, unlike the case of empirical coordination [14], separation does not hold for
strong coordination.
Example 1: The difference in terms of rate of common randomness R0 is better shown in an example: when
separately coordinating the two blocks Xn and (Un, V n) without imposing a joint behavior PUnV nXn , the same
bits of common randomness can be reused for both purposes, and the required rate R0 is lower. We consider the
case, already analyzed in [12, 35], of a Bernoulli-half source U , and V which is an erasure with probability pe
and is equal to U otherwise. In [12] the authors prove that the optimal choice for the joint distributed PUWV is
the concatenation of two erasure channels P¯W |U and P¯V |W with erasure probability p1 and p2 respectively. Then
we have
p2 ∈ [0,min{1/2; pe}], p1 = 1− 1− pe
1− p2
and therefore we obtain
I(U ;W ) = 1− p1, I(UV ;W ) = h(pe) + (1− p1)(1− h(p2))
where h is the binary entropy function. Figure 9 shows the boundaries of the regions (55) (blue) and (56) (green) for
pe = 0.75 and a Bernoulli-half input. The dotted bound R ≥ I(U ;V ) comes directly from combining R ≥ I(U ;W )
with the Markov chain U −W − V . At the other extreme, if R0 = 0 in (55), R + R0 ≥ I(UV ;W ) ≥ C(U ;V )
where C(U ;V ) := minU−W−V I(U, V ;W ) is Wyner’s common information [35]. On the other hand, in our setting
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Figure 9. Comparison of the joint coordination region RUV⊗X with RCuff [12, 35]: boundaries of the regions for a binary erasure channel
with erasure probability pe = 0.75 and a Bernoulli-half input.
(56), R0 ≥ I(UV ;W ) ≥ C(U ;V ) for any value of R = H(X).
Moreover, note that as R = H(X) tends to infinity, there is no constraint on the auxiliary random variable
W (aside from the Markov chain U − V −W ) and similarly to [36] the minimum rate of common randomness
R0 needed for strong coordination is Wyner’s common information C(U ;V ). In particular to achieve joint strong
coordination of (U,X, V ) a positive rate of common randomness is required. The boundaries of the rate regions
only coincide on one extreme, and RUV⊗X is strictly contained in RCuff.
VI. POLAR CODING SCHEMES FOR STRONG COORDINATION WITH NO STATE AND SIDE INFORMATION
Although our achievability results shed some light on the fundamental limits of coordination over noisy channels,
the problem of designing practical codes for strong coordination in this setting is still open. In this section we focus
on channels without state and side information for simplicity, and we show that the coordination region of Theorem
1 is achievable using polar codes, if an error-free channel of negligible rate is available between the encoder and
decoder.
We note that polar codes have already been proposed for coordination in other settings: [19] proposes polar coding
schemes for point-to-point empirical coordination with error free links and uniform actions, while [21] generalizes
the polar coding scheme to the case of non uniform actions. Polar coding for strong point-to-point coordination
has been presented in [20, 37]. In [22] the authors construct a joint coordination-channel polar coding scheme for
strong coordination of actions. We present a joint source-channel polar coding scheme for strong coordination and
we require joint coordination of signals and actions over a noisy channel.
For brevity, we only focus on the set of achievable distributions in R′in for which the auxiliary variable W is
binary. The scheme can be extended to the case of a non-binary random variable W using non-binary polar codes
[38].
Theorem 6: The subset of the region R′in defined in (3) for which the auxiliary random variable W is binary
is achievable using polar codes, provided there exists an error-free channel of negligible rate between the encoder
and decoder.
To convert the information-theoretic achievability proof of Theorem 1 into a polar coding proof, we use source
polarization [39] to induce the desired joint distribution. Inspired by [23], we want to translate the random binning
scheme into a polar coding scheme. The key idea is that the information contraints and rate conditions found in the
random binning proof directly convert into the definition of the polarization sets. In the random binning scheme we
reduced the amount of common randomness F by having the nodes to agree on an instance of F , here we recycle
some common randomness using a chaining construction as in [24, 25].
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Consider random vectors Un, Wn, Xn, Y n and V n generated i.i.d. according to P¯UWXY V that satisfies the
inner bound of (3). For n = 2m, m ∈ N, we note Gn :=
[
1 0
1 1
]⊗m
the source polarization transform defined in
[39]. Let Rn := WnGn be the polarization of Wn. For some 0 < β < 1/2, let δn = 2−n
β
and define the very high
entropy and high entropy sets:
VW : =
{
j ∈ J1, nK : H(Rj |Rj−1) > 1− δn} ,
VW |U : =
{
j ∈ J1, nK : H(Rj |Rj−1Un) > 1− δn} ,
VW |Y : =
{
j ∈ J1, nK : H(Rj |Rj−1Y n) > 1− δn} ,
HW |Y : =
{
j ∈ J1, nK : H(Rj |Rj−1Y n) > δn} .
(57)
Now define the following disjoint sets:
A1 := VW |U ∩HW |Y , A2 := VW |U ∩HcW |Y ,
A3 := VcW |U ∩HW |Y , A4 := VcW |U ∩HcW |Y .
Remark 16: We have:
• VW |Y ⊂ HW |Y and limn→∞ |HW |Y \VW |Y |n = 0 [39],
• limn→∞
|VW |U |
n = H(W |U) [40],
• limn→∞
|HW |Y |
n = H(W |Y ) [39].
Since H(W |U) −H(W |Y ) = I(W ;Y ) − I(W ;U), for sufficiently large n the assumption I(W ;Y ) ≥ I(W ;U)
directly implies that |A2| ≥ |A3|.
Encoding: The encoder observes k blocks of the source Un(1:k) := (U
n
(1), . . . , U
n
(k)) and generates for each
block i ∈ J1, kK a random variable R˜n(i) following the procedure described in Algorithm 1. Similar to [2], the
chaining construction proceeds as follows:
• let A′1 := VW |UXY V , observe that A′1 is a subset of A1 since VW |UXY V ⊂ VW |U and VW |UXY V ⊂ VW |Y
⊂ HW |Y . The bits in A′1 ⊂ VW |U in block i ∈ J1, kK are chosen with uniform probability using a uniform
randomness source C¯ ′ shared with the decoder, and their value is reused over all blocks;
• the bits in A1\A′1 ⊂ VW |U in block i ∈ J1, kK are chosen with uniform probability using a uniform randomness
source C¯i shared with the decoder;
• in the first block the bits in A2 ⊂ VW |U are chosen with uniform probability using a local randomness source
M ;
• for the following blocks, let A′3 be a subset of A2 such that |A′3| = |A3|. The bits of A3 in block i are sent
to A′3 in the block i + 1 using a one time pad with key Ci. Thanks to the Crypto Lemma [34, Lemma 3.1],
if we choose Ci of size |A3| to be a uniform random key, the bits in A′3 in the block i+ 1 are uniform. The
bits in A2 \A′3 are chosen with uniform probability using the local randomness source M ;
• the bits in A3 and in A4 are generated according to the previous bits using successive cancellation encoding
as in [39]. Note that it is possible to sample efficiently from P¯Ri|Ri−1Un given U
n [39].
As in [23], to deal with unaligned indices, chaining also requires in the last encoding block to transmit R(k)[A3]
to the decoder. Hence the coding scheme requires an error-free channel between the encoder and decoder which
has negligible rate since |R(k)[A3]| ≤ |HW |Y | and
lim
n→∞
k→∞
|HW |Y |
kn
= lim
k→∞
H(W |Y )
k
= 0.
The encoder then computes W˜n(i) = R˜
n
(i)Gn for i = 1, . . . , k and generates X
n
(i) symbol by symbol from W˜
n
(i)
and Un(i) using the conditional distribution
P¯
Xj,(i)|W˜j,(i)Uj,(i)(x|w˜j,(i), uj,(i)) = P¯X|WU (x|wj,(i), uj,(i))
and sends Xn(i) over the channel.
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Figure 10. Chaining construction for block Markov encoding
Algorithm 1: Encoding
Input : (Un(1), . . . , U
n
(k)), M local randomness (uniform random bits), common randomness (C¯
′, C¯1:k, C1:k−1) shared
with the decoder, where C¯ ′ has size |A′1|, C¯1:k has size k|A1 \A′1|, C1:k−1 has size (k − 1)|A3|.
Output:
(
R˜n(1), . . . , R˜
n
(k)
)
if i = 1 then
R˜(1)[A
′
1]←− C¯ ′ R˜(1)[A1 \A′1]←− C¯1 R˜(1)[A2]←−M
for j ∈ A3 ∪A4 do
Given Un(1), successively choose the bits R˜j,(1) according to
P¯Rj |Rj−1Un
(
R˜j,(1) | R˜j−1(1) Un(1)
)
(58)
end
end
for i = 2, . . . , k do
R˜(i)[A
′
1]←− C¯ ′ R˜(i)[A1 \A′1]←− C¯i
R˜(i)[A
′
3]←− R˜(i−1)[A3]⊕ Ci−1 R˜(i)[A2 \A′3]←−M
for j ∈ A3 ∪A4 do
Given Un(i), successively choose the bits R˜j,(i) according to
P¯Rj |Rj−1Un
(
R˜j,(i) | R˜j(i−1)Un(i)
)
(59)
end
end
Decoding: The deconding procedure described in Algorithm 2 proceeds as follows. The decoder observes
(Y n(1), . . . , Y
n
(k)) and R(k)[A3] which allows it to decode in reverse order. We note R̂
n
(i) the estimate of R
n
(i) at the
decoder, for i ∈ J1, kK. In block i ∈ J1, kK, the decoder has access to R̂(i)[A1 ∪A3] = R̂(i)[HW |Y ]:
• the bits in A1 in block i correspond to shared randomness C¯ ′ and C¯i for A′1 and A1 \A′1 respectively;
• in block i ∈ [1, k − 1] the bits in A3 are obtained by successfully recovering A2 in block i+ 1.
Rate of common randomness: The rate of common randomness is I(W ;UXV |Y ) since:
lim
n→∞
k|A1| − (k − 1)|A′1|+ (k − 1)|A3|
kn
= lim
n→∞
|A1|+ |A3| − |A′1|
n
= H(W |Y )−H(W |UXY V ) = I(W ;UXV |Y ).
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Algorithm 2: Decoding
Input : (Y n(1), . . . , Y
n
(k)), R(k)[A3] shared with the encoder, common randomness (C¯
′, C¯1:k−1, C1:k−1) shared with the
encoder, where C¯ ′ has size |A′1|, C¯1:k has size k|A1 \A′1| and C1:k−1 has size (k − 1)|A3|.
Output: (R̂n(1), . . . , R̂
n
(k))
for i = k, . . . , 1 do
R̂(i)[A
′
1]←− C¯ ′ R̂(i)[A1 \A′1]←− C¯i
if i = k then
R̂(i)[A3] shared with the decoder
end
else
R̂(i)[A3]←− R̂(i+1)[A′3]
end
for j ∈ A2 ∪A4 do
Successively choose the bits according to R̂j,(i) =
{
0 if Ln(Y n(i), R
j
(i−1)) ≥ 1
1 else
where
Ln(Y
n
(i), R
j
(i−1)) =
P¯Rj,(i)|Rj(i−1)Y n(i)
(
0 | R̂j(i−1)Y n(i)
)
P¯Rj,(i)|Rj(i−1)Y n(i)
(
1 | R̂j(i−1)Y n(i)
)
end
end
Proof of Theorem 6: We note with P˜ the joint distribution induced by the encoding and decoding algorithm
of the previous sections. The proof requires a few steps, here presented as different lemmas. The proofs are in
Appendix H. First, we want to show that we have strong coordination in each block.
Lemma 13: In each block i ∈ J1, kK, we have
V
(
P˜
Un(i)W˜
n
(i)X
n
(i)Y
n
(i)V
n
(i)
, P¯⊗nUWXY V
)
≤ δ(1)n (60)
where δ(1)n := 2P
{
Ŵn(i) 6= W˜n(i)
}
+
√
2 log 2
√
nδn.
Now, we want to show that two consecutive blocks are almost independent. To simplify the notation, we set
L := UnXnY nWn
Li := U
n
(i)X
n
(i)Y
n
(i)V
n
(i) i ∈ J1, kK
La:b := U
n
(a:b)X
n
(a:b)Y
n
(a:b)V
n
(a:b) Ja, bK ⊂ J1, kK
Lemma 14: For i ∈ J2, kK, we have
V
(
P˜Li−1:iC¯′ , P˜Li−1C¯′P˜Li
)
≤ δ(3)n
where δ(3)n :=
√
2 log 2
√
nδn + 2δ
(1)
n (log |U × X ×W ×Y × V| − log δ(1)n ) and δ(1)n is defined in Lemma 13.
Now that we have proven the asymptotical independence of two consecutive blocks, we use Lemma 14 to prove
the asymptotical independence of all blocks. First we need an intermediate step.
Lemma 15: We have
V
(
P˜L1:k ,
k∏
i=1
P˜Li
)
≤ √k − 1δ(3)n
where δ(3)n is defined in Lemma 14.
Finally, we prove the asymptotical independence of all blocks.
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Lemma 16: We have
V
(
P˜L1:k , P¯
⊗nk
UXY V
)
≤ δ(5)n
where δ(5)n :=
√
k(δ
(3)
n + δ
(2)
n ) and δ
(2)
n and δ
(3)
n are defined in (71) and Lemma 14 respectively.
VII. CONCLUSIONS AND PERSPECTIVES
In this paper we have developed an inner and an outer bound for the strong coordination region when the
input and output signals have to be coordinated with the source and reconstruction. Despite the fact that we have
fully characterized the region in some special cases in Section V, inner and outer bound differ in general on the
information constraint. Closing this gap is left for future study.
The polar coding proof in Section VI, though it provides an explicit coding scheme, relies on a chaining
construction over several blocks, which is not practical for delay-constrained applications. This is another issue that
may be studied further.
Some important questions have not been addressed in this study and are left for future work. By coordinating
signals and actions, the synthesized sequences would appear to be statistically indistinguishable from i.i.d. to an
outside observer. As suggested in the example in Section V-D, this property could be exploited in a more general
setting where two legitimate nodes wish to coordinate while concealing their actions from an eavesdropper who
observes the signals sent over the channel.
Moreover, our results could be extended to a strategic coordination setting. This represents a scenario where the
objectives of the two agents are not necessarily aligned, and has been investigated for empirical coordination in
[41, 42].
APPENDIX A
PROOF OF PRELIMINARY RESULTS
Proof of Lemma 6: We have
I(At;A∼t) = H(At)−H(A) +H(A)−H(At|A∼t)
and we prove separately that
H(A)−H(At|A∼t) ≤ f(ε),
H(At)−H(A) ≤ f(ε).
First, we need two results.
Lemma 17 ([43, Lemma 2.7]): Let P and Q two distributions on A such that V(P,Q) = ε and ε ≤ 1/2, then
|H(P )−H(Q)| ≤ ε log |A|
ε
.
Lemma 18 ([28, Lemma 3.2]): If V(PAPB|A, QAQB|A) ≤ ε then
P{A ∈ A|V(PB|A=a, QB|A=a) ≤
√
ε} ≥ 1− 2√ε.
Now, consider the set E := {a ∈ An−1|V(PAt|A∼t=a, P¯A) ≤
√
ε}. By Lemma 18, P{E} ≥ 1− 2√ε.
Then, we have
H(A)−H(At|A∼t) = H(A)−
∑
a∈An−1
PA∼t(a)H(At|A∼t = a) =
∑
a∈An−1
(PA∼t(a)H(A)−PA∼t(a)H(At|A∼t = a))
=
∑
a∈E
(PA∼t(a)H(A)− PA∼t(a)H(At|A∼t = a)) +
∑
a∈Ec
(PA∼t(a)H(A)− PA∼t(a)H(At|A∼t = a)) (61)
(a)
≤
∑
a∈E
PA∼t(a)δ + P{Ec} (H(At) +H(A)) ≤ δ + 2
√
ε (2H(A) + δ)
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where (a) comes from the fact that by Lemma 17 for a ∈ E
|H(At|A∼t = a)−H(A)| ≤ ε log |A|
ε
:= δ.
Lemma 17 also implies that
|H(At)−H(A)| ≤ δ. (62)
Hence by (61) and (62), we have I(At;A∼t) ≤ 2
√
ε(2H(A) + δ) + 2δ.
Proof of Lemma 7: The proof of (1) comes directly from Lemma 6:
n∑
t=1
I(At;A
t−1B∼t|Bt) ≤
n∑
t=1
I(At;A∼tB∼t|Bt) ≤
n∑
t=1
I(AtBt;A∼tB∼t) ≤ nf(ε). (63)
To prove (2), we have
H(C|Bn) ≥ I(An;C|Bn) =
n∑
t=1
I(At;C|At−1B∼tBt)
=
n∑
t=1
I(At;CA
t−1B∼t|Bt)−
n∑
t=1
I(At;A
t−1B∼t|Bt)
≥
n∑
t=1
I(At;CB∼t|Bt)−
n∑
t=1
I(At;A
t−1B∼t|Bt)
(a)
≥
n∑
t=1
I(At;CB∼t|Bt)− nf(ε) = nI(AT ;CB∼T |BTT )− nf(ε)
= nI(AT ;CB∼TT |BT )− nI(AT ;T |BT )− nf(ε)
≥ nI(AT ;CB∼TT |BT )− nI(ATBT ;T )− nf(ε)
where (a) comes from Lemma 7.
APPENDIX B
PROOF OF REMARK 7
We want to prove that there exists a fixed binning that satisfy both the conditions in Section IV-A2 and Section
IV-A3. If we denote with Eϕ1ϕ2 and Eϕ2 the expected value with respect to the random binnings, for all ε, there
exists n¯ such that ∀n ≥ n¯
Eϕ1ϕ2
[
V
(
P¯ϕ1ϕ2UnSnZnFC , QFQC P¯UnSnZn
)]
<
ε
2
Eϕ2 [V(P¯
ϕ2
UnSnZnXnY nV nF , QF P¯UnSnZnXnY nV n)] <
ε
2
which implies by Markov’s inequality
Pϕ1ϕ2
{
V
(
P¯ϕ1ϕ2UnSnZnFC , QFQC P¯UnSnZn
)
< ε
}
>
1
2
Pϕ2{V(P¯ϕ2UnSnZnXnY nV nF , QF P¯UnSnZnXnY nV n) < ε} >
1
2
. (64)
In Section IV-A2 and IV-A3 we have chosen the binnings (ϕ′1, ϕ′2) and ϕ′′2 respectively such that
lim
n→∞V
(
P¯
ϕ′1ϕ
′
2
UnSnZnFC , QFQC P¯UnSnZn
)
= 0
lim
n→∞V(P¯
ϕ′′2
UnSnZnXnY nV nF , QF P¯UnSnZnXnY nV n) = 0.
It follows from (64) that the intersection of the two sets is non-empty, therefore there exists a binning ϕ∗2 that
satisfies both conditions.
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APPENDIX C
COMPARISON BETWEEN I(XUS;Y Z) AND I(XS;Y ) + I(U ;Z)
Observe that
I(XUS;Y Z) = I(XS;Y Z) + I(U ;Y Z|XS)
(a)
= I(XS;Y ) + I(U ;Z) + I(SXY ;Z)− I(Y ;Z) + I(UZ;SXY )− I(SXY ;Z)− I(U ;XS)
(b)
= I(XS;Y ) + I(U ;Z)− I(Y ;Z) + I(UZ;SX)− I(U ;XS)
= I(XS;Y ) + I(U ;Z)− I(Y ;Z) + I(Z;SX|U) + I(U ;XS)− I(U ;XS)
(c)
= I(XS;Y ) + I(U ;Z)− I(Y ;Z) + I(Z;S|U)
where (a) follows from basic properties of the mutual information, (b) and (c) from the Markov chains Y −XS−UZ
and X−US−Z respectively. If we note ∆ := I(Z;S|U)−I(Y ;Z), then I(XUS;Y Z) = I(XS;Y )+I(U ;Z)+∆
where ∆ may be either positive or negative, for instance:
• in the special case where S − U − Z holds and Y = Z, ∆ = −H(Y ) ≤ 0,
• if we suppose Y independent of Z, ∆ = I(Z;S|U) ≥ 0.
APPENDIX D
PROOF OF LEMMA 11.
To prove that I(YtZt;C,X∼tU∼tS∼tY∼tZ∼t|XtUtSt) = 0, we have
I(YtZt;CX∼tS∼tU∼tY∼tZ∼t|XtStUt)
= I(Zt;CX∼tS∼tU∼tY∼tZ∼t|XtStUt) + I(Yt;CX∼tS∼tU∼tY∼tZ∼t|XtStUtZt)
= I(Zt;CXtX∼tS∼tU∼tY∼tZ∼t|StUt)− I(Zt;Xt|StUt)
+ I(Yt;CUtZtX∼tS∼tU∼tY∼tZ∼t|XtSt)− I(Yt;UtZt|XtSt)
≤ I(Zt;CXnS∼tU∼tY∼tZ∼t|StUt) + I(Yt;CUnZnX∼tS∼tY∼t|XtSt)
≤ I(Zt;CXnY nS∼tU∼tZ∼t|StUt) + I(Yt;CUnZnX∼tS∼tY∼t|XtSt)
where both I(Zt;CXnY nS∼tU∼tZ∼t|StUt) and I(Yt;CUnZnX∼tS∼tY∼t|XtSt) are equal to zero because by (14)
the following Markov chains hold:
Zt − (Ut, St)− (C,Xn, Y n, U∼t, S∼t, Z∼t), Yt − (Xt, St)− (C,Zn, Un, X∼t, S∼t, Y∼t).
APPENDIX E
PROOF OF (45)
Define the event of error E as follows:
E :=
{
0 if Un = V n
1 if Un 6= V n .
We note pe := P{Un 6= V n} and recall that by hypothesis the distribution PUnSnZnXnY nV n is ε-close in total
variational distance to the i.i.d. distribution P¯⊗nUSZXY V where the decoder is lossless. Then V(PV n ,1
⊗n
V=U ) < ε and
therefore pe vanishes. By Fano’s inequality [44], we have
H(Un|C, Y n, Zn) ≤ H2(pe) + pe log (|Un| − 1). (65)
Since pe vanishes, H2(pe) is close to zero and the right-hand side of (65) goes to zero. Hence, we have that
H(Un|C, Y n, Zn) ≤ nf(ε), where f(ε) denotes a function which tends to zero as ε does.
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APPENDIX F
PROOF OF PROPOSITION 2
A. Achievability
We show that RUV⊗X is contained in the region RPC ∩RSEP and thus it is achievable.
We consider the subset of RSEP when P¯Y |X(y|x) = 1X=Y {x = y} as the union of all RSEP(W ) with
W = (W1,W2) that satisfies
P¯UW1W2XV = P¯U P¯W2|U P¯V |W2P¯X P¯W1|X ,
I(W1;X) ≥ I(W2;U), (66)
R0 ≥ I(W2;UV ).
Similarly, RPC is the union of all RPC(W ) with W that satisfies
P¯UWXV = P¯U P¯W |U P¯X|UW P¯V |WX ,
H(X) ≥ I(WX;U), (67)
R0 ≥ I(W ;UV |X).
If we choose W = (W1,W2) and we add the hypothesis that (W2, U, V ) is independent of (W1, X), (67) becomes
P¯UW1W2XV = P¯U P¯W2|U P¯V |W2P¯W1P¯X|W1 ,
H(X) ≥ I(W1W2X;U) = I(W2;U), (68)
R0 ≥ I(W1W2;UV |X) = I(W2;UV ).
Note that if we identify X = W1, we have H(X) = I(W1;X) and P¯W1P¯X|W1 = P¯X P¯W1|X = P¯X1X=W1 . Then,
there exists a subset of RSEP and RPC defined as the union over all W2 such that
P¯UW2XV = P¯U P¯W2|U P¯V |W2P¯X ,
H(X) ≥ I(W2;U), (69)
R0 ≥ I(W2;UV ).
Finally, observe that, by definition of the region (56), RUV⊗X is the union over all the possible choices for W2
that satisfy (69) and therefore RUV⊗X ⊆ RPC ∩RSEP.
B. Converse
Consider a code (fn, gn) that induces a distribution PUnXnV n that is ε-close in total variational distance to the
i.i.d. distribution P¯⊗nUV P¯
⊗n
X . Let T be the random variable defined in Section IV-B.
Then, we have
nR0 ≥ H(C)
(a)
≥ I(UnV n;C|Xn) = I(UnV n;CXn)− I(UnV n;Xn)
(b)
≥ I(UnV n;CXn)− nf(ε) =
n∑
t=1
I(UtVt;CX
n|U t−1V t−1)− nf(ε)
=
n∑
t=1
I(UtVt;CX
nU t−1V t−1)−
n∑
t=1
I(UtVt;U
t−1V t−1)− nf(ε)
(c)
≥
n∑
t=1
I(UtVt;CX
nU t−1V t−1)− 2nf(ε) ≥
n∑
t=1
I(UtVt;CX
nU t−1)− 2nf(ε)
= nI(UTVT ;CX
nUT−1|T )− 2nf(ε) = nI(UTVT ;CXnUT−1T )− nI(UTVT ;T )− 2nf(ε)
(d)
≥ nI(UTVT ;CXnUT−1T )− 3nf(ε)
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where (a) follows from basic properties of entropy and mutual information and (b) from the upperbound on the
mutual information in Lemma 1 since we assume V(PUnV nXn , P¯⊗nUV P¯
⊗n
X ) ≤ ε and |U × V| ≥ 4. Finally, since the
distributions are close to i.i.d. by hypothesis, (c) and (d) come from Lemma 6 and [12, Lemma VI.3] respectively.
For the second part of the converse, observe that
0 = H(Xn)− I(Xn;UnC)−H(Xn|UnC) ≤
n∑
t=1
H(Xt)−
n∑
t=1
I(Xn;Ut|U t−1C)−H(Xn|UnC)
≤
n∑
t=1
H(Xt)−
n∑
t=1
I(Xn;Ut|U t−1C) =
n∑
t=1
H(Xt)−
n∑
t=1
I(XnU t−1C;Ut) +
n∑
t=1
I(U t−1C;Ut)
(e)
=
n∑
t=1
H(Xt)−
n∑
t=1
I(XnU t−1C;Ut) = nH(XT |T )− nI(XnUT−1C;UT |T )
≤ nH(XT )− nI(XnUT−1CT ;UT ) + nI(T ;UT ) = nH(XT )− nI(XnUT−1CT ;UT ).
where (e) follows from the i.i.d. nature of the source P¯U .
Then, we identify the auxiliary random variable Wt with (C,Xn, U t−1) for each t ∈ J1, nK and W with
(WT , T ) = (C,X
n, UT−1, T ).
APPENDIX G
PROOF OF CARDINALITY BOUNDS
Here we prove separately the cardinality bound for all the outer bounds in this paper. Note that since the proofs
are basically identical we will prove it in the first case and then omit most details in all the other cases. First, we
state the Support Lemma [29, Appendix C].
Lemma 19: Let A a finite set and W be an arbitrary set. Let P be a connected compact subset of probability
mass functions on A and PA|W be a collection of conditional probability mass functions on A. Suppose that hi(pi),
i = 1, . . . , d, are real-valued continuous functions of pi ∈ P . Then for every W defined on W there exists a random
variable W ′ with |W ′| ≤ d and a collection of conditional probability mass functions PA|W ′ ∈ P such that∑
w∈W
PW (w)hi(PA|W (a|w)) =
∑
w∈W ′
PW ′(w)hi(PA|W ′(a|w)) i = 1, . . . , d.
Proof of cardinality bound of Theorem 1: We consider the probability distribution P¯U P¯W |U P¯X|UW P¯Y |X P¯V |WY
that is ε-close in total variational distance to the i.i.d. distribution. We identify A with {1, . . . , |A|} and we consider
P a connected compact subset of probability mass functions on A = U × X × Y × V . Similarly to [14], suppose
that hi(pi), i = 1, . . . , |A|+ 4, are real-valued continuous functions of pi ∈ P such that:
hi(pi) =

pi(i) for i = 1, . . . , |A| − 1
H(U) for i = |A|
H(UXV |Y ) for i = |A|+ 1
H(Y |UX) for i = |A|+ 2
H(V |Y ) for i = |A|+ 3
H(V |UXY ) for i = |A|+ 4
.
Then by Lemma 19 there exists an auxiliary random variable W ′ taking at most |U ×X ×Y ×V|+ 4 values such
that:
H(U |W ) =
∑
w∈W
PW (w)H(U |W =w) =
∑
w∈W ′
PW ′(w)H(U |W ′=w) = H(U |W ′),
H(UXV |YW ) =
∑
w∈W
PW (w)H(UXV |YW =w) =
∑
w∈W ′
PW ′(w)H(UXV |YW ′=w) = H(UXV |YW ′),
H(Y |UXW ) =
∑
w∈W
PW (w)H(Y |UXW =w) =
∑
w∈W ′
PW ′(w)H(Y |UXW ′=w) = H(Y |UXW ′),
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H(V |YW ) =
∑
w∈W
PW (w)H(V |YW =w) =
∑
w∈W ′
PW ′(w)H(V |YW ′=w) = H(V |YW ′),
H(V |UXYW ) =
∑
w∈W
PW (w)H(V |UXYW =w) =
∑
w∈W ′
PW ′(w)H(V |UXYW ′=w) = H(V |UXYW ′).
Then the constraints on the conditional distributions, the information constraints and the Markov chains are still
verified since we can rewrite the inequalities in (4) and the Markov chains in (5) as
H(U)−H(U |W ) ≤ I(X;Y ),
R0 ≥ H(UXV |Y )−H(UXV |WY ),
I(Y ;UW |X) = H(Y |X)−H(Y |UXW ) = 0,
I(V ;UX|YW ) = H(V |YW )−H(V |UXYW ) = 0.
Note that we are not forgetting any constraints: to preserve H(U) − H(U |W ) ≤ I(X;Y ) we only need to fix
H(U |W ) because the other quantities depend only on the joint distribution PUXY V (which is preserved). Similarly,
once the distribution P¯UXY V is preserved, the difference H(UXV |Y ) − H(UXV |WY ) only depends on the
conditional entropy H(UXV |WY ) and the difference H(Y |X)−H(Y |UXW ) only depends on H(Y |UXW ).
Proof of cardinality bound of Theorem 2: Here let A = U × S × Z × X × Y × V and suppose that hi(pi),
i = 1, . . . , |A|+ 5, are real-valued continuous functions of pi ∈ P such that:
hi(pi) =

pi(i) for i = 1, . . . , |A| − 1
H(U) for i = |A|
H(USXV |Y Z) for i = |A|+ 1
H(Y |USX) for i = |A|+ 2
H(V |Y Z) for i = |A|+ 3
H(V |Y ZUSX) for i = |A|+ 4
H(Z|Y USX) for i = |A|+ 5
.
By the Markov chain Z−(U, S)−(X,Y,W ), the mutual information I(Z;XYW |US) is zero and once the distribu-
tion P¯USZXY V is preserved, the mutual information I(Z;XYW |US) = H(Z|US)−H(Z|USXYW ) only depends
on H(Z|Y USX). Therefore there exists an auxiliary random variable W ′ taking at most |U×S×Z×X×Y×V|+5
values such that the constraints on the conditional distributions and the information constraints are still verified.
Proof of cardinality bound of Theorem 3: Similarly, here let A = U × Z × X × V and suppose that hi(pi),
i = 1, . . . , |A|+ 4, are real-valued continuous functions of pi ∈ P such that:
hi(pi) =

pi(i) for i = 1, . . . , |A| − 1
H(U |XZ) for i = |A|
H(UV |XZ) for i = |A|+ 1
H(V |XZ) for i = |A|+ 2
H(V |ZUX) for i = |A|+ 3
H(Z|UX) for i = |A|+ 4
.
The information constraint in Theorem 3 can be written as
H(X) + I(W ;Z|X)− I(WX;U) = H(X) + I(WX;Z)− I(Z;X)− I(WX;U)
(a)
=H(X)− I(Z;X) + I(WX;Z)− I(WX;UZ) = H(X)− I(Z;X) + I(WX;U |Z)
= H(X)− I(Z;X) +H(U |Z)−H(U |WXZ) ≥ 0
where (a) follows from the fact that I(WX;UZ) = I(WX;U) by the Markov chain Z −U − (W,X). By fixing
H(UV |XZ) the constraint on the bound for R0 is satisfied and similarly to the previous cases the Markov chains
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are still verified. Thus there exists an auxiliary random variable W ′ taking at most |U ×Z ×X ×V|+ 4 values.
Proof of cardinality bound of Theorem 4: For the lossless decoder, we rewrite the constraints in the equivalent
characterization of the region (46) as:
H(U) ≤ H(Y Z)−H(Y Z|UW ),
R0 ≥ I(W ;USX|Y Z) +H(U |WY Z) = H(USX|Y Z)−H(USX|WY Z) +H(U |WY Z)
= H(USX|Y Z)−H(USX) +H(U) +H(SX|U)−H(SX|UWY Z).
Then let A = U ×S ×Z×X ×Y and suppose that hi(pi), i = 1, . . . , |A|+ 3, are real-valued continuous functions
of pi ∈ P such that:
hi(pi) =

pi(i) for i = 1, . . . , |A| − 1
H(Y Z|U) for i = |A|
H(SX|UY Z) for i = |A|+ 1
H(Y |USX) for i = |A|+ 2
H(Z|Y USX) for i = |A|+ 3
.
and therefore there exists an auxiliary random variable W ′ taking at most |U × S × Z × X × Y|+ 3 values.
Proof of cardinality bound of Theorem 5: For case of separation between channel and source, we consider
the following equivalent characterization of the information constraints:
0 ≤ H(Y Z)−H(Y Z|W1W2)−H(US) +H(US|W1W2),
R0 ≥ H(USXV |Y Z)−H(USXV |Y ZW1W2)
In this case we have W = (W1,W2). Let A = U ×S ×Z ×X ×Y ×V and suppose that hi(pi), i = 1, . . . , |A|+ 3,
are real-valued continuous functions of pi ∈ P such that:
hi(pi) =

pi(i) for i = 1, . . . , |A| − 1
H(US) for i = |A|
H(USXV |Y Z) for i = |A|+ 1
H(V |Z) for i = |A|+ 2
H(V |UZ) for i = |A|+ 3
.
Then there exists an auxiliary random variable W ′ = (W ′1,W ′2) taking at most |U × S × Z × X × Y × V| + 3
values.
APPENDIX H
POLAR CODING ACHIEVABILITY PROOFS
Here we prove the results used in the achievability proof of Theorem 6.
Proof of Lemma 13: Similarly to [2, Lemma 5], we first prove that in each block i ∈ J1, kK
D
(
P¯⊗nUW
wwwP˜Un(i)W˜n(i)) = nδn. (70)
In fact, we have
D
(
P¯⊗nUW
wwwP˜Un(i)W˜n(i))(a)=D(P¯⊗nURwwwP˜Un(i)R˜n(i)) (b)=D(P¯Rn|UnwwwP˜R˜n(i)|Un(i)∣∣∣P¯Un)
(c)
=
n∑
j=1
D
(
P¯Rj |Rj−1Un
wwwP˜R˜(i),j |R˜j−1(i) Un(i)∣∣∣P¯Rj−1Un)
(d)
=
∑
j∈A1∪A2
D
(
PRj |Rj−1Un
wwwP˜R˜(i),j |R˜j−1(i) Un(i)∣∣∣P¯Rj−1Un)
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(e)
=
∑
j∈A1∪A2
(
1−H(Rj | Rj−1Un)
) (f)
<δn|VW |U | ≤ nδn,
where (a) comes from the invertibility of Gn, (b) and (c) come from the chain rule, (d) comes from (58) and
(59), (e) comes from the fact that the conditional distribution P˜R˜(i),j |R˜j−1(i) Un(i) is uniform for j in A1 and A2 and
(f) from (57). Therefore, applying Pinsker’s inequality to (70) we have
V
(
P˜
Un(i)W˜
n
(i)
, P¯⊗nUW
)
≤
√
2 log 2
√
nδn := δ
(2)
n → 0. (71)
Note that Xn(i) is generated symbol by symbol from U
n
(i) and W˜
n
(i) via the conditional distribution P¯X|UW and Y
n
(i)
is generated symbol by symbol via the channel P¯Y |X . By Lemma 3, we add first Xn(i) and then Y
n
(i) and we obtain
that for each i ∈ J1, kK,
V
(
P˜
Un(i)W˜
n
(i)X
n
(i)Y
n
(i)
, P¯⊗nUWXY
)
=V
(
P˜
Un(i)W˜
n
(i)
, P¯⊗nUW
)
≤δ(2)n (72)
and therefore the left-hand side of (72) vanishes.
Observe that we cannot use Lemma 3 again because V n(i) is generated using Ŵ
n
(i) (i.e. the estimate of W
n
(i) at
the decoder) and not W˜n(i). By the triangle inequality for all i ∈ J1, kK
V
(
P˜
Un(i)Ŵ
n
(i)X
n
(i)Y
n
(i)
, P¯⊗nUWXY
)
≤V
(
P˜
Un(i)Ŵ
n
(i)X
n
(i)Y
n
(i)
, P˜
Un(i)W˜
n
(i)X
n
(i)Y
n
(i)
)
+V
(
P˜
Un(i)W˜
n
(i)X
n
(i)Y
n
(i)
, P¯⊗nUWXY
)
. (73)
We have proved in (72) that the second term of the right-hand side in (73) goes to zero, we show that the first
term tends to zero as well. To do so, we apply Proposition 1 to
A = Un(i)Ŵ
n
(i)X
n
(i)Y
n
(i) A
′ = Un(i)W˜
n
(i)X
n
(i)Y
n
(i)
P = P˜
Un(i)Ŵ
n
(i)X
n
(i)Y
n
(i)
P ′ = P˜
Un(i)W˜
n
(i)X
n
(i)Y
n
(i)
on A = U ×W ×X × Y . Since it has been proven in [39] that
pe := P
{
Ŵn(i) 6= W˜n(i)
}
= O(δn)
we find that V
(
P˜
Un(i)Ŵ
n
(i)X
n
(i)Y
n
(i)
, P˜
Un(i)W˜
n
(i)X
n
(i)Y
n
(i)
)
≤ 2pe and therefore
V
(
P˜
Un(i)Ŵ
n
(i)X
n
(i)Y
n
(i)
, P¯⊗nUWXY
)
≤ 2pe + δ(2)n = δ(1)n → 0.
Since V ni is generated symbol by symbol from Ŵ
n
i and Y
n
i , we apply Lemma 3 again and find
V
(
P˜
Un(i)Ŵ
n
(i)X
n
(i)Y
n
(i)V
n
(i)
, P¯⊗nUWXY V
)
≤ δ(1)n → 0. (74)
Proof of Lemma 14: For i ∈ J2, kK, we have
D
(
P˜Li−1:iC¯′
wwwP˜Li−1C¯′P˜Li) = I(Li−1C¯ ′;Li)(a)=I(Li; C¯ ′) + I(Li−1;Li|C¯ ′)
(b)
=I(Li; C¯
′) = I(Li; R˜i[A′1])
(c)
=|A′1| −H(R˜i[A′1]|Li)
(d)
= |A′1| −H(R[A′1]|W ) + δ(4)n
(e)
≤|A′1| −
∑
j∈A′1
H(Rj |Rj−1L) + δ(4)n (75)
(f)
≤|A′1| − |A′1|(1− δn) + δ(4)n ≤ nδn + δ(4)n
where (a) comes from the chain rule, (b) from the Markov chain Li−1 − C¯ ′ − Li, (c) from the fact that the bits
in A′1 are uniform. To prove (d) observe that
H(R˜i[A
′
1]|Li)−H(R[A′1]|L) = H(R˜(i)[A′1]Li)−H(R[A′1]L)−H(Li) +H(L)
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(g)
≤δ(1)n log
|U × X ×W ×Y × V|
δ
(1)
n
+δ(1)n log
|U × X × Y × V|
δ
(1)
n
≤ 2δ(1)n (log |U × X ×W ×Y × V| − log δ(1)n ) := δ(4)n
where (g) comes from Lemma 17 since
V
(
P˜Li , P¯
⊗n
UXY V
)
≤ V
(
P˜
LiW˜n(i)
, P¯⊗nUWXY V
)
≤ δ(1)n
that vanishes as n goes to infinity. Finally (e) is true because conditioning does not increase entropy and (f) comes
by definition of the set A′1. Then from Pinsker’s inequality
V
(
P˜Li−1:iC¯′ , P˜Li−1C¯′P˜Li
)
≤
√
2 log 2
√
nδn + δ
(4)
n = δ
(3)
n → 0. (76)
Proof of Lemma 15: We have
D(P˜L1:k
www k∏
i=1
P˜Li)
(a)
=
k∑
i=2
I(Li;L1:i−1) ≤
k∑
i=2
I(Li;L1:i−1C¯ ′)
=
k∑
i=2
I(Li;Li−1C¯ ′) + i−2∑
j=1
I(Li;Li−j−1|Li−j:i−1C¯ ′)

≤
k∑
i=2
I(Li;Li−1C¯ ′) + i−2∑
j=1
I(Li;Li−j−1:i−2|Li−1C¯ ′)

(b)
=
k∑
i=2
I(Li;Li−1C¯ ′)
(c)
≤(k − 1)(nδn + δ(4)n )
where (a) comes from [37, Lemma 15], (b) is true because the dependence structure of the blocks gives the Markov
chain Li−j−1:i−2 − Li−1C¯ ′ − Li and (c) follows from (75). We conclude with Pinsker’s inequality.
Proof of Lemma 16: By the triangle inequality
V
(
P˜L1:k , P¯
⊗nk
UXY V
)
≤ V
(
P˜L1:k ,
k∏
i=1
P˜Li
)
+ V
(
k∏
i=1
P˜Li , P¯
⊗nk
UXY V
)
(77)
where the first term is smaller than
√
k − 1δ(3)n by Lemma 15. To bound the second term, observe that
D
(
k∏
i=1
P˜Li
wwwP¯⊗nkUXY V
)
= D
(
k∏
i=1
P˜Li
www k∏
i=1
P¯⊗nUXY V
)
=
k∑
i=1
D
(
P˜Li
wwwP¯⊗nUXY V ) . (78)
By the chain rule we have that D
(
P˜Li
wwwP¯⊗nUXY V ) ≤ D(P˜LiWn(i)wwwP¯⊗nUWXY V ). Since Xn(i), Y n(i) and V n(i) are
generated symbol by symbol via the conditional distributions P¯X|UW , P¯Y |X and P¯V |WY respectively, by Lemma
4 we have that
D
(
P˜LiWn(i)
wwwP¯⊗nUWXY V ) = D(P˜Un(i)Wn(i)wwwP¯UW) . (79)
Hence, we have
D
(
k∏
i=1
P˜Li
wwwP¯⊗knUXY V
)
=
k∑
i=1
D
(
P˜Li
wwwP¯⊗nUXY V ) (a)≤ k∑
i=1
D
(
P˜Un(i)Wn(i)
wwwP¯⊗nUW) (b)=knδn
where (a) follows from the chain rule and (79) and (b) comes from (70).
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Then, by Pinsker’s inequality, (77) becomes:
V
(
P˜L1:k , P¯
⊗nk
UXY V
)
≤ √k − 1δ(3)n +
√
kδ(2)n ≤
√
k(δ(3)n + δ
(2)
n ) = δ
(5)
n → 0.
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