Abstract-This correspondence describes a new quantization technique
I. INTRODUCTION
Waveform encoding methods based on pulse code modulation (PCM) or differential PCM (DPCM) may employ linear, nonlinear, or adaptive quantizers
[ 1 ] -[ 31 . Adaptive delta modulation (ADM) i s a special case of a DPCM coder. Adaptive DPCM coders, which use only half the bandwidth needed by conventional PCM coders, are being standarized for voice communication. While the existing 1-law and A-law coders have fixed nonuniform quantizers, ADPCM coders are based upon adaptive quantizers.
Adaptive quantization is of two types-instantaneous and syllabic. The former can change its step size for every sample, while.in the latter it is much slower (following the envelope variation in speech). Although instantaneous quantizers have good attack and decay times, they are prone to a little more (1 ms for a sampling rate of 8 kHz), while the step size reduces by half in a time that varies between 4 and 16 ms, depending upon the initial step size.
As an example, a 4 bit quantizer can have 15 values of B , between -7 and +7 (since the implementation reported excludes the all-zero code).
If the threshold is selected as 5, the filter output is increased by 256 every time
However, when the step size is doubled, even though the threshold is 5, the absolute value represented by this threshold is doubled. To make the transition smoother, four nonlinear laws have been used, each with different thresholds. It must be noted, however, that during the time it takes i(n) t o change by one unit (up or down), the quantizer will be the same.
While it seems to 6e similar to the hybrid scheme, the pseudosyllabic system is different for the following reasons. During the time of eight samples required for step increase or during the time required for step size decrease, the quantizer is fixed. On the other hand, in the hybrid scheme, even during this time the step size can change based on the instantaneous algorithm. In fact, if JAQ is used, the step size can double in just one or two samples. This is particularly efficient in avoiding clipping in PCM or slope overload in DPCM. Likewise, the time taken to halve the step size would be longer in the pseudosyllabic system, and during this time we have the fixed step size. Of the different instantaneous adaptive algorithms available, we have chosen two for our study-Jayant's adaptive quantizer (JAQ) [ 11 and the incremental adaptive quantizer (IAQ) [2] . PCM and DPCM (single tap predictor) coders have been simulated on a DEC-IO computer using sinusoidal, correlated Gaussian random signal, and digitized speech inputs.
In the case of the IAQ, the hybrid quantizer offers a substantial increase in dynamic range, while in the case of JAQ, there is not any significant increase. The reasons for and the implications of this are presented in the concluding section.
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(u2 is the variance and N the number of bits).
Starting with a step size of A,, if the envelope is constant for t l seconds, then at t = t l , the step size will be such that IT, = tl ( T , being the sampling period). During the next sampling time, if the envelope changes by a factor P, then the step size for the next sample is P A ( t , ) and not A ( t l ) . This assumes an instantaneous response.
In practice, however, the envelope change will take place in a finite time (albeit small) and during the transitions the step size would not have stabilized to the optimum value.
The syllabic adaptation is achieved as follows. The output of the quantizer (analog samples) is rectified and filtered t o produce the envelope which then multiplies the minimum step size. The filter is a two-pole 
Ao(n) is the minimum step size at the nth sampling instant (=A, if it is not a hybrid quantizer, and =Ao X envelope of the input at the ( n -1)th instant if it is a hybrid quantizer).
The quantizer schematic was shown in Fig. 2 , and Fig, 4 shows the hardware realization. Both types of the HAQ have been used for PCM and the familiar single tap predictor ADPCM (Fig. 3) . The multipliers used for the J A Q in PCM and DPCM coders are different, as discussed by Jayant [ 
11.
The IAQ is shown in Fig. 5 . 
SIMULATION AND RESULTS
Figs. 6-10 highlight the performance of the hybrid quantizer. Figs. 6 and 7 provide the results for PCM coders with sinusoidal and random inputs, respectively, while Figs. 8-10 are for DPCM coders, the inputs being, respectively, a 1020 Hz sinewave, random noise band limited to within 300 and 3400 Hz, and speech. The digitized speech has a sampling rate of 10 kHz. For speech signals, the segment SNR [ 8 J is computed. All the values of SNR are computed over 10 000 samples. In the normal adaptive quantizer, the ratio of the maximum to minimum step size is limited t o 6 0 dB. In the hybrid quantizerthe ratio remains the same but with a difference. The ratio of the largest and smallest steps at any instant is fixed at 100 for the instantaneous adaptation only. Therefore, whenever the envelope is constant, this ratio is 100 but the absolute values of the largest and smallest steps will vary.
There is not much difference between the JAQ and its hybrid version. The reason for this is that the adaptation algorithm is ideally suited for very quick changes in the step size, even when the starting value is grossly suboptimal. This is not the case with the IAQ. If the step increment is too small, the step size change is too slow. So the SNR degrades. On the other hand, if the increment is made proportional to the envelope (hybrid version) the performance is excellent.
While an ordinary version of JAQ seems enough, the hybrid version has certain advantages. While the computer simulation provides a continuum of step sizes, a hardware implementation has to restrict the values to a finite set, This disadvantage can be offset to some extent with a hybrid coder.
IV. CONCLUSIONS A new method of realizing an adaptive quantizer, called the hybrid adaptive quantizer, has been described. The step size adaptation is both instantaneous as well as syllabic-the first part controlled by the digital output and the second part by the envelope of the quantizer output. Simulation results for deterministic, random, and speech signals have been obtained in the case of 3 bit and 4 bit PCM and DPCM quantizers. The instantaneous adaptation algorithms used are Jayant's adaptive quantizer (JAQ) and the incremental adaptive quantizer (IAQ). Although among them there is not much difference in performance, the hybrid versions can offer a large dynamic range and should prove to be especially useful for speech coding. 
