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Cette thèse a comme objectif l'étude. la caractérisation et le développement de nou- 
velles méthodes d'insertion de points de test et de p o h  d'initialisation pour les circuits 
séquentiels dans un contexte de test pseudosléatoire. 
Dans le Chapitre 2, nous étudierons le processus d'initialisation dans les circuits 
séquentiels. Nous proposerons un modèle basé sur des chaînes de Markov modifiées pour 
les modéliser. Ceci nous permettra de montrer que l'initialisation avec des vecteurs 
pseudo-aléatoires est faisable dans plusieurs cas. Pour les circuits résistants à 
I'initiaiisation par des vecteurs pseudo-aléatoires, nous développerons des heuristiques de 
remise à zéro partielle afin de les transformer en circuits faciles à initialiser avec des 
vecteurs pseudo-aléatoires. 
Le chapitre 3 décrit une nouvelle mesure de testabilité dite mobilité. Nous montrerons 
que la mobilité est en mesure de couvrir des problèmes de testabilité séquentiels qui ne 
sont pas couverts par les mesures de testabilité classiques. Nous insistons ici qu'il ne s'agit 
pas de limitations reliées aux hypothèses d'indépendance souvent utilisées dans les 
mesures de testabilité classiques, mais plutôt de limitations reliées a la nature séquentielle 
des circuits analysés. La mobilité est basée sur le concept de probabilité de transition. 
Dans un contexte de test pseudo-aléatoire où l'activité des noeuds internes est souvent 
anormalement élevée, l'estimation de la puissance dissipée devient importante. En effet, 
avec un échauffement excessif, nous risquons de brûler un composant durant le mode test. 
Au chapitre 3, nous développerons également une méthode basée sur la mobilité pour 
estimer la dissipation de puissance dans les circuits CMOS séquentiels. 
vii 
Au chapitre 4, nous aborderons le problème de l'insertion des points de test dans les 
des circuits séquentiels. En utilisant la mobilité et une analyse probabiliste des problèmes 
de detection, nous développerons un ensemble d'heuristiques d'insertion, capables de 
tramformer les circuits séquentiels résistants aux vecteurs pseudo-aleatoires en circuits 
faciles à tester par des vecteun pseudo-aléatoires. 
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ABSTRACT 
In this thesis, we will present. study and characterize new methods for test points 
insertion and initialization points insertion for non-full scan sequential circuits in a 
pseudo-dom testing context. 
In Chapter 2, we will study the initiakation process of sequentiai circuits. We will 
propose a new model based on modified Markov chains processes to mode1 sequential 
circuits behavior. Ushg this model, we will show that initiakation with pseudo-random 
vectors is feasible. For those circuits which resist to the initialization with pseudo-random 
vectors, we will deveiop new partial reset methods to transfomi them into easy to initialize 
ones. 
Chapter 3 descnbes a new testability measure called mobility. We will show that 
mobility can cover several test problems of sequential circuits which are not covered by 
classical testability measures. Note here that the test problems considered in t k s  thesis are 
Merent fiom those related to the independence assumptions often encountered with 
approximate testability measum. They are rather related to the sequential nature of 
sequential circuits. The concept of mobility is based on the transition probabilities of the 
nodes. 
During a pseudo-random test where the activity of the nodes is abnormally high, 
power dissipation estimation is important. In fact, with an excessive hcrease in power 
dissipation, we may b u .  a component during testing. In chapter 3, we will also show how 
mobility masures can be used for estimating power dissipation in CMOS sequential 
circuits. 
In Chapter 4, we wiiI snidy the problem of test points insertion in sequential circuits. 
Using the mobility and a probabilistic analysis of detection problems, we develop a set of 
heuristics to traasfonn hard to test circuits into easy to test ones with pseudo-random 
vectors. 
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CHAPITRE 1 
Le besoin de tester les systèmes électroniques est une nécessité dictée par un marché 
compétitif, où la qualité est un facteur essentiel de la réussite. De nos jours, il est impératif 
d'assurer à uo système électronique un niveau de qualité adéquat avant de le mettre sur le 
marché. De nombreux chercheurs et ingénieurs oeuvrant dans la conception des systèmes 
électroniques affirment qu'une détection tardive des défectuosités est de plus en plus coû- 
teuse. La détection d'une défectuosité au niveau carte en  10 fois plus coûteuse que la 
détection de la même défectuosité au niveau composant; elle est encore 10 fois plus coû- 
teuse si elle e n  détectée lors de l'assemblage du systéme; et si elle est détectée chez le 
client, le coût est encore plus important [115]. Par conséquent, il est avantageux de détec- 
ter une défectuosité le plus tôt possible. 
Le test de production d'un circuit est une sorte d'expérience dans laquelle un circuit 
est stimulé et les résultats qu'il produit sont d y s é s  pour vérifier s'il se comporte correc- 
tement Plusieurs types de tests peuvent être appliqués a un circuit intégré. Les tests para- 
métriques sont souvent appliqués pour vérifier les caractéristiques électriques des circuits 
telles que les tensions de seuils, les courants de fuites, etc ... Les tests fonctionnels sont 
généralement appliqués pour vérifier si un circuit fonctionne correctement (selon les spé- 
cifications fonctionnelles). Quant aux tests structurels (l'objet de la présente thèse1), ils 
sont appliqués pour tester la structure interne d'un circuit intégré. 
1. Dans le reste de la présente thèse, le terme "test" désignera le test structurel. 
La difficulté d'assurer un test adéquat pour un circuit intégré est une conséquence 
directe de l'évolution de la technologie des semi-conducteurs. En effet, cette dernière a 
rendu possible l'intégration de plusieurs centaines de milliers de portes dans la même puce 
[23]. Entre temps, le nombre de broches n'a augmente que comme une fonction de la 
racine carrée du nombre de portes (règle de Rent) [93]. Cette situation rend de plus en plus 
complexe le problème du test des circuits intégrés modernes. 
Le développement d'un test pour un circuit intégré consiste principalement à accom- 
plir les trois tâches suivantes: 
1. la génération des ensembles de vecteurs de test; 
2. l'application de ces ensembles et l'observation de la réponse du Circuit Sous Test 
( c m  
3. la comparaison de la réponse reçue avec la réponse attendue (réponse du bon circuit). 
Les stratégies de test présentement disponibles sont essentiellement destinées à 
réduire la complexité des trois tâches mentionnées ci-haut Par exemple, les techniques de 
conception pour le test (CPT), tel que le balayage complet (défini plus loin), agissent sur 
la structure des circuits séquentiels, dans le but de réduire la complexité de la génération 
des ensembles de vecteurs de test et de faditer l'observation de leurs réponses (réponses 
des circuits) lors de l'application de ces vecteurs. Un autre exemple intéressant sur lequel 
nous reviendrons un peu plus loin est l'autotest intégré "Built-ln Self-Test". Avec ces 
techniques, les trois tâches mentionnées précédemment sont intégrées à l'intérieur du 
CST. Ceci, comme nous le verrons, peut avoir plusieurs caractéristiques désirées. 
Dans le reste de ce chapitre, nous aborderons brièvement les notions de base de la 
modélisation des défectuosités dans les circuits intégrés. Par la suite, nous parlerons des 
différentes méthodes de test proposées dans la littérature (section 1.2). Ainsi, nous décri- 
rons sommairement les techniques de conception pour le test (section 1.2.2) et les techni- 
ques du test pseudo-aléatoire (section 12.3). finale men^ nous discuterons des 
motivations et de l'originalité des travaux présentés dans cette thèse (section 1.3). 
1.1 Modélisation de pannes 
Les dispositifs semi-conducteurs peuvent ètre sujets à différentes défectuosités. Ces 
défectuosités peuvent être dues à des erreurs de conception (i.e. spécifications incomplè- 
tes, inconsistantes ou violations des règles de conception) comme elles peuvent être dues à 
des défectuosités de fabrication ou à des défaillances physiques. Les défectuosités de 
fabrication ne sont pas directement amibuables à une erreur humaine, elles résultent plutôt 
d'une imperfection dans le processus de fabrication. On peut citer l'exemple des courts 
circuits et des circuits ouverts qui sont des défectuosités de fabrication trés Wquentes. 
D'autres défectuosités sont attribuables à des erreurs d'alignement des masques, ou bien à 
une mauvaise encapsdation. Par contre, les défaillances physiques se produisent durant la 
durée de vie d'un système. Elles sont souvent dues à l'usure des composants ou à un stress 
introduit par l'environnement. Il arrive aussi fréquemment que la défaillance en opération 
n o d e  soit le reflet d'une défectuosité qui a anaibli un composant d'une manière non- 
détectable, lors du test à la sortie de l'usine de fabrication. 
En général, les défectuosités ne permettent pas une modélisation facile sur laquelle on 
pourrait baser le développement des tests. La modélisation par des modèles de pannes 
logiques s'est donc imposée comme un moyen convenable pour faciliter le développement 
des tests. En effet, avec un modèle de panne logique, le problème d'analyse des défectuo- 
sités et des défaillances devient un problème logique plutôt que physique. La complexité 
de la génération des vecteurs de test est alors réduite, puisque plusieurs défectuosités dif- 
férentes peuvent être modélisées par une même panne. De plus, dans certains cas, le même 
modèle peut être applicable à plusieurs technologies différentes, rendant ainsi le problème 
du test des circuits intégrés indépendant de la technologie. 
En générai, les modèles de pannes logiques supposent que tous les composants sont 
normaux, autrement dit, iIs ne contiennent aucune défectuosité, et que seules leurs inter- 
connexions peuvent être affectées. Les pannes typiques affectant les interconnexions sont 
les courts circuits et les circuits ouverts. Un court circuit est formé lorsque se connectent 
des Iignes qui ne sont pas supposées l'être, tandis qu'un circuit ouvert résulte d'une con- 
nexion brisée. 
Par exemple, dans plusieurs technologies, un court-circuit entre la masse ou l'alimen- 
tation et une ligne quelconque du circuit peut amener la ligne à prendre une valeur logique 
fixe. Autrement dit, la ligne est collée à une valeur logique O ou 1. Un court-circuit entre 
deux lignes quelconques crée presque toujours une nouvelle fonction logique. Dans cer- 
tains cas, la fonction présentée par le court-circuit peut être un ET câblé (AND bndging 
fault) ou bien un OU câblé (OR bridging fault). 
Depuis quelques décennies, plusieurs modèles de pannes ont vu le jour. Le modèle 
bbcollé-à" (stuck-at) est de loin le plus utilisé malgré ses Limites. Pour ce modèle, chaque 
défectuosité se manifeste au niveau de la structure, par une ligne "collé-à 1 ou à O". De 
plus, dans la plupart des approches au test, une seule panne à la fois est supposée être pré- 
sente dans le circuit, lors du développement du test. Ceci est généralement nécessaire pour 
éviter une explosion de la complexité de la génération des vecteurs de test. Un test pour un 
circuit donné est considéré comme étant bon s'il couvre la majeure partie des pannes 
"collé-à". Dans le présent document, nous ne considérons que le modèle "collé-à" pour 
des pannes uniques. 
1.2 Revue de littérature 
La littérature relative au test est abondante. Les premiers travaux dans le domaine 
remontent aux années soixante [ I O T ] .  En général, les solutions et les techniques de test 
développées jusqu'à présent émergent principalement de deux visions complémentaires: 
1. développer des techniques de test de plus en plus sophistiquées, sans avoir à changer la 
structure du circuit à tester; 
2. agir sur la structure du circuit pour le rendre plus facile à tester avec les méthodes de 
test dont nous disposons actuellement 
En réalité, ces deux visions ne sont pas contradictoires. Au contraire, tout développe- 
ment dans l'une, peut affecter l'autre. Les techniques de génération de vecteurs de test. par 
exemple, s'inscrivent dans le cadre de la première vision. Durant plusieurs années, les 
chercheurs ont mis sur pied un ensemble de techniques de génération de vecteurs de test 
qui deviement actuellement des outils importants dans les méthodologies de conception 
des systèmes électroniques modernes. Par ailleurs, avec des &eaux d'intégration de plus 
en plus élevés, il est souvent très difficile de résoudre les problèmes de test exclusivement 
avec des techniques de génération de vecteurs de test. De nombreux chercheurs ont ainsi 
proposé d'agir sur la structure du circuit lui-même pour en faciliter le test. C'est l'idée 
principale des techniques dites de conception pour le test (CPT) que nous aborderons un 
peu plus bas. Avant d'aller plus loin, nous introduirons dans la prochaine section les 
mesures de testabilité approximatives. Ces mesures ont une grande importance dans les 
techniques de génération, ainsi que dans les techniques CPT. 
1.2.1 Les mesures de testabilité approximatives 
Un des facteurs déterminants de plusieurs techniques de test est I'analyse de la testa- 
bilité. Cette dernière est un processus qui quantifie les problèmes de test dans un circuit 
donné. L'idée principale de l'analyse de testabilité est l'utilisation d'un ensemble de 
mesures faciles à calculer. Ceci nous permet, tout en évitant la complexité des méthodes 
exactes, d'estimer la difficulté de tester un circuit donné et de localiser les sites et la nature 
des problèmes de test. L'analyse de la testabilité est essentiellement basée sur deux 
notions principales qui reflètent la dificulté de tester une panne [26][53]: 
1. la contrôlabilité, 
2. l'observabilité. 
La contrôlabilité est une mesure de la diniculté à contrôler un noeud pour faire appa- 
raintre (sur ce même noeud) l'effet de la panne. L'observabilité est une mesure de la difi- 
culté à observer cet effet sur les sorties primaires. De ce point de vue. la conception pour 
le test peut être considérée comme une discipline destinée à améliorer les deux facteurs 
précédents, dans le but de faciliter le développement d'un test. 
Il existe dans la littérature deux grandes catégories de mesures de testabilité: 
1. les mesures de testabilité déterministes; 
2. les mesures de testabilité probabilistes. 
Dans la première catégorie, nous retrouvons les travaux pionniers de Ruthman [109], 
Stephenson et Grason [13 t 1, et Breuer [24]. Ces travaux ont culminé, peu de temps après, 
par uo des outils de calcul des mesws de testabilité les plus populaires: SCOAP [53][54]. 
Plus récemment, d'autres méthodes, basées sur SCOAP, ont vu le jour [20][104]. 
La procédure de calcul des nombres SCOAP est basée sur le rang logique des noeuds. 
En partant des entrées primaires se dirigeant vers les sorties primaires, les contrôlabilités 
sont calculées selon le rang de chaque noeud. Une fois que toutes les contrôlabilités sont 
calculées, la procédure de calcul des nombres SCOAP commence le calcul des observabi- 
lités, en partant des sorties primaires pour der  vers les entrées primaires. Pour de plus 
amples détails sur le calcul des nombres SCOAP, veuiUez consulter les références spécia- 
lisées [53][54]. 
Avec les mesures de testabilité probabilistes, on s'intéresse plutôt à la proportion des 
vecteurs d'entrées qui peuvent détecter une panne. Autrement dit, les mesures de testabi- 
lité probabilistes, comme leur nom l'indique, donnent une estimation de la probabilité de 
détection d'une panne. Les techniques de calcul des mesures de testabilité probabilistes 
que l'on retrouve dans la littérature peuvent être réparties en deux groupes. 
1. les techniques probabilistes: basées sur I'éude probabiliste du circuit sans considéra- 
tion des vecteurs d'entrée; 
2. les techniques statistiques: basées sur des simulations logiques d'un ensemble fuÿ de 
vecteurs de test. 
Une étude comparative des différentes techniques de calcul des mesures de testabilité 
fut publiée dans [61]. Les techniques statistiques semblent être efficaces si nous assurons 
un nombre de vecteurs de test adéquat. Malheureusement, les simulations logiques. 
qu'utilisent les techniques statistiques, sont relativement coûteuses et chaque vecteur de 
test additionnel contribuera a augmenter ces coûts. De plus, la précision de calcul dépend 
fortement du nombre d'échantillons (vecteurs) utilisés. Les pannes difficiles à tester, qui 
généralement exigent un grand nombre de vecteurs de test, peuvent complètement échap- 
per à la détection par les techniques statistiques. 
Les techniques probabiiistes sont essentiellement basées sur des considérations pro- 
babilistes [44] [64] [1 161 [ 1261. Historiquement, ces mesures furent développées pour les 
circuits combinatoires. Par exemple, les nombres COP [27][28], une des premières métho- 
des proposées pour les mesures de testabilité probabilistes ne supportent pas les circuits 
séquentiels. Compte tenu de ce fat, Jain et Agrawal [64] ont proposé une méthode de cal- 
cul des m e m s  de testabilité probabilistes qui couvre entre autre les circuits séquentiels. 
Cette méthode est basée sur des statistiques collectées à partir d'une simulation logique et 
sur des concepts de propagation des observabilités, semblables à ceux qui sous-tendent 
COP. Récemment, d'autres mesures purement probabilistes pour les circuits séquentiels 
ont vu le jour [17[75][129]. Le chapitre 2 constitue, entre autre, une contribution aux 
mesures de testabilité pour les circuits séquentiels. Nous reviendrons donc sur ce sujet 
avec plus de détails au chapitre 2. 
Les nombres COP sont principalement 3 nombres qui peuvent être calcuiés pour cha- 
que noeud 'W. De la même manière qu'avec la procédure de calcul des nombres SCOAP, 
la procédure de calcul des nombres COP traverse le circuit en partant des entrées primai- 
res vers les sorties primaires pour calcula d'abord les contrôiabilités de tous les noeuds. 
Pour chaque type de porte, nous possédons une formule qui détermine les contrôlabilités 
de sa sortie en fonction de celles de ses entrées. Les observabilités sont ensuite calculées 
en allant vers les entrées primaires à partir des sorties primaires. De même. pour chaque 
type de porte, il existe une formule, qui pour chacune des entrées, donne son observabilité 
en fonction de I'observabilité de sa sortie et des contrôlabilités des autres entrées (de la 
même porte). 
La précision des mesures de testabilité a fait l'objet de plusieurs publications. Ainsi, 
dans [10][88], les auteurs ont montré le caractère approximatif des nombres SCOAP. De 
même pour les mesures prcbâbiiistes, des chercheurs [48][6 1 ][Il71 ont montré que les 
hypothèses d'indépendance entre les entrées d'une même porte et entre I'observabilité et 
les contrôlabilités sont a la base d'une perte de précision des mesures COP. Ainsi, en pré- 
sence de sortance reconvergeantes, ces mesures peuvent complètement échapper certains 
sites de problèmes de test Par contre, ces hypothèses s'avèrent très utiles pour garder la 
complexité du calcul des nombres COP linéaire en fonction du nombre de portes d'un cir- 
cuit. 
1.2.2 Conception pour le test 
Les techniques de conception pour le test sont des techniques qui visent à tenir 
compte très tôt des problèmes de test durant le cycle de design. Avec l'avènement des 
outils de synthèse, plusieurs techniques pour faciliter le test du produit synthétisé ont vu le 
jour. Bien que ces techniques peuvent être considérées comme des techniques de concep 
tion pour le test, le terme "synthèse pour le test" est souvent utilisé. Dans ce qui suit, nous 
ne nous attarderons qu'aux techniques dites de conception pour le test, excluant celles 
dites techniques de synthèses pour le test. 
Les techniques de CPT qui existent dans la littérature peuvent être divisées en deux 
groupes: 
1. les techniques structurées; 
2. les techniques ad hoc. 
12.2.1 Les techniques de test structuré 
Si nous faisons abstraction des techniques qui visent à pallier aux limites de précision 
des modèles de pannes, les techniques de test structurées développées récemment sont 
essentiellement destinées aux circuits séquentiels. En effet, I'etat de l'art des techniques 
de test des circuits combinatoires est relativement mature [35]. Cependant, ceci n'est pas 
le cas avec les circuits séquentiels où le test introduit des problèmes reliés à l'existence 
des déments de mémoire et des Lignes de rétroaction [4]. 
Pour tester un circuit séquentiel nous devons: 
1. initialiser le circuit en contrôlant les éléments de mémoire; sans I'initialisation, la 
réponse du circuit ne peut être prédite avec certitude; 
2. appliquer une séquence de plusieurs vecteurs de test. 
Pour détecter une panne daas un circuit séquentiel, nous devons d'abord amener le 
circuit à travers son diagramme de transition d'états, jusqu'à un état où la panne en ques- 
tion est excitée, ensuite nous devons assurer la propagation de son effet (de la panne), tou- 
jours à travers le diagramme de transition, jusqu'à une sortie primaire. Donc, en plus des 
problèmes de dépendance shuctrneile entre les noeuds, nous devons tenir compte des 
dépendances temporelles dans le cas des circuits séquentiels. Dans ce qui suit, nous ne 
mentionnerons que deux approches représentatives des techniques CPT. 
Baiayage complet. Il y a plus de deux décennies, plusieurs chercheurs [ 1 31 [43][47] ont 
proposé de convertir le problème de test des.circuits séquentiels en un problème de test 
des circuits combinatoires. L'idée principale sous-jacente à ces techniques est de tramfor- 
mer les éléments de mémoires, dans le but de les relier entre eux dans une (ou plusieurs) 
longw(s) chaîne(s) de balayage durant le mode test. De cette manière, tous les éléments 
de mémoire deviennent directement contrôlables et observables, via la chaûie de balayage. 
Ces techniques, connues sous le nom de balayage complet, sont très répandues. 
Actuellement, elles sont devenues la norme dans l'industrie des dispositifs à semi-conduc- 
teurs; et ceci malgré la résistance de certains concepteurs [19]. 
Cette résistance émane en réalité de certains inconvénients que peut poser l'adoption 
de telles techniques. Parmi ces inconvénients, nous citons sans être exhaqisuf: 
1. la circuiterie ajoutée, pour pouvoir transformer les éléments de mémoire en chaîne de 
balayage complète durant le "mode test"; 
2. la dégradation de la performance encourue par l'ajout de circuiterie. Ceci est particuliè- 
rement problématique dans le cas des applications à haute perfomance ou les chemins 
critiques sont nombreux; 
3. l'augmentation du temps d'application du test, car nous devons charger la chaine de 
balayage à chaque fois qu'un vecteur de test doit être applique sur la partîe combina- 
toire du circuit, capturer la réponse du circuit et faire décaler l'information retenue dans 
la chaîne pour en lire son contenu; 
4. la qualité du test. En effet, avec les techniques de balayage, le test est appliqué sous des 
conditions temporelles moins sévères que les conditions de fonctionnement n o r d  
("al-speed'). Par conséquent, certains problèmes de test (qui sont peu ou pas modélisés 
par le modèle de pannes colle-à) peuvent échapper à la détection, affectant ainsi la qua- 
lité du test. 
Baiayage partiel Pour remédier partiellement aux problèmes encourus par le balayage 
complet, plusieurs auteurs [133][134] ont proposé les techniques de chaîne de balayage 
partiel (dites balayage partiel). Avec ces techniques, seule une partie des éléments de 
mémoire sera sélectionnée pour former une chaîne de balayage partiel. Ainsi, la circuiterie 
ajoutée est réduite, la dégradation des performances peut être améliorée en évitant les che- 
mins critiques. et fuialement le temps d'application de chaque vecteur de test sera réduit. 
En réalité, une comparaison des techniques de balayage partiel avec celles du 
balayage complet n'est pas aussi simple, tel que nous l'avons présente ci-haut. Plusieurs 
auteurs remettent en cause les bienfaits du balayage partiel. En effet, le problème de la 
génération algorithmique demeure dans ce cas, essentiellement séquentiel. Par consé- 
quent, le gain au niveau de la circuiterie, ou au niveau du temps d'application, peut facile- 
ment être annulé ou même devenir une perte nette à cause de la complexité de la 
génération aigorithmique et de la perte en couvemire de pannes. 
De toute façon, le balayage partiel a fait ITobjei d'un très grand nombre de publica- 
tions comme en témoigne la liste bibliographique ci-jointe [8] 191 1341 [3 51 1361 [3 71 [3 81 
[39][57][69]. Un problème relié au balayage partiel consiste à choisir panni un p d  
nombre d'éléments de mémoire d'un circuit, un sous-ensemble qui sera inclus dans une 
chaîne de balayage. Ceci a pour but de garantir un certain niveau de test (exprimé souvent 
en pourcentage de pannes détectées) tout en minimisant les inconvénients qui en résultent- 
Les techniques de choix des éléments de mémoire qui existent dans la littérature, peu- 
vent êîre divisées en trois catégories: 
1. les techniques basées sur les mesures de testabilité [ 1 3 31; 
2. les techniques basées sur la génération aigorithmique [3 61 [3 81; 
3. les techniques structurelles [35] [57]; 
L'idée principale de la léecatégorie est d'extraire un ensemble de paramètres à partir 
d'un ensemble de mesures de testabilité. Ces paramètres serviront a déterminer un petit 
ensemble de bascuies pour fornier une chaîne de balayage partiel. Avec les techniques de 
la 2" catégorie, un générateur de vecteurs de test algorithmique est utilisé. A partir de 
I'expérience acquise dinant la génération algorithmique, un petit ensemble de bascuies est 
choisi pour couvrir les pannes restantes. Finalement, avec les techniques structurelles, les 
bascules sont choisies pour former la chaine de balayage partiel, suivant leurs contribu- 
tions pour réduire I'impact des rétroactions et la profondeur séquentielle des circuits. 
1.223 Insertion de points de test 
Une approche Ad Hoc directe pour améliorer la testabilité est l'insertion de points de 
test. Historiquement, cette approche fut p~cipaiement développée pour des circuits com- 
binatoires [73][112][1 l9][132][145]. Ceci est probablement dû au fait que les techniques 
structurées ne peuvent pas résoudre tous les problèmes de tests. Des dépendances logiques 
dans la partie combinatoire d'un circuit sont parfois insensibles ou peu sensibles à la 
chaine de balayage. Récemment, d'autres travaux d'insertion de points de test destinés 
aux circuits séquentiels ont vu le jour [75][90][9 11. Dans ces travaux, on reconnaît le fait 
qu'une bascule peut ne pas être le meilleur endroit pour l'insertion. Le chapitre 4 consti- 
tue, entre autre' une contribucion au domaine de l'insertion des points de test daas les cir- 
cuits séquentiels. 
Une formulation du problème d'insertion des points de test consiste à choisir un petit 
ensemble de points pour insérer des structures logiques additionnelles (voir Figure 1. l) ,  
tout en: 
1. minimisant le nombre de ports d'entrédsortie additionnels; 
2. minimisant l'augmentation de la surface globale occupée par la circuiterie ajoutée; 
3. limitant les dégradations de la pefionnance; 
4. facilitant le développement du test. 
Notons que les quatre points mentionnés ci-haut ne sont pas nécessairement de même 
priorité. En effet, l'objectif principal de toutes les techniques d'insertion de points de test 
est de garantir avant tout un bon niveau de testabilité (exprimé généralement en couver- 
ture de pannes). Evidemment, ceci doit s'effectuer tout en respectant le budget alloué en 
termes de d a c e  additionnelle permise, de nombre de ports supplémentaires possibles et 
de dégradation de performance tolérée. 
Ici, nous pouvons déjà distinguer deux catégories de points de test, et par conséquent 
deux sortes de logiques additionnelles pour résoudre deux sortes de problèmes de test dif- 
férents. Les deux catégories sont: 
1. les points de contrôle qui sont destinés à améliorer la contrôlabilité des noeuds internes 
et ainsi résoudre ce qu'on appelle les problèmes de contrôle; 
2. les points d'observation dont le rôle est d'améliorer l'observabilité des noeuds internes 
et ainsi régler les problèmes connus sous le nom de problèmes d'observabilité. 
Logique de contrôle 
contrôler 
Ligne à observer Logique d'observation 
Entrée primaire additiomeue sortie primaire additionnelle 
a) b) 
Figure 1.1 Les deux catégories de points de test a) point de contrôle b) point d'observation 
Dans les travaux reliés a l'insertion des points de test, nous pouvons distinguer quatre 
notions fondamentales: 
1. la structure des points de test, autrement dit, la forme de la logique utilisée pour le point 
de test; 
2. l'emplacement de ces points dans le réseau des portes d'un circuit donné; 
3. la condensation de ces points; 
4. les sources pseudo-aléatoires utilisées. 
Structure des points de test. L'importance des structures de points de test découle évi- 
demment du fait de vodoir réduire les pénalités encourues par l'insertion, tout en garan- 
tissant un bon niveau de testabilité. En effet à chaque insertion de point de tes peut 
correspondre une "circuiterie ajoutée" et une dégradation des performances. Parmi les 
structures proposées dans la littérature, nous citons sans être exhaustif: 
1. les points de test classiques: Une porte AND est utilisée pour contrôler un noeud à 0, 
une porte OR pour le contrôler à 1 et une ligne vers l'extérieur pour l'observer (voir 
Figure 1.2); 
2. les points FO pour la technologie CMOS (voir Figrire 1.3); 
3. les portes XOR; 
4. cellde de test (Test-ceU) (voir Figure 1.4). 
Les points de test classiques fixent largement utilisés dans le domaine de l'insertion 
des points de test Cependant, ce genre de points est généralement associé à une augmen- 
tation de la circuiterie ajoutée et à une dégradation de la vitesse du circuit non négligea- 
bles. De plus, l'insertion d'un point classique coupe une ligne en deux parties, la 
contrôlabilité de la partie reliée à la sortie de la porte insérée est améliorée, par contre, 
celle de la partie reliée à l'entrée de la porte demeure aussi mauvaise qu'avant l'insertion. 
Ce problème est connu sous le nom de "dédoublement de la personnalité" [15]. 
I 
Point de contrôle à O Point de contrôle à 1 Point d'observation 
Figure 1.2 Les points de test classiques 
L'approche FO (Force-Observe) [113][114] fut développée spécifiquement pour la 
technologie CMOS. Avec cette approche, les portes correspondantes aux lignes a contrô- 
labilité faible sont remplacées par des portes complexes tel que montré sur la Figure 1.3. 
Ceci assure un effet similaire à celui d'une porte AMYOR sur la testabilité, tout en rédui- 
sant la circuitene ajoutée et la dégradation des performances. De plus, le problème de 
"dédoublement de la personnalité" est éliminé avec I'approche FO. Le deuxième élément 
de cette approche est la capacité d'observer n'importe quelle ligne par l'insertion d'un 
point d'observation de faible coût (voir Figure 1.3). Pour plus de détails sur l'approche 
FO, référez-vous aux publications [Il31 [114]. 
Les portes XOR présentent des caractérisîiques très appréciées comme points de con- 
trôle. En effet, les portes XOR sont de bons régulateurs de contrôlabilité: quelque soit la 
contrôlabilité d'une ligne, l'insertion d'une porte XOR améliore de façon équilibrée ses 
contrôlabilités à O et 1. Plus encore, ii n'y a généralement pas de dégradation de l'observa- 
bilité du cône d'entrée de cette ligne. Par exemple, selon COP. l'observabilité d'une 
entrée d'une porte XOR est égaie à l'observabilité de sa sortie. Nous analyserons avec 
plus de détaiis l'effet de la porte XOR sur la testabilité d'un circuit au chapitre 4. 
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'1 Vers un élément de mémoire 
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X r l ,  Ni mode observation 
Figure 13 Points de test FO. a) contrôle à 1, b) contrôle à O. c) observation 
L'approche "cellules de test" (Test-cell) s'inspire des techniques de balayage. Nous 
pouvons même considérer les techniques de balayage, dans une certaine mesure, comme 
un cas particulier de cette approche. Une cellule de test est une bascule avec des mécanis- 
mes de balayage. L'insertion peut se faire sur n'importe quelle ligne, elle n'est pas limitée 
am éléments de mémoire comme dans le cas des techniques de balayage. En mode test, 
ces bascules sont reliées entre elles pou former une (ou plusieurs) chaîne(s) de balayage 
(voir Figure 1.4). 
Entrée donnée 
I Sortie donnée 
sortie scan rl f- 
Entrée scan enable 1 1 
Entrée test 
Figure 1.4 Une cellule de test (T-cell) 
Sélection des points de test. Le problème de la sélection des points de test est reconnu 
comme étant un problème NP-complet (pour les circuits avec reconvergences) [63]. Dans 
la littérature, nous pouvons énumérer trois catégories de techniques de sélection: 
1. les techniques de sélection pour simpliner la génération algorithmique [56][60][62] 
[W [7 11; 
2. l'insertion de points de test pour "segmenter" ou "partitionnef un circuit, dans le but 
de faciliter son test pseudo-exhaustif', 
3. l'insertion de points de test pour améliorer le test pseudo-aléatoire [25][66] [84] [134]. 
Dans la première catégorie, le but de l'insertion est de faciliter la génération algorith- 
mique. Durant la dernière décennie, plusieurs travaux de cette catégorie furent proposés. 
Nous citons ici le travail de Gundlach [56], où l'insertion consiste à trouver un petit 
ensemble de points pour couper les rétroactions et réduire les reconvergences. Aimi, la 
génération algorithmique est améliorée du moment où les deux facteurs qui influencent sa 
complexité (rénoactions et reconvergences) sont éliminés. Kim et al [70] présentent une 
autre méthode d'insertion, basée sur des informations extraites des dessins de masques et 
de la génération algorithmique, pour choisir un ensemble de points d'observation seule- 
ment. Avec cette technique, l'insertion s'effectue au niveau du dessin des masques afin 
d'en minimiser le coût associé. Une technique similaire, basée sur l'expérience acquise 
durant la (ou les) géneration(s) algorithmique(s) précédente(s), est disponible avec l'outil 
de génération algorithmique commercial Inteliigen [62]. 
La deuxième catégorie englobe toutes les techniques destinées à rendre pratique le 
test exhaustif. Nous y reviendrons dans la prochaine section, lorsque nous parlerons des 
techniques de test aléatoire. 
La dernière catégorie est destinée à améliorer le test pseudo-aléatoire qui trouve évi- 
demment une application directe dans les techniques d' autotest intégrées (BIST) . Dans 
cette catégorie, nous pouvons distinguer deux grandes sous-catégories: 
1. les techniques basées sur la simulation de pannes [25][63]; 
2. les techniques basées sur les mesures de testabilité [ 1 191 [132] [ 1451; 
Dans la première sous-catégorie, nous pouvons citer le travail de Brien et al. [ X I .  
Dans leur article, ils ont proposé une heuristique de placement pour éliminer les pannes 
résistantes au test pseudo-aléatoire. Cette heuristique est basée sur deux simulations de 
pannes, dont une première pour déterminer les noeuds ayant une contrôlabilité faible. Les 
points insérés durant cette phase sont destinés à éliminer la dépendance entre les noeuds 
d'une même porte. La deuxième simulation sert a améliorer les observabilités. Un second 
travail dans cette catégorie fut proposé par Iyengar et Brand [63]. Avec leur heuristique, 
une simulation de panne est invoquée pour ramasser des informations sur les problèmes de 
propagation que rencontrent les pannes résistantes au test pseudo-aléatoire dans un réseau 
de portes. Les points de contrôle sont choisis selon leur contribution à améliorer la propa- 
gation de l'effet de ces pannes. Une deuxième simulation est ensuite invoquée pour déter- 
miner l'ensemble des points d'obsewation. 
Evidemment, ces techniques sont relativement coûteuses, car elles se basent sur la 
simulation de pannes. De plus, la simulation de pannes est étroitement reliée à la séquence 
de vecteurs de test utilisée. Bien entendu, ceci Limite la précision de ce genre de techni- 
ques. Notons cependant à ce niveau, quYIyengar et Brand [63] ont déjà mentionné ce pro- 
blème. Ainsi, iis ont montré avec des résultats expérimentaux que la fluctuation de la 
couverture de pannes, en fonction de la séquence de test appliquée, est de l'ordre de 1% 
seulement. 
Pour éliminer le recours à la simulation de pannes, plusieurs auteurs ont proposé des 
méthodes heuristiques basées sur les mesures de testabilité. Evidemment, ceci est fait au 
détriment de la précision. Cependant, malgré cette imprécision, ces techniques ont prouvé 
leur efficacité et eues sont actuellement largement utilisées, particulièrement dans le test 
des circuits combinatoires. Par exemple, Youssef et al. [145] ont propose des heuristiques 
de placement qu'ils ont implantées dans un outil de conception pour le test pseudo-aléa- 
toire. Leurs heuristiques sont basées sur les nombres COP, les notions de secteurs de pan- 
nes ainsi que la corrélation entre les différents points de test. Un ensemble de points 
résistants au test pseudo-aléatoire est déterminé en premier lieu par le biais des nombres 
COP. Ces points sont ensuite regroupés dans des secteurs sous forme de cônes, dits sec- 
te- de pannes. L'insertion s'effectue au niveau des sommets de ces secteurs seulement. 
À l'aide de FO+, Youssef et al. ont montré qu'un petit ensemble de points de test e s  géné- 
ralement suffisant pour éliminer toute résistance au test pseudo-aléatoire dans le cas des 
circuits combinatoires. Seiss et al. [119] ont proposé de leur coté une technique similaire 
basée sur une fonction de coût qui reflète la testabilité pseudo-aléatoire des circuits combi- 
natoires. Récemment, Tamarapdli et Rajski [132] ont publié un article sur une technique 
d'insertion de points de test dite multiphase. Dans chaque phase, un sous-ensemble de 
pannes est considéré. Les points de contrôle de chaque phase sont activés par des valeurs 
fixes. 
Les techniques de condensation des points de test, II est connu dans le domaine du 
VLSI que le nombre de ports d'entrée/sortie est une ressource limitée. Par conséquent, une 
bonne méthode de test doit composer avec cette réalité. Par exemple. avec les techniques 
de balayage, telle que l'approche LSSD, seulement 4 ports d'enaéelsortie sont utilisés. 
Cette limitation relative au nombre de ports a motivé le développement des techniques de 
condensation dans le domaine de I'insertion des points de test La condensation des points 
de test consiste a diviser l'ensemble de ces points en plusieurs groupes, de manière à ce 
que le nombre de ports d'entréelsortie additionnel dont nous avons besoin pour les contrô- 
ler soit minimal. Dans la littérature, nous pouvons distinguer quatre classes de techniques 
de condensation: 
1. la chaîne de balayage; 
2. l'arbre de portes XOR; 
3. le multiplexage; 
4. les sources d'excitations pseudo-aléatoires internes. 
Dans le cas où les points de test sont des bascules (T-ce11 par exemple), nous pouvons 
les relier entre elles dans une chaîne de balayage avec un petit nombre de ports d'entrée/ 
sortie. Ainsi, nous pouvons injecter les données dans la chauie de balayage de façon 
sérielle et lire leurs contenus sur une sortie primaire. 
D'autres auteurs ont proposé de condenser les points d'observation avec des arbres de 
portes XOR La racine de chaque arbre est connectée avec une broche de sortie. Cette 
technique n'est pas à l'abri de certains problèmes reliés aux pertes d'informations. Notam- 
men& si les effets d'une ou de plusieurs pannes se propagent aux entrées d'une même 
porte XOR, leun effets s'éliminent mutuellement, Ce phénomène est connu sous le nom 
de "aliasing". 
Le multiplexage est également utilisé pour réduire le nombre de broches d'entréelsor- 
tie nécessaires. Avec cette méthode, les broches fonctio~elles (utilisées pour accomplir la 
mission du circuit ou les bascules reliées dans une chaine de balayage) sont multiplexées 
avec les points de test dtrrant le mode test Dans le cas où nous ne pouvons par utiliser tous 
les points de test en une seule fois par manque de broches dTentrée/sortie, il est toujours 
possible de définir plusieurs modes de test Dans chaque mode, un sous-ensemble des 
points de test est exploité. Par exemple, dans l'approche FO, Youssef et al. [145] ont pro- 
posé un mécanisme de condensation des points d'observation en plusieurs modes. Avec ce 
mécanisme' plusieurs points d'observation sont reliés a une même ligne. Chaque ligne est, 
à son tour, reliée dans la mesure du possible à un élément de mémoire. Ainsi, l'ensemble 
des points de test est divisé en plusieurs sous-ensembles et le nombre de broches addition- 
nelles nécessaires est minimal. Durant le mode test, les mêmes auteurs proposent de se 
restreindre à n'observer qu'un seul point par groupe à la fois. Par conséquent, le nombre 
maximal de modes d'observations est déterminé par le nombre de points dans le plus 
grand sous-ensemble (voir Figure 1.5 pour une illustration de la condensation des points 
d'observation avec l'approche FO) 
Vdd 
Vers un élément de mémoire 
I 
Figure 1.5 Condensation d a  points de test avec l'approche FO 
Récemment, Soufi et al. ont avancé l'idée d'utiliser des points internes comme sour- 
ces pseudo-aléatoires dans le but d'alimenter les lignes sevreset d'un reset partiel [126]. 
Ainsi, le recours à des sources externes est minimisé, et la taille du générateur pseudo- 
aléatoire est réduite. Cette idée fut également exploitée par Muradali et al. [go] pour di- 
menter des points de test par des sources pseudo-aléatoires internes. 
1.2.3 Conception pour l'autotest intégré YBuilt-In Seif"Testm 
Avec la conception pour l'autotest intégré, un circuit, une puce, une plaque ou un sys- 
tème peut se tester (lui-même) sans aucun apport de l'extérieur. Ceci a pour objectif: 
1. d'éliminer le besoin d'avoir des équipements de test qui sont généralement coûteux (un 
million de 6 pour un testeur est un prix courant); 
2. de réduire le volume des données (vecteurs de test) qui doit être manipulé par les équi- 
pements de test (vecteurs de test et réponses du CST); 
3. de réduire la complexité de la génération et de l'application des ensembles de vecteurs 
de test; 
4. et finalement la réutilisation d'un test (test reuse) déveioppé à un ou des niveaux d'abs- 
traction supérieurs. 
En général, les approches BIST peuvent être caractérisées par la nature de la généra- 
tion utilisée et par la forme du test appliqué. Ainsi, on parle de BIST algorithmique versus 
pseudo-aléatoire et de BIST exhaustif vernis non exhaustif. 
Le test exhaustif garantit toujours 100% de wuverture des pannes "collé-à" testables. 
Les techniques du test exhaustif n'ont besoin ni d'un modèle de pannes, ni d'une simula- 
tion de panaes pour valider les résultats. Cependant, elles requièrent la possibilité de visi- 
ter tous les états ainsi que la possibilité de faire toutes les transitions possibles (entre les 
paires d'états). Ceci n'est en général pas faisable pour des circuits de complexité VLSI. 
Dans le but de réduire la complexité des techniques de test exhaustif' de même que 
d'en préserver les avantages, plus spécifiquement le 100% (ou presque) de couverture de 
pames, plusieurs auteurs ont proposé des approches hybrides dites pseudo-exhaustives. 
Ces techniques consistent généralement à partitiorner un circuit donné sous forme de 
sous-blocs, de manière a réduire le nombre des entrées de cônes d'entrée des sorties pri- 
maires. La littérature présente de nombreux travaux dans cette catégorie. Pour plus 
d'informations veuillez vous référer aux publications spécialisées sur le sujet 
[12] [65] [8S][l42]. 
Avec le test pseudo-aléatoire, un ensemble de vecteurs aleatoirement générés est uti- 
lisé comme ensemble de vecteurs de test. A l'opposé des techniques exhaustives, le test 
pseudo-aléatoire a l'avantage d'être réalisable pour des circuits combinatoires ou séquen- 
tiels pratiques. Les vecteurs de test, dans ce cas, sont indépendants de la fonction du sys- 
1 2  tème. Souvent, des circuits très simples (LFSR , CA ) sont utilisés comme générateurs 
pseudo-aléatoires. Maiheureusement, l'estimation de la couverture de pannes et la qualité 
I .  LFSR: de l'anglais Linear Feedback ShiR Register 
2. CA: de l'anglais CeIlular Automata 
des tests demeurent encore problématiques avec les techniques pseudo-aléatoires. En 
effet, les ewmbles de vecteurs de test pseudo-aléatoires sont généralement plus longs 
que ceux obtenus par une génération algorithmique. Par conséquent, estuner la couverture 
de pannes par le biais de la simulation de pannes7 comme nous le faisons habituellement, 
peut être coûteux. Dans le but de numonter ce problème, des techniques analytiques 
furent proposées dans la litîérature. Ces techniques ne sont que des approximations et 
aucune d'entre elles n'est en mesure de donner une valeur exacte de la couverture de pan- 
nes. Le 2i-probléme qui est probablement le plus important, est d'amener la couverture 
de pannes à un niveau acceptable. En effet, des études ont montré que dans plusieurs cas, 
le niveau de testabilité (couverture de pannes) atteint n'est pas acceptable. Les chercheun 
ont observé dans plusieurs circuits des pannes difficiles à tester avec des vecteurs pseudo- 
aléatoires. Ce genre de pannes est WMU sous 'le nom de pannes résistantes au test pseudo- 
aléatoire. Un exemple simple de pannes résistantes est la sortie collée à O d'une porte 
AND avec "a" entrées. 
Plusieurs approches furent proposées dans la littérature pour faire face au problème 
des pannes résistantes. Ces approches peuvent être classifiées en trois groupes: 
1. les techniques basées sur la génération algorithmique; 
2. les techniques du test pondéré; 
3. les techniques d'insertion de points de test. 
Avec les techniques basées sur la génération algorithmique, un générateur algorithmi- 
que est utilisé afin de produire un ensemble de vecteurs de test pour les pannes résistantes. 
Cet ensemble est ensuite stocké dans une ROM [5]. Durant la phase test, les vecteurs de 
test de cet ensemble sont appliqués en premier lieu, suivis d'autres vecteurs générés déa- 
toirement. Dans d'autres techniques de la même catégorie, le générateur algorithmique est 
utilisé pour générer un test complet, et par la suite, un générateur pseudo-aléatoire est uti- 
lisé pour produire un ensemble contenant le test algorithmique déjà généré [21]. 
Avec les techniques de la 2" catégorie, des vecteurs pondérés de façon non uni- 
forme sont utilisés [773 1921 [ 1 4 1 1. Malheureusement, certaines structures peuvent résister 
même aux tests pondérés [143]. Un exemple d'une telle situation est montré à la Figure 
1.6. Un seul ensemble de poids n'est pas suffisant dans ce cas. Nous devons générer plu- 
sieurs ensembles de poids pour faire face à une telle situation. Le principe sous-jacent aux 
techniques utilisant des ensembles de poids multiples est principalement basé sur le parti- 
tiomement de l'ensemble des pannes d'un circuit en plusieurs sous-ensembles. Chaque 
sous-ensemble peut être couvert par un seul ensemble de poids. D'autres auteurs ont pro- 
posé une méthode de partitionnement indirect, où l'ensemble des vecteurs de test algorith- 
miquement généré est partitionné, à la place de I'ensemble des pannes. - 
Figure 1.6 Un exemple d'un circuit dsistant à un test pondéré avec un seul ensemble de 
poids 
1.3 Objectifs de la thèse 
Les objectifs de cette thése sont d'étudier, d'analyser et de développer des outils rapi- 
des pour tester les circuits séquentiels dans un contexte de test pseudo-aléatoire. Ce travail 
vise à développer de nouvelles méthodes plus rafEnées et plus efficaces pour l'insertion 
de points de test dans des circuits séquentiels sans chaîne de balayage. L'originalité de la 
présente thèse réside à notre avis à plusieurs niveaux. Tout d'abord, nous avons proposé 
un modèle de chaîne de Markov modifié pour modéliser les circuits séquentiels. Ce 
modèle nous a permis de mieux comprendre les mécanismes qui conduisent à l'initialisa- 
tion des circuits séquentiels dans un contexte de test pseudo-aléatoire et ainsi de démon- 
trer la faisabilité du processus. Ceci nous a égaiement permis de proposer des méthodes de 
reset partiel pour rendre un circuit séquentiel facile à initialiser. Cette contribution fera 
I'objet du chapitre 2. Deuxièmement, nous avons montré quelques limites des mesures de 
testabilité classiques qui influencent le test des circuits séquentiels. Ainsi nous avons pro- 
posé la mobilité comme mesure pour tenir compte de ces limites. Avec la mobilité, nous 
pouvons faire une estimation plus précise de la testabilité des circuits séquentiels, ainsi 
qu'une estimation de la dissipation de puissance, souvent nécessaire pour savoir si L'acti- 
vité dunuit un test pseuddéatoire est tolérable. La mobilité, ainsi que les limites des 
mesures de testabiiite classiques, feront l'objet du chapitre 3. Une autre contribution de 
cette thèse est l'utilisation du concept de la mobilité pour faire de l'insertion de points de 
test. Nous avons développé un ensemble d'heuristiques d'insertion de points de test, où 
nous tenons compte de l'effet conjoint des groupes de points de test Cet effet peut amélio- 
rer le processus d'insertion comme il peut être néfaste dans certains cas. Des modes de test 
différentes, invoqués en séquence, sont proposés comme solution à ces problèmes. Les 
heuristiques d'insertion ainsi que l'analyse de la testabilité des circuits séquentiels feront 
l'objet du chapitre 4. Les conclusions qui découlent de cette thése seront présentées au 
chapitre 5 qui en rappelle les points saillants et les axes de recherches futures possibles. 
CHAPITRE 2 
Initialisation des circuits séquentiels avec 
des vecteurs pseudo-aléatoires 
Le problème de test des circuits séquentiels nécessite une phase d'initialisation. Si un 
circuit n'est pas complètement initialisé, des pannes peuvent échapper à la détection mal- 
gré qu'elles soient faciles à détecter lorsque le circuit est initialisé. Dans ün contexte de 
test pseudo-aléatoire, I'initialisation est aussi importante. Un seul bit non initialisé est sd-  
fisant pour corrompre ia signature attendue avec n'importe quel analyseur de signa- 
tures, résultant ainsi dans des pertes de couvemire. L'initialisation est le processus qui 
conduit un circuit à un état initiai connu à partir d'un état complètement inconnu. Dans 
certains cas, elle peut être très diacile, voire msme impossible à obtenir, et elk peut exi- 
ger des longueurs de séquence importantes [22]. 
Avec les techniques de test pseudo-aléatoire, une initialisation déterministe est sou- 
vent requise. Cette demière est généralement obtenue avec une séquence de vecteurs 
déterministes. De plus, une chcuitene additionnelle dédiée à l'application de cette 
séquence est souvent nécessaire. Nomialement, le test pseudo-aléatoire ne débute 
qu'après avoir appliqué la séquence d'initialisation déterministe. 
Dans le présent chapitre, nous étudierons le problème d'initialisation des circuits 
séquentiels dans un contexte de test pseudo-aléatoire. Après une brève introduction où une 
revue de littérature sur le sujet est présentée, nous aborderons à la section 2.2 une étude 
sur le coût de la technique d'initialisation dite de reset complet, qui est largement utilisée. 
Un résumé de nos recherches présenté dans un article sur I'initialisation pseudo-aléatoire 
des circuits séquentiels sera présenté à la section 2.3. L'article lui-même fera l'objet de !a 
section 2.4. Nous présenterons dans la section 2.5 une technique d'initialisation dite de 
reset partiel (par opposition aux techniques de resef complet). Cette technique transforme 
les circuits résistants à I'initialisation par des vecteurs pseudo-aléatoires en circuits faciles 
à initialiser. Dans la section 2.6, nous discuterons de l'effet du reset partiel sur la testabi- 
Iité. Nous proposerons également d'autres techniques de resei partiel pour améliorer I'ini- 
tiaiisation et la testabilité. 
2.1 Introduction 
Dans le but de garantir l'initiaiisation, un concepteur peut exiger de n'utiliser que des 
bascules avec des mécanismes de mise-à-Olmise-à- 1 (entrées setlreset). Cette technique où 
toutes les bascules sont munies de mécanismes de mise-à-Ohnise-à4 est connue sous le 
I nom de reset complet . Dans ce cas, un seul patron de test est suffisant pour déterminer 
l'état initial du circuit. Malheureusement, un reset complet exige une circuiterie addition- 
nelle atteignant parfois 10% de la surface globale du circuit. Éventuellement, cette circui- 
terie additionnelle s'ajoute au coût de la chaîne de balayage. 
Utiliser systématiquement des bascules avec des mécanismes de mise-à-Ohnise-à- 1 
(reset complet) pour forcer une initialisation déterministe sur toutes les bascules n'est par- 
fois pas nécessaire. Par exemple, les bascules utilisées comme éléments de délai ou bien 
pour la resynchronisation (retirning) ne contribueront pas nécessairement à un problème 
d'ioitialisation. Le reset complet est souvent facultatif, si le but est d'assurer 
tion pour des fins de test. Lin et al. [75] ont déjà reconnu ces inconvénients et 
l'initialisa- 
ils ont pro- 
1. reset complet = de l'anglais "Ml reset". 
posé de remplacer seulement les bascules dites b'self-loopjiipj?ops'7 par leurs équivalents 
avec des mécanismes de mise-à-O/mise-à-1. Une bascule est appelée "self-loopjlip-p" 
si et seulement si sa sortie est reliée à son entrée exclusivement a travers un bloc de logi- 
que combinatoire. Ici encore, il n'est pas évident que toutes les bascules de type "self-loop 
Jip-flops'' soient responsables des problèmes d'initialisation. La figure 2.7 de la page 39 
présente un cas d'une bascule "self-bop" qui n'a pas de problème d'initialisation. Récem- 
ment, Cheng and Agrawai [33] ont mis de l'avant I'idée d'utiliser un reset partiel pour 
faciliter I'initialisation, dans le cas des machines à états finis avec (ou sans) une séquence 
de synchronisation. Cette idée fut exploitée par plusieurs auteurs comme nous le verrons 
un peu plus loin (voir section 2.5). 
Figure 2.1 Une mise en oeuvre d'une bascule de type D en utilisant 
les portes NAND et son équivalent asymétrique 
Une autre idée consiste à utiliser des bascules asymétriques [IO11 pour résoudre les 
problèmes d'initialisation. Aucune littérature n'existe sur ce sujet. Une bascule asymétn- 
que est une bascule biaisée de manière à ce qu'au moment de la mise en marche ''power 
on", la bascule converge natureilement vers O ou 1 dépendamment du biais utilisé. La 
figure 2.1 montre un exemple d'une bascule-D avec son équivalent asymétrique, et la 
figure 2.2 montre des simulations SPICE de la bascule asymétrique où l'alimentation est 
modélisée comme une rampe. Les résultats de ces simulations montrent que l'initiaiisation 
par des bascules asymétriques est possible (figure 2.2-a). Cependant, cette dernière (initia- 
lisation) dépend fortement des charges sur Q et 0- Une autre simulation SPICE (figure 
2.2-b) nous montre que l'initiaüsation peut s'inverser si une charge suffisante est appii- 
quée nn Q ou 0. Les bascules asymétriques sont aussi sensibles au bruit lorsque des ram- 
pes d'alimentation avec de petites pentes sont utilisées- Une perturbation sur 
1' alimentation peut également inverser 1' initiaikation. 
Les bascules asymétriques s'avèrent être une solution possible au problème d'initiali- 
sation. Cependant, pour les raisons techniques mentiornées plus haut et le peu d'informa- 
tion sur le sujet, nous ne considérons dans ce chapitre que les techniques de reset explicite 
avec des entrées de mise-à-0 / mise-a- 1. 
Temps en 'hs" 
a) 
Temps en 'W' 
b) 
Figure 2 3  Résultats des simulations SPICE sur la bascule 
asymétrique montrée sur la Figure 2.1 a) sans charge sur 
les sorties b) avec une charge de 0.2pF nir Q. 
Dans la littérature sur le problème d'initiaiisation, nous trouvons entre autres les tra- 
vaux de Pixeley et Beüil [103], de Pixely et al. [IO21 et de Rho et al. [1 OS]. Dans [I 031, 
Pixeley et Beih proposent une technique pour vérifier si une machine à états finis donnée 
est initialisable. Ils proposent aussi une méthode pour en extraire une séquence d'initiali- 
sation dans le cas favorable. Dans [102], une autre méthode exacte poin extraire les 
séquences d'initialisation basée sur les BDD (Binary Decision Diagram) fut proposée. 
Dans [105], Rho et al. ont publié une nouvelle technique pour extraire la pius petite 
séquence de synchronisation d'une machine à états f ~ s  donnée. ~videmment, plusieurs 
séquences de synchronisation minimales peuvent exister. La technique proposée dans 
[IO51 garantit i'extraction d'au moins une séquence. 
Jusqu'ici, nous n'avons mentionné que les travaux dont l'objectif est de garantir1 
extraire une séquence d'initialisation pour un circuit en mode de fonctionnement normal 
(autrement dit sans pannes). Malheureusement, ceci ne garantit pas l'initiaiisation de ce 
même circuit en présence de certaines pannes, dites pannes qui peuvent empêcher l'initia- 
lisation. Un exemple simple de ce genre de situation apparaît lorsque le reset d'une boucle 
est coiié a la valeur inverse de sa valeur active. Dans [l], Abramovici et Parikh ont pro- 
posé une méthode qui nous permet d'identifier directement ces pannes, et d'extraire si 
possible, une ou plusieurs séquences de vecteurs pour assurer l'initialisation du circuit en 
leur présence. 
Mathew et Saab [81] ont étudié de leur côté l'effet du reset partiel sur la génération 
algorithmique et sur la couverture de pannes. En effet, les entrées setheset sont des entrées 
additionnelles qui nous permettent d'avoir un contrôle plus grand sur l'état de la machine. 
Une utilisation appropriée de ces entrées peut résulter en un gain de tertabilité, en plus de 
leur utilisation pour assurer I'initialisation. Cette idée a été exploitée par Abramovici et al. 
[2]. Ainsi, ils ont proposé une méthode de sélection des bascules pour assurer l'initialisa- 
tion en se basant sur leurs contributions au test du circcuit Les bascules qui ont le plus 
d'effet sur la couverture de pannes et qui assurent I'initialisation sont retenues pour le 
reset partiel. 
Les techniques discutées ci-haut sont essentiellement destinées au test algorithmique. 
Dans un contexte de test pseudo-aléatoire, d'autres problèmes d'initialisation peuvent sur- 
gir. Par exemple, Nadeau-Dostie et al. [94] ont soulevé le problème des bus dans une 
machine mal initialisée. Si plusieurs amplificateurs sont activés simultanément, des con- 
flits peuvent être générés, et ainsi amener la machine en question dans des états invalides. 
Ceci entrainera éventuellement une corruption de la signature. Le reset complet peut être 
vu comme solution possible au problème des bus, cependant, il ne s'agit que d'une solu- 
tion partielle et coûteuse. Ceci est un problème fondamental du test pseudo-aléatoire dans 
le cas des circuits avec bus. Des solutions pour ce problème ont déjà été proposées [94]. 
Une des solutions consiste à concevoir la machine de manière à ce que la logique contrô- 
lant les bus ne puisse jamais activer plus d'un amplificateur par état. Dans le présent cha- 
pitre, nous supposons que tous les circuits sont conçus selon la solution mentionnée 
précédemment- 
Ben Hamida et Kaminska [17][18] ont récemment proposé une mesure pour quanti- 
fier 1' initialisation dite I'initiabilité. L' initiabilité vient s'ajouter aux notions de contrôlabi- 
lités classiques pour former un ensemble de mesures pour les circuits séquentiels. 
L'initiabïiité d'un noeud séquentiel est définie comme étant la probabilité de le contrôler 
au temps "t+l", sachant qu'il ne l'était pas au temps 'Y'. Une mise en oeuvre d'un pro- 
gramme pour calculer les initiabilités, appelée TOSTA, a également été proposée par les 
mêmes auteurs. Les expériences rapportées dans [171[18] ont montré que les initiabilités 
peuvent osciller en fonction du temps 'Y. La convergence vers une limite stable n'est par- 
fois pas garantie. Dans ces conditions, nous ne pouvons pas affirmer avec certitude que 
l'initialisation est atteinte. Dans le présent chapitre, nous proposerons une généralisation 
des mesures COP classiques pour inclure les circuits séquentiels. Ces mesures, comme 
nous le verrons, quantifient l'initialisation et le test sans avoir besoin de dédier une mesure 
spécifiquement à l'initialïsation. De plus, nous démontrerons que ces mesures sont non- 
décroissantes en fonction du temps. 
2.2 Coût du reset complet 
Dans cette section, nous évaluerons l'impact d'un reset complet sur la surface d'un 
circuit Pour cette évaluation, nous considérons plusieurs mises en oeuvre de bascules et 
de flipflops de type D, ainsi que l e m  équivalents avec entrées sedreset. La méthode de 
calcul de la circuitene ajoutée (après insertion d'une bascule avec entrée sefieset), pré- 
sentée ici, est inspirée de la méthode proposée par DasGupta et al. [42], méthode qui fut 
largement utilisée par plusieurs auteurs [4][98]. Dans ce type d'analyse, l'ajout de circui- 
terie est souvent exprimé en fonction de K, défini comme étant le rapport entre le nombre 
de portes dans la partie combinatoire du circuit et le nombre de bascules ou de flipflops 
existant dans le même circuit (voire appendice 1). Selon [42], K varie entre 5 à 25 dépen- 
damment du genre d'application visée avec le circuit. 
Considérons la bascule de la figure 2.3 et son équivalent avec entrée reset conçue au 
niveau porte. La circuiterie ajoutée pour introduire le mecanisme de mise-à-0 coûte 1 
porte par bascule. Par conséquent, la circuiterie ajoutée due à ua reset complet peut 




Figure 2.3 Une mise en oeuvre d'une bascule de type D et de son 
équivalent avec enîrée de mise à 1 
La figure 2.4 montre l'évolution de 01 en fonction de K. Nous constatons ici que la 
circuiterie ajoutée peut atteindre 10% de la surface totale du circuit lorsque K = 5 , et elle 
est plus de 5% pour K < 15 . 
Un autre cas intéressant est le fiipflop de type D avec son équivalent, conçus tous les 
deux au niveau transistor (voir figure 2.5). Ces circuits sont inspirés de la bibliothèque de 
cellules normalisées CMOS4S de la société canadieme de rnicro-éiec~onique (291. La 
version avec entrée set contient 20 transistors au totai, 4 transistors de plus que la version 
simple (sans entrée sedreset), par conséquent, nous pouvons exprimer la circuiterie ajou- 
tée due à un setlreset complet comme suit: 
Figure 2.4 L'évolution de la circuiterie ajoutée en fonction du 
rapport K 
Figure 2.5 Une mise en oeuvre d'une flip-flop de type-D et son 
équivalent avec mécanisme de mise-à- 1 
Nous constatons ici que I'équation 2.2 est identique à l'équation 2.1 . Notons que le 
nombre de fi ipflops nécessaires est généralement plus petit que le nombre de bascules 
pour réaliser une fonctionnalité domée. Dans certains cas, il peut être jusqu'à deux fois 
moindre. Nianmoins, même dans un circuit conçu avec des flipflops comme ceux de la 
figure 2.5, la circuiterie ajoutée pour introduire un reset complet peut atteindre des propor- 
tions importantes. 
La méîhode de calcul de la circuitcrie ajoutée adoptée ici n'est évidemment 
qu'approximative. Des méthodes plus élaborées tenant compte de la réalisation physique 
nous donneraient certainement des estimations plus précises. Malheureusement, à notre 
connaissance, aucune caractérisation détaillée de la circuiterie ajoutée au niveau physique 
n'est publiée dans la littérature. Quelques chiaes empiriques sont parfois publiés à titre 
indicatif sedement. Par exemple, Abramovici et al. [2] estiment que les bascules avec 
mécanismes de mise-à-0 / mise-à- 1 sont à peu près 10% plus petites que les bascules avec 
des mécanismes de balayage. Dans [8], Agrawal et al. ont mentionné que le balayage 
complet peut introduire des ajouts de circuiterie qui peuvent atteindre 30% dans ce- 
cas, dépendamment du type du balayage utilisé. Si ces deux chiffies sont représentatifs de 
la réalité, nous pouvons conclure que le reset complet peut introduire des circuitenes ajou- 
tées qui sont supérieurs à 17% de la surface totale du circuit (voir appendice 1). Le 
tableau 2.1 donne des dimensions au niveau physique de plusieurs bascules tirées de diffé- 
rentes bibliothèques de cellules standards. Ces dimensions sont normalisées par rapport à 
la taille d'une bascule simple dans la même technologie et réalisée selon la même appro- 
che. Par exemple, la taille de la bascule S-R dff est 25% plus grande que son équivalent 
simple. 
Tableau 2.1 Aires relatives de plusieurs bascules (dff) ainsi que leurs 
équivalents avec mise-à-0 (R-dff), mise-à-0/1 (S-R dff) et avec 
mécanisme de balayage (fiscan). 
Libraries dff Rdff S-R dff dfican 
1 - 1-16 - 
Notons ici qu'en plus de la circuiterie ajoutée, un reset complet peut altérer les perfor- 
mances du circuit. Ceci est particulièrement vrai dans le cas des applications à hautes per- 
formances. Dans le cas des bascules de la figure 2.3 et de la figure 2.5, nous pouvons déjà 
constater que les portes ajoutées pour forcer une mise.-à-1 sont sur les chemins critiques de 
ces bascules. 
2.3 Résumé de l'article de la section 2.4 
Dans l'article qui fera l'objet de la section 2.4, paru dans IEEE Transactions on Corn- 
putm en octobre 1995, vol. C-44, No. 10, pp. 125 1-1 256, nous étudierons le problème de 
l'initialisation des circuits séquentiels dans un contexte de test pseudo-aléatoire. Comme 
mentionné précédemment, I'initialisation dans un contexte de test pseudo-aléatoire est 
généralement accomplie par I'application d'une séquence de vecteurs déterministes ou 
bien par un matériel spécifique dédié tel que le reset complet. 
Dans cet article, nous montrerons que l'initialisation avec des vecteurs pseudo-aléa- 
toires est faisable. Nous proposons un modèle basé sur des chaînes de Markov modifiées 
pour modéliser les circuits séquentiels. Ce modèle nous permettra de monmr que l'initia- 
Lisation en fonction du nombre de vecteurs appliqués est une fonction non décroissante. 
Cette propriété est à la base du concept d'initialisation par des vecteurs pseudo-aléatoires. 
En effet, la non-décroissance de la fonction d'initiaiisation nous montre qu'il est exclu de 
retourner a un état inconnu (non initialisé) à partir d'un état connu. C'est là, la principale 
contribution de cet article. 
À partir du modèle markovien proposé, nous avons également développé un ensem- 
ble de règles de calcul des mesures de testabilité similaires à celles développées dans [17]. 
Une méthode de calcul itérative nommée sCOP (de sequential COP) pour propager ces 
mesures inspirée de [I 71, fut a w i  développée. Notre méthode est différente de la méthode 
proposée dans [17], car sCOP calcule les mesures itérativement, sans avoir à couper artifi- 
ciellement les lignes de retour. 
- t/4 1 a cycle 
Figure 2.6 L'arbre de synchronisation pour "n" cycles de l'exemple 
montré à la Figure 2.7 
Pour comprendre le principe de l'initidisation par des vecteurs pseudo-aléatoires, 
considérons l'exemple de la figure 2.7 de la page 39. La figure 2.6 représente l'arbre de 
synchronisation de ce circuit. L'application du vecteur "[O l]", par exemple, fait transiter la 
machine d'un état complètement inconnu ( s g  si} vers l'état connu (so}. En générai. si 
nous assumons que les vecteurs d'entrées sont équiprobables et que l'état initial de la 
machine est complètement inconnu, la probabilité que cette machine soit encore non hi- 
tialisée après un cycle est 
1 
Probabilité de non initialisation = 
Après 2 cycles, 
Probabilité de non initialisation = (2' 
et après 'Y cycles, 
n 
RobabilitC de non initialisation = (9 
Par conséquent, la probabilité d'lliitialisation de ce circuit après "n* cycles est 
Nous pouvons déjà constater à partir de cet exemple que la probabilité d'initialisation 
est une fonction croissante de "n" et qu'elle converge vers 1 après quelques itérations seu- 
lement. 
Des résultats expérimentaux nous ont confirmé que l'initialisation avec séquences de 
vecteurs de test pseudo-aléatoires est faisable. Nous avons conduit plusieurs expériences 
sur un grand ensemble de circuits d'essais séquentiels. Sur les 30 circuits considérés, 20 
circuits ont été déclarés faciles à initiaiiser. Des simulations logiques (en utilisant Verilog- 
XL de Cadence) furent également invoquées pour confirmer I'initialisation. 
2.4 Producing Reliable Initialization and Test of Sequential 
Circuits with Pseudo-Random Vectors . 
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In this paper, the initidization of sequential circuits using pseudo-random input 
pattern is addressed An extended Markov chain model thut covers the initialization 
phare is proposed This model supports the theoretical fiumavork ured to demonstrate 
that sequential circuits can be initiaked with pseudo-random vectors. This Ieads to a 
unifonn BIST approach in which initialization and testing me pedormed together with a 
single pseudo-radom generator. 
2 A l  Introduction 
Sequential circuit testing usually requires a prior initiaikation. indeed, if the circuit 
cannot be W y  initialized, some faults may remain untestabie, and a single uninitialized 
bit is enough to corrupt the expected good signature with any signature analysis scheme. 
This initialization may be complex and could require up to 10000 vectors for complex 
circuits [22]. Moreover, even with PR testing, a deterministic initiakation is often 
essential, and if it is obtained by a detefministic sequence, some additional hardware 
devoted to the application of such a sequence may still be needed. 
In order to guarantee initiaihbility, set/reset inputs caa be required for every flip- 
flop, in which case one pattern can detamine the complete system state [72]. However, it 
may be unnecessary to force a determinisfic initialkation on flipflops that are used as 
delay elements or for retiming, for example. With many designs, especially board designs 
using SSI and MSI components, initiakation can be accomplished by using the 
asynchronous presdc1ea.r inputs to feed every flip-flop 141. In this paper, we are 
specificdy interested in the initiaiization of sequential circuits *th PR vectors. In fact, 
we propose a design for PR initiakation. We will show how sequential circuits can be 
reliably inîtialized with PR vectors. ûur work supports the use of a PR testing approach, in 
which initialization and tes are performed together with a single PR generator. 
This paper is organized as foilows. In section 2.4.2 we propose a modified Markov 
chah mode1 that accurately models the initialization phase of sequentiai circuits. In 
section 2.4.3, the initialkation probability of sequential circuits is addressed. Some results 
are presented in section 2.4.4 and our main conclusions are summarized in section 2.4.5. 
2.4.2 Initialization of Sequential Circuits in Pseudo-Random Testing 
As mentioned earlier, testhg a sequential circuit generally requires a pnor 
initialization to put the circuit in a known state. This state should be uniquely detennined 
for deterministic testing. However, in PR testing, if it is necessary to know precisely in 
which state the circuit has k e n  initialized, it is not essential to control it precisely. Indeed, 
if the circuit is in one of its recurrent States as discussed below, its responses can be 
detemiined provided tbat PR input patterns are reproducible. 
2.4.2.1 Modified Markov Chain Model 
Lin et aL [75] and Youssef [14q proposed generallled COP measures for sequential 
circuits, where loops are modeled as Markov chain stochastic processes. Accordhg to 
these authors, the nate transition diagram of a sequentid circuit can be modeled with a 
Madcov process, as shown in Figure 2-7-b. 
Figure 2.7 a) A sequential circuit taken fiom the ISCAS s27 circuit, 
b) its state transition diagram and the correspondulg 
Markov chain diagram as defined by Lin et al. and 
Youssef 
This chah can be completely described by means of a rnaeix (M) called the 
probability transition matrix. This matrix reflects the probabilities of taking specific 
transitions in one step between the circuit states. For the circuit in Figure 2.7, this matrix 
is: 
= [l. soi] = [Pli 0,251 where sg Y the transition pbability. between 
S ~ l  0,5 0,s state i and state j, in one step. 
At each state, we c m  compute the probability of being in either state in Figure 2-74 
(x (i,r) and ns ( i , r )  ), given that the circuit was initially in a known state. For instance, 
So I 
In the following, we propose a modified Markov chah process to capture the 
initializatioa phase. The corresponding extendeci Markov chah diagram for the previous 
sequential loop is depicted in Figum 2.8. In our model, we add a thud possible state "X" 
(meanuig unknown) to each node, and the initial state is the one where dl circuits nodes 
are at "X". 
Figure 2.8 The state transition diagram of the extended Markov 
chah model of the example in Figure 2.7 
This model automatically takes into account the initiaiization phase of sequential 
circuits. Initially, we start fiom the ?unknownT' state 1 ,  and at each time step 'Y', the 
1 probability nJ ( t )  of being in state '3" can be computed by means of equation 2.3 (where 
the starting -te "i" of equation 1 is "1," in this case), which applies to al1 Markov c h a h .  
1. Since the initial state is, by assumption, always Ik This wiII not be explicitly specified in the mt of the 
paper, and thus x, (l,,t) = x, ( t )  . 
The probabilities n, ( t )  as a function of the time steps 'Y for the above loop are show ui 
Figure 2.9. Note that the probability of king in state 1,decreases to zero. However, K ( t )  
51, 
and X,  ( r )  incrpsse, but they stabiiize d e r  a few time steps. Note dso that the 
initiakation probability defined as P, ( r )  = x, ( t )  + n, ( t )  is as high as ".99" at i = 4 . 
This meaDs that among ail possible PR sequences of length 1 4 .  99% do initialize the 
circuit in a predictable and reproducible mamer. This interpretation of the initialization 
probabiiity gives us a measure of the probability that a singie logic simulation of an 
initihtion sequence can determine whether or not a circuit has k e n  initialized. Note 
that, if the signature of the good circuit is to be determined by simulation. at least one 
simulation m u t  always be perfonned. 
Pro babiiity 
-0 1 2 3 4 5 
Iteration 
Figure 2.9 Curves representing the probabilities n(s& x ( q )  and 
x(I,J as hctions of t h e  &'t" 
Generally, the state diagram of a digital circuit is cornposed of two subsets, as 
depicted in Figure 2.10: a transient subset T, which includes ail states where at lest  one 
flip-flop is at md a recurrent subset R, which includes aIl states where no Bipflop is 
at "X'. A M y  initialïzable circuit should drift to R afier a finite number of time steps, and 
it shodd stay there unies there are illegal assignments generating unknown states. This is 
the basis of sequential circuit initiakation with sequences of PR vectoa [41]. 
Figure 2.10 Markov chah of a digital circuit. 
2.4.22 Testability Measures 
From the general model depicteci in Figure 2.1 O, and using the definitions provided in 
sections 2.4.2.1, we defme the following controilabilities: 
The controllability at 1 of a flipflop "h" at time 'Y: 
The controilability at O of a flipflop "h" at time 'Y': 
Co ( h J )  = 1 nJ ( 0  
~ ( w h m  h=0)  
The controilability at "X' of a flip-flop "h" at time 'Y': 
Unfortunately, it is not practid to compute controllabiiities fiom the previous 
equations. Indeed, as circuit complexity increases, the size of the transition matrices 
grows as 3" (where "N" is the total number of flip-flops). Below, we will show that it is 
possible to directly compute approximations of these values, cailed sCOP numbers, from 
the circuit structures, in a marner similar to the one proposed in TOSTA [17]. 
2.423 SCOP algorithm 
The proposed formulas to approximate C, ( h , ~ )  , Co (h.0 and c, (h.t) are obtained 
from enlarged tmth tables for each gate taking into account that each intemal node of the 
circuit c m  be at 'Y. In the following example, we show how the different 
controllabilities for an AND gate are computed This cm easily be generalized to al1 gates 
(refer to [i 281). 
Considering the AND gate and its enlarged truth table of Figure 2.1 1, we have 
prob {SzO at time t)  = prob( (A*O at timet)and(B;tO at t h e  t ) )  
Figure 2.11 Enlarged &ut. table for an AND gate. 
Therefore, if we assume that controllabilities to zero of A and B are independent, 
and bus, 
C,(S,t) =Prob{A = 1 and B =  1 a t t i m e t } ,  
there fore, 
and obviously we have, Co (S, t )  + Cl (S, t )  + C, (S,  t )  = 1 . 
The computation of sCOP values requires the following steps: 
1. Set the initial controllabilities C, (h, O) , Co (h, O) to zero for each interna1 node; 
2. For each primary input 1, set CI (1, t )  , Co (1, t) to .5; 
3. Following a ranked order of circuit nodes "h", for 'Y' varying fiom O to the requûed 
the ,  compute CI (h, t )  and Co (h,  t )  for ail "h", fkom Cl (h, t - 1 ) and 
Co (h,  t  - 1 )  . 
2.4.3 Initialization Proba bility of Sequential Circuits 
Below, we show that the initialkation probability P ( t )  at each step 'Y* is equai to the 
sum of the probabilities of all the recurrent States. We also show that this initiaiization 
probability is a non-decreasing hction of t h e  t Since the initialkation probability is 
hard to compute, we will define two easily computed bounds for P, (1) = I - P ( t )  to 
declare whether or not a sequential circuit is initializable. Moreover, if we assume that the 
flip-flops are independent, we can compute an approximation for the overail initiakation 
probability . 
Theorem 1.: The probability that a circuit C is initialized with a PR sequence of length 
"t" is given by 
, j  E R 
Proof: It is equivalent to say that a "circuit is initialized with a PR sequence of length 
t" and that "at tirne t, the circuit "C" is in one state of the subset R" (see Figure 2.10). This 
follows fiom the fact that once a circuit is fUy initialized, no new "X" state c m  appear. 
Moreover, at some t h e  'Y, the events "be in state i" and "be in state j" are disjoint Thu, 
their associated probabilities may always be nunmed when describing their union, and 
Theorem 2: P ( t )  is a non-decreasing bct ion of the thne step "t". 
Instead of providing a generai proof of this theorem. we only show that it holds 
in a simple case: a g e n d  one flip-flop circuit. This simpiified proof can be directly 
generalized to circuits with more than one flipflop (refer to Appendix 3 for a sketch of the 
prwf for the general case). 
Without loss of generality, the transition maaix of the circuit depicted in Figure 2.12 
is: 
Figure 2.12 Example of a circuit with three states 
If we express the probability vector quafltifying the probability o f  k i n g  at time 'Y in 
one of  the states as n ( r )  = ( a , $ , y )  , where 1, is the initial state 
As mentioned in theorem 1, the iaitiali;ration probability at time ''t+lV is given by 
P(r+ 1) = n ( t +  1) +ns ( t +  1) 
50 1 
= a a + Q c + y e + a b + p d + y f  
= a ( a + b )  +B(c+d) + y ( e + f )  
Using the fact that the summation of dl transition probabilities associated with any 
state is always 1, we have: 
P ( t +  1 )  = a + P + y ( e + f )  
= P ( r )  + y ( e + f )  
> P(r) if y ( e + j )  * O  
Thus, in circuits with one state-variable, where known inputs do not generate 
unknown states, if the circuit is initializable, f ( t )  is a strictly increasing function of 'Y', 
and the only exception is when the circuit cannot be initialized, in wbich case p ( t )  = 0 
for al1 'Y. Q.E-D 
In generai, the exact computation of ~ ( t )  has excessive computational complexity 
N 
due to the 3 dimensionality of the matrices. However, it is possible to approximate the 
probabiiity of king in a state with at ieast one "X', P, ( r )  = I - ~ ( r )  , by two easily 
computed boimds, as shown below (Theorem 3). One should note here that the exact 
computation of  these bounds using Markov chah processes is also a tirne consuming 
pmcess. However, these bounds may be directiy approxhated using sCOP numbers, 
which have a linear computational complexity. 
with 
and 
i =  1 
where i = 1 J..... N and 'Y is the total number of flipflops in the circuit. 
Proof: From previous defuiitions, we can express Px ( t )  = i - P ( r )  as the sum of the 
individuai state probabilities of ail states in the subset of transient states T. Thus, 
Moreover, we have already defined c,(hp t) as (equation 2.6) 
j e  T and h i = X  
thus cx(hl ,  t )  is a nim of a subset of the transient states, where hi = x . However, 
P_ ( t )  is the probability of the union of di the transient States. Therefore 
Thus the fkst part of the inequality is 
for every hi. 
The second part of the inequality can be developed as follows: 
i =  1 
This sum includes dl the transient states. However, since they are not disjoint, the 




Finally, it is also possible to compute an approximation for the initialization 
probability. The proposed expression is an approximation partly for the same basic reason 
that COP [53] [54] and sCOP numbers, our proposed generabtion to sequential circuits, 
are approximations. Indeed, all fiip-flop groups controlling a node through a given gate 
are considered to be independent. Exploiting this assumption for the computation of the 
initialization probability, we can easily derive the following approximation of the 
initiaüzation probability, cded AIP(t) 
where p(hp t )  is the initiakation probability of flipflop "i" at tirne "t" defined as 
Recd that the bounds "U", "Lw and the approximate Liitiaiization probability 
AIP ( r )  are computed using SCOP, wfüch is Iinear with respect to the nimiber of gates in 
the circuit Therefore, these parameters are only approximations. However, the renilts 
conducted on a large subset of the ISCAS'89 sequential benchmarks shows that they are 
in generai sufficient. 
2.4.4 Experimental Results 
In the fïrst experirnent, the sCOP computation method was run on a large set of 
ISCAS 89 sequential benchmark circuits [26]. We computed the approximate uiitialization 
probability AIP = 1 -AÏP with (equation 2-12), the lower and upper bounds of the 
complement of the initialkation probability (U and L (equation 2.1 1), (equation 2.101, 
4 until they stabilized or until the number of iterations exceeded 2 x 10 . The "AIP" and the 
bounds are declared to be "stabilized" when their values computed to an accuracy 
arbitrarily set at do not change until the limit of 2 x io4 time steps is reached. The 
resuits are shown in Table 1, where a flip-flop is declared impossible to initialize when its 
Figure 2.13 "U", 'IL" and "AIP" were non-increasing functions of 
the time ''t" in al1 experiments as shown here for s298 
initiabation probabiiïty ~ ( h , t )  sticks at O indennitely, and it is declared diffcuk to 
initialize if its initialization probability remains lower than a limit set arbitrarily to 0.99. 
Robabiiity a) Probability b) 
? 
Table 23 Computation results of "U", "L" and "AIP" until they stabilize or 
2-5 
2 .  
1.5 
the number of iterations exceeds 20,000 vectors 
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Table 23 Computaîïon r d t s  of "U", "L" and "AIP" until they stabilize or 
the number of iterations exceeds 20,000 vectors 
Impassible to Aird to i n i t u i k  
torrci. boaad initial* FFs FFs 
I 
2. U, V,: value of the upper bound U and the corresponding iteration when the bound stabilizes 
3. L, VI: value of the upper bound U and the corrcsponding iteration when the band stabilizes 
4. m, V m  the complement of the approximate initiakation probability (m = 1 - AIP) and its coms- 
ponding stabilization iteration (VAI~).  
5. #imp, Vw the number of impossible-to-initialize flipflops and the comsponding iteration when #imp 
stabilizes. 
6. #bard, V w  the number of bard-to-mitialize flip-flops and the correspondhg iteration when # h p  stabi- 
Figure 2.14 The number of flip-flops that are declared not initialized 
as a function of time step 'Y'. 
The results show that a majority of circuits have a good probability of k i n g  
initializd after a reasonable number of PR vectors. The upper bound "U" of the circuit 
s7 13, for example, is as mail as ( 1.30 x IO -14) after 362 iterations. Therefore, the 
probability that this circuit will be initialized by a PR sequence of length 362 vectors is 
better than ( 1  - 130  x 10-14). This meam that arnong al1 possible sequences of 362 
( -12) vectors, i O0 - 1,30 x 10 % do initialize the circuit in a predictable and reproducible 
manner, provided that the input vectors are PR and that the independence assumption 
which underlies sCOP calculations is a good approximation. Moreover, in al1 the 
- 
experiments performed, the two bounds "ü" and "Lm, as well as the "AIP". were non- 
increasing fiinctions of the time &?". Furthemore, for the circuits that were declared to be 
initialized, these functions were almost nul1 after applying a s d l  nurnber of iterations, as 
shown in Figure 2.13-a for the case of s298. The same plots are depicted in Figure 2.13-b 
on a semilog scale to illustrate the fast convergence rates of each of the three parameters 
- 
"U", '"L" and "NP". However, some circuits (s510, s953, s1488,s1494,s9234, ~13207, 
si5850, ~38417, ~38584) cannot be easily initialized with a reasonable number of PR 
vectors, and they seem to be impossible to initialize without hardware modifications. 
Figure 2.14 shows the dynamic of the number of Bipflops, which are dl not initiaiized, 
as a function of tirne "t". Note that a majority of fiipflops can be detected as initiaiizable 
or not-initialhble f i e r  a reasonable number of iterations. Therefore, it seems that a lirnit 
on the iteration number arbitrarly set to 100 may be sufficient to detect the majority of 
flipflops which are not initiaiized, 
2.4.5 Conclusion 
To surnmarize, design for pseudo-random initiahtion was shown to be feasible. The 
proposed generalùed îestability measures, which are based on a modified Markov chai& 
were shown to be capable of predicting whether or not a sequentiai circuit is initializable. 
The complexity of computing these measures is linear with respect to the number of gates 
in the circuits 
Results of experiments conducted on 30 sequentiai ISCAS 89 circuits were reported. 
Among these circuits, 20 were found to be easy to initialize with few pseudo-random 
vectors. This finding was not restncted to mal1 circuits, and larger ones were also fomd 
to be easy to initialize. Moreover, we confirmed experimentally that the initiakation 
probability is a non-decreasing bction of the number of clock cycles, and that 100 clock 
cycles were in general sufficient to declare whether or not a sequentiai circuit is 
initialïzable. 
2.5 Méthode de modification pour l'initialisation 
Les résuitats expérimentaux de la section 2.4 nous montrent qu'il existe une classe de 
circuits qui résistent à l'initiaiisation avec des vecteurs pseudo-aléatoires. Un exemple 
typique d'une telie classe est la bascde T. La bascule T, montrée sur la figure 2.15, est 
impossible à initialiser. À partir d'un état inconnu, nous ne pouvons jamais transiter ii un 
état connu. Dans un contexte pseudo-aléatoire, il existe un autre type de problème d'initia- 
lisation où cette dernière, malgré qu'eue soit possible, exige de très longues séquences 
d' initialisation. 
Figure 2.15 Bascule T qui est un exemple d'un circuit impossible à 
initialiser 
Dans ce qui suif nous proposons une méthode simple pour assurer I'initialisation des 
circuits séquentiels difficiles à initialiser avec des séquences d'initialisation de longueurs 
raisonnables. Avec cette méthode qui est basée sur les mesures de testabilité SCOP, un 
sous-ensemble de bascules est sélectionné comme candidats pour un reset partiel. 
La méthode proposée ici consiste à définir un critère d'initialisation approprié pour la 
probabilité d'initiaiisation p ( h p  t) de façon a ce qu'une bascule "hi" soit déclarée initia- 
lisée si sa probabilité d'initialisation est supérieure au critère en question. Évidemment, 
nous pouvons toujours concevoir des contre-exemples. Le critère d'initialisation n'est 
qu'un critère heuristique que nous voulons efficace dans la majeure partie des cas. Nous 
proposons également dam cette méthode, un critère d'arrêt sur le nombre d'itérations. Ce 
critère est relié au fait que la complexité du calcul des nombres sCOP est fortement dépen- 
dante du nombre d'itérations utilisées. En effet, le caicul des nombres sCOP est "n" fois 
plus complexe que celui des nombres COP, où "n" est le nombre d'itérations utilisées. De 
plus, dans le cas où une bascule est impossible à initialiser, nous risquons de faire tourner 
le prognunme sCOP indéfiniment sans atteindre le critère d'initialisati~n~ Par conséquent, 
il est impératif de limiter le nombre d'itérations de SCOP. Avant d'der plus loin, posons 
l'hypothèse heuristique suivante de laquelle découle le crithe d'arrêt: 
Hypothèse: Si une bascule est encore non initialisée après "S" itérations, elle ne sera 
pas initialisée avec "S + E " itérations, OU E est raisonnablement petit et "S" est un critère 
d'arrêt qui sera déterminé à partir des résultats expérimentaux. 
Nos résultats expérimentaux montrent que cette hypothèse est vérifiée avec une 
bonne probabilité. Encore une fois, l'hypothèse cidessus n'est qu'une hypothèse heuristi- 
que. Des contre-exemples peuvent être construits. L'argument de base sous-jacent de 
l'hypothèse est directement relié à un compromis entre le nombre d'itérations qui affecte 
principalement la complexité de calcul des nombres sCOP et la précision de prédire 
qu'une bascule ne puisse être initialisée. "S" dépend de la nature et de la complexité du 
circuit considéré. 
2.5.1 Heuristique de mise-à-0 / mise-à-1 
En utilisant cette hypothèse, nous proposons ici une méthode heuristique pour modi- 
fier les circuits difficiles à initialiser avec des vecteurs pseudo-aléatoires, dans le but de les 
rendre facile à initialiser. Avec cette méthode, toutes les bascules déclarées encore non hi- 
tialisées après "Sv itérations sont mises-à-0 / mises-à4 en deux étapes. Dans la première 
étape, les bascules déclarées impossibles à initialiser sont modifiées. Dans la deuxième 
&tape, le reste des bascules déclarées non initialisées est modifié. Une bascule est déclarée 
impossible à initialiser si sa probabilité d'initialisntion p(h,, t )  reste collée à O jusqu'à la 
"Sihne" itération. Dans le cas où cefte probabilité est différente de O mais inférieure à une 
limite (qui sera définie un peu plus bas), la bascule en question est dite difficile à initiali- 
ser. 
La méthode de modification peut être résumée comme suit: 
1. invoquer sCOP pour calculer p de toutes les bascules. Après "S" itérations, si 
S) > 0,99 pour toutes 
2. else i f p ( h p  S) = O pour certains hi, 
.imposer une initiaiisation déternunisfe avec un poids de 0,5 sur toutes les bascu- 
les déclarées impossibles à initialiser, 
are-calculer les nombres sCOP pour toutes les bascules en commençant à partir de 
? =  O.  
.si  JI(^, S) > 0,99 pour toutes les bascules hi, MI. 
3 .  eke if0 < p [ h p  S) < 0.99 pour certains hi ,  
4rnposer une initialisation déterministe avec un poids de 0,5 sur toutes les bascu- 
les déclarées difficiles à initialisec 
*recalculer les nombres sCOP pour toutes les bascules en commençant à partir de 
t = O ,  dans le but de vérifier si le circuit est effectivement devenu facile à ini- 
tialiser. 
Notons ici que le calcul des nombres sCOP est répété 3 fois, cependant, seulement 
"Sn vecteurs pseudo-aléatoires, et non " 3 x S ", qui sont appliques pour garantir I'initiali- 
sation. Les modes utilisés dans la méthode de mise-8-0 1 mise-à-1 sont des moyens pour 
évaluer la sensibilité des circuits aux changements, mais ils n'allongent pas la séquence 
d' initialisation. 
2.5.2 Résultats expérimentaux 
Le tableau 2.3 donne les résultats obtenus dativement à l'initialisation avec et sans 
la procédure précédente d'insertion de points d'initialisation. Dans ce tableau, #dff se 
rapporte au nombre de bascules ou un problème est découvert et V est le nombre 
d'itérations requises pour atteindre cette conclusion. Notez que quand V c 100, #dffest 0. 
Les résultats montrent que le mode 1, où sedement les bascules déclarées irnpossi- 
bles à initialiser sont modifiées, est suffisant pour assurer l'initiaiisation de certains cir- 
cuits (s5 10, s953, ~15850). Cependant, le mode 1 s'avère être i d s a n t  pour d'autres 
circuits. Dans le cas du circuit s9234 par exemple, 2 bascules sont déclarées non initiali- 
sées après le mode 1 et ce n'est qu'après le mode 2 que le circuit est déclaré facile a initia- 
liser. Notons que dans certaines situations, en l'occurrence le cas de s 1488 et ~1494, toutes 
les bascules déclarées non initialisées ne sont pas impossibles a initialiser. Dans ce cas, le 
mode 1 est sans utilité, nous pouvons ainsi passer directement au mode 2. 
Tableau 2.3 Résultats de la méthode de mise-à-0 1 mise-à- l 
Tableau 2.3 Résultats de la méthode de mise-à-0 f mise-à-1 
I Impadblt l DifticiIe l Impossible i Diff~ik h ImposaiMt & œitiiiiwr I ia i t i i l i r  II iaittürcr I initiiiüer II iiiti.fiircr 
1. T: nombre total de bascules qui sont modifiées durant les deux modes. 
7' 
I 2. %T: Pourcentage de T dtfmie comme %T = total de dans un circuit 
3. A%: circuiterie ajoutée - 
T - (M mcpopi~c i uutlilisa) 
4. KM: Facteur de mérite du mode I dtfinie comme %M = (M UII~OSSI~~C a U U Q ~ U ~ )  
5. PI: Nombre de points d'initialisation insMs en utilkant TOSTA. 
6. PI%: Circuiterie ajoutée par les points d'initialisation de TOSTA. 
Le pourcentage (NT) des bascules modifiées en utilisant cette méthode varie entre 
0% et 100%. La moyenne de ce pourcentage, calculée pour tous les circuits considérés est 
de l'ordre de 38%. Nous avons également estimé le pourcentage de la circuiterie ajoutée 
en utilisant un modèle inspiré de l'équation 2.1. En effet, si nous supposons que seulement 
une fiaction "n" des bascules a été modifiée, à partir de l'équation 2.1, nous powons 
écrire: 
Les résultats montrent que la circuiterie ajoutée varie entre 0% et 2.88% et sa 
moyenne sur tous les circuits considérés est de l'ordre de 0.44% seulement. 
Le facteur de mérite "M%"est défini comme étant le pourcentage des bascules diffi- 
ciles à initialiser modifiées en mode 2 par rapport au nombre total des bascules déclarées 
difficiles à initialiser. Ce facteur reflète l'efficacité du mode 1 à initialiser un circuit 
séquentiel. Par exemple, dans le cas de ~9234, seulement 18% de toutes les bascules qui 
pouvaient être potentieuement modifiées durant le mode 2 ont été effectivement modifiées 
dinant ce mode. Par conséquent, 82% de ces bascules ont été rendues initialisables par le 
mode 1. 
2.6 Reset partiel pour le test pseudo-aléatoire 
Jusqu'à présent, nous avons utiiisé le reset partiel pour assurer I'initialisation des cir- 
cuits séquentiels. Dans ce qui suit, nous étudierons l'effet du reset partiel sur le test 
pseudo-aléatoire des circuits séquentiels. Nous montrerons ainsi que le reset partiel, judi- 
cieusement utilisé, améliore le test pseudo-aléatoire des circuits séquentiels dans certains 
cas. Cette section a fait l'objet d'un article publié à ISCAS 95 [126]. 
Le reset complet a la particularité d'amener le circuit à un état initial COMU (état 
"RESET') à chaque fois que le reset est activé. Par conséquent, la ligne de reset doit être 
soigneusement utilisée durant le mode te% faute de quoi nous risquons de détruire l'état 
présent du système [Z]. Ceci n'est pas le cas avec le reset partiel. L'activation du reset 
dans un circuit avec reset partiel nous amène à un état où les bascules sans entrée reset 
sont a priori dans un état "quelconque". Cet aspect non-déterministe du reset partiel peut 
contribuer à améliorer la qualité du test pseudoaléatoire. 
Cette idée fut exploitée par plusieurs auteurs [2] [8 11 [8Z][I 261. Ainsi, dans [8 11, 
Mathew et Saab ont proposé un algorithme pour trouver un petit ensemble de bascules de 
manière à ce que toutes les lignes de retours soient coupées. Ces bascules sont modifiées 
pour former un reset partiel. Dans cette méthode, une seule ligne de reset est utilisée. Dans 
un autre article [82], les mêmes auteurs montrent que l'utilisation d'une seule ligne de 
reset est parfois contraignante. En effet, à chaque activation du reset, nous transitons vers 
un sous espace d'états déterminé par l'état des bascules avec entrée resedset. Pour rendre 
le reset plus "aléatoire" et ainsi améliorer davantage la qualité du test, Mathew et al. [82] 
ont proposé d'utiliser plusieurs lignes de reset pour alimenter les entrées reseu'set des dif- 
férentes barniles. Abramovici et al. [2] ont de leur coté proposé une technique de resei 
partiel basée sur la contribution des bascules à la testabilité. Pour cela, une analyse de sen- 
sibilité pour ordomer les bascules selon leur contribution à la qualité du test est utilisée. 
Les résultats obtenus par leur méthode semblent être systématiquement meilleurs que les 
autres techniques. Tous ces travaux sont destinés au test algorithmique. Dans la présente 
section, nous proposons une technique de reset partiel où la sélection des bascules est 
basée sur leurs contributions à la q d t e  du test pseudo-aléatoire. Cette technique nous 
permet ainsi d'assurer l'initialisation d'un côté et un bon niveau de qualité du test d'un 
autre côté. 
2.6.1 Le système proposé 
L'idée principale de la technique de conception pour le test proposée ici est illustrée 
dans la figure 2.16. Les bascules responsables des problèmes d'initialisation et celles res- 
ponsables des problèmes de test sont remplacées par leurs équivalents avec des mécanis- 
mes de mise-à-O/mise-à-1. Notons que le balayage partiel n'est pas considéré ici, 
cependant, il peut être facilement ajoute si c'est nécessaire. Un générateur de vecteurs de 
test pseudo-aléatoires (LFSR par exemple) est utilisé pour alimenter les entrées primaires 
et les entrées reset. Dirrant le mode test (Ï=l, N?)), les entrées resei sont alimentées par 
des sources pseudo-aléatoires provenant du générateur. En mode initialkation (14, N-O), 
un reset est forcé sur toutes les bascules avec entrée reset et ceci durant toute la période 
d'initialisation. En même temps, les entrées primaires sont directement alimentées par des 
sources pseudo-aléatoires provenant du générateur. 
Circuit Sous T a  
Figure 2.16 Structure descriptive du système BIST (Test intégré) 
proposé ici 
Notons ici que le nombre d'étages additionnels requis pour alimenter les entrées 
reset, peut être réduit par des techniques de condensation. En effet, il est possible d'di- 
menter les entrées reset par les entrées primaires ou bien à partir de n'importe quelle ligne 
du circuit, tant que l'hypothèse d'indépendance entre la bascule et la ligne source est res- 
pectée [126]. Finalement, un compacteur de signatures (généralement un MISR) est utilisé 
comme analyseur de signatures. 
2.6.2 Heuristiques de sélection 
La sélection optimale des bascules à remettre à zéro est un problème difficile. Dans ce 
qui suit, nous proposerons quelques heuristiques pour le résoudre. Une stratégie valide 
consiste à définir un critère approprié pour les contrôiabilités de manière à ce que chaque 
bascule soit remise à O(1) si sa contrôlabilité à 1 (O) estimée par les nombres sCOP est plus 
petite qu'un seuil fixé arbitrairement à 0,O 1 [I 291. La figure 2.1 7 illustre les principales 
étapes de cette stratégie. Après avoir appliqué l'heuristique d'insertion des points d'initia- 
lisation de la section 2.5.1, nous continuons le calcul des nombres sCOP pour tous les 
noeuds en alimentant les entrées reset des bascules retenues pour I'initiaIisation par des 
sources pseudo-aléatoires. Ensuite, une mise à zéro ou à un est appliquée sur toutes les 




Figure 2.17 Procédure I : ébauche de l'heuristique 1. 
Test 1 (circuit) 
1. Modifier le circuit pour assurer I'initialisation (avec l'heuristique de 
la section 2.5.1) 
2. Calculer les nombres sCOP pour tous les noeuds en alimentant les 
entrées reset des bascules retenues par l'étape 1 par des sources 
pseudo-aléatoires 
3. Pour chaque bascule "h" 
z f l  Co (h, t )  < 0,01) appliquer une mise à O sur la bascule "h". 
else zXCI (h, t )  < 0.01 ) appliquer une mise a 1 sur la bascule "h". 
Cette heuristique donne des résultats valables malgré sa simplicité. Cependant, il faut 
noter ici qu'elle peut être coûteuse en terme du nombre de bascules sélectionnées pour le 
reset. En effet, avec cette heuristique, toutes les bascules à faible contrôlabilité sont remise 
66 
à zero/un sans distinction entre celles qui sont responsables des problèmes de test et celles 
qui sont les conséquences d'un problème de test sur d'autres bascules. 
1. Modifier le circuit pour assurer l'initialisation (avec l'heuristique 
de la section 2.5.1) 
2. Ordonner les bascules selon l'ordre de leurs profondeurs 
séquentielles 
3. Pour chaque bascule "h" 
4. Calcuier les nombres SCOP pour tous les noeuds en alimentant les 
bascules déjà retenues pour le reset partiel (ioitialisation et test) 
par des sources pseudo-aléatoires 
5. Calculer la couverture de pannes FCI (en utilisant les nombres 
SCOP) 
6. if& (h, t )  c 0'01) 
appliquer une mise à O sur la bascule "h" 
calculer la nouvelle couverture de paxmes FC2 
if(FC2 - FCl < q) enlever la mise à O appliquée sur "h" 
7. else if(CI (h, t) < 0'01 ) 
appliquer une mise à 1 mr "h" 
calculer la nouvelle couverture de pannes FC2 
if(FC2 - FCl < q) enlever la mise a 1 appliquée sur 'h" 
Figure 2.18 Procédure 2: ébauche de l'heuristique 2 
Dans ce qui suit, nous proposons une deuxième heuristique de sélection de bascules 
basée sur leurs contributions à la couverture de pannes globale du circuit. Les bascules 
sont d'abord ordonnées dans un ordre croissant selon leurs profondeurs logiques séquen- 
tielles. Ensuite, elles sont temporairement sélectionnées pour le reset partiel, une à la fois, 
si leurs conîrôlabilités à l(0) sont inféne~res à un seuil h é  à ".O 1 ". sCOP est alors invo- 
que pour calculer I'impact de chaque modification sur les contrôlabilités. La couverture de 
pannes est estimée à partir d'un modèle théorique déjà proposé par Shedletsky et McClus- 
key [122]. Lorsqu'une amélioration de la couvemire de pannes est supérieure à un seuil 
"q", la bascule en question est retenue pour le reset partiel. Une autre bascule est ensuite 
sélectionnée et la procédure est répétée (voir Procédure 2). Dans la présente version, 
l'heuristique est mise en oewre avec "q = O", c'est-à-dire que n'importe quelle améliora- 
tion de la couverture de panne implique une acceptation de la bascule pour le reset partiel. 
2.6.3 Résultats expérimentaux 
Pour les besoins de l'expérience, nous avons mis en oeuvre un outii de sélection des 
bascules à remettre zéro/un en langage "C". Dans une première phase, les bascules res- 
ponsables des problèmes d'initiaiisation sont sélectionnées et remplacées par leur équiva- 
lents avec reset. Dans une deuxième phase, d'autres bascules responsables des problèmes 
de test sont sélectiomées et remplacées par leur équivalents avec r e m  en utilisant les heu- 
ristiques proposées ci-dessus.Pour valider nos heuristiques, nous avons réalisé plusieurs 
expériences sur un grand ensemble de circuits d'essai séquentiels [26]. Le simulateur de 
panne HOPE [74] fut utilisé avec des séquences de vecteurs de test pseudo-aléatoires de 
2 l5 pour valider les résultats avant et après modification. 
Le nombre total de bascules dans chaque circuit est reporté dans la colonne "DFF". 
Les couvertures de pannes rapportées par HOPE sur les circuits originaux à partir d'un 
état initial inconnu et d'un état initial connu "1 1 ..... 1 " (1 sur chaque bascule) sont repor- 
tées sous les colonnes "CPx" et "CP" respectivement. Il est intéressant de noter ici qu'il y 
a en général une grande différence entre "CPx" et "CP" dans le cas où le circuit a des pro- 
blèmes d'initialisation. Les problèmes d'initialisation peuvent cependant se combiner à 
des problèmes de test, pour causer des différences qui ne sont pas explicables uniquement 
par les problèmes d'iaitialisation. Par exemple, dans le cas du circuit s5 10, C h  est O alors 
que CP est 100%. II semble que s510 n'a que des problèmes d'initiaiisation qui résultent 
en un CPx de O. Par contre, dans le cas de s382, aucun problème d'initialisation n'a été 
détecté. s382 contient plusieurs problèmes de test et les c o u v ~ s  de pannes obtenues 
dans les deux cas sont CPx = 1 U8%, CP = 26.3 1 % respectivement. 
Tableau 2.4 Les résultats de la couverture de pannes tels qu'obtenus par 
Hope i741 
aDFF: Nombre de bascules dans Ie circuit. 
CPx and CP: couvertures de pannes du circuit origioal où l'état du départ est 
inconnu (CPx) et à partir de l'état (1 1 ...) (CP) respectivement. 
*Test 0: résultats obtenu en utilisant I'heuristique de la section 2.5. 
*Test 1 : résultats obtenus avec l'heuristique 1. 
.Test 2: résultats obtenus avec I'heu~istique 2. 
opReset: les meilleurs résultats obtenus par l'heuristique proposée dans [2] pour 
faciliter la génération algorithmique de CRIS 
Dans le but de régler les problèmes d'initiaiïsation, l'heuristique de la section 2.5 a 
été invoquée. Sous la colorne "Testû", nous avons reporté le nombre de bascules à remet- 
a à zéro/un pour l'initidisation (colonne R-FF), ainsi que la couverture de pannes lors- 
que l'état initiai est inconnu et que les Lignes de reset sont a i s é e s  comme des sources 
pseuddéatoires (Colonne CPO). 
Les rédtats montrent que I'utilisation des lignes de reset. pour alimenter les bascules 
retenues par l'heuristique d'insertion de points d'initidisation (section 2.5.1) dufant le 
mode test avec des sources pseudo-aléatoires, peut résulter en une amélioration de couver- 
ture de pannes. Par exemple, dans le cas du circuit s1488, la couverture de pannes croît de 
75.57% à 95.19%. Cependanf cette amélioration n'est pas systématique, en effet, des per- 
tes de couvemues de pannes peuvent être observées dans le tableau. Par exemple, dans le 
cas de ~38584, la couverture de pannes décroît de 64.33% à 43.74%. Ceci montre que le 
reset partiel peut avoir des effets négatifs sur la couverture de pannes dans certains cas. 
Par conséquent, nous pouvons imaginer une solution où nous désactivons le reset de quel- 
ques bascules utilisées pour I'initialisation durant le mode test. Ce problème n'est pas con- 
sidéré ici il peut être l'objet d'une recherche fiinire. 
Les résultats obtenus après modifications avec les heuristiques 1 et 2 sont reportés 
sous les colonnes "Testl" et "Test2" respectivement. Les nombres de bascules à remettre à 
zéro/m obtenus par chaque heuristique sont reportés sous les colonnes "FF1" et "FF2". 
Les résultais des couvemires de pannes sont reportées sous les colonnes "CPI" et "CP2". 
Les résultats montrent une augmentation systématique de la couvexture de pannes. 
Par exemple, dans le cas de s208, la couverture de panne croît de 57.67% à 98.60% avec 
l'heuristique 1 et jusqu'a 98.23% avec l'heuristique 2. Le nombre de bascules remises a 
zérolun dans ce cas est 6. Nous pouvons également constater que le nombre de bascules 
sélectiomées par l'heuristique 2 est souvent plus petit que celui des bascules sélectionnées 
par l'heuristique 1. Cependant, ceci est associé à me perte de couverture de pannes dans 
certains cas. Par exemple, dans le cas de s5378, le nombre additionnel de bascules remise 
à zéro/u. avec l'heuristique 1 est 94 et la couverture de pannes est 88.99%. Avec l'heuris- 
tique 2, ce nombre est 30 avec une couvemire de pannes de 86.594%. 
Nous avons également reporté au tableau 2.4, sous la colonne PReSet, les meilleurs 
résultats publiés dans la littérattue. PReSet [2] est une technique de reser partiel destinée 
au test algorithmique. Un petit ensemble de bascules à remettre à zéro/un sont sélection- 
nées pour améliorer la génération algorithmique des vecteurs de test. Les couvertures de 
pannes dans ce cas sont obtenues par le générateur (ATPG) CRIS [l IO]. Une comparaison 
entre nos résultats et ceux obtenus par PReSet montre que nos heuristiques produisent de 
meilleurs couvertures de pannes dans plusieurs cas. Par exemple, dans le cas du circuit 
s208, heuristique 2 produit une couverture de pannes de 98.24% avec 6 bascules remises à 
zero/un. De l'autre côté, avec PReSet, on obtient 86.55% de couverture de pannes avec 3 
bascules remises à zero/un. Cependant, ceci n'est pas systématique. Par exemple, dans Le 
cas de s526, PReSet produit 88.93% de couverture de pannes avec 3 bascules remises à 
zero/un alors que l'heuristique 1 donne 83.19% avec 14 bascules remises à zerolun. En 
conclusion, en moyenne, le reset partiel proposé ici est aussi performant que PReSet. 
Cependant à notre connaissance, aucune autre heuristique de reset partiel n'a été proposée 
dans la littérature dans un contexte de test pseudo-aléatoire. 
CHAPITRE 3 
La probabilité de transition: une mesure 
de testabilité efficace 
3.1 Introduction 
Les mesures de testabilité approximatives constituent un bon compromis entre la 
faculté de prédire et de localiser les problèmes de test d'un côté et leurs complexités de 
calcul d'un autre côté. Dans un contexte de test pseudo-aléatoire, les mesures COP par 
exemple furent efficacement utilisées par plusieurs auteurs dans le cas des circuits combi- 
natoires [119][145]. Malheureusement, dans le cas des circuits séquentiels, les mesures de 
testabilité classiques (SCOP) présentent d'autres limitations reliées à la nature séquentielle 
de ces circuits. Nous insistons ici sur le fait qu'il ne s'agit pas de limitations reliées aux 
hypothèses d'indépendance souvent utilisées dans les mesures de testabilité classiques. 
Ces limitations furent largement étudiées dans ia littérature [l O] [48] [6 11 [88] [ 1 1 7. Nous 
d o n s  plutôt nous concentrer dans ce chapitre sur d'autres types de limitations reliées à la 
nature séquentielle des circuits analysés. Nous proposerons ainsi une nouvelle mesure de 
testabilité nommée mobilité. Cette mesure, dont la complexité de calcul demeure linéaire 
par rapport au nombre de portes d'un circuit, est capable de détecter des problèmes de tes- 
tabilité très importants dans le cas des circuits séquentiels. 
La prédiction des probabilités de transistion a fait l'objet de plusieurs publications 
dans le domaine de l'estimation de la dissipation de puissance pour les circuits CMOS 
[5 i][80][8q[89] [97][137][138]. En effet, dans un circuit CMOS convenablement conçu, 
la dissipation de puissance est essentiellement due à l'activité des noeuds internes. Dans 
un contexte de test pseudo-aléatoire, oii l'activité des noeuds internes est anormalement 
élevée, l'estimation de la puissance dissipée prend une importance particulière. En effet, 
un échauffement excessif diirant le mode test risque de brûler un composant sous test, 
alors que nous désirons simpleïnent le tester. 
Ce chapitre est composé de deux articles. Dans le premier, wumi pour publication au 
'TEE Transactions", nous introduisons le concept de mesure de mobilité et nous étudie- 
rons ses capacités a prédire et a localiser les problèmes de test dam les circuits séquen- 
tiels. Dans le deuxième article, soumi pour publication au "IEEE Transactions on VLSI" 
nous montrerons comment utiliser le concept de mobilie pour estimer la consommation 
de puissance dans les circuits séquentiels. 
3.2 Résumé de l'article de la section 3.3 
La mobilité est basée sur le concept de probabüité de transition. Pour chaque noeud, 
quatre mobilités qui représentent les probabilités de toutes les transitions possibles sont 
1 I I 1 
déhies (mol ( t )  , m ( f )  , mm ( t )  , m , (t) ). Les mobilités sont reliées aux nombres 
SCOP comme suit: 
1 I 1 
cg = moo+mlo 
I 1 1 
C I  = mol +mil 
Notons ici que les mobilités sont en réalité similaires aux contrôlabilités. Nous avons 
toujours besoin des observabihtés pour en faire un système de mesures de testabilité com- 
plet. Pour chaque type de porte logique, nous pouvons caiculer les mobilités de la sortie en 
fonction de celles des entrées, par le biais de règles de calcul simples similaires à celles 
qui sont utilisées pour le calcul des nombres COP. Par exemple, dans le cas d'une porte 
AND à deux entrées, les mobilités de la sortie "S" sont reliées aux mobilités des entrées 
(A, B) comme suit: 
En réalité, seulement deux mobilités parmi les quatres doivent être calculées, les deux 
autres peuvent être. déduites à partir du système de deux équations linéaires cidessous: 
Comme nous le venons, dans certaines situations, des contrôlabilités acceptables peu- 
vent être associées avec des mobilités faibles, ce qui peut engendrer un problème de testa- 
bilité. Dans le cas d'un compteur binaire par exemple, les probabilités limites 
(contrôlabilités) sont de 0,s pour tous les bits. Cependant, les séquences requises pour tes- 
ter ces bits sont de longueurs différentes. Par exemple, dans un compteur à 5 bits dont 
l'entrée "enable" est excitée par un signal pseudo-aléatoire, le bit le moins significatif 
transite d'un état à un autre à chaque 2 cycles en moyenne. Cependam, le temps moyen 
entre 2 transitions consécutives de même polarité SUT le bit le plus significatif est de 26 
cycles. 
Pour des fins de comparaison entre les contrôlabilités et les mobilités, nous avons 
conduit un ensemble d'expériences sur plusieurs circuits d'essai séquentiels. Les résultats 
nous ont montré que les mobilités sont systématiquement meilleures que les contrôlabili- 
tés relativement à la capacité de prédire et de localiser les sites de problèmes de test. 
3.3 Mobility Measures for Pseudo-Random Testing of 
Sequential Circuits 
M. Soufi, Y. Savaria, B. Kaminska, F. Darlay 
ABSTRACT 
In this paper, probabilistic testability measures for sequentiai circuits are andyzed. 
Shortcomings associated with the sequentid nature of digital circuits are highlighted. 
These shortcomings arr different h m  those related to the logical independence assurnp 
tion betwetn internd nodes, often used in approximate testability measures (ATM). In 
order to overcome these shortcomings, a new testability measure, called mobility, is intro- 
duced. Mobility is based on the concept of transition probability calculatiom. This con- 
cept has been widely w d  in the past for estimating power consumption in integrated 
circuits. In this papa, we wili show that the mobility measure is of great interest in asses- 
sing the testability of sequentiai circuits. Indeed, it models their tesîability with pseudo- 
random vectors more accurately. Experimental results demollstrating the superiority of the 
mobility in predicring controllability detection problems are also presented. The fkaction 
of hard-to-detect fa& which escape detection in testability d y s i s  using the mobilities 
is systematically lower tban that which escape detection using controllabilities. 
3.3.1 Introduction 
The increased complexity of VLSI circuits leads to a graduai reduction of accessibi- 
lity to interna1 nodes. As a consequence, the testing of digital systems is a recurring chai- 
lenge, despite signifiant advances in the field. This challenge is likely to remain, as long 
as the complexity of digital systems keeps increasing. For instance, Brewer et al. recently 
reported the introduction of a 26-million-transistor microprocessor [23], which clearly 
confimis that the growtb of complexity will remain for many years to corne. Moreover, it 
is well known that the quaiity ofa chip is directiy dependent on the percentage of defec- 
tive chips which escape detection. Several studies have connmied that the reject ratio1 
depends almost linearly on the fault escapes, defineci as (1 - fault coverage) [Il]. In this 
context, it is more important than ever to predict testing difficuities eariy in the design 
process. This was the purpose of the numerous dgorithms proposed in the past for estima- 
tiag testability [54] [64[144]. Many authors have &O explored pseudo-random testing as 
a solution to the testing complexity problem. Most pseudo-random testing methods were 
essentidy devoted to combinationai circuits. Recently, severai authors [18][75][129] 
have proposed probabilistic testabzty measutes for sequential circuits. However, as we 
wili see in this paper, these measures are blind to some important testing problems in 
sequentid circuits. 
Historically, pseudo-randorn test methods have k e n  essentially developed for combi- 
national circuits. This is largely because the specific orderings of the circuit operations 
required to test some sequentid faults are prohibitively dinicdt to produce using a 
pseudo-random source. Our paper formulates concrete proposais to help solve this pro- 
blem. In a recent past, several papen related to the subject of testing sequential circuits 
with pseudo-random vectors have been published in the Iiterature [32][75][91][118]. In 
[118], for instance, a test point insertion technique for sequential circuits is proposed and 
testability d y s i s  is used to detect areas of poor testability. This technique is weil suited 
to implement built-in self-test with pseudo-mndom vectors. In [32], another pseudo-ran- 
dom technique which can be used with sequentid circuits is proposed. In that paper, a 
symbolic computation technique is used to compute testability for circuits under the par- 
1. Reject ratio is defined as 
# of defective chips tested as good 
Reject ratio = # chips tested as good 
tid-scan based BIST. Moreover, the first commercial BIST tool for partial scan designs, 
announced by AT&T, is already on the market place [75]. 
in the present paper, limitations of classical testability measures will be highlighted. 
These limitations are not associated with the independence assumption usually used in the 
computation of these rneasures. This paper focuses on the shortcomhgs related to the 
sequentid nature of digital circuits. For instauce, we will show that good controllabilities 
may be associated with poor activity (transitions fiom O tol and vice versa) in sequential 
circuits. In this case, prediction of test length using the controllabilities may escape some 
testing problems, resulting in l e s  effective tests. A new testability measure, cailed mobi- 
lity, is proposed to partiy overcome these Iimitations. It will be shown that the number of 
pseudo-random resistant fauits which escape detection with these measures is signifi- 
cantly Smal1er with mobilities than with controIiabilities. 
The rest of the paper is organized as follows. In section 3.3.2, some limitations of 
classical testability measures are highlighted. In section 3 -3.3. mobilities are intmduced 
for combinational and sequentid circuits. Section 3.3.4 reports results of experiments con- 
ducted on a large subset of the ISCAS 89 sequential benchmarks to evaluate the efficiency 
of the mobility measures. Our main conclusions and remarks are summarized in section 
3 - 3 5  
3.3.2 Limitations of Classical Testability Measures 
In pseudo-random testing, largely used in built-In self-test (BIST) applications, detec- 
tion probabilities, defined as the probability of detecting a given fault using randomly 
generated test vectors, are usuaiiy estimated by means of signal probabilities. These 
measures, based on signal probabilities, originally defhed for combinational circuits 
[27][28], were recently generalized to sequential circuits by several authors [I 8][ïS][l29]. 
In [18], the initiability measure was introduced to cover the initiaikation phase of sequen- 
tial circuits. Lin et al. [75] proposed a new testability measwe calculation metho& which 
decomposes a circuit into smalla blocks and then comptes their internai signal probabili- 
Pies, one block at a the .  However, several approximations were considered in [75], 
approximations which may renilt in inaccuracies. In [129], the authors proposed an itera- 
tive testability measure calculation, based on the assumption that sequentiai circuits cm 
be modeied using ergodic Markov chain processes. 
Ail the testability measures mentioned above estimate the probability of setting inter- 
nai nodes to 1 or O by applying random vectors to primary inputs. However, even if exact 
calculation methods are used to estllnate the measures, they will still d e r  fiom some 
inaccuracies related to the time dependency. For instance, Table 3.1 shows examples of 
signais with equal steady-state probabilities (cg and cl). However, these signals exhibit 
very signifiant differencu fiom a testability standpoint. They have different steady-state 
transition probabilities. In the rest of this section, after a brief introduction to classical tes- 
tability measures in sequential circuits as proposed in [129], which is necessary for 
understanding the rest of the paper, we will show that these measures have important prac- 
tical shortcomings. The purpose of the mobility rneasures proposed in this paper is to 
address these shortcomings. 
Table 3.1 Classical controllabilities do not uniquely describe a signal in sequential 
circuits 
Table 3.1 C h i c a l  controllabiIities do not uniqueiy describe a signal in sequentid 
circuits 
332.1 Classicai Testabiüty Measures for Sequential Circuits 
Figure 3.1 shows an example of a sequential circuit with its corresponding ergodic 
Markov chah process. The numben in brackets are the prirnary input values which cause 
a specific transition, a d  the corresponding hction represents its occurrence probability. 
Let ni ( t )  be the probability that the Markov chah is in state "i" d e r  'Y' cycles (Le. after 
the application of Y' pseudo-random input patterns to the circuit). A state probability vec- 
tor of a sequential circuit with 'Y flipfiops (2n nates) is defined as 
n ( t )  = (n0,z ,,....-. n 
(2"- 1) 
) . Then, Il ( t )  can be obtained using the initial probability 
vector ïï (0) and the transition probability matrix "P" as foilows: 
where P is defined as the maaix of individual transition probabilities in one cycle 
beîween States "i" and '3": 
Figure 3.1 Example of a sequrntial circuit with its comsponding Markov chah proces 
The ergodicity assumption guarantees the existence of the Iimiting probability vector 
For instance, in the example of Figure 3.1, the limiting probabilities are 
Note that in this example, the limiting probabilities are controllabilities of "S' to O 
and 1.  For circuits with more than one flipfbp, the controliabilities to O (1) of a flipflop 
output may be computed by adding al1 the limiting probabilities of the states where this 
flipflop is at O (1) [l 291. 
Consider the example in Figure 3.2. The computation of co and cl  leads to the same 
2 1 
numerical result as inFigure 3.1 (co = 3, cl = 3). 
Figure 32 S t a ~  transition graph for which the limituig pmbabilities are! a misleadhg 
mdicator of testability 
However, assuming pseudo-random testing, it is obvious that the circuit correspon- 
ding to the FSM diagram in Figure 3.2 is more difficult to test than the first one. hdeed, 
the transitions from one state to another are unlikely to occur as rapidly as in the fim 
example, and the length of the pseudo-random test covering al1 states would be much 
greater. There is a great deal less activity (i.e. transitions between different states). Note 
that activity is a desirable characteristic in pseudo-random testing. Thus, limiting probabi- 
Mes may be completely mislcading if used as a direct measure of testing difnculty. 
In order to estimate this activity, let us calculate the average tirne the Markov chah 
remains in either of the two states. Let U and D denote the average tirne the Markov chain 
remains in states 1 and O respectively. 
T'heorern' 1 : In a two-state machine, the average times U and D that a Markov chah 
remains in state O and 1 are respectively given by 
A proof of this theorem is provided in Appendk 4. 
For instance, in the example of Figure 3.1, we find 
1. This theorem is a direct application of Markov chain theory [106] 
and the rate at which each transition occurs is 
1 1 1 
Thus, in the example of Figure 3.2, U, D and the rate at which each transition occurs 
are respectively 
This means that, on average, the second Markov chah (Figure 3.2) stays 1000 tune 
URits in state O before making a transition to state 1, and it stays there 500 t h e  uni& 
before retuming to state O, which is very likely to cause a testing problem in a system tar- 
geted for pseudo-random testing. For instance, some logic connected to the output of that 
state machine would be exercised at a very low frequency. Note that this is so in spite of 
good limiting probabilities (c62/3 and c l= 10). 
This problem arises in a very popular digital block, the binas, counter. Indeed, even if 
the limiting probabilities are as good as -5 for aiI bits, it is clear that the sequences needed 
to test these bits are of different lengths. For instance, in a 5-bit counter excited with an 
equiprobable pseudo-random signal on its enable input, a transition occun in the least 
significant bit every two cycles on average, however, in the most significant bit, the ave- 
6 rage time between two successive transitions of the same polarity is 2 cycles. Table 3.2 
nimmarizes the classical controllabilities and the average transition rates for each bit of 
the 5-bit counter. 
Table 3.2 Controllabiiities and transition rates for a 5-bit counter with a pscudo- 
random cnabie 








In order to overcome the above limitations of existing sequential testability measures, 
we propose here to use a set of measures cdled mobilities. Mobilities are analogous to the 
classical controllabilities. Mobilities must be combined with observability to make a corn- 
plete set of testability measures for estimating detectability. These meannes are based on 
transition probability calculations. They are defined as the probability that a transition 
occurs on a Iine "l" in a given circuit. This m i t i o n  c m  be up (O -> 1) or down (1 -> 0). 
Moreover, in order to get a complete set of transitions, we define transitions between iden- 
I I tical States (O -> O and 1 -> 1). We denote these mobilities rn;, (t) , m l  ( t )  , mm ( t )  , 
1 I m l ,  (t) , where, for instance, mol ( t )  is dehned as 
1 








The other mobilities are dehed similady. In the following, we first introduce the 
mobility rneasures in combinationai circuits, then we w i U  genedize them to sequentid 
circuits. In section 3.3.3.3, we will show how to propagate the measures in a digital cir- 
cuit, 
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3.3.3.1 Combinational circuits 
Ia combinational circuits, the two events 
1 ( r )  = O 
and 
i ( t + l )  = 1 
are muhially independent, and of course they a~ tirne-independent if their correspon- 
ding input vecton are independent. Thus, we cm obtain 
I 
m;, (0 = moi = Co (0 C ,  (0 (3.1) 
In combinational circuits, the mobilities can be directiy computed from the classical 
controllabilities. As a consequence, the classical controllabilities are sufncient to charac- 
terize the testability of combinational circuits. Note here tbat approximate cdculation 
methods [61], based on simplified assumptions, such as the independence between inter- 
na1 nodes in the circuit, may a e c t  the quality of these measures. However, if no such 
assumption is made, the measUres are accurate for combinational circuits. 
In generai sequential circuits, the two events mentioned above r ( t )  = O 
and 
Z(t+  1) = 1 
are neither mutually independent nor tune-independent. As a consequence, equation 
(3.1 ) is no longer valid. 
A sequentid circuit containing "n" flipflops may be modeled with a 2'state space 
Markov chain process. Ln this case, each transition (O -> 1) on a flip-flop output corres- 
ponds to a transition fiom the half suite space "sub(j", where this flipflop output is at "O", 
to the other half "subf', where the flipflop output is at "1". 
1: Mobility measmes in ergodic sequentid circuits always exist, and their 
vaiues are given by 
O' E suby) ( i  E tub,) 
2 
withOrm,sI and (xg) E { O , l ]  . 
The proof of this Lemma is a direct consequence of ergodic Markov chah processes 
and the mobiiities definition. A sketch of the proof is provided in Appendice 5. 
One should note here that this lemma has a theoreticai vatue, since it states the exis- 
tence (and uniqueness) of the mobilities. However, computing the mobilities fiom Markov 
chah processes (equation 3.2) is a time-consurnhg process for large circuits. hdeed, han- 
2 dling the double summation of equation 3.2 has a complexity of N , where N = 2" is the 
total number of states, assuhg there are 'h" state bits. Therefore, the complexity is pro- 
portional to 2&. In the next section, we wili propose a simple gate-level algorithm for 
computing approximations of the mobilities. This algorithm has a complexity that is Iinear 
with respect to the number of gates times the number of computation iteratiow. 
Before going m e r ,  let us  mention that classical controllabilities can be computed 
from mobilities, but not vice versa. As a consequence, it is sufficient to specie the mobili- 
ties. The relations between classical controUabilities and mobilities are as follows: 
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identifie4 and two escape probabilities, one for each case (contrdlability and mobility) 
were computed. The escape probabilities for the contmllabilities and the mobilities are 
respectively defined below. 
where 
1 .CF: # of faults undetected with fault simulation declared detected according to their 
detectabilities, computed based on their controilabilities and obwrvabilities. 
2.MF: # of faults undetected with fault simulation declared detected according to their 
detectabilities, computed based on their mobilities and obsenrabilities. 
3.T: Total number of undetected faults according to fault simulation. 
Table 3.5 Escape probability in the case of mobility and conm>llability measures 
Table 3.5 Escape probability in the case of mobility and unitrollability measures 
1 .#: number of faults that escape detection with the mobilities (controllabilities) 
2.%: ESCmobility (ES C 
3-MIC: ESCmbility/ ESCmnmi 
4.# Undctcctcd faults: the num ber of  faults undetected according to HOPE aftcr applying 
2 l5 test patterns. These numbers include the redmdant faiiits for circuits marked with *. 
In Table 3.5, the escapes ESCmobiliry and E . s C ~ ~ ~ ~ ~ ~ ~  are reported for t h e  different 
detectability thresholds PT=. 1, DT=.O 1 and DP.00 1). Selecting an appropriate detec- 
tion threshold is a dificuit task. Indeed, a detection threshold which gives optimal results 
with some circuits may fail for other circuits. There are several application dependent con- 
tradicting requirements that should be taken into account when detemiining a detection 
threshold. The maximum length of the pseudo-random sequence use& the minimum fault 
coverage required, and, in the case of test insertion, the maximum overhead tolerated. As 
in many heuristic methods, the user should experiment with the optimal value of the para- 
meter. A tool could also be programmed to try severai values of the detection threshold. 
The existence of intrinsic limitations to the accuracy of heuristic testability measures has 
been recognjzed a long time ago. In [117] for instance. the author showed that good detec- 
tability does not guarantee good testabiiiq. Therefore, ail methods using detectability as a 
guidance heuristic may fail for sorne circuits. Nevertheless. detectability is widely used in 
spite of the fact that its accuracy is not guaranteed. 
As expected, Table 3.5 shows that E s C , ~ ~ ~ ~ ~ ~ ~  is systematically lower than 
ESCcontrol . In the case of s2O8 with DT = .1, for instance, 12% of the faults that are found 
undetected by Hope were not declared undetected by the controllability measures. Howe- 
ver, this percentage is 0% when the mobility measures are used. As a consequence, in 
s208, the mobility measure captured aii irredmdant pseudo-random resistant faults (unde- 
tected faults). Unfortunately, this is not the case for all benchmark circuits. Some resistant 
faults may escape to the mobility measures, as in ~1494, where 29% were not captured. 
Moreover, as show in Table 3.5, in general, the ratio M/C between Escmobiriry and 
EsCconlrol decreases as the detection threshold (DT) increases. For instance, in the case 
of s820, this ratio decreases nom 96% to 77%, and then to 31% as its corresponding 
detection threshold increases fiom .O01 to .O1 to .L respectiveiy. Thus, the rnobilities 
seems to be more efficient than the controllabifities as the detection threshold is increased. 
The previous results show that the mobility measmes are systematically better than 
the classical controllability measu . .  The ciifference is significant, because it is well 
known that the closer we are to perfect fault coverage, the more dinicuit it is to increase it. 
However, even if these measures were capable of detecting dl testability problem sites in 
severai circuits, they seem to be less efficient for other circuits. For instance, in the case of 
s 1488 with DT = .O 1,62% escape has been observed. This is related to the fact that other 
f o m  of testability problems may exist. For instance, the pathologies mentioned in [49] is 
a testability problem that cannot be detected with the proposed measures. 
3.3.5 Conclusions 
In this paper, testability measures for sequential circuits were studied. We demonstra- 
ted that existing testability measures have shortcomings which are not associated with the 
node independence assumption that is usually considered in their computation. This node 
independence issue has already been addressed in many papes  This papa thus focused 
on the shortcomings associated with the sequential nature of digital circuits. Indeed, these 
problems do not exist in purely combinational circuits. We showed that good controllabili- 
ties may be obtained even if the activity (transition h m  O to 1 or vice versa) is very low. 
In this case, predicted detection probabilities using controllabilities may escape rnany tes- 
ting problems, and thus l e s  effective tests may result. We therefore proposed the mobiïty 
measure to quantifu the activity of all interna1 nodes. Experimental red t s  demonstrating 
the superiority of the mobility in predicting hard-to-detect faults were also presented. 
Indeed, the fiactions of undetectable fadts which escape detection uskg the mobilities 
were systematically lower than those which escape detection using controllabilities. These 
significant improvements over the literature codd be very helpfid in the difficuit and t h e  
consumllig task of approaching ideal fault coverage. 
It should also be noted that power dissipation in CMOS digital circuits is directly pro- 
portional to the average activity of their nodes. Therefore, a good mobility, which is a 
desired characteristic in pseudo-randorn testing, as mentioned above, may cause power 
dissipation problems. This problem of managing power dissipation while testing is ano- 
ther clear potential application of the mobility measures. An analysis of this issue shall be 
presented elsewhere. 
3.4 Résumé de l'article de la section 3.5 
Les problèmes de fiabilité reliés à la dissipation excessive de puissance et à I'électro- 
migration deviement de plus en plus une préoccupation importante pour les concepteurs 
des circuits VLSI modernes. Historiquement, les concepteurs étaient principalement préo- 
cupés par la d a c e  et les performances de leurs circuits, ainsi que par la fiabilité et son 
impact sur les coûts. Cependant, avec I'augrnentation accrue des complexités des circuits 
VLSI modernes et de leurs fiéquemes d'utilisation, le problème de la dissipation de puis- 
sance s'est imposée comme une autre contrainte de conception ami  importante que les 
contraintes classiques (surface, performance). De nos jours, un concepteur n'a générale- 
ment plus le luxe de remettre la gestion de la dissipation de puissance comme une tâche 
post conception. Par conséquent, l'obtention d'informations sur la consommation de puis- 
sance très tôt durant le cycle de conception est devenue nécessaire pour minimiser et gérer 
de façon adéquate la consommation de puissance. 
Comparée à d'autres technologies, la technologie CMOS füt historiquement considé- 
rée comme une technologie à basse consommation de puissance. Cependant, avec les 
complexités et les fkéqwnces d'utilisation des circuits VLSI modernes, même avec la 
technologie CMOS, la consommation de puissance est de plus en plus problématique. 
Récemment, des technologies CMOS à basse tension ont été proposées pour réduire la 
co~l~~mmation de puissance. En effet, pour les circuits CMOS, la puissance dissipée est 
reliée à la tension par une relation quadratique. Par conséquent, une diminution de la ten- 
sion par un facteur "n" réduit la consommation de puissance par un facteur "n2'. 
Dans la technologie CMOS, il existe principalement trois sources de dissipation de 
puissance: 
I .la dissipation de charge et de décharge: c'est la dissipation qui est due aux charges et 
décharges de la capacité des noeuds. Généralement, la dissipation de charge et 
décharge est la plus importante composante de la dissipation de puissance dans les cir- 
cuits CMOS. 
2.la puissance de court-circuit: c'est la puissance dissipée dans chaque porte quand les 
réseaux P et N conduisent simultanément. 
3.la puissance de fuite: c'est la puissance dissipée à cause des fuites sous le seuil des tran- 
sistors et des courants de fuite dans les jonctions P-N polarisées en inverse. La puis- 
sance de fuite représente la plus grande partie de la puissance dissipée au repos. 
Durant le fonctionnement normal d'un circuit, les deux premières sources contribuent 
à plus de 99% de la puissance dissipée totale. Or ces deux composantes sont directement 
reliées aux transitions des noeuds internes. Par conséquent, la consommation de puissance 
dam les circuits CMOS est fortement reliée à l'activité des noeuds internes. 
Dans l'article qui suit, nous utïiïserons les mesures de mobilité introduites dans I'ani- 
cle précédent pour estimer la consorsmation de puissance dans les circuits CMOS séquen- 
tiels ainsi que combinatoires. L'originalité de ce travail se situe a notre avis dans 
lYutiIisation d'une procédure de calcul dont la complexité en fonction du nombre de portes 
des circuits est h é a h .  Ainsi, nous montrerons que les hypothèses simplificatrices pour 
assurer cette linéarité n'introduisent pas d'erreurs importantes. Ceci est particulièrement 
vrai et significatif pour des circuits de grande complexité. En effet, on évite une croissance 
excessive des temps de calcul et l'erreur relative sur l'estimation de la puissance dissipée 
moyenne décroît comme la racine carrée du nombre total de portes dans un circuit 
3.5 An Iterative Calculation Method for Efficient Estimation of 
the Activity in Large Sequential Circuits 
M. Soufi, Y. Savaria and B. Kaminska 
This paper addresses the problem of calcuiating transition probabilities, which are 
widely used for estimating the average power consumption in CMOS logic circuits. An 
efficient framework for computing these probabilities for large sequential circuits is pro- 
posed. This fkamework can hande several estimation methods proposed in the literature. 
The proposed fiamework was implemented with an approximate method for estimating 
transition probabilities in large sequentid circuits. Our method is shown to be several 
orders of magnitude faster than previously reported procedures. Indeed, its complexity is 
hear with respect to the total number of gates. Therefore, it becomes possible to estimate 
the average power consrmiption of large sequential machines such as the ISCAS ~38584 in 
a reasonable time. Moreover, we WU show that the inaccunicies htroduced by the adopted 
approximations are not very large, and for large circuits, they tend to average out 
3.5.1 Introduction 
Due to the growing complexity of modern digital circuits, and the continuing increase 
in their clocking rates, reliabiiity probiems related to excessive power consumption and 
electromigration are becoming a major concem. Informations on power requirements are 
needed in the design process for mhimkhg and bettex managùig power consumption. 
Historically, VLSI designers were primariiy concemed with performance. am., reliability 
and their eEects on costs. However, power coosumption is gradually joining area and 
timing optiInizations as a parameter of primary significance in circuit design. Recently, 
some CAD tools for estimating and optimizing power consumption have been introduced 
on the market [130]. These tools offer probabilistic as well as stimuli-based power estima- 
tions. However, little information on theu implementations are available in the îiterature, 
which makes cornparison with the method proposed in this paper difncdt. 
Compared to other technologies, CMOS logic circuits have histoncally been conside- 
red low power devices- However, the trend towards ever increasing dock frequencies can 
nuil this inherent advantage of CMOS circuits. Recently, Iow voltage CMOS technologies 
have been proposed to alleviate the power conmmption problems. The rationale behind 
this stnitegy is related to the square relationship between the power consumption and the 
supply voltage. As a consequence, reducing Vdresults in interesting power consumption 
reductiom. Nevertheless, with the continuing increases of speeds and circuit compiexities, 
the pressure on managing the power dissipation budget is becoming more and more 
important Before going M e r ,  let us review the most important components of power 
dissipation in CMOS circuits. 
3.5.1.1 Power Dissipation in CMOS Circuits 
There are 3 important components contributhg to power dissipation in CMOS cir- 
cuits as show in Figrne 3.5. 
Figure 3.5 Components of power dissipation in CMOS circuits 
1 .Lod capacitance charghg-discharging power: This is the power dissipated during the 
charge and discharge of the load capacitance associated with each gate. Usually this is 
the main source of power dissipation. 
2.Short circuit power: This is the power dissipated within each gate when the n and the p 
transistor networks simdtaneously conduct 
3.Leakage power: This is the power dissîpated due to sub-threshold leakages and due to 
the current flow through the reverse-biased P-N junctions. It accounts for the majority 
of the power dissipation when the circuit is inactive. 
During normal operation, the £ïrst two components generally account for more than 
99% of the power consumption in current CMOS technologies. Therefore, power con- 
sumption is highly dependent on internai node activity, which is determined by the applied 
input vector set. 
3.5.12 Estimating the Switching ActÎvity 
Estimating the average power consurnption in nomiai operation requires detennining 
when and how often transitions occur at dl nodes. The switching activity rnay be estirna- 
ted with logic simulations ushg fimctional vectors, however, this is an expensive process, 
because a large number of input patterns may be needed to accurately cornpute the power 
co~lsumption [95][96]. Probabilistic methods have been proposed and studied by several 
researchers [5 l][8O] [86] [89 ] 1971 1137 11381 as an alternative for efficiently estimating 
power consumption in digitai cimùts. These methods do not need any input vecton, and 
they avoid tirne-consuming simulations. Recently, a hybrid method combining a simula- 
tion-based technique and a probabilistic based technique was proposed in [3 11. 
In order to be exact, spatial as weii as temporal correlations between the nodes of a 
circuit should be taken into account. The spatiai comlation accounts for the degïee of 
dependence between nodes. For instance, in Figure 3.6, the nodes F and G are "spatially 
correlated". They both depend on B. Moreover, the node "S" at t h e  "t+l" is temporally 
correlated to the nodes "G" and "F" at time 'Y. Another kind of tirne dependence not due 
to the sequential nature of the circuits is the Merence between the delays through diffe- 
rent combinational paths, which rnay result in additional switchhg activities. For instance, 
if the delay from B to E to F is different than the delay h m  B to G, spurious transitions 
can be generated. These transitions are d l y  fiitered out by the latches and flipflops in 
normal operation of a circuit, but they do contribute to the exact value of the power con- 
sumption. There is another situation where the timing informations are required. Indeed, 
in sequential circuits, multicycle paths are sometimes encountered. Such paths are allowed 
to stabiiize in more than one dock period with the inputs kept constant during that inter- 
val. Considering multicycle paths as single cycle paths may result in inaccurate estimates. 
101 
In this case, the timing informations (the number of cycles aüowed to stabilize each path) 
are required to produce accurate results. 
Figure 3.6 Example of (a) a sequentiaI Iwp and (b) the BDD repmen<ation of its output 
~(t+ f 1 
Modeling accurately the spatial and the temporal dependencies is very time 
ming in generd. Simp-g assumptions are u s d y  considered because they offer good 
trade-offs between computational complexity and accuracy. Design Power [130], for ins- 
tance, assumes a zero deIay model in probabilistic-based mode. In the present paper. the 
mobility measure [124], which is based on transition probabilities, is used for estimating 
the power co~lsumption. This measure improves the modehg of temporal comlations in 
sequential circuits as compared with classical controllabilities. The spatial correlation, 
which is usually the most demaadhg characteristic to model, is neglected here. We will 
show that the independence assumption (no spatial correlation) offers a good trade-off 
between estimation accuracy and its computationai complexity, and this is paxticularly 
true for large circuits. Moreover, we assume here that glitching is not a major contributor 
to the power consumption. Therefore, we consider a zero delay model. The next section 
reviews the main prior contributions to power estimation in sequentiai circuits directly 
relevant to this work. 
3.5.2 Literature Review 
In sequential circuits, using purely combinational logic estimates may renilt in signi- 
ficant inaccuracies [89]. Indeed, stmdy-state state probabilities are needed for accmtely 
estimating the power consumption However, it is widely known that the exact calculation 
of the stmdy-state state probabilities is a time-consuming process. The well-known Chap 
man-Kolmogorov equations (see Appendix 7), for instance, require the solution of a set of 
2n lin= equations, where 'h" is the number of memory elements in the circuit Further- 
more, it is extremely dificuit to extract the state transition informations fiom the structure 
of large sequential machines. These idormations are needed to build the set of 2n Iinear 
equations mentioned above. 
In order to avoid the computational complexity of obtaining the steady-state state pro- 
babilities, Gho et al [SI] assume that the probability of king in any of the 2" states of a 
sequential machine is d o m .  They suggest that this assumption may be valid in sequen- 
tial circuits with strongly connected state transition graphs (STGs). However, as will be 
shown in this paper, this assumption is only a very rough approximation of reality. Mon- 
teiro et al [89] and Tsui et al. [138] have independently proposed similar approximate 
approaches for estimating the steady-state state probabilities. Their methods are several 
orders of magnitude faster than exact steady-state state probabiliây calculation rnethods. 
With their methods, the steady-state h e  probabilities of the "n" flipflop (FF) oufputs are 
estimated instead of the steady-state state probabilities. Their methods require the solution 
of a nonlinear system of equations of size 'Y, extracted fiom the combinational logic 
implementing the next state hct ion of the sequential circuit, where the "n" variables cor- 
respond to steady-state iine probabilities. Then, these line probabilities, together with 
those of the primary inputs, are fed to a tool for estimating the average power consump 
tion in the combinational logic part. In Figure 3.7, a sketch of the approximate methods 
proposad in 1891 and [138] is depicteci. This sketch corresponds to the basic framework for 
severai power estimation methods proposed in the literaîwe. In fact, estimating power 
consumption in sequential circuits is a two-step process. In the fïrst step, study-state line 
or state probabilities in sequential elements are estimated by considering the circuit as a 
globai Finite State Machine ('SM). In the second phase, the combinational parts are con- 
sidered taking into account the results of the steady-state line (state) probabilities compu- 
îed in the first step [95][137]. 
Primary inputs Non-linear 
PS: Resent state 
NS: Next state 
Figure 3.7 A sketch of the methods proposed by Monteiro et al. and Tsui et al. 
In this paper, an efficient fhmework for computing the transition probabilities of 
large sequentid circuits is proposed. This framework improves the -te-of-the-art in seve- 
r d  ways. The computation of the transition probabilities for sequential circuits is perfor- 
med with a method similar to the one used with combinational circuits. The proposed 
method does not use a two-step process. It avoids using state transition graphs or extrac- 
tion of the next steady-state line functions for building the nonlinear system of equations, 
as mentioned above. The propagation of the transition probabilities is performed iterati- 
vely using simple formulas expressed at the gate level. With the proposed method, estima- 
ting the average power consumption for large combinational as weil as sequentiai circuits, 
such as the ~38584 ISCAS 89 benchmark circuit, is achieved in a reasonable time with an 
acceptable accuracy . 
In section 3.5.3, we describe a h e w o r k  for computing transition probabilities of 
large sequentiai circuits. In section 3.5.4, an effective approximate transition probability 
caiculation procedure is proposed for efficientiy estimating transition probabilities in large 
sequential circuits. In section 3.5.5, simulation results are reported to demonstrate the 
effectiveness of the proposed method. Our main conclusions and remarks are summarized 
in section 3.5 -6- 
3.5.3 Computing Transition Probabilities With an Iterative Method 
In this section an iterative method for computing the transition probabilities is consi- 
dered. The transition probabilities, known here as mobilities, are iteratively computed for 
both the memory elements and the internai nodes, as shown in Figure 3.8. At each item- 
tion, and until stabilization is reached, the transition probabilities of "n" state bits, estima- 
ted in the previous iteration, together with the primary input probabilities, are fed to the 
procedure for computing the next state probabilities. 
In this context, where an iterative procedure is used for computing the steady-state 
line probabilities, the nurnber of iterations needed to reach stabilization is a key parameter 
determining the wmputational complexity . Moreover, the existence of asymptotic stabili- 
zation should be guaranteed to enme  reliable results. 






Figure 3.8 An iterative madei for computing the mobilities in sequentiai circuits 
In a previous paper, Soufi et al [129] showed that signal probabilities of sequential 
circuits, staaing h m  a completely unknown state, usually reach stabiiuation after oniy 
few iterations. The convergence to stable values is guaranteed for "initializable circuits". 
It was shown in [129] that if the circuit is inïtializable, after some iterations, the circuit 
forgets its initial state. For hard-to-initiaiize circuits, the stabilization is not always gua- 
ranteed, but it is possible in several cases [129]. For instance, the signal probabilities of 
the ISCAS 89 s384 1 7 circuit reach stabilization d e r  oniy 50 iterations. A node is decla- 
red stabilized if the différences ben~een the probability values at the iterations "2" and 2- 
1" are lower than a given threshold set arbitrady to ".O 1 ". Moreover, in non-initiaiizable 
circuits, the sum of the probability to I and the probability to O at some nodes does not 
reach 1, and in some cases, that sum which the node initialization probability remains 
snick at 0, indicating that initialization may be impossible. 
In the present paper, we are interested in estimating power consumption imtead of 
computing initializablity of sequential circuits as in [129]. Therefore, assuming a comple- 
tely unknown starting state is no more required particularly for non initiafizable circuits 
where an h o w n  starting state may result in signal probabilities of some nodes stuck at 
O as indicated above. In non initializable circuits, the steady-state probability of each state 
is not aiways unique. It may depend on the initial state. For instance, in the circuit depic- 
ted in Figure 3.9, where the majority of Is or Os is computed and fed back to the register, 
the steady-state state probabiiities depend on the starting state. Stamng fiom state "1 01" 
leads, in Fi- 3.9, to the absorbent state "1 1 l", however, staauig from state "LOD" leads 
to the state "000". 
Figare 3.9 Example of non-initializable circuit 
For the cirait of Figure 3.9, which is not initializable, using the framework of Figure 
3.8 and the assumption that at time O we start h m  any state with equal probability, leads 
to .S probability to be in state "1 1 1" and .5 probability to be in state "OOO". This means 
that, if we repeat the experiment several times, on average, we shodd be with -5 probabi- 
lity in state "1 1 1" and with .5 probability in state "000". The behavior described above can 
be found in several autonomous state machines, such as LFSRs and Cellular Automata- 
based generators without maximal cycle length. In these circuits, the state space is h g -  
d mented in independent cycles and no starting state allows covering a11 2 states, even 
though they are al1 reachable by changing the initial conditions. 
In the following, we assume that at time O we start fiom any state with equal probabi- 
lity. The stabilization to the tme probabilities is guaranteed for initializable circuits as dis- 
cussed above. For non-initializable circuits, stabilization may not always be guaranteed, 
but since the starting state is random, stabilization for circuits such that depicted in Figure 
3.9 is possible. Experiments conducted on the ISCAS 89 benchmarks shows that al1 non- 
initializable circuits reach stabilization afier a reasonable number of iterations, provided 
that the initial state is random. in Figure 3.10, s t h g  h m  a random initial state, the 
dynamics of the number of FFs where stabilization has not been reached, as a ftnction of 
the nurnber of iterations, are depicted for a large subset of the well known sequential 
ISCAS 89 benchmarkS. 
Iteration 
Figure 3.10 The number of flipflops where stabilization has been reached as a fundon of 
the number of steps. 
In conclusion, the fnunework of Figure 3.8 can handle a large sequential circuits, 
including non-ergodic circuits (such as the one in Figure 3.9) not considered in the litera- 
ture. A random starting state permits to cornpute an average of the power dissipation in the 
case of initializable circuits. However, in the case of non-initidizable circuits, the method 
produces an average of al1 average power dissipations computed for al1 possible starhg 
states. 
Means of computing transition probabilities for combinational and sequential circuits, 
that we d l  mobilities, are briefly rewiewed below. Then, a simple procedure based on the 
fnunework of Figure 3.8 for propagating these measures in sequential circuits is presen- 
ted. 
3.5.4 Mobility Measures 
Before going f ider ,  let us show through an exampie how calculation methods for 
combinational circuits couid be used within the framework of Figure 3.8. Let us consider 
the example depicted in Figure 3.6. In general, the probability that a rising transition 
occurs between time "t" and "t+ 1 " is given by 
where Ph (S) is the probability of "S to be "O" at time Y' and Pi + ' (S) is the probabi- 
iity of "Sw a be "1" at tirne "t+lW. 
Using the BDD representation fiom Figure 3.6, we have 
Assuming that at time t = O we can start with equal probabilities h m  any state, we 
have 
Using equation Equaîion 3.8, at time t = 1 , we should have 
This cdcuiation can be repeated until stabilization, and asymptotically, we fmd 
Figure 3.1 1 shows the dynamic evolution of the predicted static probabilities P: (S) , 
P: (S) and the transition probability pi,, (S) as a fiuiction of tirne 'Y'. 
It rernarkable that using a random starting state instead of a known X state as in [128] 
leads to state probabilities that increase or decrease, thus the monotonicai increase of pro- 
babilities demonstrated in the framework of [128] is no longer verified. 
Figure 3.1 1 Dynamic of static and m i t i o n  probabilities of "Sn as a hct ion  of time Y' 
in the following, we will use the proposed framework with an approximate probabi- 
lity calcuiation method. The approximation made here is sKnilar to the one widely made 
for computing the signal probabilities of digital circuits, where independence between the 
inputs of each gate is assumed. This is necessary for efficientiy computing the signal tran- 
sition probabiiities in large sequentiai circuits. ï h e  benchmark ~38417, with 1636 FFs for 
instance, would not be manageable with the rnethods based on state enurneration. Further- 
more, we will show thai, very ofien, the average inaccuracies introduced by these simpli- 
Qing asnnnptions are not V~IY large. 
Mobilities are defined as the probability that a transition will occur on a line "1" in a 
given circuit. This transition can be up (O -> I), d o m  ( 1  -> O), or between identicai states 
I 1 1 1 
(O -> O and 1-BI). We denote these mobilities mol ( t )  , mlo ( t )  , moo ( t )  , m (t) , where, 
1 
for instance, mo, (t) is defined as: 
1 mol (t) = probability that Z(t) = O and I(t  + 1 )  = 1 
The other mobilities follow similarly. 
In combinationai circuits, the two events 
Z(t) = O and Z ( t + l )  = 1 
are mutually independent, and of course, they are time-independent if thei. correspondhg 
input vectors are independent. Then, we can obtain 
1 1 
moi (0 = mol = c, (0 cl  (0 
where, co (1) and cl (Z) are the line probabilities of " I  ". 
in combinational circuits, the mobilities cm be directly computed fiom the steady 
iine probabilities. Therefore, these probabilities are d c i e n t  to characterize the average 
power consumption. 
In sequential circuits, the huo above mentioned events 
l ( t )  = O and / ( t +  1) = 1 
are neither mutually independent nor tirne-independent. As a consequence, equation 
Equation 3.9 is no Ionger vdid. Using Markov chah processes, it is possible to compute 
the exact mobilities for every FF output. For instance, note that each transition (O -> 1 ) on 
a fiip-flop output corresponds to a transition 60m the half state space ''subo''. where this 
flipfiop output is at "O", to the other half "sub f', where the flipflop output is at " 1". In 
general, we obtain 
2 w i t h O a g S l  and ( x g )  E (OJ )  . 
In the following, we denve formulas at the gate level sirnilar to those already pro- 
posed for the computation of steady line signal probabiiities. These formulas ailow propa- 
gation of mobibty vaiues in a way very similar to how approxirnate controllabilities are 
computed [54]. Note however that for tractability reasons, independence between internai 
3S.4.1 Propagation of Mobility Signals 
As discwed above, the computation of mobilities directil 1 fiom the Mark01 r chah is 
a the-consuming process and Markov chahs proved more useN in the demonstration of 
general properties [129]. In order to reduce the cost of computing mobilities we now pre- 
sent a procedure exploithg the structure of the circuits, as well as simple formulas defined 
for each gate type. This procedure is linear with respect to the nurnber of gates in the cir- 
cuit, times the number of iterations needed to reach stabilization. 
Table 3.6 Transition table of a two input AND gate 
Let us now compute the mobiiities in the case of a Zinput AND gate. Table 3.6 lists 
al1 possible transitions in a 2-input AND gate. From this table we find that 
For sequentiai elements, such as D-flipfiops, the mobilities are tirne-dependent, and 
they are given by: 
Q D 
mol (,+ 1) = mol ( t )  
Similar formulas may be derived for al l  gates (sa Appendk 6). 
Figure 3.12 A sequentid circuit taken from the ISCAS s27 circuit 
Figure 3.12 shows an example of a sequential lwp extracted h m  the ISCAS 3 7  cir- 
cuit. The mobilities of all nodes may be computed using a simple iterative algorithm. Ini- 
tially, we assign ".25" to dl mobilities of the feedback node "G7": 
We also assume equiprobable input transitions in this example but the method is 
easily generalized to weighted input vectors. Therefore, the rnobilities of the inputs are 
qua i  to 2 5 .  Then, using formulas such as those proposed for a 2-input AND gate, the 
mobilities of dl nodes are iteratively computed, until their values stabilize within some 
predefbed acceptable accuracy (".OIW in this paper). 
Figure 3.13 Curve descn'bmg the dynamic khavior of the mobilities of the node G7 in 
Equation 3.12 
Figure 3.13 shows the dynamic behavior of the mobilities on node "GT' in Figure 
3.12. As mentioned before, the mobilities stabilize after few iterations (4 in this case). 
3.5.42 Reiationship between mobilities 
In the foilowing, we show that only two of the 4 defined rnobilities (mkl ( r )  , 
I f I m l ,  ( t )  , mm ( t )  , m l  ( t )  ) need to be computed h m  the circuit The other two can be 
derived h m  a system of 2 linear equations. 
Let us demonstrate the following lemma 
Proof: we know that 
Let us assume without loss of generality that the set of States where 1 = O cornes- 
n- l ponds to the half state space fkom state 1 to state 2 , as a consequence, we can write 
By adding equations (3.1 3 )  and (3.1 5), we find 
Note that the index '3" in equation (3.16) varies from 1 to 2: as a consequence we 
can write 
the summations between brackets are, by definition of Markov chain processes. aiways 1 .  
As a consequence, we can write 
but, by definition (see 11241) 
I 1 - probability that 1 is O = Co = rn , + m, - C 
; = 1->2"- 
that is, the probability to be at state O, which cari be computed by summing the state 
probabilities over the halfstate space where I = O ,  is the sum of the probabilities to go to 
state O. 
From equations (3.1 6) and (3.1 7), we find, 
1 1 1 1 
mlo + m m  = mol + moo 
By eliminating rnk nom both sides of equation (3.17), we find, 
The 4 mobilities can be computed fiom equations (3.1 1) and (3.12) if any 2 of the 
mobilities are first computed fiom the circuit. 
3.5.5 Experimental Results 
In order to demonstrate the effectiveness of the transition probability caiculation 
method proposed in this paper, we carried out several experiments using a large subset of 
the weU-known MCNC and ISCAS 89 benchmarks. 
Table 3.7 Cornparison of run times beniveen our method and other methods proposed 
in literaîure 
Table 3.7 Cornparison of nm times between our method and other methods proposed 
in fiterature 
Table 3.7 contains run times and number of iterations for stabilization for a large set 
of MCNC and ISCAS 89 bencharks. Stabilization is reached when the difference 
between each individual mobility computed at cycle "n" and "n-l" is Merior to a thres- 
hold set arbitrary to "-00 1". Let us mention here that for some cases, marked by +, the sta- 
bilization according to this criteria was not reached at 100 cycles. In uiis case, we have 
reported the percentage of nodes which were d l  not stabilized. As expected. the run îime 
is reasonable even for large circuits. For instance, the run time needed for estimating the 
average power consumption of the ~35932 is ody 4.55 seconds. These resuits were obtai- 
ned using a SPARC 5 (555-85) workstation. A cornparison between the nm t h e  of the 
method proposed in this paper and those reported in the literature confirms that our 
method is l e s  complex For instance, in the case of tbk the computation time needed for 1 
itemîion by the method proposed in [138] is 60.34 seconds on a Sparc 2 station. In the case 
of the method proposed in [89], a time of 46 seconds on a DEC AXP 3000/500 is report&. 
No information on the nimiber of iterations was given in [89]. However, only 0.567 
second for 19 iteraîions is needed with our method The number of iterations required to 
stabilize with aii three methods should be comparable. 
The average power cotl~umption measurement " P ~ ~ "  was esfimated based on the 
foilowing well known mode1 [97]: 
where ci is the load capacitance on node '7" and E, the sum of the mobüities mh, , mio 
of node "i ". ci was approximated by the number of fan-outs on the node " i ". We cm 
rewrite (3.1 8) as 
Using lemma 1, equation (3.19) c m  be rewritten as foilows 
Ydd 
P m e =  - X  C C i ~ ( m o l ) i  
qcfe ail node i 
Table 3.8 Enon inaoduced by the approximate meîhoâ proposed in this papa 
No, of p&babüities kW Circuit u YO 
Min Ave 1 Max 
b m  I v -c - 
In Table 3.8, statistics based on the exact steady-state probabilities are reported. For 
each circuit, we reported the number of states, the minimum, the average and the maxi- 
mum of the steady-state states pro babilities computed using the exact well- known Chap- 
man-Kolmogorov equations [99]. We also reported the average of the absolute values of 
the mors produced by the approximate method proposed in this paper. These erros were 
obtained by addiag the absolute values of the exron of dl steady-state line bits. dividing 
by the nurnber of iine bits, and multiplying the resuits by 100. 
Note the large ciifferences between the steady-state state probabilities. For instance, in 
the case of "dk 15", the minimum steady-state state probability is .Ml, the maximum is 
.381 and on average, the steady-*te m e  probability is -25. Furthermore, Table 3.8 
shows that average absolute values of the errors do not exceed 12.4% and on average l e4  
is 5.69%. However, the errors introduced by our method for estimating the mobilities of 
al1 nodes can be positive or negative, and for large circuits. the errors may be mimially 
compensated. For instance. in the case of the "planet" benchmark, we find that the surn of 
aii emrs is na. Nevertheless, it was found that for the circuits of Table 3.8, which are al1 
fairly srnail, the mors are often of the same sign. 
In order to mode1 the effect of circuit size, let us estimate the relative error on the ave- 
rage power consinnption in the special case where the nodes are asnimed independent. 
The average power co~l~umption is given by equation (3.20), and consequently we can 
write its expected value as 
' dd where A = 0.5 x T-, . 
cycle 
On the other han& we have 
2 
v a r  [pme] = A x v a r  Ze ici EiJ 
I f  the random variables Ei are independent and al1 ci = 1 .  equations (3.21) and 
(3.22) can be rewntten as 
E ~ ~ [ P ~ ~ ]  = A x Nx Exp E [ il 
and 
where N is the total nmber of nodes in the circuit and the h e  above the variables 
designates the average value of that variable over di nodes. Therefore, the relative error 
can be written as 
This is a classic property expected when summing independent random variables 
[99]. From equation (3.26), we c m  observe that the relative erron decrease as the square 
root of the total number of gates in the circuits. As a consequence, the approximate 
method proposed here tends to become more accurate when the number of nodes 
increases. 
3.5.6 Conclusion 
We have presented an efficient method for estimating the average power consumption 
in large sequential circuits. This fhmework is based on an iterative process which can be 
integrated with severai accurate computation methods proposed in the literanire for corn- 
binational circuits. We also proposed an approximate computation method for estimating 
the switching activity. This method is typically two orders of magnitude less complex than 
previously reported methods. Indeed, its complexity is 1inea.r with respect to the number of 
gates times a Limited number of iterations (a maximum of 100 cycles). The procedure is 
based on simple formulas defied at the gate level for each gate type. These formulas are 
sirniiar to those aiready proposed for computing signal probabilities [54]. Finally, it was 
sho-m that the exors introduced by this procedure are not very large. Moreover, the accu- 
racy of the predicted average power shodd irnprove with the size of the circuit 
CHAPITRE 4 
Une méthodologie efficace pour 
l'insertion des points de test dans les 
circuits séquentiels 
4.1 Résumé 
Dans le présent chapitre, qui a fait I'object d'une publication soumise à "IEEE Tran- 
sactions on Cornputer-Aided Design", une nouvelle méthode d'insertion des points de test 
dans les circuits séquentiels est proposée. Cette méthode est basée sur les notions de 
mesures de mobilité développées au chapitre 3. Nous avons déjà montré l'efficacité des 
mesures de mobilité relativement au problème de la quantification des problèmes de test 
dans le cas des circuits séquentiels. Dans ce chapitre, nous montrerons comment utiliser 
les mesures de mobilité pour guider le processus d'insertion des points de test de façon 
efficace. De plus, plusieurs nouvelles notions reliées au problème de I'insertion des points 
test seront étudiées et des solutions heuristiques pratiques y seront proposées. Ainsi, nous 
montrerons que les quatre mesures de mobilité définies au chapitre 3 sont d'importance 
égale. Un problème de test est probable si une d'entre elles est faible. Une mobilité est 
déclarée faible si sa valeur est inférieure à un seuil de détection des problèmes de mobilité 
MTh défini un peu plus bas. En d i s a n t  les mesures de mobilité, nous définirons trois 
types de problèmes de contrôle: 
1. quand moo ( t )  < MTh , nous avons un problème de transition de O -> 0, 
2. quand m ( t )  < MTh , nous avons un problème de transition de 1-> 1, 
3. quand (moi ( t )  = m ( t )  ) c MTh , nous avons un problème d'activité. 
À chaque type de problème de mobilité, nous proposerons une structure de point de 
test adéquate. En effet, une porte AND, par exemple (voir section 42.3), peut générer des 
effets négatifs (des pertes de couverture) dans certaines situations, lorsqu'elle est utilisée 
pour régler un problème de transition 0->O. Par conséquent, une porte AND, classique- 
ment utilisée pur régler un problème de contrôle à 0, n'est parfois pas très bien adaptée 
aux problèmes de transitions O->o. Une procédure heuristique pour sélectionner une struc- 
ture de point de test adéquate pour chaque type de problème de mobilité est présentée à la 
section 4-2.3. 
L'insertion simultanée de plusieurs points de test peut avoir des effets positifs comme 
elle peut avoir des effets négatifs. En effet, dans certaines situations, un problème de test 
peut nécessiter plusieurs pints de test insérés simultanément pour être détecté. L'insertion 
par groupe dans ce cas peut éliminer la nécessité de dédier un point de test au problème en 
question et ainsi produire de meilleurs résultats. Cependant, avec l'insertion par groupe, 
nous devons faire attention aux situations de conflit où les effets cumulatifs de plusieurs 
points de test peuvent résulter en des p a s  de couverture de pannes. Par exemple, dans le 
cas du circuit de la figure 4.1, qui est largement mentionné dans la littérature comme un 
cas résistant au test pseudo-aléatoire pondéré, le test de A est incompatible avec le test de 
B. Dans ce chapitre, nous proposons une procédure de test multiphase où chaque phase ne 
contient que des points de test compatibles. Ces phases sont activées séquentiellement 
l'une après l'autre. 
Figure 4.1 Un exemple d'un circuit résistant à un test pondéré avec un seul 
ensemble de poids. 
Pour valider les différentes heuristiques d'insertion de points de test proposées dans 
ce chapitre, nous avons fait plusieurs expériences sur un grand ensemble de circuits 
d'essai séquentiels. Les résuitats expérimentaux nous ont montré l'efficacité de la 
méthode proposée. Ainsi, avec quelques points de test répartis sur un nombre limité de 
phases, nous avons nettement amélioré la qualité du test de ces circuits. 
4.2 A Methodology for Efficiently Inserting Test Points in 
Sequential Circuits for Pseudo-Random Testing 
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A bstract 
In this paper, a new multiphase test point insertion methodology for sequential 
circuits is presented. This methodology is based on a new testability m e a m  called 
mobility that better quantifies testing problems in sequential circuits. Moreover, new 
notions related to test point insertion will be mulied. Each test point may be associated 
with positive and negative side effects. These effects, as well as the impact of the joint 
insertion of several test points, are discussed and heuristic solutions to handle them are 
proposed. Results obtained by applying these heuristics to a large set of sequential 
benchmark circuits are reported. 
4.2.1 Introduction 
Design For Testability (DFT) comprises weil established testing methodologies which 
are used to keep testing costs within reasonable bounds [4]. In fact, the complexity of 
modem digital circuits is rapidly increasing, and the trend towards more complex systems 
shouid continue for some t h e  [22]. Unfominately, this increase in complexity is 
associated with limited accessibility to interna1 nodes, which is a bottleneck faced by test 
engineers. 
Most DFT approaches require extra hardware and circuit modifications. Each 
modification is associated with extra overheads that may impact different aspects of the 
design. Area overhead, timing penalties, extra input/output ports and additional power 
dissipation are examples of these overheads. These modifications aim to increase 
accessibility and thus lower the testing effm. For instance, the weil known scan 
techniques chai. t oge th  severd (or ali) flipflops in one (or several) long shift register. 
The chah is accessed by an extra input and its content is read through an extra output. 
Scan techniques are very effective at reducing test generation efforts and enhancing test 
quality. 
In many popular scan techniques, the test vectors are not applied in parallel at the 
operational speed of the circuit. Rather long vectors are usually scamed in at a relatively 
slow but feasible speed. Then, the circuit is exercised by a single or a s d  set of fast 
dock pulses [6]. This method has shortcomings, particulariy in high speed applications 
[108][125]. In fact, in high speed applications, high performance clock distribution 
networks are genedy used. These networks are not designed to propagate isolated 
pulses, and such pulses would be subject to significant distortions, affecting the 
performance of these circuits. Moreover, it is very well known that applying parallel test 
vectors, at the operational speed of the circuit, is more effective at identifj&g defective 
circuits than applying the same test in a scan mode [83]. This is related to the fact that not 
al1 defects are accurately modeled by the widely used stuck-at fault model. 
Another approach, which is gaining more credibility in the design community, is 
Built-In SeKTest (BIST) [83]. Indeed, BIST has several desirable characteristics. It offers 
the possibility to self test the chip intemally, and hence avoids going through the input and 
output ports, which is very important for high perfo~naflce applications [125]. The 
complexity of extemal test equipments is reduced by moving some or al1 of their hctions 
inside the chip itself. Moreover, with BIST, we have the possibility of reusing tests 
developed at lower level (component or block levels) for higher level tests ( c d  system 
levels). 
Many BIST techniques rely on pseudo-random testing, where the test pattern are 
generated using efficient pseudo-random test generators, and test responses are evaluated 
using response analyzers. However, it tums out that in several cases, some faults are 
difficult to test with pseudo-random vecton. These faults are called resistant. Test point 
insertion methods were suggested as possible solutions to deal with resistant faults. A 
formulation of the test point insertion problem consists of selecting a small number of 
locations for inserthg additionai hardware, in order to ease test development, and this 
should be within reasonable bounds for area overhead, timing penalties ana' number of 
additional 110 ports required for testing. The four relevant aspects of the test point 
insertion problems are: 
1. the structure of the added hardware* 
2. the locations where such hardware should be inserted, 
3. the condensation of test points to reduce the additional IlOs required for testing, 
4. the complexity and situation of the pseudo-random sources w d  to feed the test points. 
There are two kinds of test points. Control points used to enhance controllability and 
observation points used to enhance observability. AND and OR gates were suggested as 
test point structures to enhance O-controllabilities and 1-controllabilities respectively. For 
observabilities, additional outputs are used. Recently, Savaria el al. [ I I 4 1  proposed the FO 
approach for CMOS technology. With this approach, the gate feeding the net where the 
insertion should be perforrned is replaced by an equivalent complex testable gate. XOR 
gates were also used by several authors for enhancing observabilities [46][63] as well as 
controiiabilities [126]. Another structure cded  Test-Cell was also suggested as a test 
point structure in the literature [62]. Test-ceIl based methodologies are similar to scan 
techniques, however, test ceiis can be inserted even in the combinational part of sequential 
circuits. A test cell is a flipflop with scan mechanisms. After insertion, test cens are 
chained together in a long shift registcr as in scan methods. 
r'inding an optimal set of locations for test point insertion is an NP-complete problem 
[73]. Test point insemon methods proposed in the literature may be divided into 2 classes. 
First, fault-simulation based techniques. Second, testability-measures based techniques. In 
the first category, we find the work of Briers and Totton [25] as well as that of Iyengar and 
Brand [63], which are representative. With these methods, fadt simulations are ht 
invoked to collect some statistics on the test problems. These statistics are then used to 
determine a small number of locations for insertion. However, fault-simulation based 
techniques are expensive and they also have a limited accuracy, since they rely on fadt 
simulation of a limited set of faults. Heuristic methods based on testabiiity measures 
[119][145] were then proposed to overcome these shortcomings. They have produced 
interesting results in combinational circuits. Some attempts to generaiize these approaches 
to sequential circuits have recently been proposed [75] [90]. 
Test point condensation is another important aspect of test point insertion methods. In 
fact, the Il0 budget is usualIy limited. As a consequence, condensation techniques used to 
limit the number of additional YOs needed by the test points are always highly desirable. 
For instance, in [145], the authors proposed to use several modes which are invoked 
separately. Each mode ody includes a small subset of the total number of test points, such 
that the additional IlOs required for testing c m  be shared between different modes. 
Multiplexor-based techniques have also been used for condensation. With these 
techniques, the same VOS are shared between the actual function and the test points. 
Pseudo-random sources are usually generated by dedicated hardware (pseudo-random 
generators). This may negatively impact the performance of the system. The generatoa 
are often heavily loaded. The idea of using i n t e d  points as psewlo-random sources has 
been f h t  proposed for partial reset in [1263. In fact, an interna1 node cm be used as a 
pseudo-random source, provided that its pseudo-random characteristics are good enough, 
and that the comlation between this node and other test points is limited. Recently, the 
same idea was successfully used in a test point insertion method for sequential cucuits 
~901- 
In the present paper, a new test point insertion method for sequentid circuits is 
proposed. This method is based on a new testability measure called mobility, aiready 
introduced in [124]. We also propose in this paper several heuristics based on new 
important notions related to test point insertion. In section 4.2.2, we will briefly htroduce 
the mobility measm. In section 4.2.3, we will discuss the effects on mobilities of several 
test point structures proposed Ui the literature. In section 4.2.4, joint effects of multiple 
simultaneously active test points is analyzed. Several heuristics for test point insertion will 
be presented in section 4.2.5. Observabiiity point insertion will be the subject of section 
42.6. Experimental resuits are presented in section 4.2.7, and our main conclusions and 
remarks are summarized in section 4.2.8. 
4 2 3  Modeling Fault deteetion in Sequential Circuits 
COP numbers have been ~ccessfiilly used to determine good locations for test points 
insertion in combinational circuits [119][145]. However, COP numbers are not directly 
suitable for sequential circuits. Recentiy , several authors [ 1 81 [75][129] have proposed 
probabilistic testability masures for seqwntid circuits. Nevertheless, al1 these meanires 
are b h d  to some important testing problems in sequentid circuits, as show in 11241. In 
order to overcome these shortcomings, the mobility measure is used. Some basic 
definitions related to mobiïties are repeated here for clarity and convenience. Mobility is 
based on the concept of transition probability calculations- For each node in the circuit, 
1 1 I 
four mobilities are defined (mol (r )  , ml, (f) , rnk (t) , m l ,  ( t )  ). They represent d l  
possible transition probabilities. Mobilities are related to controllabilities as follows [124]: 
The mobilities of the output of each gate can be directly computed fiom the mobilities 
of its inputs, using simple formulas similar to those proposed for controllabilities. For 
instance, in the case of a 2-input AND gate, the mobilities of its output "S" are related to 
those of its inputs ("A", "B") as follows: 
Note that only 2 of the 4 mobilities need to be computed. The other two can be derived 
from the following systern of two linear equations [ lu ] :  
4.23.1 Complesity of Compating the Mobilities 
The d e s  for computing the mobilities are slightly more complex thao those w d  for 
computing controliabilities (see Appendix 8, page 164). A cornparison between them 
shows that 2 additional multiplications and 4 additional additions are required in the 
computation of the mobilities. As a consequence, the complexity of computing the 
mobilities for one iteration (TM), as a firnction of the complexity of computing the 
controllabilities (TC), also for one iteration, can be written as follows: 
TM = T C + N ( 2 x m u l t + 4 x a d d )  (4.5) 
where N is the total number of gates in the circuit, mulr and add are constants 
representing the times required to cornpute a single multiplication and a single addition 
respectively. This expression assumes that only one operation is executed at a tirne, and it 
would not be representative of the processing time on modem superscalar machines, 
where operations codd be performed in parallel. 
Since we know that TC is linear with respect to N: 
TC = O ( N )  
thus, fiom equations (4.5) and (4.6), we can write 
TM = O(N)  (4-7) 
In conclusion, the complexity of computing mobilities is also linea. with respect to 
the total nurnber of gates in the circuit. However, the hidden coefficient in the complexity 
polynomial (equation (4.7)) is slightly greater than the one representing controllabilities 
computation (equation (4.6)). 
43.23 Mobility es a Testibiüty Measure for Sequential Circuits 
The supaiority of the mobiiities in predicting controllability problems was ais0 
shown in [124]. h that paper, we showed that good controllabilities may be associated 
with poor mobilities, which may lead to a testing problem. This situation arises, for 
instance, in a very popular digital block, the binary counter. Indeed, even if the limiting 
probabilities are as gwd as 0,s for ail bits, it is clear that the sequences needed to test 
these bits are of different lengths. For instance, in a 5-bit counter excited with an 
equiprobable pseudo-random signal on its enable input, a transition occun in the Ieast 
signincant bit every two cycles on average, however, in the most significant bit, the 
average time between two successive transitions of the same polarity is t6cycles. 
Let us now recall some analysis of detection probabilities as proposed by Shedletsky 
and McCluskey [122]. 
Let us assume that the detection probabiiity (detectability) per pattern for a given 
stuck-at-0 fault is qo (we c m  analyze stuck-at-1 faults the same way). The cumulative 
distribution fiuiction of the error latency of this fault is: 
lv 
E, = 1 - ( 1  -qo)  (4.8) 
The error latency is defined as the number of patterns applied until the fault is 
detected. Of course, in this model, we assume that the circuit is combinational, the input 
patterns are independent and the detection problem is a Bernoulli trial process with qo as 
probability of success. The number of patterns required to reach a given E, can be easily 
derived h m  equation (4.8) as foilows: 
From equation (4.1) and the independence assumption between controllabilities and 
observability, we can write 
where qW = m , , x o and q ,  = ni,, x O are respectively called here 1 -> 1 and O-> 1 
transition detectabilities. 
Equation (4.10) shows that the detectability of a stuck-at-0 fault is the sum of their 
corresponding 1-> 1 and 0->1 transitions detectabilities. In sequential circuits, a simple 
Bernoulli trial model cannot be used to estimate the cumulative distribution firnction of 
the error latency, since the input pattern are no more independent. Shedletsky and 
McCluskey [122] proposed another model for sequential circuits based on Markov chahs 
and the product machine. which is the combination of a fauit fke and a fauhy machine. 
This model is complicated, and it requires a lot of computational resources for large 
sequential circuits. Let us assume here ttiat the Bernoulli model is still valid for computing 
the transition detectabilities in sequential circuits. In this case, we can write 
where E, and E are the cumulative distribution hct ions  of the 1 4  and 0 4  
I I  "Io1 
transition Iatencies. In the binary counter, for instance, good controllabilities are not 
135 
enough and in order to ennire good pseudo-random testability for a stuck-at-0 fault, both 
cumulative distribution 
sdiicientiy g d .  
hctions of the 1->1 and O->I transition latencies shotild be 
Figure 4.2 Example to show the importance of rnobilities for testing 
Figure 4.2 shows an interesting situation where low mobilities would reduce 
testability. For instance, testing "C' stuck-at-1 requires a good 0 4  mobility of "A". If it 
happens that "A" is fed by the most signifiant bit of a binary counter, testing "C" shick- 
at-1 wodd be problematic, despite the fact that the controllabilities of "A" in two 
successive cycles are both 0,s. Another interesting situation is also shown in Figure 4.2, 
where the 1->1 transition of "A". as reflected by a non zero value of the 1-> 1 mobility, is 
necessary to make the input cone of "B" observable. If it happens that "A" is fed by the 
least significant bit of a counter, the input cone of "B" cannot be observed through E over 
long time periods. Using the sarne method w d  to synthesize the circuit of Figure 4.2, we 
c m  build circuits where a large input would only become observable at very innequent 
transitions, causing an obvious testability problem. 
In conclusion, the 4 mobilities are important If one of them is too smail, testability 
problems may arise. From the above discussion, we propose to compute the cumulative 
distribution fhction of the emr latency of a stuck-at-0 fault in sequential circuits with: 
E, = min ( E ,  
Il7 E%t 
A similar equation can be written for a snick-at-1 fault. 
One should note here that the model for estimating E, is a lower bound that reflects 
the situation where the mobility with the lowest detectability function is necessary to 
wver the target fault. It is a heuristic model whose usefulness will be confirmed later by 
experimental r d t s .  For instance, in the case of a 5 bit counter, we have depicted the 
cumulative distribution function of the error latency for a fault on the moa significant bit, 
as computed fiom equations (4.8) and (4.12). Note that E, is alrnost 1 after few iterations, 
however, E, is still oniy 0.8 after 100 cycles. 
Figure 4 3  Cumulative dimibution function of the e m  latency for a fault on the 
mosr significant bit in a 5 bit counter using equations (4.8) and 
(4.12) 
4.2.3 Effect of Test Point Structures on Mobilities: 
As mentioned above, COP numben were widely used in test point insertion methods 
[l l9][145]. With these numbers, controllabiiity problems are declared when their 
corresponding controllabilities are infmor to a given threshold (Ci%). Similarly, with the 
mobilities, we propose to use a mobility detection threshold (ME) to detect control 
problems. Using mobiiities, there are 4 types of control related problems. However, since 
1 1 
m ( t )  = m (t) (equation (4.3)), we can reduce them to 3 instead of 4: 
I When mm ( t )  < MTh , we say that a 0->O transition problem is detected; 
when mi ( t )  < MTh , we say that a 1 -> 1 transition problem is detected; and 
1 
when Lm:,, ( t )  = mol ( t )  ) < MTh , a switching transition problem is detected. 
One should note here that a 0->O transition problem can simultaneously occur with a 
switch problem or a 1 4  transition problem. However, they m o t  occur ail 3 on the 
same node, since the sum of al1 mobilities is one. Similarly, a 1-> 1 transition problem cm 
simultaneously occur with a switch problem. 
CLK 
Figure 4.4 Exampies whex two control problems occur simultaneously 
Figure 4.4 shows some cases where two control type problems can simultaneously 
occur. In (a), a 0->O transition problem and a switching transition problem occur 
simuitaneously. In (b), a 1->I transition problem and a switching transition problem occur 
simultaneously. By con- (c) shows a situation where 1->1 and 0->O transition 
problems occur simultaneously. Note that cases (a) and (b) in Figure 4.4 are closely 
related to classical stuck-at-l and shick-at-0 control type problems. 
In the foiiowing, we wiil discuss the effects of several test point structures on the 
mobility problems mentioned above. 
AND and OR gates, excited on one of their inputs with an equiprobable pseudo- 
random source, are widely used to respectively eliminate O-controliability and I- 
l controllability probiems. In fact, if cOb < CTh ( b  stands for before insertion) for instance, 
after the insertion of an AND gate, the controliabilities of 2 will be (a  stands for after 
insertion) 
as a consequence 
1 
0,5 5 cou S 0,s + 0,s x CTh 
I 
0,5 - 0,5 x CTh S c,,  S 0,s 
CTh CTh 
The new controllabilities lie between 0,5 - - -  and 0,5 + -T. However, afier the 
insertion of an AND gate, the mobilities of Z will be 
From equation (4.19, we note that AND gate insertion, which aims at eliminating a 
I 
O-controllability problem, rnay introduce a 1 -> 1 transition problem if m , ,  < 4 x MTh . In 
i 
this case, we find ml,,  < MTh &er insertion. Simiiariy, for an OR gate, a 0->O transition 
1 
problem rnay be introduced if mm, < 4 x MTli . In conclusion, the classicd AND/OR 
insertion may introduce 1 4  or 0->O transition problerns, which are not detected if we 
only reiy on classical controliabilities for insertion, 
By con- XOR gates are known to have better pseudo-random characteristics than 
ANDIOR gates [126]. After insertion of an XOR gate, the mobilities of I will be 
t 
m,,, = 0,25 
1 
moio = O25 
1 mloa = 025  
f 
m, = 025  
XOR gates also have less impact on observability than ANDIOR gates. In fact, the 
observability of each input of the XOR is equal to the obsewability of its output Note, 
however, that this is not always exact. Figure 4.5 illustrates an example where the 
observability of B is altered as a consequence of inserting an XOR gate. Indeed, before the 
insertion, A l  = O and A2 = 1 is required to observe B. After insertion, A ,  = 0, 
B 
B Ob B 
A ,  = 1 and I = O is required to o b m e  B. Conseqwntly, O, = T , where ob and 
o: are observabilities of "B" before and after the insertion of the XOR gate respectively. 
Before insertion After insertion 
1 
Figure 4.5 A test aise where observability is altmd as a consequence of 
inserting on XOR gate 
in conclusion, XOR gates are good test point insertion structures. However, they are 
generally more wmplex than classical ANDIOR gates (NANDNOR gates). An 
implernentation of XOK with only 6 transistors does exist, which is the same complexity 
as CMOS AM) and OR gates, but it is associated with intrinsic testability and 
uiscadability problems (1 151. In the foilowing, we propose a simple procedure for 
selecting among test point structures, which minimizes hardware overhead. In this 
procedure, we assume that XOR gates are more complex than ANDIOR gates, and that 
they introduce larger delays. As a consequence, XOR gates are only w d  when required 
and the preference is always given to ANDIOR gates. 
Figure 4.6 sketches the procedure used to differentiate between the 3 types of 
mobility problems disnissed above. The case where the 0->O mobility is smaller than MTh 
and the 1->1 mobility is Iarger than 4 MTIi is addressed with an AND gate, and that 
situation is called an AND-testable fault. Similady, the case where the 1 4  mobility is 
d e r  than MTIi and the 0->O mobïiity is larger than 4 MTIi is addressed with an OR 
gate, and that situation is calied an OR-testable fault. AU remaining cases where mobilities 
are smailer or would become smaller than MTIi are addressed with XOR gates, including 
the case where the 0->1 and 1->O mobilities are inadequate. That later case where 0 4  
and 1->O mobilities are inadquate will be cdled dtching fault of type 1. The case where 
both the 1->1 and 0->O mobilities are too low, a type 2 switching fault, will be addressed 
by case 3. Indeed, the XOR gate can prevent the output nom switching with a probability 
of IR which is a solution to type 2 switching faults. 
- 
f I 
1 .  if(m,, <M'Th and rnllb>4 x Mm) 
Fault = AND Fadt; insert an AND control point 
1 I 
2. else i f (mllb  < MTh and moob > 4  x MTh) 
Fault = OR Fault; insert an OR control point 
1 1 I 
3. else if(moIb < MTh or moob c MTh or m l I b  cMTh) 
Fault = Switch Faul~  insert a XOR control point 
Figure 4.6 Procedure to detemine the type of conml problems 
4.2.4 Joint Effect of Inserting Several Test Points 
Up to now, we have considered the effect of each test point taken in isolation. Thus 
the joint effect of multiple test points was not considered. The joint effect is analyzed in 
the following. In Section 4.2.4.1, we show through an example that inserthg multiple test 
points may result in better insertion methods. The well known split personality problem of 
classicd test point structures is dso considered in Section 4.2.4.1. The concept of multiple 
test points simultaneously inserted is suggested as a possible solution to this problem. In 
Section 4.2.4.2, we point out that multiple test point insertion may result in losses of fault 
coverage, if they are not adequately handed. These losxs are primarily related to 
contradicting testability requirements between hard to test faults. 
4.2.4.1 Detection with Muitiple Test Points 
Figure 4.7 illustrates a situation where the joint effect of several test points helps to 
eliminate hard to detect faults. This obviously results in more effective test points. In 
Figure 4.7, the controllabilities to O of A and B are very d l .  To test "C" ( d e  
mobilities of "C" > MTh), two test points are sirnultaneously needed: one at "A" and 
another one at "B". Indeed, the controllabiiities to O of A and B are assurned to be so weak 
that a single test point in "A" does not cover point "C". Similady, a single test point in "B" 
does not cover "C". However, "C" is detectable by the simultaneous insertion of test 
points at "A" and "B". 
Figure 4.7 Example of multiple detection. 
) 
Finding the optimal solution for the b'multiple test point" problem may be expensive. 
Indeed, the number of possible solutions to explore is N! (N factorial) where N is the 
number of candidate test points. Moreover, for each solution, in order to minimize the 
number of test points, we may need to compute the incremental effect of each point for al1 
possible orders, which is very expensive. In section 4.2.5, we will present a practical 
heuristic solution to this problem. 
Block 1 A 
Block 2 , B 
In some situations, solving a mobility problem that appears as a drastic decrease of 
mobilities in one stage may require multiple test points. Figure 4.8 shows an example of 
such situations. Let us assume that the mobilities of the inputs of the OR gate are 
acceptable and that those of the output A are poor. The insertion of a point in A will solve 
the mobility problems of the output cone of A2 but those of A1 remah imsolved. To deal 
with this situation, we mua insert test points at the inputs of the OR gate, and one or 
several points may be required This problem, known as split personality, was already 
r a i d  by Merent authors [15]. 
Note that iaserting several test points on the inputs of gate A, to cover the test 
problems in the output cone of A, may not be as effective as inserting a single test point in 
k As a consequence, we may need to insert a test point in "A", as well as other test points 
in some inputs of the gate feeding A. Further solutions to the split personaiity problems 
will be left for friture development 
Figure 4.8 A huit may require simuItaneous insertion of sevcrai points. 
42.42 Test Point Compatibiiity 
The simultaneous insertion of several points may result in more effective test point 
insertion methods, as mentioned above. However, in some cases, a test point could be 
associated with negative side effects on testability. An exampie of this situation is 
illustrated in Figure 4.9. Let us assume in this example that, in the original circuit, the 1- 
controllability of "B" is very small, and that due to other inputs, the controllability of A is 
acceptable. Since, there is a 1-controIIability problem in "B" and no control problem in A, 
inserting a 1-control point in " B  may result in a test problem in A. Nodes B and A may 
have incompatible requirements. As a consequence, A and B may be difficult to test at the 
same t h e .  
In gened. this problem arises when several test points are simultaneously inserted. 
Their mutual effects rnay result in fault coverage Iosses due to incompatibilities between 
testability related requirements. A related problem has already been mentioned in several 
papers dealing with weighted =dom vectors [143]. In fact, some resistant fadts may 
have different zad contradicting requirements, and thus several different weights may be 
required on the same internai node to Mly test a circuit. 
Figure 4.9 An example of a test point with negative side effect 
In this paper, we propose to use different modes during testing. In each mode, ody 
compatible test points are considered. The modes are activated in sequence one after 
another, such that no two modes are simultaneously active. Note that a test point will 
never be used in more than one mode, even though it may required to solve some split 
personality problems. The testing modes are proposed here io solve the conflicting 
requirements of multiple test points. Nevertheless, nich multiple sequentid test modes 
may have other advantages: they may be used to reduce the negative impacts on timing; 
they may also be used to increase pseudo-random sources sharing. In fact, the maximum 
nurnber of pseudo-random sources needed is at most equal to the maximum number of test 
points required in one of the modes. The modes can also help to enhance IlOs sharing as 
proposed in [145] (for condensation). Power dissipation is another issue where different 
modes can be helpful. Unfortunately, each additional mode is usudly associated with 
additionai overheads. A control state machine (corner, decoding logic) is needed to 
manage the test sequence (activating, deactivating the modes etc.). This may M e r  
impact the timuig. FinaMy, test application tirne is increased since the test should be 
restarted for each mode. 
In conclusion, a good test point insertion method should produce a d l  set of test 
points grouped in a small number of test modes to cover al1 hard-todetect faults. 
4.2.5 Heuristics for Test Point Insertion 
In the present and next sections, several heuristic d e s  for test point insertion are 
proposed. The aim of these heuristic d e s  is to h d  and insert a small number of test 
points to e a o ~ f o m  hard to test sequential circuits into easy to test ones, asniming they are 
tested with pseudo-random vectors. With these hetxristics, controllability problems are 
targeted first. Observability problems are considered after having solved al1 controllability 
problems. 
Heuristic M l  
The first heuristic nile targets detection problems and builds the detection cones 
reflecting the effects of inserted test points on hard-to-control faults. As a nrst step, al1 the 
mobilities, the observabilities as well as the detectabiiities (equation (4.12)) are computed. 
In a second step, al1 hard to detect faults are identified. A fault is declared hard to detect if 
its detectabiiity computed with N = 2" is smaller than a threshold set arbicrarily to 
1 - 10". The hard-to-control faults are then computed from the hard-tdetect faults k t .  
A hard-to-detect fault is declared hard-to-control if one of its mobiiities is below a 
predefined mobiliîy detection threshold set arbitrarily to ThldM = 0,005 . The hard-to- 
control faults are included in a list called HARDI . In the third step, for each hard to 
control fault X, we determine 3 lists: Det,, NDetx and Potx.  A fault Y E HARD , is 
included in Deix if its mobilities after insertion of a test point in X are larger than 
ThldM = 0,005. Detx is called the deteaion cone of X. A fault Y E HARDI is 
included in Potx if a positive enhancement has been detected in one or more of its 
mobiIities, however, one (or more) of them is stiil lower than ThldM. Potx is cded  the 
potential detection cone of X. NDetx includes all the fa* of the circuit wtiich develop a 
controllability problem (one of its mobilities become infmor to ThldM) as a 
consequence of inserting a test point in X. NDeix represents the negative side effect of a 
point inserted in X. Figure 4.1 1 illustrates a typicd partition of HARDI and the fault mi- 
verse with respect to the 3 lists De+ NDetx and PotX for a given test point X. 
Heuristic M 1 : Test probiem deteaion 
1. Compute ail required probabilities of all nets in the original circuit. 
2. Detennine dl hard-to-detect fa* and the set of hard-to-control 
faults. The set of ail hard-to-control faults is cailed HA RD , . 
3. For each hard to control fault X E HAR D , , ampute the following 
sets: 
a. the set Detx of fàults of HAR Dl which become controllable as 
a consequence of inserting a test point in X. 
b. the set NDetx of faults in the circuit which become uncontrolla- 
ble as a consequence of inserting a test point in X. 
c. the set Potx of faults HARDI which are potentially detected as 
a consequence of inserting a test point in X. 
4. Deactivate the test point inserted in X and r e m  back to 3 until d l  
faults in HA RD, are considered. 
Figure 4.10 Phase 1: hard fault deteaion and the effc* 
of their conesponding test point 
The objective of the second heuristic is to h d  a srnail set HARDz of test points to 
cover d HARD, fauits. This is the classical covering problem which is known to be NP 
complete. Severai heiiristic solutions have ken proposed in the fiterature for this problem. 
In the following, we consider a simple solution based on the search of the test point 
associated with the largest Der,. This solution produces acceptable results despite its 
simpiicity . 
Fault universe - 
Figure 4.11  on o f  the 3 sets:  der^, N D q m d  pot^ for a given test 
point X 
One should note here that the set HA RD, is a list of test points which is f i c i e n t  to 
cover ail hard-to-control faults in HARD , . However, since we only considered controlla- 
bility problems, it does not necessarily guanintee the detection of al1 of them. Moreover, 
some test points in HARD2 may be incompatible as mentioned in section 4.2.4.2. 
Heinistic M2: Eliminate hard-to-control faults 
1. find the test point associated with the largest Delx and include 
"X" into HARDz 
2. remove al1 faults in De$ h m  HARDI and update al1 Det y of d 
rernalliing f d t s  Y in HA RD, 
3. return to 1, und HARD, is empty. 
Figure 4.12 Phase 2. A heuristic to fïnd a smaii subsct of points whicb cova al1 
HARDI bits, 
Heuristic M3: Create different modes for incompatible test point sets and eli- 
minate redmdancies in HA RDz 
1. build the potential detection tree as explained below, 
2. rank the tree according to the potential detection relation as shown in Figure 
4.15. 
4. put al1 faults of HAR D2 in mode Mi 
5. starting nom the lowest rank level and for all test point of Mi 
select a test point X E Mi 
compute mobilities 
if no negative side effect, 
retain "X" in mode Mi 
eiiminate all Mi test points fully detected (cone included) by the 
insertion of X 
else 
Deactivate X and assign it into another mode Mi + , 
6.  if Mi + , is not empty, increment i and retum to 5, else exit 
Figure 4.13 Phase 3. A heuristic to elimbue redundancies 
between the test points in and to create 
different modes for incompatible test points. 
Heuristic M3 
The third phase (Figure 4.13) bas two main objectives: the first one is to eliminate 
"redundant7' test points in HARD2 (produced by heuristic M2) by considering the effect 
of simultaneous insertion of several test points. The second objective is to find a smail 
number of modes such that each mode will only include compatible test points 
In this heiaistic, the test points in HARD, are fkst raaked accordùig to their potentid 
detection level as will be expiained later when we present the concept of Potential 
Detection Tree (PDT). Then, considering the test points in increasing rank, test points 
fkom HARDl are inserted, one at a t h e ,  taking into account the effect of previously 
inserted test points, until no test point remains in HARDI.  Let us stress that in HARD, 
the joint effect of test points had not been taken into account. Therefore, in the third phase 
(Figure 4.13), when a test point is inserted, it wiil first be checked for incompatibilities. If 
a given test point is incompatible with the previously inserted ones, it will be assigned to 
another mode. A test point is said to be incompatible with previously inserted test points if 
one fault aiready covered becomes undetected ss a consequence of inserthg the test point 
in question. in this case, we also say that the fault is associated with a negative side effect. 
Secondly, al1 the remaining test points in HARD2 are checked to detennine if they have 
been covered as weil as their respective cones by the previously inserted points. If this is 
the case, the test points (and their cones) which are already covered are eliminated 6om 
HA RD, . Figure 4.14 iilustrate the effect of heuristic M3 on the set HA R D, . The set 
HARD, is the result after having applied heuristic M3. HARD3 HARDz is partitioned 
into N modes and of course IHARD3( 5 lHARDzl. 
1. A test point is said redundant if it cm be covered (inciuding its cone) by multiple insertion of other test 
points. 
n /-- Mode 1 
Mode N 
Figure 4.14 Effect of heuristic M3 on the set HARD2 
Before going fiuther, let us define the concept of potential detection tree (PDT). The 
nodes of the tree are the test points of HARD,. Each am>w between two nodes indicates 
that the test point at the end of the arrow is potentially or hardly detected by the test point 
at its source. For instance, in Figure 4.15, a test point in "A" potentially or hardly detects 
faults B and D. D has two in-nodes {A, G )  and two out-nodes (E. 1). Note that there may 
remain some undetectable fauits in HARDz due to the order in which faults are retained. 
Therefore, PDT takes into account hard to detect faults- 
Figure 4.15 Exampies o f  potentiai detection graphs 
The tree is then ranked according to the potential detection relation as shown in 
Figure 4.15. This ranking is accomplished in a way similar to the method used to rank 
logic circuits, where each node is assigned a rank quai  to the maximum rank of its inputs 
plus one. Cycles are d f i c i d y  cut before cornputhg the ranks. 
Heuristic Mj should create 'W modes. Each mode oniy includes compatible test 
points. Note however, that in addition to these N modes, a mode Mo where no point is 
inserted may be required In fact, it may happen that some fauits which were easy to test 
when no test point is inserted become untestable as a resuit of i n s e h g  some test points. 
In this case, we need a mode Mo to cover these losses. Note here that heuristic M3 is 
complete in the sense that it considers the detection of aii hard-to-control faults HARDI , 
however, it does not guarantee detection, because there may be observability problems or 
faults that requires multiple test points (split personality problems). 
Fault simulation also has an impact on the moa appropriate order for using the 
various modes. Indeed, fault simulations can be very expensive, which led to the develop 
ment of acceleration techniques in fault simulation tools. With these techniques, as the 
fault simulation advances, the simulated regions shrinks to the minimum required by the 
remaining untested faults. Therefore, if there is a mode Mo, it should not be invoked fim, 
since it is expected to be less effective than mode MI ,not only in the reachable coverage, 
but also in the number of test vectors required to reach a given coverage. 
Figure 4.16 An example where 3 modes cover ail the hard-tOaetect faults 
In the exampie show in Figure 4.16, the oder Ml, Ma M3 may be better than M z  
M3 Ml- In fact, if aùnost ail the fadts rae covered in modes Ml and Ma fault simulation 
in mode M3 wouid be less expensive. 
4.2.6 Observability Test Point Insertion 
It is well known that observabilities are related to controiiabilities, and by conse- 
quence to mobilities. An obsetvabifity problem c m  be caused by a lack of mobility. Thus, 
observabiiity insertion should be considend f i e r  having solved aIl mobility problems. 
Moreover, observability problems which may appear only in some modes but not in others 
shouid not be considerd for observability insertion, dess  d modes where there is &- 
tient mobiiities for a fault have an observability problem. Fadts iinked to such problems 
will generally be detected in the modes where the joint mobilitysbservability problem 
does not appear. 
Observability probIem ObsenmbiIity problem in A l  which is stiil there d e r  insertion 
L o - O  * 
To an output 
I 
A possible soiution 
To an output 
Figure 4.17 hpan of u s  poim on fanout a m i s  
Correcthg the observabiiity profile is simpler than correcting mobiiity profiles. 
Indeed, ùiere is no conflicting requirement between observabüity points, and thus they do 
not introduce any negative side effect on the detectability as the mobiiity points can do. 
Therefore, there is no intrinsic need of dinerent test modes for observability insertion. We 
may still wish to have different modes for other rasons, such as condensation or resource 
sharing, but not for pure testability reasons. However, observability insertion has some 
pdcularities. For instance, in Figure 4.17, we iilwtrate an example where the A1 branch 
of fanout stem A has an observability problem. However, the root "A" may not have any 
observability problem, since it may be easiiy observed through the other fanout stems. 
uiserting an observation point in A wili not solve the problem of AI. It remains not 
observable after insertion. 
A solution to this problem, which is sirnilar to the split personality problem of 
mobilities (discussed above) is to push the insertion location to the output of the gate 
driven by the fanout stem (see Figure 4.1 7). However, it may happen that the observability 
of the output is good, but the mobilities of the other inputs of the same gate are ody 
slightly superior to the mobility detection threshold. In this case, inserting an observability 
point on the output may not be a solution. In the present paper, we oniy considered the 
proposed solution (insertion at the output of the gate driven by the fanout stem). Further 
discussions on alternative solutions and their implementations are left for future research. 
Heuristic 0 1 : Observability problem deteaion 
1. ïnvoke mode Mo 
2. compute dl detectabilities 
3. determiae al1 hard to observe fa&. The set of al1 hard to observe 
faults is cailed O B S I -  
4. for the remaining modes Mi 
Compute detectabilities 
Eliminate, from OBS, , aii  observability problems which have 
been detected in mode Mi, except those corresponding to joint 
mobility-observability problems. 
5. for each observability point in X E OBS, . individually compute 
the following sets: 
a. the set D e t ,  of fadts of OBS, which become detectable as a 
consequence of inserthg a single observability point in X. 
b. the set Po fx of faults of OBS, , which are potentially detectable 
as a consequence of inserthg an observability point in X. 
Figure 4.18 Heunnic for detecting obsentability problems 
In the following, several heuristics similar to those used for control point insertion are 
proposed for observation point insertion. With the fïrst heuristic, summarized in Figure 
4.18, observability problems are located. In the first step of this heuristic, the first mode 
Mo is activated, the detectabilities are computed (step 2) and the observability problems 
(step 3) are collected in OBSI , fiom the hard-to-detect fault iist. Note here that steps 1 
and 2 are identical to steps 1 and 2 of heuristic Ml. They are repeated here just for clarity, 
however, they are not implemented in 01. Then, in step 4, the remaining modes are 
activated one after another. During each mode, observability problems of OBS, which 
disappear (in the considered mode) are eliminated, except those correspondhg to a joint 
mobility-observability problem. At the end of step 4, OBS, wiIi include the nodes with 
observability problems, which are not detected in any mode, and the joint mobility- 
obsewability problems. In step 5, the observation cones are individually built for dl 
observation points in OBS, . 
1. find the observability point associated with the largest fletx 
(Detx containing the largest number of faults) and include 'X' 
into OBS, 
2. remove all faults in Delx h m  OBS, and update al1 Dely of al1 
remaining fauits Y in OBS, 
Figure 4.19 Heuristic for exrracting a small subset of obsewability p o i n ~  that 
cover ai1 O bservabi liîy pro blems in OBS 1 
In heuristic 02, a smaU set of observability points are selected to cover dl 
observability problems of OBS, . Note that the cumulative effect of simultaneously 
inserting several observation points is not considered in heuristic 02. Therefore, 
redundancies may still exist in OBS,. This heuristic is identical to heuristic M2 for 
control point insertion. 
In the third heuristic, redundancies as a consequence of simultaneous insertion of 
several observability points are detected and eliminated. First, the potential observation 
tree is buüt. An observation point A is said to detect observation point B if inserting A 
results in enhancing the observability of B beyond an observability threshold ThldO , and 
it is said to potentiaily detect B if inserting A results in an enhancement of the 
observability of B, but that such enhancement is not nifficient to raise observability 
beyond the threshold ThldO . 
The potential observation tree in this case is similar to the potential detection tree 
built for mobility problems. The nodes of the tree represent the observation points of 
OBS, , and each arrow between two nodes indicates that the observation point at the end 
of the arrow is potentidly or hardly detected by the observation point at its source. 
Heuristic 03: elimlliate ndundancies in OBS, 
1. build the potentid observation tree, 
2. rank the tree fiom outputs to inputs according to the potential observation 
relation 
3. starting fkom the Iowest rank and for aii observation point in OBSz 
select an observation point X 
1 compute observabilities 
1 eIiminate all observation points detected by the insertion of X 
Figure 4.20 Heunnic to eliminate redundancies in OBS2 
4.2.7 Experimental Results and Discussion 
Based on the notions and heuristics presented, a prototype tool ca1led SEïIN1 for 
automatic insertion of test points in sequential circuits was implemented in the C 
Ianguage. The SETIN tool reads a description of the circuit and compute the mobilities, 
observability and detectabilities of every fault into the circuit (see Figure 4.2 1). Then the 
program estimates the original f d t  coverage. According to this value, the program 
1 .  SETM fiom SEquential Test point Msertion 
proceeds to the insertion of test points. First, ail hard-to-control faults are analyzed to 
constmct their three sectors defined above: Detx, NDetY and Potdy. Second, test point 
selection algorithms are invoked to determine a mail  set of candidates for insertion. 
Thex candi&tes, when individdiy inserted one after another, guarantee elimination 
(accordhg to testability measures) of all controllability problems which can be solved by 
a test point at the source of the problem. Note that some controllability problems related to 
split personality phenornenon may rrmain on the fan-in of control test points. Then, the 
retained candidates are grouped into a small set of modes. At this stage, SETIN estimates 
the fadt coverage to determine if further insertion (observability insertion) is required. 




Using SETIN, we performed a set of experiments on a large subset of the well known 
sequential ISCAS789 benchrnarks. Table 4.1 presents some statistics on these 
benchmarks. The "Seq" column gives fault coverages of the original circuits (without 
modification). These nurnbers were obtained with the fault simulator HOPE [74] using a 
15 pseudo-randorn sequence of 2 vectors. In some cases, 100% coverage was reached with 
less than 2 l5 vectors, in this case the number of vectors required to reach 100% is reporteci 
in parenthesis. Under the "comb" column, we report fault coverages of the same 
benchmarks a h r  implementation of a full scan chai.'. Since probabilistic testability 
measures are blind to redundant faults, and in order to avoid biasing the results. redundant 
faults should not be considered. Therefore, we need to detennine a list of redundant fadts. 
The nurnber of redundant faults in each circuit is reported under the column "Redmdant 
faults". These faults were obtained using the fault sirnulator Hope. AU faults were 
stimulated with pseudo-random vectors, and those still undetected after applying 107 
random test patterns were put in a list of faults which are declared redundant For the sake 
of cornparison, we also reported the number of redmdant fa& as produced by the ATPG 
Gentest [50]. Note that in some cases, such as s5 10, the method we used produces fewer 
redundancies than Gente* This is primarily related to the fact that in order to fault 
simulate with Hope, al1 flip-flops are initialized to a known state. Consequentiy, some 
faults which are not detected by Gentest, where an unkinown initial state is assumed, are 
easy to detect with fault simulation. For a more elaborate discussion on the problem of 
initializing sequential circuits with pseudo-random vectors refer to [ 1291 
1. Note here that fault coverages reported in Table 4.1 are not comcted for redundant 
faults. 
Table 4.1 Statistics on the ISCAS'89 benchmark circuits used here 
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namc 













s q  
















99.123 1 tW (19 t )  3 
In the fim experiments, we ran SETIN using the following tbresholds 
Table 4.1 Statistics on the ISCAS'89 benchmark circuits used here 
ThldE = 1 - IO-' (fault detection threshold), ThldM = 0,005 (Mobility threshold) and 
ThldO = 0,0001 (observability threshold). The resuits are reported in Table 4.3. 
I 
"E.IARDf' represents the total number of hard-to-control points declared by the testability 
measures. Under the column bbïURDj', we reported the number of test point candidates 
produced by heuristic 2 (set Figure 4.12). Under the colurnn "HARDf, we reported the 
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nurnber of modes and the final nurnber of control points as produced by heuristic M3. 


































































































































fauits as declared by SETIN, as well as the nurnber of observation points requked to solve 
the detected problems. 
The following important observations cm be made fkom Table 4.3. Heuristic M2, 
despite its simplicity, produces gwd results. Only few test points are generally required to 
cover all hard-to-control faults. For instance, in the case of s382, only 15 test points is 
required by heuristic M2 to address the 1 18 detected control problems. Heuristic M3 was 
able to M e r  optimize the results in several cases with only few test modes. For example, 
in the case of ~832, SETIN produces 33 test points with heuristic 2, and with heuristic 3, it 
was able to reduce this number to 19 in 2 modes. 
Table 4.2 Test point insertion resuits 
HARD2 HRRD3 Obsmrc Hope Results 
model Mob HO lobs Ut 1 FCI 1 U2 1 FC2 
Table 4 2   est point insertion resuits 
To validate the resdts, fadt simulations with Hope using a pseudo-randorn sequence 
of 2 l5 test vectors were invoked and the results are reported in Table 4.3 under the column 
"Hope Results". The column "U1" gives the remaining nurnber of undetected fauits, and 
"FC 1" the corresponding fault coverage. Then, the columns "U2" and "FC2" respectively 
designate the nurnber of undetected faults and the correspo~ding fault coverage, after the 
results have been corrected by removing the redundant faults (redundant faults as declared 
by HOPE, see Table 4.1). A cornparison between these resdts and those obtained with the 
original circuits, a s  shown in Table 4.1, demonstrates the effectiveness of the proposeci 
heuristics to aiieviate testing problems in sequential circuits. In fact, almost complete fault 
coverage have been obtained in most cases, when the redts are corrected by removing 
redundant fauits as reported in Table 4.1. Moreover, we can easily notice that several 
redundant fa& have been accidently detected after insertion. For instance, in the case of 
~713, the fault coverage increased h m  82.6 1 % to 93.46% by inserting ody 2 test points 
in 2 modes. The number of undetected fa& after insertion is 38 and Gentest reported 87 
redutidant faults. FC2 is 100% in this case. 
One shouid note that the mode MQ which corresponds to the original circuit (with al1 
test points deactivated) is systematically considered in these experiments. This mode was 
shown to be worthless in some cases. For instance, in the case of ~444, 96.83% of fault 
coverage was obtained by activating di the test points in mode Ml MO did not contribute 
to the fault coverage. However, in the case of s298, Mo was able to reduce the number of 
undetected fault fiom 26 to 6. 
By removing the redundant faults, we notice that the fault coverage "FC2" is lower 
than "FC 1" in some cases. For instance, in the case of s420, "FC 1" is 99.30% and FC2" is 
98.52%. This is simply because the statistics were biased by the fact that several 
redudant faults were made detectable by test point insertion. These faults are taken into 
account in "FC 1" but not in "FC2". 
The resuits reported in Table 4.3 depend on the selected mobility and observability 
thresholds. Experiments on the impact of varying these thresholds were carried out, and 
Table 4.3 reports the values which produce the bes coverage results when varying the 
thresholds between 0.1 and 0.00001. In Table 4.3, "U" and "FC respectively designate 
the minimum number of undetected faults. and the correspondhg fauit coverage as 
pmduced by Hope with a test sequence of 215 vectors. These numbers have been corrected 
by removing redundant fadts nom the original fault lists (redundant faults as declared by 
HOPE, see Table 4.1). ThldM and ThldO are the mobility and observability thresholds 
under which these results were obtained. 
Table 4 3  Best test point insenion results 
From Table 4.3, we notice that better results may be obtained by varying the 
thresholds. For instance, in the case of s420, a fault coverage of 100% instead of 37.91% 
was obtained. Surprisingly, the number of test points required for testing in this case 
decreased fiom 28 to 19 for mobility points, and fiom 9 to 4 for observability points. In 
general, we noticed that test point insertion rnethods are fairly sensitive to the seiected 
thresholds. A good set of threshold shouid accurately differentiate testing problerns. 
Severe thresholds rnay escape some interesthg test sites, resuiting in bad insertion 
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in losses of fault coverage. The dynamic of test quality as a hc t ion  of the number of test 
points seems to foliow the curve depicted in Figure 4.22. 
L 
# Test Points 
Figure 4.22 Dynamic of test Wity as a function of the number of test points 
Furthermore, we also compare in Table 4.3 ou. results with those obtained by 
Muradali and Rajski [go]. W O "  and "FC" respectiveiy represent the nurnber of conml I 
observation points and the conespondhg fauit coverage they obtained with 1 OOK pseudo- 
random test vectors. Table 4.3 shows that, in severai cases, SETIN is able to achieve better 
results. For instance, in the case of ~526% with SETTN, we obtain 99.8% fault coverage 
comparatively to 97% with the Muradali and Rajski method. Let us recdl that our test 
IS sequence Iength is only 2 vectors as cornpared to 1 OOK vectors in [90]. However, it tums 
out that, in several cases, SETIN produces more test points than Muradali's and Rajski's 
method. In fact, their method is based on logic simulation, which is known to be more 
accurate in assessing testing problems. Nevertheless, logic simulation-based methods are 
more expensive. Indeed, in order to get an acceptable precision, large number of vectors 
are usually required, particularly for large circuits. Unfortunately, since Muradali and 
Rajski did not report time complexity we cannot compare that important aspect of the two 
methods. 
4.2-8 Conclusion 
In this papa, a novel mdtiphase test point insertion method for sequentid circuits has 
ben  proposed. This method is based on the mobility measure, which was shown to better 
quant* testing problems in sequentiai circuits. The mobility measure is based on 
transition probabilities instead of steady-line probabilities. The phases proposed here are 
sequentially activated one after another. In each phase, a subset of selected control points 
are inserted. When constmcting the phases, the joint effect of several test points 
considered. As a consequence, conflictual requirements between several fadts are 
automatically detected and the corresponding test points are assigned to different modes. 
Experirnental resuits show that it is possible to achieve good results with the proposed 
methoci, with only a small number of test points distributed between few phases. 
CHAPITRE 5 
Conclusion 
La présente thèse constitue à notre avis un avancement de notre compréhension de la 
testabilité séquentielle pseudo-aiéatoire des circuits VLSI. Nous avons étudié et analysé 
dans cette thèse les problèmes de testabilité séquentielle, de plus, nous avons proposé un 
ensemble de solutions pratiques qui s'inscrit dans le cadre d'un outil informatique d'inser- 
tion de points de test pour le test pseudo-aléatoire des circuits séquentiels. 
Au chapitre 2, nous avons étudié le problème de l'initialisation des circuits séquen- 
tiels dans un contexte de test pseudo-aléatoire. Nous avons proposé un modèle basé sur les 
chaînes de Markov pour modéliser le phénomène de I'initialisation. Avec ce modèle, nous 
avons démontré que I'initialisation avec des vecteurs pseudo-aléatoires est possible dans 
plusieurs cas. Le problème de I'initialisation a été abordé par d'autres auteurs. L'ongina- 
Lité de ce chapitre se situe à notre avis dans la démonstration que I'initialisation en fonc- 
tion de la longueur de la séquence d'initialisation pseudo-aléatoire est une fonction 
croissante. Autrement d k  il est exclu de retourner a un état inconnu une fois qu'une 
machine séquentielle est initialisée. Un circuit facile à initiaüser oublie l'état de départ 
après un certain nombre de vecteurs et ce nombre est généralement limité. Dans le chapi- 
tre 2, nous avons également vu des cas ae circuits séquentiels impossibles ou difficiles à 
initialiser par des vecteurs pseudo-aléatoires. Nous avons montré comment les détecter 
par les mesures de testabilité SCOP et nous avons proposé des techniques de reset partiel 
afin de les transformer en circuits faciles à initialiser. 
Nous estimons ici qu'une étude sur les problèmes des pannes qui empêchent l'initiali- 
sation est une extension logique des travaux présentés au chapitre 2. Les pannes qui empê- 
chent l'initialisation furent étudiées dans un contexte de test algorithmique, mais jamais 
dans un contexte de test pseudo-aléatoire. Une autre extension du chapitre 2 pourrait être 
de poursuivre I'étude d'autres heuristiques plus efficace de reset partiel et d ' M o n  de 
points d'initidisation combinatoires. 
Au chapitre 3, nous avons abordé le problème de la détection des pannes dans les cir- 
cuits séquentiels. Ainsi, nous avons montré les limites des mesures SCOP relativement au 
problème de la détection des pannes. Nous avons donné des exemples pratiques de circuits 
séquentiels simples tel que le compteur binaire où les mesures sCOP échouent dans la 
quantification précise des problèmes de test des différents noeuds. Ceci est relié au fait 
que les mesures sCOP sont aveugles aux corrélations temporelles, très importantes dans 
les circuits séquentiels. Pour remédier à ce problème, nous avons proposé une nouvelle 
mesure de testabilité appelée la mobilité. Les mesures de mobilité sont basées sur le calcul 
des probabilités de transition. Leur complexité de calcul reste linéaire en fonction du nom- 
bre de portes d'un circuit avec un facteur de linéarité un peu plus complexe que celui des 
mesures SCOP. Avec les mesures de mobilité, nous sommes en mesure de couvrir plu- 
sieurs pannes et problèmes de test des circuits séquentiels. Les résultats expérimentaux 
ont montré qu'elles sont systématiquement plus précises que les mesures SCOP. 
Avec les mesures de mobilite, certaines corrélations temporelles entre deux cycles 
consécutifs sont détectées. Cependant, nous savons que d'autres corrélations d'ordre supé- 
rieur ne sont pas détectables avec les mesures de mobilité. Une corrélation sur 3 cycles ou 
plus sur le même noeud, ainsi qu'une corrélation spatiale sur 2 noeuds ou plus sont des 
pathologies non détectables par les mesures de mobilité. Étudier ces pathologies et propo- 
ser un ensemble de métriques fxiles à calculer pour les détecter constitue un developpe- 
ment futur d'un grand intérêt pour la communauté du t e s  
Nous avons également montré au chapitre 3 qu'avec les mesures de mobilité, nous 
pouvons faire une estimation approximative de la consommation de puissance moyenne. 
En plus de son importance dans la phase de conception des circuits VLSI modernes, cette 
estimation est de plus en plus nécessaire dans un contexte de test pseudo-aléatoire. En 
eEe& l'activité anormalement élevée des noeuds internes lors d'un test pseudo-aléatoire 
mérite une attention particulière si nous ne voulons pas brûier notre puce avant de termi- 
ner le test. Nous avons montré dans ce chapitre que les erreurs sur I'estimation de la puis- 
sance introduites par les mesures de mobilité ne sont que de l'ordre de 10% sur une longue 
liste de circuits d'essai. De plus, l'erreur relative tend à diminuer avec I'augmentation de 
la complexité des circuitsts 
Une extension logique de cette section du chapitre 3 consistera à définir un ensemble 
de règles pour faire une gestion adéquate de la consommation de la puissance durant un 
test pseudo-aléatoire. Autrement dit, établir des règles de partitionnement et une cédule 
(séquence de test) en tenant compte des exigences de la dissipation de puissance. 
Au chapitre 4, nous avons étudié le problème de l'insertion des points de test dans les 
circuits séquentiels. Nous avons utilisé les mesures de mobilité décrites au chapitre 3, pour 
prédire et localiser les problèmes de testabilité ainsi que pour suivre I'évolution de la tes- 
tabilité lors de l'insertion. Nous avons également étudié des notions qui à notre connais- 
sance n'ont jamais été traitées dans la littérature reliée à l'insertion des points de test. 
Nous avons ainsi étudié l'effet de l'insertion conjointe sur les performances des méthodes 
d'insertion de points de test. L'insertion conjointe semble avoir des effets bénéfiques ainsi 
que des effets indésirables. Des solutions heuristiques basées sur une méthodologie multi- 
phase furent proposées. Dans chaque phase, seulement les points compatibles sont invo- 
qués. 
Nous estimons que ce chapitre est un pas dans le domaine de l'insertion de points de 
test dans les circuits séquentiels. nous pensons que d'autres heuristiques plus &ées 
peuvent être développées en tenant compte de la qualité du test, des performances du cir- 
cuits, de la circuiterie ajoutée, du nombre de ports dVentrée/sortie additionnels ainsi que de 
la rapidité d'exécution de ces heuristiques (par des techniques d'élagage par exemple). 
Dans ce chapitre, nous avons proposé une méthodologie multiphase où chaque phase a ses 
propres points de test activés et désactivés en bloc. Nous estimons qu'une méthodologie 
insertion mdtiptiase ou les p-hases sont entrelacées peut être plus efficace dans certaines 
situations. Par exemple, une panne qui nécessite deux points de test dans deux phases dif- 
férentes peut être efficacement supportée par une méthodologie muitiphase où les phases 
sont entrelacées. 
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Annexes 
Annexe 1. Calcul de la circuiterie ajoutée utilisé dans la 
section 2.2 pour estimer les coût d'un reset complet 
Supposons que la ciraiterie ajoutée par le mécanisme de reset est ARescr portes par 
bascule. Supposons également que le nombre de portes totale par bascule avec mecanisme 
de reset est 
Reset = Norm + ARescr (A.1.1) 
ou Norm est le nombre de portes dans une bascule normale (sans mecanisme de reset). 
Le nombre total de portes PNor,,, dans un circuit contenant N bascules sans chaîne de 
reset est 
p ~ ~ m  = C+NormxN 
où C est le nombre total de portes dans la partie combinatoire du circuit. 
(A. 1 -2) 
Le nombre total de portes PResct dans le même circuit avec un reset complet est 
' ~ e s e r  = C+Rese txN (A. 1 -3) 
Par conséquent, la circuiterie ajoutée due à un reset complet est 
(A, 1.4) 
C 
avec K = m. 
Exercice 
Si O,,, = 30% et Reset = 90% x Scan ou Scan est le nombre total de portes 
dans une bascule avec mecanisme de balayage, caculer la circuiterie ajoutée 
- A ~ e r e t  
O ~ e s e t  R + Reset due à un reset complet ? 
Du moment où Reset c Scan , nous pouvons ecrire 
à partir de l'équation (A. 1.1), l'équation (A. 1.5) peut être reformulé comme suit 
Reset - N o m  
en remplacant Reset = 90% x Scan , nous retrouvons 
0'9 x Scan - Norm 
*~ercr > K + Scan 
(A. 1.5) 
(A. 1 -6) 
(A* 1.7) 
de même, en remplacant Scan = Norm + Ason , nous retrouvons après factorisation, 
0'1 x Norm 
O~cser ' K + Scan - K + Scan (A. 1.8) 
le deuxième terme de cette inégalité est au maximum égale à 0.1. En effet, nous savons 
déjà que Norm < Scan + K, par conséquent le deuxième terme de l'inégalité (A. 1.8) peut 
s'écrire corne suit 
0,l x Norm 0,l x (Scan + K) 
K + Scan < K + Scan = 0,I (A. 1 -9) 
fidement, OReser est au minimum supérieur à 0.1 7 comme montré ci-dessous 







Annexe 3. Sketch of the proof that P(t) is non- 
decreasing 
Assutning, N is the number of flipflops in the circuit C, in the general case. the 
matrix "M" is given by 
where R is the transition matrix in the recurrent states subset, L the transition matrix 
in the transient subset, and T the transition matrix between the two. The recurrent states 
N IV fi 
are numbered fiom 1 to 2 and the transient states are numbered fiom (2 + 1) to ( 3 ). 
Similarly, if we suppose that n ( t )  = ( a, .az.a3 - - - .a , ) . hm: 
Therefore, 
Note that the nmis between the parentheses in p ( t  + 1) are the s u  1 of lin 
Hence, 
P ( t  + 1) = al + al + ... + a, + resi where rest2O 
= ( P ( r )  + rest) 
2 P ( f )  
Thus P (r) is a non-decreasing fiinction of Y'. The weaker conclusion follows from 
the fact that even when the circuit is fully initializable, sequentiai circuit latency may hold 
the rest to zen, for some time duraiion, when al1 transient States with a non-zero transition 
probability themselves have a zero probability. Practical examples of this behavior can be 
built with shift registers. 
Annexe 4. Proof of theorem 1 on page 73 
Letting "u" and "d" be two random variables denoting the number of cycles the 
Markov chah remains in states 1 and O respectively, without making any transition to the 
other state. As a consequence, we can write 
Cl = E [ u ]  
D = E [ d l  
The random variable u + d may be considered as the number of clock cycles required 
to make the first round-trip h m  a state to itselfthrough the second state. Then, since there 
is a single instance of each transition polarity every u + d, it follows that, on average, the 
rate "Y at which transitions occur is 
However, 
AS a consequence, 
Moreover, the rate at which we enter state O from state 1 " r " is given by 
This rate is thus the rate at which a transition (1 ->O) occurs. As a consequence. 
To obtain a second equation, consider the percentage of time the process is in state 1, 
which is of course equal to cl. Since the chah is in state 1 on average U out of every U+D 
time units, it follows that 
u 
Proportion of time in state 1 = = ci 
Hence, firom equations (A.4.1) and (A.4.2), we can obtain 
similarly. we can compute 
Annexe 5. Proof of Lemma 1 on page 76 
Roof: 
The rate "t, " at which the process enters a state j 
- tu - ni X pu 
and thus the rate at wbich we enter state j 
E sub, fiom state i E subo is 
nom any state i E subO is 
hence the rate tSubGYb, = to, at which we enter the nibset sub, 60m subo is 
(j e sub,) (i E stib0) 
This rate is the rate at which a transition (O -> 1) occurs on the flip-flop output "Z". As 
a consequence, 
In gened, expression (A.5.1) may be used for any node "I"  where "i" and "j" are 
respectively ail the states which put the node "1" in the value O or 1 .  Expressions similar 
to the previous one generally apply to any node for al1 transitions of interest. 
Since sequential circuits are, by assuxnption, modeled using ergodic Markov chah 
processes, the limiting probabiiity vector II = limn ( t )  aiways exists and therefore 
t a m  
mol (Z) always exists. 
Q.E.D. 





Annexe 7. Exact Iterative Method for the Computation 
of the Steady Line Transition Probabilities 
Ergodic Markov chah processes are ofken used for modeling the state transition 
diagrams of synchronous sequentid cucuits [75][129]. Figure App.7.1, for instance, 
shows an example of a Markov chain process correspondhg to the MCNC benchmark, 
"dk15" [76]. The hctions represent the probabilities that the primary input values cause 
specific transitions. 
The exact steady state probabilities can be computed using the weil-known Chapman- 
Kolmogorov equations. The ergodicity assumption guarantees the existence of a unique 
solution for the steady state probabilities. 
Figure A.7.1 E~Bmpk of a sequmtial cÏrcuit (dkl5) with its comsponding Markov chah 
d e r -  
Let x i  ( t )  be the probabiiity that the Markov chah is in state 'Y after 'Y' cycles (i.e. 
after the application of "t" random input patterns to the circuit). Consequentiy the state 
probability vector of a sequential circuit with Un" fiipflops (2n states) is defïned as. 
Then, n ( t )  cm be obtained using the initiai probability vector ïï (O) , and the 
transition probabifity matrix "P", as follows: 
f n(t) = n(o) x P 
or, alternately, using the following iterative equation: 
n(t+ 1) = n(t) X P ,  for t 2 0  (A.7.4) 
where P is defied as the ma& of individual transition probabilities in one cycle 
between States "i" and '3": 
The ergodicity assumption mentioned previously guarantees the existence of the 
limiting probability vector denned as 
In the example in Figure App.7.1, for instance, the limiting probabilities are 
The exact steady line probabilities of the FF output (hi) may be computed directly 
from their correspondhg steady -te probabilities as foliows: 
where k E { O, 1 ) and subi is the half state space, where the FF output hi is at k . 
Annexe 8. Cornparision between Typical formulas for 
computing controllabilities and mobilities 
Table A8.1 Typical formulas for cornputhg controlhbilities and mobilities 
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