Abstract-An ultrastable low-noise current amplifier (ULCA) has been transferred between two laboratories, National Physical Laboratory (NPL) and Physikalisch-Technische Bundesanstalt, four times, with three of the transfers yielding a relative change in the transresistance gain of less than 2 × 10 −7 . This is a new benchmark for interlaboratory transfer of small current. We describe in detail the use of a cryogenic current comparator to calibrate the ULCA at NPL, and the use of the ULCA to measure 1-G resistors with relative uncertainties at the 10 −7 level.
Interlaboratory Nanoamp Current Comparison
With Subpart-Per-Million Uncertainty elements of the ULCA as performed at PTB [8] , [11] , and were limited to an uncertainty of ∼1 part in 10 6 . Here, we report the results of a PTB-NPL comparison [12] in which both laboratories used cryogenic current comparators (CCCs) to calibrate the ULCA gain directly, with combined uncertainties in both cases less than 0.1 μ/. This low uncertainty allows us to set a new benchmark for the stable transfer of a reference current between two laboratories. The ULCA converts an input current I IN to an output voltage V OUT according to V OUT = A TR I IN , where A TR is the transresistance gain nominally equal to 1 G. A TR is composed of two components which can be calibrated separately: the dimensionless current gain G I and the transresistance R IV . G I and R IV are nominally equal to 1000 and 1 M, respectively, and A TR = G I R IV . The calibration of the ULCA at PTB using a CCC has already been described in detail [8] , [11] . In this paper, we describe the calibration of the ULCA at NPL using the NPL high-resistance CCC [13] , which differs in design from the CCC used at PTB. We then present the results of the comparison, in which the ULCA was transferred twice from PTB to NPL and back. Finally, we investigate the use of the ULCA at NPL to calibrate 1-G resistors and compare it to the existing calibration method using a CCC. The bulk of the measurements reported in this paper was performed on the "transfer ULCA." However, we also report some NPL measurements on another ULCA unit, the "NPL ULCA," purchased commercially from Magnicon and delivered in February 2018. All uncertainties reported in this paper are standard uncertainties (k = 1) unless stated otherwise.
II. CALIBRATION OF ULCA R IV AT NPL Fig. 1 (a) shows a schematic for the calibration of R IV using the NPL high-resistance CCC. The ULCA terminals are labeled IOUT and VOUT following [8] . The bridge was set up in the same way as for calibration of a four-terminal standard resistor R 2 of nominal value 1 M, in terms of a known standard R 1 with nominal value 100 k, with N 1 = 1000 and N 2 = 10 000. Some measurements were also performed with R 1 = 1 M, and N 1 = N 2 = 10 000. In this CCC, a single voltage source energizes both arms of the bridge, and the superconducting quantum interference device (SQUID) output voltage V S is used as the input to a servo which controls the resistance of a JFET in one of the arms. A combining network composed of resistors R C1 and R C2 , nominally equal to R 1 and R 2 , respectively, ensures that current flowing in the high-potential voltage terminals of the resistors does not affect the measurement. The raw bridge data consists of readings of the detector voltage V D , and measurements are performed in 0018-9456 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. Fig. 1 . Schematic of the calibration of (a) R IV and (b) G I using the NPL high-resistance CCC. In both diagrams, the ULCA unit is indicated by a dashed box. The ULCA function selection switches are set to input = SRC and output = VOUT in (a), and input = AMP and output = IOUT in (b). two phases, with an extra turn added to N 2 in the second phase to calibrate the overall CCC gain. The change in the detector voltage when the bridge excitation voltage V source is reversed is denoted V D with N 2 = 10 000, and V D with N 2 = 10 001. The ratio of the two resistances is then given by
Raw bridge detector data for a single calibration cycle is shown in Fig. 2(a) , illustrating the two difference signals V D and V D . V source was set to ±9 V, so that the 5-V limit of the ULCA output stage was not exceeded (half of the source voltage is dropped across the combining network resistors). Fig. 2(b) shows the values of δ R IV , the dimensionless deviation of R IV from its nominal 1 M in parts in 10 6 , calculated from 91 cycles of the type shown in (a). The Allan deviation of these values is plotted in (c) showing that a relative type A uncertainty of less than 10 −8 is reached after only a few minutes. The noise contribution of the ULCA is ≈160 fA/ √ Hz, dominated by the ≈130 fA/ √ Hz thermal noise in the 1-M ULCA output resistor [8] . The Allan deviation due to the ULCA noise is shown as a dashed line in Fig. 2(c) , and it is clear that the actual noise is roughly a factor of 3 larger. The bridge detector voltage noise and the CCC SQUID noise contributions are both roughly half as large as the ULCA noise. The origin of the total measurement noise is not currently understood and may be due to pickup of interference. The dominant component of the relative combined uncertainty in R IV is the 4 × 10 −8 type B standard uncertainty in the 100-k reference resistor. For calibrations with a 1:1 ratio, the 1-M reference resistor contributed a relative type B uncertainty of 6 × 10 −8 . In practice, to ensure SQUID stability, the ULCA battery box/charger unit had to be unplugged from the mains during the R IV calibrations, and the battery box earth connector (corresponding to the battery charger ground) connected to the CCC electronics ground. The ULCA temperature sensor output V temp was not recorded continuously during calibrations. It was recorded before and after the calibration, and the mean of these two values reported as the calibration temperature.
III. CALIBRATION OF ULCA G I AT NPL
The calibration of the dimensionless current gain G I required some modification of the CCC bridge circuit, as shown in Fig. 1(b) . A 100-M resistor in series with the bridge voltage source generated a current of ∼ ±13 nA, 1 which flowed in a winding of N 1 = 10 000 turns, and into the ULCA input. The second stage of the ULCA was then used to drive a current in a second winding with N 2 = 10 turns. The output of the SQUID control electronics, V S , was recorded, and the difference signal V S extracted when V source was reversed. As in the case of the R IV calibration, an additional measurement was performed with N 1 = 10 001 turns, yielding a difference signal V S . If we define the deviation of the current gain from its nominal value such that
then the current gain can be calculated from the CCC data as
with v S = V S /V S . By coincidence, the ULCA used for the comparison had G I very close to its nominal value, |δG I | < 10 −6 , and consequently V S V S . Using this approximation and entering the values for the numbers of turns into (3), we obtain the simple relation The calibration of G I is illustrated in Fig. 3 . In (a) and (b), we show short sections of raw SQUID data from forwardreverse cycles with 10:10 000 and 10:10 001 turns, respectively. Due to G I being very close to its nominal value, the difference signal is not visible in (a), but V S ∼ 2.5 mV is clearly visible in (b). A useful consequence of the very small δG I is that the measurement of V S contributes only a small correction to δG I calculated using (4), and therefore, it is not necessary to evaluate V S with small uncertainty. In practice, a long measurement of V S , consisting of ∼5000 forward-reverse cycles (typically performed over a weekend) was preceded and followed by short measurements of V S of ∼10 cycles each, with the average value of V S being used in (4). To remove errors due to linear drift in V S , the difference signals V S and V S were extracted from the raw data using a standard algorithm which evaluates the difference using a "reverse" data segment, and the two adjacent "forward" halfsegments. This algorithm is explained in more detail in the supplementary information in [14] . (4)]. For comparison, we show the Allan deviation expected from the SQUID noise of ≈7.5 × 10 −5 0 / √ Hz measured in separate experiments with the CCC windings disconnected from the ULCA and the CCC electronics, and scaled to allow for the duty cycle of the G I calibration, in which (1/3) of the data was discarded to reject transient effects following current reversal. We also show the contribution of the ULCA input current noise of ≈2.4 fA/ √ Hz, which is a negligible contribution for our setup. The Allan deviation of the G I calibration data is roughly a factor 3 higher than expected from the SQUID noise alone. The reason for this increase is not known, but we note that the G I calibration at NPL does not use feedback to maintain CCC flux balance, unlike the equivalent calibration at PTB. Fig. 3(d) can be compared with [8, Fig. 12] , and it will be immediately apparent that calibration of G I at NPL is more than a factor 20 noisier than at PTB using the 14-bit CCC [8] , [11] . At PTB, an Allan deviation of σ A (δG I ) = 1 × 10 −8 is reached after ∼2000 s, whereas this level of uncertainty in principle could be attained after several days with the NPL CCC, and was not, in fact, reached in any of the G I calibrations performed to date. However, we note that the NPL CCC was originally designed for routine calibrations of high-value standard resistors [13] at considerably higher currents than those employed here in the calibration of G I . There is no indication of a transition to frequency-dependent noise in the Allan deviation plots shown in Fig. 3(d) , or in any of the other G I calibration runs, and we evaluated the type A uncertainty as the standard error of the mean. For the calibration run presented in the figure, δG I = (−0.296±0.021)×10 −6 , where the relative uncertainty includes a 1 × 10 −8 type B component. In Fig. 3(d) , we also show the Allan deviation of a later (May 2018) calibration of the NPL ULCA (open circles). This shows that the noise level is a stable property of the CCC.
Overall, it was possible to calibrate the ULCA at NPL with a relative combined uncertainty in A TR less than 10 −7 . The main components of the relative uncertainty were the 4×10 −8 type B uncertainty in the 100-k reference resistor used to calibrate R IV , and the few parts in 10 8 type A uncertainty in G I . As noted, the NPL CCC was not in any way specialized toward ULCA calibration, and for widespread adoption of the ULCA, it is encouraging that such satisfactory results could be obtained with this CCC.
IV. RESULTS OF THE COMPARISON
The transfer ULCA spent two periods of time at NPL: December 16, 2016-June 26, 2017 and a shorter period from August 31-September 18, 2017. All four transfers (PTB to NPL and back, twice) were done by commercial courier with transport times of <48 h, and the ULCA package was accompanied on all transfers by a temperature logger with 0.1 • C resolution. We now present the results of the comparison, in which the ULCA was calibrated at PTB and NPL. All values of δG I and δ R IV measured at both institutes were corrected to a standard temperature of 23 • C using logs of the ULCA temperature monitor output voltage V temp , where dV temp /dT = 1.91 mV/ • C. The temperature coefficients of G I and R IV were measured at PTB prior to the first transfer to be −0.065×10 −6 / • C and −0.101×10 −6 / • C, respectively. Values for δG I and δ R IV measured at both laboratories are shown in Fig. 4(b) and (c), with the temperature range logged during the ULCA transfers shown as vertical bars in (a). The dates of the four transfers are indicated by vertical dashed lines. The ULCA was calibrated at PTB five times over a period of 1.5 years before the first transfer. Only the last of these calibrations are shown in Fig. 4(b) and (c), but linear least-squares fits to all five calibrations are shown as dashed lines. These fits established the long-term drift of the ULCA as d(δ R IV )/dt = −0.80 × 10 −6 /year and d(δG I )/dt = 0.64 × 10 −6 /year. Broadly, the values of δG I measured at both laboratories follow this long-term drift line, but δ R IV exhibited a ∼ 0.5×10 −6 discontinuity after the first transfer, remained roughly timeindependent during the first period at NPL, and recovered the drift line toward the end of the measurement period. When both types of calibration were done on the same day, the agreement in δ R IV was a few parts in 10 8 , apart from the first pair, where the cause of the 7 × 10 −8 difference is not known. Fig. 5(b) also shows an interesting transport effect: The ULCA was transported under battery power to a different laboratory at NPL for 1 day, then moved back to the calibration laboratory. The date of this transport is indicated by a vertical dashed line, and there is a clear 1 × 10 −7 shift in δ R IV . In comparison, δG I changed by only 4 × 10 −8 . Altogether, the data on transporting this ULCA unit suggest that R IV is more sensitive to transport effects than G I .
The key finding of this paper concerns the stability of the ULCA under international transportation, and these results are summarized in Table I . In addition to the four journeys of the transfer ULCA (rows 1-4 in the table), we also show, as row 5 of the table, the parameters for the NPL ULCA, calibrated at PTB in January 2018 and subsequently measured at NPL in February 2018. For this transfer, the temperature of the ULCA package was not recorded. The last three columns show the differences in G I , R IV , and A TR , defined in each case as the value before transportation subtracted from the value after transportation and expressed as parts in 10 6 of the nominal value. Three of the transfers yielded a relative change in A TR of less than 2 × 10 −7 . The first transfer of the comparison yielded an exceptional change, in which A TR jumped down by 5 × 10 −7 , almost entirely due to the jump in R IV clearly visible in Fig. 4(c) . However, R IV was measured at NPL roughly 1.5 months after the transfer took place, whereas, for all the other transfers, measurements were made within just a few days of the transfer. It is possible that the jump in R IV solely due to the first transportation is exaggerated, and some of the change took place after the transfer to NPL. However, the roughly constant R IV at NPL over the subsequent 4.5 months suggest that this is not the case, and that the shift indeed took place during the transportation. The minimum temperature logged during transfer 1 was lower than during transfers 2-4, and in this context, the data for transfer 5 are noteworthy. Although the temperature was not recorded, transfer 5 also took place during winter time, and a similar (both in magnitude and sign) shift in R IV was measured. Measurements of R IV of the NPL ULCA up to May 2018 showed a relative drift from the first post-transfer value of at most 1 part in 10 7 .
V. 1-M COMPARISON
Because the ULCA R IV is calibrated as a 1-M resistor, we augmented our comparison of the ULCA with a bilateral intercomparison of 1-M standard resistors to establish a baseline of agreement with our respective measurement systems. Two resistors maintained at NPL, both of type Fluke 742A and coincidentally very close in value, were transferred to PTB and back to NPL in September 2017. They were measured in both laboratories as per standard calibration procedures. The results of the comparison are shown in Fig. 5(c) . The agreement between the two laboratories is better than 5×10 −8 and well within the uncertainties. This result provides added confidence that changes in R IV observed in Section IV can be attributed to the behavior of the ULCA, and not to any systematic errors in the resistance traceability at NPL or PTB. In this section, we explore the use of the ULCA as a route to calibrating 1-G resistors at NPL. The same CCC that was used to calibrate G I and R IV is in routine use for calibration of decade standard resistors from 100 k up to 1 G, with a calibration and measurement capability relative uncertainty (k = 2) of 1.6×10 −6 for 1 G. In addition to routine commercial calibrations, this traceability route to 1 G has played a key role in research into single-electron current sources. Five major measurement campaigns on electron pumps at NPL [3] , [14] - [17] have used a reference current source composed of a temperature-controlled 1-G standard resistor (Guildline type 9336), and calibrated voltmeter. Here, we used the ULCA to calibrate the same resistor, known as the "SET 1 G," and compared these calibrations with calibrations made using the established CCC route.
The method for calibrating a 1-G resistor using the ULCA has already been described in detail [8] and is conceptually very simple. The resistor under test is used to convert a voltage from a voltage source into a current, and this current is converted back to a voltage using the ULCA in measurement mode. The difference between the ULCA output and the source voltage yields the unknown resistance in terms of the ULCA transresistance gain A TR . The voltmeter measuring the difference voltage does not need to be accurately calibrated, but it does need good common-mode performance because the difference voltage is elevated above ground potential by the test voltage. In Fig. 6 , we show raw voltmeter data from two calibrations of the SET 1 G, denoted run 1 and run 2. In both cases, the voltage source was switched between ±4.8 V. The data in Fig. 6(a) (run 1) used the transfer ULCA, connected to the resistor in an adjacent laboratory using ∼10-m-long flexible RG58 coaxial cables. The data in Fig. 6 (b) (run 2) used the NPL ULCA placed adjacent to the resistor and connected using short (∼1 m) cables, and the measured difference signal V is indicated on the plot. The plots (a) and (b) share the same y-scale, and the increased noise due to interference pickup along the long coaxial cables is evident in this raw data. The pickup arises because the cables have braided screens which do not provide complete shielding from electric fields.
The resistor under test is evaluated as with V source = 9.6 V. Fig. 6(c) , left axis, shows the values of the resistor, expressed as deviation from nominal value in parts in 10 6 , obtained from run 2. The right axis shows the ULCA temperature monitor output, V temp , during the measurement. This ULCA unit had temperature coefficients, with respect to V temp , for δG I and δ R IV , of 0.033 × 10 −6 /mV, and −0.011 × 10 −6 /mV, respectively, and therefore, a coefficient for A TR of 0.022 × 10 −6 /mV. The maximum excursion of V temp , of ≈0.7 mV, which corresponds to a temperature change of ≈0.36 • C, 2 therefore changes A TR by less than two parts in 10 8 . Similar temperature stability was observed in all the long ULCA runs, for example, the G I calibrations discussed in Section III. Immediately, evident are fluctuations in the resistor value on timescales of a few hours. These fluctuations do not correlate with fluctuations in the ULCA temperature, and in any case are at least an order of magnitude larger than we would expect from fluctuations in the ULCA A TR due to temperature. This is quantitatively clear in the Allan deviation plot of the same data, Fig. 6(d) (filled circles) which shows a transition to 1/ f noise on timescales longer than about 1000 s. Similar behavior, although with a larger noise background, was also seen in run 1 (filled triangles) and in a 1:100 ratio measurement against a 10-M reference resistor using the CCC (also using the long cables) with ±33 nA flowing in the 1 G (open circles). The instability cannot be attributed to temperature fluctuations of the resistor, which had a measured temperature coefficient of 5.2 × 10 −6 / • C, and is temperature controlled with ±0.005 • C stability.
Similar instability has been observed now in several examples of commercially made standard resistors, and it is believed to be an intrinsic property of the thick resistive film elements used to construct these standards [18] . It is important to distinguish this short-term instability from long-term drift. The SET 1 G has an average relative linear drift rate of 2.2 × 10 −6 / year, based on annual measurements over several years. This corresponds to around 6 × 10 −9 / day, which is too small to be visible in the data of Fig. 6 . In any case, linear drift yields an Allan deviation increasing with time, whereas the flat Allan deviation in 6(d) is characteristic of fluctuations with a 1/ f spectrum.
The intrinsic noise of the 1-G ULCA measurement is mostly due to the thermal noise in the 1-G resistor itself, with a small additional contribution due to the thermal noise in the ULCA input stage. The Allan deviation expected from these two noise sources is shown as a dashed line in Fig. 6(d) . The noise in the ULCA output stage, 160 nV/ √ Hz, contributes a negligible amount to this measurement. It is interesting to compare the noise of the CCC and ULCA data. Using the long cables, the CCC achieves roughly a factor two lower relative uncertainty than the ULCA for short averaging times, but the excitation current is almost a factor 7 larger. The ability of the ULCA to resolve δ R 1G to better than 1 × 10 −7 with less than 5 V across the resistor is useful in single-electron research, where small voltages <1 V are applied across the reference resistor, and the need to estimate the voltage coefficient can increase the overall uncertainty [3] , [15] .
Two routes for calibrating 1 G, via the ULCA (red arrows) and the established NPL CCC route (black arrows) are shown schematically in Fig. 7(a) . Both routes refer back to the same 100-k resistor (of Fluke type 742A) which was calibrated against the quantum Hall effect via two intermediate steps, indicated by gray arrows. For routine resistance scaling, 10:1 steps are preferred over 100:1 steps. This is because it is necessary to limit power dissipation to 1 mW in any resistor to avoid errors due to power coefficients. For constant power dissipation in the lower-valued resistor, a 100:1 measurement requires the bridge voltage be reduced by a factor √ 10 compared to a 10:1 measurement, with a consequent loss of CCC signal-to-noise ratio. We measured the SET 1 G via both routes on three different days, with the measurements taking place over a time span of not more than a few hours so that the data would not be affected by drift of the resistor described previously in this paper. This requirement was a severe constraint on the available measurement time, and in fact, the smallest relative type A uncertainties achieved using the ULCA were ≈7 × 10 −8 . In practice, it was not necessary to perform the full set of measurements shown in Fig. 7 (a) every day; the 1-M resistor was sufficiently stable that the 100 k : 1-M measurement only needed to be performed every ∼10 days. Likewise, the ULCA gain factors were stable to better than a part in 10 7 over a few days. The results are presented in Fig. 7(b) , and show agreement at the level of 1-2 parts in 10 7 . Larger error bars for the ULCA measurements on the last day were due simply to shorter measurement times.
VII. CONCLUSION
We have demonstrated that a small current source and measurement device, the ULCA, can be transferred between two laboratories by commercial courier with a change of its calibration factor of not more than two parts in 10 7 , provided the temperature of the ULCA unit during the transfer does not drop below a critical threshold, which we tentatively identify as around 15 • C. The transresistance gain R IV is more sensitive to transport effects than the current gain G I . We speculate that this is because the former is determined by the absolute stability of a small number of resistor elements, while the latter is due to a network of thousands of individual, nominally identical resistors forming a matched resistor pair in which changes in the absolute parameters of the individual resistors do not strongly affect the overall resistance ratio (current gain). We have also demonstrated the calibration of the ULCA using a CCC originally designed for routine resistance calibrations long before the ULCA was conceived. The use of the ULCA to calibrate 1 G standard resistors has also been demonstrated, and we have shown that the ULCA has sufficient sensitivity and stability to resolve sub-ppm instabilities in these resistors. Pickup of interference by the imperfect screens of coaxial cables can add significantly to the type A uncertainty in these measurements, and for best results, the cables should be as short as possible.
The stability of the ULCA at the sub-ppm level has profound consequences for small current metrology. It would first enable a proper verification of NMI small current calibration capability, without contaminating effects due to the stability of the transfer instrument. In fact, the transport stability of the ULCA has now been conclusively proven to exceed by at least an order of magnitude, the smallest calibration uncertainties offered by NMIs in the field of small dc current. Second, the ULCA could also provide a step improvement in the way traceable small current measurements are performed in other fields, for example, ionizing radiation metrology. Here, the requirement is for traceability at the 0.01% level, and in this setting, an ULCA could function as a local current reference with a calibration interval of 5 years or even longer.
