Abstract. As global trade increases so too does the probability
INTRODUCTION
Biological invasion is generally considered to consist of three stages (Shigesada and Kawasaki 1997 , Tatem et al. 2006 , Liebhold and Tobin 2008 : dispersal (i.e., arrival or introduction at a new location), establishment, and spread. Risk is defined (Hopper 1993 , Schmoldt 2001 as the product of the probability of an event occurring and the consequence(s) of the event should it occur. The risk of biological invasion is then the probability of introduction times the probability of establishment given an introduction times the probability of spread given the joint probability of introduction and establishment times the consequences given the joint probability of introduction, establishment, and spread [ p(I ) 3 p(E j I ) 3 p(S j E j I ) 3 consequences]. Historical increases in the risk of biological invasion have been due almost exclusively to increases in the probability of introduction that accompanied increases in travel and trade. This paper examines how shipping schedules can affect the risk of biological invasion by altering the probability of introduction and establishment of an alien insect pest.
Estimating the probabilities of introduction and establishment of an alien species in a given locale is of interest for a number of reasons. Where either the probability of introduction or establishment is near zero, the associated regulatory activities, such as survey and inspection of introduction pathways, and eradication efforts (in the event of introduction), can be minimal. Where the probabilities of introduction and establishment are both high, greater expenditure of human and financial resources is recommended to limit (or prevent) introduction and to eradicate introduced populations before spread occurs. Establishing priorities based on risk is an effective way of assigning limited resources.
One strategy for estimating the probability of establishment, given an introduction [i.e., the conditional probability p(E j I )], employs climate-matching analyses (Walter et al. 1975) to compare the climatic conditions in the natural host range with the climatic conditions at the point of potential establishment. Climate matching has been used to assess the probability of establishment of many organisms, e.g., the Old World screw-worm (Chrysomya bezziana) (Sutherst et al. 1989) , the Mediterranean fruit fly (Ceratitus capitata 1 E-mail: david.gray@nrcan.gc.ca (Wiedemann)), and the Colorado potato beetle (Leptinotarsa decemlineata (Say)) in New Zealand (Worner 1988) , and the gypsy moth (Lymantria dispar (L.)) in Florida (Allen et al. 1993) . Climate matching relies on general inferences regarding an organism's response to climate and is useful when too little biological information exists to build a detailed model (Sutherst and Maywald 1985) .
When an accurate and geographically robust model of insect phenology exists, it can reasonably be assumed that such a model will give a more accurate estimate of p(E j I ) than climate matching. For poikilothermic insects, a phenology model simulates the developmental (ontogenetic) response of the insect to temperature. Thus, a phenology model can directly assess one critical criterion for establishment: the degree to which the local climate produces seasonality in the insect life cycle. Seasonality is the predictable ''occurrence of [a life stage event] within a definite limited period or periods of the astronomic (solar, calendar) year'' (Lieth 1974:5) . For temperate insects this implies that emergence of a feeding stage is coincident with presence of suitable host material, that winter will be passed in a cold-hardy stage, and that these events will coincide sufficiently each year for the continued survival of the population.
The level of confidence that should be placed on estimates of p(E j I ) derived from a phenology model is directly related to the expected accuracy of model predictions. The expected accuracy, measured on a large landscape scale, is a function of the geographic robustness (i.e., the ability to perform satisfactorily over a broad, and climatically variable, geographic range) of the model. Unfortunately, very few insect phenology models are known to exhibit satisfactory geographic robustness. At least one exception is the composite gypsy moth life stage (GLS) model (Gray 2004) , which uses a sequential three-phase paradigm (Gray et al. 1991 (Gray et al. , 1995 (Gray et al. , 2001 ) to model egg development and hatch, arguably the most critical life stage event for establishing seasonality. The development of subsequent early larval stages is simulated by the model of Logan et al. (1991) ; development of late larval stages and adult stages are simulated by the model of Sheehan (1992) . The GLS (gypsy moth life stage, or Gray/Logan/Sheehan) model does not rely on a user-supplied starting date, a date that is generally unknown at potential introduction locations, commonly required by phenology models. Instead GLS establishes a likely oviposition period in each location by a stabilization process using local temperatures (Gray 2004) . Alternatively, a user can initiate a GLS simulation with either oviposition or hatch by stipulating one or several arbitrary dates. Population variability in developmental rate is modeled independently in each egg phase and each subsequent life stage. Stochasticity is through the random selection of years of temperature data for the stabilization process and, if desired, through a random selection and ordering of years in multiyear simulations. The GLS model has been used to estimate p(E j I ) of the gypsy moth in western Canada (Re´gnie`re and Nealis 2002), Utah (Logan et al. 2006) , and North America (Gray 2004) . A recent reformulation of the age-dependent postdiapause process leading to egg hatch in GLS resulted in significant improvements to model predictions (Gray 2009 ). The modifications caused simulated egg hatch to be advanced in some cases, but retarded in others; it caused the hatch period to be shortened in some cases, but unchanged in others. Model error was reduced substantially in all test sites in Virginia, New Brunswick, and British Columbia (Gray 2009 ).
The gypsy moth was accidentally released in Medford, Massachusetts, USA, in 1868 or 1869 (Liebhold et al. 1989 ) and has since expanded its range south, north, and west. Defoliating populations are established from North Carolina, USA, to New Brunswick, Canada, and west to Michigan, USA, and Ontario, Canada. Isolated populations have been detected in Missouri, Utah, Oregon, and Washington, USA, and British Columbia, Canada. Natural dispersal of the flightlessfemale strain of gypsy moth in North America is predominantly by wind dispersal of first-instar neonate larvae and may be ,30 m/yr (Mason and McManus 1981, Weseloh 1997) . Longer distance dispersal is via human movement of objects on which females commonly lay their egg masses (Liebhold et al. 1992, Sharov and Liebhold 1998) .
The risk of gypsy moth invasion became a considerable concern to resource managers in New Zealand in the early 1990s when egg masses were discovered in shipping containers arriving from the Far East (Japan and Korea). Approximately US$3. Despite the importance of long-range trade routes in the introduction of gypsy moth, the spatiotemporal variability in weather and its effect on gypsy moth phenology has never been a consideration in estimating p(I ) or p(E j I ). That is to say: the degree to which predeparture phenological development at the source plus phenological development en route plus post-arrival development at the destination influences p(I ) and/or p(E j I ) has not been considered in the invasion risk calculations. The pronounced spatiotemporal changes in weather during transoceanic transport have the potential to disrupt the normal phenological development and could be a significant factor in p(I ) and p(E j I ).
This paper describes a two-dimensional extension of the GLS model (GLS-2d) that incorporates the transit route and schedule and temperature regimes at the source, en route, and at the destination into the phenological simulation. This two-dimensional phenology model provides a more reliable estimate of p(I ) and of p(E j I ) of an invasive insect that is commonly introduced by the long-range transport of egg masses.
METHODS

Evaluating gypsy moth phenology models: GLS 2004 or GLS 2009
Pitt et al. (2007) assumed, in the absence of information to the contrary, that GLS model parameters (that had been validated only for the European strain) would give accurate developmental estimates for the Asian strain in which they were interested. As a first step, this assumption was tested here by comparing the weekly observations of male moth capture in pheromone-baited traps in 2006 at Kishiwada, Japan (34.4618 N, 135 .3718 E; 15 m elevation) with GLS-simulated male moth frequencies using temperature data from the nearest weather station (Kobe, Japan; 34.6808 N; 135 .1808 E; 59 m elevation). Simulations used either the same GLS parameters as Pitt et al. (2007) , (described by Gray [2004] and hereafter called GLS 2004) or used the newer parameters described by Gray (2009) (hereafter called GLS 2009). In both cases, the simulations were initiated by the oviposition stabilization process and then used daily weather station data to simulate five generations (2001) (2002) (2003) (2004) (2005) (2006) culminating in oviposition in 2006. Ten fully independent simulations (i.e., independent random years for the stabilization process) were conducted by GLS 2004 and GLS 2009 , and the simulated daily frequencies of male moths were compared visually with the observed pheromone trap captures of male moths. The GLS 2009 parameters were judged superior (see Results) and were used for the remainder of the simulations described here with GLS2d.
Probabilities of introduction and establishment with GLS-2d: an extension to GLS 2009
In the simulations described here, GLS-2d was initiated by a modification of the stabilization process described by Gray (2004) . Ten simulated, equal-sized egg cohorts were oviposited at 35-d intervals from 10 January to 21 November in two ports of origin: Kobe, Japan, and Vladivostok, Russia (43.1148 N, 131 .9028 E; 20 m elevation). Both ports are considered by the Canadian Food Inspection Agency (CFIA) and the United States Department of Agriculture, Animal and Plant Health Inspection Agency (USDA-APHIS) to contribute to a ''high'' risk of introduction to North America. This overly protracted oviposition period maximizes the probability that at least some of the eggs of this first stabilization generation will hatch and some larvae will reach the adult stage and complete oviposition in each origin. After each stabilization generation, the daily numbers of oviposited eggs were increased by a common factor to replenish the stabilization population to its starting size to prevent the population from ''dying out'' during stabilization, while maintaining the temporal distribution of oviposition. If no egg of the stabilization population was successful in completing its life cycle and ovipositing the next generation, the stabilization population was relaunched with the last successful oviposition pattern. Gray (2004) found that the oviposition pattern stabilized within 3-7 generations. Therefore, the oviposition pattern of the seventh successful stabilization generation was used to initiate development of the simulated population at the origin. If five successive years failed to result in a complete life cycle, the stabilization process was relaunched with the 10 January to 21 November oviposition pattern and the count of successful generations was returned to zero, until a maximum of 25 years had been attempted. Yearly temperatures were chosen at random from the available data for each origin for stabilization.
An extension to GLS 2009 (GLS-2d) simulates gypsy moth phenology as the population is transported from its origin to a potential point of introduction. Transit routes were described between Kobe, Japan, and Auckland, New Zealand (36.8358 S, 174.7558 W; 31 m elevation), between Kobe and Vancouver, British Columbia, Canada (49.308 N, 237.7508 W; 3 m elevation) , and between Vladivostok, Russia, and Vancouver. Transit times of 12 d (Kobe-Auckland and Kobe-Vancouver) and 11 d (Vladivostok-Vancouver) were assumed after examining published advertisements for shipping companies. Equally spaced, daily waypoints were identified along the shortest route between origin and destination. For each origin, waypoint, and destination, GLS-2d used the weather records from the nearest location in a weather database (see Weather database, below). The effect of departure date on p(I ) and p(E j I ) in each destination was examined by allowing GLS-2d to establish (by the stabilization process) an oviposition profile (frequency vs. day) of the F 0 generation at the origin. Oviposition occurs on cargo containers and a ship when they are in a port of origin, so these assumptions were made regarding the arrival of containers and ships at the origin: (1) containers arrive over a 6-d period; (2) the last container arrives 6 d before the ship; (3) ship departs 6 d after arrival; and (4) container surfaces can hold twice the number of oviposited egg masses as a ship. The development of the F 0 generation was simulated at the origin until departure date, then development of egg masses oviposited on containers and ship was simulated for 1 d at each waypoint of the transit route and thereafter at the destination. The oviposition profile of F iþ1 (at the destination) was defined by the emergence profile (frequency vs. day) of adult females of F i , thereby maintaining the full extent of phenological variability in the simulation. Fifty-one departure dates at 7-d intervals were tested, and 25 fully independent simulations using a random selection of yearly temperature data were conducted for each departure date and each transit route. Daily frequencies and cumulative frequencies of each immature life stage and of male and female moths were recorded by GLS-2d.
The proportion of the F 0 eggs oviposited at the origin that subsequently hatched at the destination was calculated for each simulation of each departure date. The p(I ) for each departure date was calculated as the mean of the 25 hatched-from-oviposited proportions. When eggs hatched at the destination, the simulation continued for seven additional generations (hatching eggs to hatching eggs), and the geometric mean of intergenerational survival 
RESULTS
Evaluating gypsy moth phenology models: GLS 2004 or GLS 2009
Although the final moth capture in Kobe did not occur until 1 August, .99% of the total trap capture had occurred by 18 July. Therefore, I have used 13 June-18 July (36 d) as the approximate duration of male moth presence. Both models (GLS 2004 and GLS 2009) underestimated the duration of male moth presence (Fig. 1) 
Probabilities of introduction and establishment with GLS-2d
Simulated oviposition occurred 7 June-15 July and 13 August-6 November in Kobe (Figs. 2a and 3a) and Vladivostok (Fig. 4a) , respectively. There is a nonzero p(I ) to Auckland and Vancouver for ships departing Kobe after commencement of egg oviposition and before 5 August and nonzero to Vancouver for ships departing Vladivostok after commencement of egg oviposition and before 14 October. The p(I ) was 0.034 6 0.018 (mean 6 SE) for the 52 departure dates of the Kobe-Auckland and Kobe-Vancouver routes and 0.017 6 0.008 for the Vladivostok-Vancouver route. The p(I ) was high (!0.1) for three and zero for 44 of the 52 weekly departure dates (all routes) (Figs. 2b, 3b, and 4b ). When p(I ) ! 0.1, the duration of the hatch period of the first generation at the destination (F 0 ) was 64.3 6 1.3 d, 116.3 6 5.2 d, and 41.0 6 0.6 d at Auckland, Vancouver (following transit from Kobe), and Vancouver (following transit from Vladivostok), respectively.
Egg masses introduced to Auckland from Kobe hatched within the calendar year of oviposition (Fig.  2c ) because they completed diapause on 2 November (average date for completion by 50% of oviposited population), and post-diapause was quickly completed in the November and December summer temperatures (Gray 2009 ) of the southern hemisphere. In contrast, egg masses introduced to Vancouver from Kobe did not hatch until well into the year following oviposition (Fig.  3c) because they completed diapause 25 December when winter temperatures were not optimal for subsequent post-diapause development (Gray 2009 ). Egg masses introduced by the Vladivostok-Vancouver route did not complete diapause until 17 March (due to the combination of late oviposition in Vladivostok and mild winters in Vancouver, which result in slow diapause development [Gray et al. 2001] ) and hatched later than egg masses introduced from Kobe (Figs. 3c and 4c ). The p(E j I ) was higher in Vancouver (0.993 6 0.001) than Auckland (0.439 6 0.021) following transit from Kobe, and virtually equal in Vancouver following transit from Kobe and Vladivostok (0.992 6 0.001) (Figs. 2d, 3d, and 4d) . The p(E j I ) in Vancouver was mostly unaffected by departure date from Kobe (Fig.  3d) and Vladivostok (Fig. 4d) . In contrast, the p(E j I ) in Auckland was 43% higher from a 29 July departure than from an 8 July departure from Kobe (Fig. 2d) .
DISCUSSION
Phenological modeling in entomology has a history that dates at least to the French scientist de Re´aumur (1683-1757), who published his observations on the effects of temperature on developmental rate (Egerton 2006) . In the past century the most common use of insect phenology models has been perhaps in the area of pest management, where accurate timing of field activities is of obvious importance. Despite the equally obvious importance of climate in defining species ranges (Ayres and Lombardero 2000 , Kerdelhue´et al. 2009 , Robertson et al. 2009 ) phenology models have not been used commonly for this purpose. This may be due to the paucity of geographically robust phenology models that encompass an entire life cycle (as opposed to just the feeding stage[s], for example); thus, few are able to estimate climatic suitability for intergenerational survival. Insect establishment defines a species range, and it can occur only where intergenerational survival is consistently above a minimum threshold. Intergenerational survival is affected by host availability, mortality from natural enemies, and climatic suitability (i.e., the relative ability of the local climate to repeatedly satisfy temperature requirements for seasonal life cycle completion [Gray 2004 , Robinet et al. 2007 ). As shown here, the GLS model is geographically robust and multigenerational and is able to estimate one of the essential components of insect establishment.
Successful introduction of Asian gypsy moth requires two things. First, containers and/or ships must be present at the port of origin during egg oviposition. The p(I ) increases as the temporal intersection between oviposition period and presence of containers and ships increases; ships depart with a greater abundance of egg masses. Second, the combined weather conditions of the origin, route, and destination must satisfy life cycle requirements; eggs must hatch at the destination. Phenological development and daily oviposition in Kobe are the same regardless of whether ships are destined for Auckland (Fig. 2a) or Vancouver (Fig. 3a) ; ship infestation levels are identical and weather conditions of the two routes were equally satisfactory [KobeAuckland p(I ) ¼ Kobe-Vancouver p(I )], despite very large differences in the latitudinal changes that occurred during the routes (Kobe-Auckland, 71.58; KobeVancouver, 7.68). Introduction to Vancouver from Vladivostok was less likely than from Kobe for two reasons: (1) a more prolonged oviposition period in Vladivostok means fewer egg masses are laid per day, which results in a generally lower infestation on containers and ships that spend a short time in port; and (2) the later oviposition in Vladivostok results in higher mortality from the low temperatures that occur before the population has entered the cold-tolerant diapause phase (Gray 2004) .
The probability of establishment given an introduction [ p(E j I )] depends on transit route, departure date, and the climate at the destination. The large latitudinal difference between Kobe and Auckland and the reversal of the seasons that occurs en route disrupted phenological development: a stable egg hatch pattern was not achieved for three generations following introduction (Fig. 5) . Departure date affects p(E j I ) (Fig. 2d) because a less optimal introduction date decreases intergenerational survival until stable seasonality is achieved. And finally, the Auckland climate does not regularly produce high intergenerational survival even after stable phenological development has been achieved: high winter temperatures do not promote diapause development (Gray et al. 2001 , Gray 2004 , which results in a relatively low p(E j I ) for all departure dates (Fig. 2d) . Populations introduced to Vancouver very quickly achieved seasonal development (Fig. 5) , and Vancouver's climate regularly produces high intergenerational survival rates, which results in a relatively uniform and high p(E j I ), regardless of departure date (Figs. 3d and 4d ).
In the scenarios described heretofore, it was assumed that containers arrived at the port (origin) over a six-day period, ships arrived in the port only six days after the last container arrived, and ships spent only six days in port. These could be considered the ''best-case scenarios'' of well-run container and loading ports with tight schedules to which there is strict adherence. Unfortunately such scenarios may not always be the reality. In April 2009, ships representing ;10% of the world's cargo capacity were idled in Asian ports and containers accumulated at ports due to the sudden economic downturn and falling demand for Asian goods (Klein and Cukier 2009) . Under a ''worst-case scenario,'' infested containers may remain in port and be loaded much later on departing ships, leading to high p(I ) and p(E j I ) for all departure dates except during the time when no eggs are present in the population at the origin (Fig. 6) . As port efficiency declines (i.e., containers arrive over a longer period of time and the interval between container arrival and loading on a departing ship is extended), p(I ) increases and the period with positive p(I ) lengthens (Fig. 7) . Potential reasons for the preponderance of gypsy moth interceptions in 1995-1998 is a change in container usage patterns (Ministry of Agriculture and Forestry Biosecurity New Zealand 2008) .
The CFIA defines ''high-risk vessels'' (i.e., those with a potential to carry viable egg masses to Canada) as those that have visited Kobe between 1 June and 15 August or Vladivostok between 1 July and 30 September (Canadian Food Inspection Agency 2010). The USDA-APHIS uses 15 July-30 September for Vladivostok (USDA/APHIS/PPQ 2010). The CFIA defines ''highrisk periods'' (i.e., times when newly emerged first-instar larvae can disperse at the destination) as 1 March-15 October. The USDA-APHIS defines the period as 1 March-30 September for Oregon and Washington. These dates for high-risk vessels encompass the period of the best-case scenario when estimates of p(I ) . 0 in Kobe, but end one week too early in Vladivostok (Figs. 3a, b and 4a, b) , and there is no distinction among the departure dates with varying p(I ). Under the worst-case scenario, p(I ) . 0 for a far longer period than that defined by the CFIA and USDA-APHIS for high-risk vessels. During a substantial portion of the high-risk periods defined by the CFIA and USDA-APHIS there are no newly emerged first-instar (i.e., dispersal-capable) FIG. 6 . (a) Gypsy moth egg abundance at Vladivostok, Russia, (b) probability of introduction [ p(I ); mean 6 SE], (c) first egg hatch period, and (d) probability of establishment given an introduction [ p(E j I ); mean 6 SE] in Vancouver, Canada, for each departure date under a worst-case scenario. Minimum daily oviposition frequency in Vladivostok was most often zero and is not shown. In panel (c) mean day of first and last egg hatch is shown by solid circles, and extremes are indicated by end points of vertical bars. larvae present. Thus, the CFIA and USDA-APHIS protocols simultaneously contain an unnecessary acceptance of risk (re: high-risk vessels) and a high aversion to risk (re: high-risk periods).
Although various authors have used the GLS model to estimate the risk of establishment, most examples have implemented GLS within the BioSIM framework of Re´gnie`re (1996) and have made certain assumptions for the simulations that are not specifically required by GLS and/or have not made full use of the GLS capabilities. For example, a single arbitrary date of oviposition was used to initiate GLS (Re´gnie`re and Nealis 2002, Logan et al. 2006 , Pitt et al. 2007 ); oviposition in successive generations of multiyear simulations occurred on a single date using the date of peak (or possibly median) adult female emergence in the preceding generation (Logan et al. 2006 , Pitt et al. 2007 ); a binomial (1 or 0) ''establishment flag'' was based on the simulated occurrence of an arbitrary phenological event before an arbitrary date (Logan et al. 2006 , Pitt et al. 2007 ).
In many cases, an arbitrary oviposition date for initiation may be reasonable, and, in fact, Gray (2004) showed that egg hatch patterns are affected very little by oviposition date in GLS simulations under temperature conditions that prevail where gypsy moth is well established. However, using a single oviposition date to initiate GLS reduces the variability that occurs in a natural population and has a greater effect on hatch success and hatch pattern where climatic suitability (Gray 2004 ) is lower (Fig. 8) . This variability is especially important in areas where the climate is marginally suitable and true population persistence may be adversely affected by the increased variability in adult emergence and oviposition that would result from greater variability in egg hatch pattern (Robinet et al. 2007) . Furthermore, where gypsy moth is not yet established there may be little evidence supporting an arbitrary date. For these reasons, the use of an arbitrary oviposition date should be avoided, and the built-in stabilization option of GLS (Gray 2004) should be used to determine a likely oviposition profile for each location in which it is run.
The use of the date of peak (or possibly median) adult female emergence in F i to initiate all oviposition in F iþ1 further reduces variability and in essence may ''save'' a portion of the population whose true simulated oviposition dates were later than the median and too late for survival of the oviposited eggs (Gray 2004 ). In the simulations described here, GLS maintained full phenological variability by using the emergence profile of adult females of F i to simulate oviposition of F iþ1 . Similarly, the use of a binomial (all or none) ''establishment flag'' ignores the potential risk posed by even a small fraction of the population surviving a generation. In the simulations described here GLS-2d calculated the mean intergenerational survival from the generations of each iteration and departure date combination. The probability of establishment given an introduction [ p(E j I )] for each departure date was estimated as the mean (6SE) of the 25 iterations. This metric is a better reflection than a binomial flag of the likelihood that seasonality will be maintained and establishment will be successful following transit and introduction. FIG. 7. (a) Daily gypsy moth oviposition frequency, as a percentage of season total, at Vladivostok, Russia, and (b) probability of introduction p(I ) in Vancouver, Canada, for each departure date given different port efficiencies. Minimum daily oviposition frequency in Vladivostok was most often zero and is not shown. Port efficiencies differ in the number of days over which containers destined for a particular ship arrive at the port (x-d arrival) and the number of days a container waits at the port before being loaded on a departing ship (x-d wait).
