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Regression analysis of mixed recurrent-event and panel-count data
557 the Poisson process assumption about the underlying recurrent-event process of interest. The resulting maximum likelihood estimator of regression parameters is efficient and follows an asymptotic normal distribution. Sometimes the Poisson assumption may not hold. To address this, in Section 3, we present an estimating equation-based approach. As with the maximum likelihood estimator, the asymptotic properties of the new estimator of regression parameters are established. Section 4 gives some results from an extensive simulation study and they suggest that both estimation approaches seem to work well in practice. In Section 5, we apply the methods to the mixed data arising from the CCSS and Section 6 contains some discussion and concluding remarks.
MAXIMUM LIKELIHOOD APPROACH
Consider a recurrent-event study that consists of n independent subjects. Suppose that some of the subjects are observed continuously and provide recurrent-event data, while others are observed only periodically and give panel-count data. For subject i, define r i = 1 if the subject is observed continuously and 0 otherwise. Thus, the r i s are observation-type indicators. Also for each subject, suppose that there exists a p-dimensional vector of covariates X i and a follow-up time C i , and assume that both C i and r i are independent of the underlying recurrent-event process of interest.
Let N * i (t) denote the underlying recurrent-event process, representing the cumulative number of the events that subject i has experienced up to time t, i = 1, . . . , n. Define N i (t) = N * i (t ∧ C i ), the observed recurrent-event process. For subject i, let T i1 < T i2 < · · · < T i K i denote the times at which the recurrent event of interest occurs if r i = 1 or the times where the subject is observed if r i = 0, where K i denotes the total number of events or observations. Then the observed data have the form
. . , n} with T i = {T i1 , . . . , T i K i } and N i = {N i (T i1 ), . . . , N i (T i K i )}.
In this section, we assume that N * i (t) is a non-homogeneous Poisson process with the following intensity function:
given X i . In this function, β denotes the regression parameters, and λ(t) is an unspecified baseline intensity function. Define (t) = t 0 λ(s) ds and θ = (β, ). Then under the Poisson assumption, the likelihood function of θ has the form
Correspondingly, the log-likelihood function has the form
Thus, for estimation of θ , it is natural to maximize this log-likelihood function. Let 0 < t 1 < · · · < t M denote the ordered distinction time points of all {T i j } from the subjects with r i = 1. Define the parameter space n = {θ = (β, ) : β ∈ B, is a right-continuous and step functions having jumps only at the t j 's}. To maximize the log-likelihood function given in (2.2), it is easy to see that one 558 L. ZHU AND OTHERS cannot consider all non-decreasing functions (t) and instead, we should focus on these (t) in n . For this, we will consider the modified log-likelihood function
3) For the determination ofθ n , we propose the following iterative algorithm. Let
(t)) denote an initial estimator. At the kth iteration, define the updated estimator of (t) as
Also the updated estimator β (k) can be obtained by solving the following equation:
To choose the initial estimator, one way is to consider only the recurrent-event data and apply the corresponding estimation procedure such as that given in Lin and others (2000) . Note that in the above, the t j 's are defined based only on the observed recurrent-event data. In the case where the proportion of recurrent-event data is small, the estimate of (t) given above may not be accurate, and the algorithm may not converge. In that case, one can use all T i j s for the definition of the t j s. That is, let 0 < t 1 < · · · < t l < · · · < t L denote the distinct time points of all {T i j }, At the kth step, one can estimate (k−1) . Here Hu and others, 2009 ). The two estimates of (t) given above are asymptotically equivalent. To estimate the covariance matrix ofβ n , by following Zeng and Lin (2006) , one can regard β and the (t j )s as unknown parameters in (2.3) and compute the inverse of the observed information matrix evaluated atˆ n andβ n . It follows that the covariance matrix ofβ n can be estimated by the submatrix of the obtained inverse matrix corresponding toβ n .
ESTIMATING EQUATION-BASED APPROACH
Although the estimatorβ n given above is asymptotically efficient, it is well known that the Poisson process assumption used may not hold in practice. In this section, we present a different estimation procedure that does not rely on this assumption. To describe the covariate effects, we assume that given X i , the mean function of N * i (t) has the form
Here (t) denotes the baseline mean function and β represents covariate effects as before. The model above is often referred to as the proportional mean model (Cook and Lawless, 2007) .
To develop an estimating equation for β, it is natural to consider (2.4). To use it, we need to estimate the function (t). For this, let the t l 's be defined as before, d l denote the number of the event time points equal to t l , and n l the number of the event time points satisfying T i j s l C i among all subjects with r i = 1. Wang and others (2001) and Huang and Wang (2004) suggested that one can estimate
Let θ 1 = (β , log (τ )) . Then motivated by (2.4) and the estimator above, we propose the following estimating equation:
where
n denote the estimator of θ 1 given by the solution to (3.1). Define
and
Then one can show that asθ n , under the conditions (C1)-(C5) given in supplementary material available at Biostatistics online,θ 560 L. ZHU AND OTHERS n 1/2 (θ * n − θ 10 ) by the normal distribution with mean zero and the covariance matrixÂ
n . In the above, θ 10 denotes the true value of θ 1 ,
The sketch of the proof is given in supplementary material available at Biostatistics online. It is worth noting that although the estimating (3.1) is the same as the score function used in the maximum likelihood approach, the two estimation procedures give different estimators even under the Poisson assumption. This is because different estimators are used for (t) in the two procedures. Especially, in the procedure given in this section, for estimation of (t), we employ the relationship F(t) = (t)/ (τ ) and the estimator given in Wang and others (2001) . Also note that although we have assumed that the indicator of the observation type is independent of the underlying counting process, the simulation results below indicate that the two proposed methods seem to be valid as long as r i and N * i (t) are independent given covariates. Under this situation, one can show that both the estimating (2.4) and (3.1) are unbiased.
SIMULATION STUDY
An extensive simulation study was conducted to assess the finite sample performance of the estimation procedures proposed in the previous sections for mixed recurrent-event and panel-count data. In the study, the covariate X i was assumed to follow the Bernoulli distribution with the probability of success being 0.5, and the censoring time C i was generated from the uniform distribution U (τ/2, τ ) with τ = 1. For the data-type indicator r i , we generated it from the Bernoulli distribution with the percentage of the subjects giving recurrent-event data, denoted by p r , being 0.3, 0.5, 0.7, or 0.9, independent of covariate X i . In addition, to assess the robustness of the procedures, we considered the case where the r i s were generated in the same way, but p r was assumed to be related to X i . Specifically, we set p r =0.2, 0.4, 0.6, or 0.81 for the subjects with X i = 0 and 0.4, 0.6, 0.8, or 0.99 otherwise. Note that in the latter case, on average, p r is still equal to 0.3, 0.5, 0.7, or 0.9.
For the underlying recurrent-event process N * i (t), we also considered two situations. In the first, we assumed that the process is a Poisson process satisfying model (2.1) with λ(t) = 3. In the second, we assumed that N * i (t) is a mixed Poisson process with the mean function 3t e ). Finally, for the subjects with r i = 0, the observation time points were generated from the Poisson process with the mean function 3t. The results given below are based on 1000 replications with the sample size of 100 or 200. Tables 1 and 2 present the results on estimation of β based on the simulated mixed data from the Poisson process with the true value β 0 being −0.5, 0, or 0.5. Table 1 shows the case where p r is independent of the covariate, and Table 2 shows the case where p r depends on the covariate. The results include the averages of the point estimates (Estimate) given by the two estimation procedures, the sample standard errors of the estimates (SSEs), the averages of the estimated standard errors (ESEs), and the 95% empirical coverage probabilities (CPs). For comparison, we also obtained and include in the tables the estimates given by the estimation procedure proposed in Zhu and others (2013) . One can see from the tables that the two estimates proposed above appear to be unbiased, and the proposed ESEs are comparable with the SSEs in both cases. Also as expected, the estimates became better or more efficient when the sample size or p r increased. Note that the increasing of p r means that more information is available. The results given in the tables also show that both proposed estimates are more efficient than that given in Zhu and others (2013) . Note that as pointed out by a referee, the SSE forβ n seems to be a little bigger than that forβ * n in general. The main reason for this is that the second estimation procedure is more stable in general than the first estimation procedure since the latter involves estimation of many more parameters than the former.
The results obtained under the mixed Poisson process are given in Tables 3 and 4. Table 3 shows the case where p r is independent of X i , and Table 4 shows the situation where p r depends on X i . Note that 562 L. ZHU AND OTHERS here we considered only the estimation procedures given in Section 3 and Zhu and others (2013) . As with Tables 1 and 2 , the results again indicate that the estimator presented in Section 3 appears to be unbiased and more efficient than that proposed in Zhu and others (2013) . To evaluate the normal approximation to the distributions of the two proposed estimates, we studied the quantile plots of the standardized estimates against the standard normal distribution. The plots, not given here, indicate that the approximation performs well. In addition, suggested by a referee, we also conducted two other studies. One is to allow r i to depend on N * i (t) even conditional on X i and the other is to compare the proposed methods to the naive method that bases the analysis only on the subjects giving recurrent-event data or panel-count data. Table 5 presents the results on estimation of β based on the simulated data with r i being dependent on N * i (t). Specifically, for subject i, we took p r i = p r + 0.2 if the total number of the observed recurrent events is equal to or greater than 2 and p r i = p r + 0.2 otherwise. The other set-ups were the same as with Table 1 . One can see that the results are similar to those given in Table 1 and suggest that the proposed estimation procedures seem still to be valid. Table 6 gives the results on estimation of β given by the two proposed procedures and obtained based only on recurrent-event data (β r ) or panel-count data (β p ). Here we used the same set-up as with Table 1 and only calculated the sample standard errors of the obtained estimators. They indicate that the proposed estimators seem to be more efficient thanβ r andβ p and as expected, the efficiency ofβ r andβ p depends on p r . We also considered other set-ups and obtained similar results.
ANALYSIS OF THE CCSS
In this section, we apply the two proposed estimation procedures to the mixed recurrent-event and panel-count data arising from the CCSS. The CCSS is a multicenter longitudinal cohort study (Robison and others, 2002) , and since 1996, it has distributed summary questionnaires periodically to more than 13 000 childhood cancer survivors who were diagnosed between 1970 and 1986 and have survived for at least 5 years since diagnosis. Questionnaires are also sent to a random sample of the survivors' siblings, who serve as a control group. One objective of the CCSS is to compare the pregnancy rates of survivors and siblings to determine the effect of prior childhood cancer treatment on reproductive function. The summary questionnaire asked the participants to report pregnancies, including the age range at the beginning of each pregnancy (under 15, 15-20, 21-25, 26-30, 31-35, 36 and over) . If a pregnancy (after cancer treatment) was reported, a detailed pregnancy questionnaire was sent to obtain further information, including the precise age at pregnancy. The data considered here consist of 3966 female participants who were at least 25 years when the study began and returned the summary questionnaires up to 2006. Among them, 697 participants who reported at least one pregnancy on their summary questionnaires did not return the pregnancy questionnaires. All others returned both questionnaires. Thus, 3269 participants provided recurrent-event data (r i = 1), and 697 participants provided only panel-count data (r i = 0). Of the 3966 subjects, 2765 were cancer survivors, and 1201 were siblings; the average pregnancy counts for the two groups were 1.498 and 2.049, respectively. More specifically, among all cancer survivors, the percentage of the subjects with 0, 1, 2 or more than 2 pregnancies is about 41%, 15%, 19%, or 25%, respectively, while the corresponding percentages for the siblings are 23%, 15%, 28%, and 34%, respectively.
For the analysis, define X i = 1 if the ith subject is a survivor and 0 otherwise. The application of the two proposed estimation approaches yieldedβ n = −0.396 andβ pregnancy rates of survivors and siblings and indicate that the pregnancy rate for cancer survivors was significantly lower than that for their siblings. Note that by using a different scale, we have eβ n = 0.673 and eβ * n = 0.716, suggesting that the average pregnancy number of cancer survivors is about 70% of that of their siblings. In other words, the cancer treatment appears to have some negative effect on reproductive functioning.
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DISCUSSION AND CONCLUDING REMARKS
This paper considered regression analysis of mixed recurrent-event and panel-count data, a type of data that often arises from recurrent-event studies but has not been discussed much. We proposed two estimation procedures, a maximum likelihood approach based on the Poisson process assumption and an estimating equation approach that does not rely on the Poisson assumption. The simulation study demonstrated that both procedures work well in practical situations. The code for the numerical study is available upon request. As pointed out above, the main advantage of the maximum likelihood approach is that the resulting estimate is asymptotically efficient, but the Poisson assumption used could be questionable in practice. In contrast, the estimating equation approach does not depend on the Poisson assumption, and its implementation is simpler than that of the maximum likelihood approach. Also with the maximum likelihood approach, when the percentage of recurrent-event data is low, sometimes one may have a nonconvergence issue due to estimating (t). On the other hand, the estimating equation approach does not appear to have a non-convergence issue. Also as pointed out above, the estimating equation approach is usually more stable than the maximum likelihood approach as the latter involves estimation of many more parameters.
In this paper, we discussed mixed recurrent-event and panel-count data in which a subject is observed either continuously or at discrete time points over the entire period of follow-up. In practice, as discussed in Zhu and others (2013) , some subjects may be observed continuously during some periods but then only at discrete time points during others. Thus, one subject may yield both recurrent-event data and panel-count data. It is apparent that the resulting data structure would be much more complicated than that considered herein, and the two estimation procedures proposed would not be applicable anymore. One would need new approaches that are beyond the scope of this paper.
