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PROPERTIES OF GENERALIZED UNIVARIATE HYPERGEOMETRIC
FUNCTIONS
F.J. VAN DE BULT, E.M. RAINS, AND J.V. STOKMAN
Abstract. Based on Spiridonov’s analysis of elliptic generalizations of the Gauss hypergeomet-
ric function, we develop a common framework for 7-parameter families of generalized elliptic,
hyperbolic and trigonometric univariate hypergeometric functions. In each case we derive the
symmetries of the generalized hypergeometric function under the Weyl group of type E7 (ellip-
tic, hyperbolic) and of type E6 (trigonometric) using the appropriate versions of the Nassrallah-
Rahman beta integral, and we derive contiguous relations using fundamental addition formulas
for theta and sine functions. The top level degenerations of the hyperbolic and trigonometric hy-
pergeometric functions are identified with Ruijsenaars’ relativistic hypergeometric function and
the Askey-Wilson function, respectively. We show that the degeneration process yields various
new and known identities for hyperbolic and trigonometric special functions. We also describe
an intimate connection between the hyperbolic and trigonometric theory, which yields an ex-
pression of the hyperbolic hypergeometric function as an explicit bilinear sum in trigonometric
hypergeometric functions.
1. Introduction
The Gauss hypergeometric function, one of the cornerstones in the theory of classical univariate
special functions, has been generalized in various fundamental directions. A theory on multivariate
root system analogues of the Gauss hypergeometric function, due to Heckman and Opdam, has
emerged, forming the basic tools to solve trigonometric and hyperbolic quantum many particle
systems of Calogero-Moser type and generalizing the Harish-Chandra theory of spherical functions
on Riemannian symmetric spaces (see [8] and references therein). A further important development
has been the generalization to q-special functions, leading to the theory of Macdonald polynomials
[16], which play a fundamental role in the theory of relativistic analogues of the trigonometric
quantum Calogero-Moser systems (see e.g. [25]) and in harmonic analysis on quantum compact
symmetric spaces (see e.g. [18], [14]). In this paper, we focus on far-reaching generalizations
of the Gauss hypergeometric function within the classes of elliptic, hyperbolic and trigonometric
univariate special functions.
Inspired by results on integrable systems, Ruijsenaars [24] defined gamma functions of ratio-
nal, trigonometric, hyperbolic and elliptic type. Correspondingly there are four types of special
function theories, with the rational (resp. trigonometric) theory being the standard theory on hy-
pergeometric (resp. q-hypergeometric) special functions, while the hyperbolic theory is well suited
to deal with unimodular base q. The theory of elliptic special functions, initiated by Frenkel and
Turaev in [4], is currently in rapid development. The starting point of our analysis is the defini-
tion of the various generalized hypergeometric functions as an explicit hypergeometric integral of
elliptic, hyperbolic and trigonometric type depending on seven auxiliary parameters (besides the
bases). The elliptic and hyperbolic analogue of the hypergeometric function are due to Spiridonov
[33], while the trigonometric analogue of the hypergeometric function is essentially an integral
representation of the function Φ introduced and studied extensively by Gupta and Masson in [7].
Under a suitable parameter discretization, the three classes of generalized hypergeometric func-
tions reduce to Rahman’s [20] (trigonometric), Spiridonov’s [33] (hyperbolic), and Spiridonov’s
and Zhedanov’s [35], [33] (elliptic) families of biorthogonal rational functions.
Spiridonov [33] gave an elementary derivation of the symmetry of the elliptic hypergeometric
function with respect to a twisted action of the Weyl group of type E7 on the parameters using
the elliptic analogue [31] of the Nassrallah-Rahman [17] beta integral. In this paper we follow the
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same approach to establish the E6-symmetry (respectively E7-symmetry) of the trigonometric (re-
spectively hyperbolic) hypergeometric function, using now the Nassrallah-Rahman beta integral
(respectively its hyperbolic analogue from [37]). The E6-symmetry of Φ has recently been estab-
lished in [15] by different methods. Spiridonov [33] also gave elementary derivations of contiguous
relations for the elliptic hypergeometric function using the fundamental addition formula for theta
functions (see (3.6)), entailing a natural elliptic analogue of the Gauss hypergeometric differential
equation. Following the same approach we establish contiguous relations and generalized Gauss
hypergeometric equations for the hyperbolic and trigonometric hypergeometric function. For Φ it
leads to simple proofs of various results from [7].
Although the elliptic hypergeometric function is the most general amongst the generalized
hypergeometric functions under consideration (rigorous limits between the different classes of
special functions have been obtained in the recent paper [23] of the second author), it is also
the most rigid in its class, in the sense that it does not admit natural degenerations within the
class of elliptic special functions itself (there is no preferred limit point on an elliptic curve). On
the other hand, for the hyperbolic and trigonometric hypergeometric functions various interesting
degenerations within their classes are possible, as we point out in this paper. It leads to many
nontrivial identities and results, some of which are new and some are well known. In any case,
it provides new insight in identities, e.g. as being natural consequences of symmetry breaking in
the degeneration process, and it places many identities and classes of univariate special functions
in a larger framework. For instance, viewing the trigonometric hypergeometric function as a
degeneration of the elliptic hypergeometric function, we show that the breaking of symmetry
(from E7 to E6) leads to a second important integral representation of Φ.
Moreover we show that Ruijsenaars’ [26] relativistic analogue R of the hypergeometric func-
tion is a degeneration of the hyperbolic hypergeometric function, and that the D4-symmetry [28]
of R and the four Askey-Wilson second-order difference equations [26] satisfied by R are direct
consequences of the E7-symmetry and the contiguous relations of the hyperbolic hypergeometric
function. Similarly, the Askey-Wilson function [11] is shown to be a degeneration of the trigono-
metric hypergeometric function. In this paper we aim at deriving the symmetries of (degenerate)
hyperbolic and trigonometric hypergeometric functions directly from appropriate hyperbolic and
trigonometric beta integral evaluations using the above mentioned techniques of Spiridonov [33].
The rational level, in which case the Wilson function [6] appears as a degeneration, will be dis-
cussed in a subsequent paper of the first author.
We hope that the general framework proposed in this paper will shed light on the fundamental,
common structures underlying various quantum relativistic Calogero-Moser systems and various
quantum noncompact homogeneous spaces. In the present univariate setting, degenerations and
specializations of the generalized hypergeometric functions play a key role in solving rank one cases
of quantum relativistic integrable Calogero-Moser systems and in harmonic analysis on various
quantum SL2 groups. On the elliptic level, the elliptic hypergeometric function provides solutions
of particular cases of van Diejen’s [2] very general quantum relativistic Calogero-Moser systems
of elliptic type (see e.g. [33]), while elliptic biorthogonal rational functions have been identified
with matrix coefficients of the elliptic quantum SL2 group in [12]. On the hyperbolic level, the
Ruijsenaars’ R-function solves the rank one case of a quantum relativistic Calogero-Moser system
of hyperbolic type (see [29]) and arises as a matrix coefficient of the modular double of the quantum
SL2 group (see [1]). On the trigonometric level, similar results are known for the Askey-Wilson
function, which is a degeneration of the trigonometric hypergeometric function (see [11] and [10]).
For higher rank only partial results are known, see e.g. [13], [21] (elliptic) and [36] (trigonometric).
The outline of the paper is as follows. In Section 2 we discuss the general pattern of sym-
metry breaking when integrals with E7-symmetry are degenerated. In Section 3 we introduce
Spiridonov’s [33] elliptic hypergeometric function. We shortly recall Spiridonov’s [33] techniques
to derive the E7-symmetry and the contiguous relations for the elliptic hypergeometric function.
In Section 4 these techniques are applied for the hyperbolic hypergeometric function and its top
level degenerations. We show that a reparametrization of the top level degeneration of the hy-
perbolic hypergeometric function is Ruijsenaars’ [26] relativistic hypergeometric function R. Key
properties of R, such as a new integral representation, follow from the symmetries and contiguous
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relations of the hyperbolic hypergeometric function. In Section 5 these techniques are considered
on the trigonometric level. We link the top level degeneration of the trigonometric hypergeometric
function to the Askey-Wilson function. Moreover, we show that the techniques lead to elementary
derivations of series representations and three term recurrence relations of the various trigono-
metric integrals. The trigonometric integrals are contour integrals over indented unit circles in
the complex plane, which can be re-expressed as integrals over the real line with indentations
by “unfolding” the trigonometric integral. We show that this provides a link with Agarwal type
integral representations of basic hypergeometric series (see [5, Chapter 4]). Finally, in Section 6 we
extend the techniques from [37] to connect the hyperbolic and trigonometric theory. It leads to an
explicit expression of the hyperbolic hypergeometric function as a bilinear sum of trigonometric
hypergeometric functions. For the top level degeneration, it provides an explicit link between
Ruijsenaars’ relativistic hypergeometric function and the Askey-Wilson function.
Acknowledgements: Rains was supported in part by NSF Grant No. DMS-0401387. Stokman
was supported by the Netherlands Organization for Scientific Research (NWO) in the VIDI-project
“Symmetry and modularity in exactly solvable models”.
1.1. Notation. We denote
√· for the branch of the square root z 7→ z 12 on C \R<0 with positive
values on R>0.
2. Weyl groups and symmetry breaking
The root system of type E7 and its parabolic root sub-systems plays an important role in this
article. In this section we describe our specific choice of realization of the root systems and Weyl
groups, and we explain the general pattern of symmetry breaking which arises from degenerating
integrals with Weyl group symmetries.
Degeneration of integrals with Weyl group symmetries in general causes symmetry breaking
since the direction of degeneration in parameter space is not invariant under the symmetry group.
All degenerations we consider are of the following form. For a basis ∆ of a given irreducible, finite
root system R in Euclidean space (V, 〈·, ·〉) with associated Weyl group W we denote
V +(∆) = {v ∈ V | 〈v, α〉 ≥ 0 ∀α ∈ ∆}
for the associated positive Weyl chamber. We will study integrals I(u) meromorphically depending
on a parameter u ∈ G. The parameter space will be some complex hyperplane G canonically
isomorphic to the complexification VC of V , from which it inherits a W -action. The integrals
under consideration will be W -invariant under an associated twisted W -action. We degenerate
such integrals by taking limits in parameter space along distinguished directions v ∈ V +(∆). The
resulting degenerate integrals will thus inherit symmetries with respect to the isotropy subgroup
Wv = {σ ∈W | σv = v},
which is a standard parabolic subgroup of W with respect to the given basis ∆, generated by the
simple reflections sα, α ∈ ∆ ∩ v⊥ (since v ∈ V +(∆)).
All symmetry groups we will encounter are parabolic subgroups of the Weyl group W of type
E8. We use in this article the following explicit realization of the root system R(E8) of type E8.
Let ǫk be the kth element of the standard orthonormal basis of V = R
8, with corresponding scalar
product denoted by 〈·, ·〉. We also denote 〈·, ·〉 for its complex bilinear extension to C8. We write
δ = 12 (ǫ1 + ǫ2 + · · ·+ ǫ8). We realize the root system R(E8) of type E8 in R8 as
R(E8) = {v =
8∑
j=1
cjǫj + cδ | 〈v, v〉 = 2, cj , c ∈ Z and
8∑
j=1
cj even}.
For later purposes, it is convenient to have explicit notations for the roots in R(E8). The roots are
±α+jk (1 ≤ j < k ≤ 8), α−jk (1 ≤ j 6= k ≤ 8), βjklm (1 ≤ j < k < l < m ≤ 8), ±γjk (1 ≤ j < k ≤ 8)
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and ±δ, where
α+jk = ǫj + ǫk,
α−jk = ǫj − ǫk,
βjklm =
1
2
(ǫj + ǫk + ǫl + ǫm − ǫn − ǫp − ǫq − ǫr),
γjk =
1
2
(−ǫj − ǫk + ǫl + ǫm + ǫn + ǫp + ǫq + ǫr)
and with (j, k, l,m, n, p, q, r) a permutation of (1, 2, 3, 4, 5, 6, 7, 8).
The canonical action of the associated Weyl group W on C8 is determined by the reflections
sγu = u − 〈u, γ〉γ for u ∈ C8 and γ ∈ R(E8). It is convenient to work with two different choices
∆1, ∆2 of bases for R(E8), namely
∆1 = {α−76, β1234, α−65, α−54, α−43, α−32, α−21, α+18},
∆2 = {α−23, α−56, α−34, α−45, β5678, α−18, α−87, γ18},
with corresponding (affine) Dynkin diagrams
(2.1)
◦
δ
•
α+18
•
α−21
•
α−32
•
α−43
•
α−54
•
α−65
•
α−76
• β1234
and
(2.2)
◦
δ
•
γ18
•
α−87
•
α−18
•
β5678
•
α−45
•
α−34
•
α−23
• α−56
respectively, where the open node corresponds to the simple affine root, which we have labeled
by the highest root of R(E8) with respect to the given basis (which in both cases is given by
δ ∈ V +(∆j)). The reason for considering two different basis is the following: we will see that
degenerating an elliptic hypergeometric integral with W (E7)-symmetry to the trigonometric level
in the direction of the basis element α+18 ∈ ∆1, respectively the basis element γ18 ∈ ∆2, leads to
two essentially different trigonometric hypergeometric integrals with W (E6)-symmetry. The two
integrals can be easily related since they arise as degeneration of the same elliptic hypergeometric
integral. This leads directly to highly nontrivial trigonometric identities, see Section 5 for details.
This remark in fact touches on the basic philosophy of this paper: it is the symmetry breaking
in the degeneration of hypergeometric integrals which lead to various nontrivial identities. It forms
an explanation why there are so many more nontrivial identities on the hyperbolic, trigonometric
and rational level when compared to the elliptic level.
Returning to the precise description of the relevant symmetry groups, we will mainly encounter
stabilizer subgroups of the isotropy subgroup W−δ. Observe that W−δ is a standard parabolic
subgroup of W with respect to both bases ∆j since −δ ∈ V +(∆j) (j = 1, 2), with associated
simple reflections sα, α ∈ ∆1 := ∆1 \ {α+18}, respectively sα, α ∈ ∆2 := ∆2 \ {γ18}. Hence W−δ is
isomorphic to the Weyl group of type E7, and we accordingly write
W (E7) :=W−δ.
We realize the corresponding standard parabolic root system R(E7) ⊂ R(E8) as
R(E7) = R(E8) ∩ δ⊥ ⊆ δ⊥ ⊂ R8.
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Both ∆1 and ∆2 form a basis of R(E7), and the associated (affine) Dynkin diagrams are given by
(2.3)
•
α−21
•
α−32
•
α−43
•
α−54
•
α−65
•
α−76
◦
α−78
• β1234
and
(2.4)
•
α−87
•
α−18
•
β5678
•
α−45
•
α−34
•
α−23
◦
β1278
• α−56
respectively (where we have used that α−78, respectively β1278, is the highest root of R(E7) with
respect to the basis ∆1, respectively ∆2). Note that the root system R(E7) consists of the roots
of the form α−jk and βjklm.
The top level univariate hypergeometric integrals which we will consider in this article depend
meromorphically on a parameter u ∈ Gc with Gc ⊂ VC = C8 (c ∈ C) the complex hyperplane
Gc = c
2
δ + δ⊥ = {u = (u1, u2, . . . , u8) ∈ C8 |
8∑
j=1
uj = 2c}.
The action on C8 of the isotropy subgroup W (E7) =W−δ ⊂W preserves the hyperplane δ⊥ and
fixes δ, hence it canonically acts on Gc. We extend it to an action of the associated affine Weyl
group Wa(E7) of R(E7) as follows. Denote L for the (W (E7)-invariant) root lattice L ⊂ δ⊥ of
R(E7), defined as the Z-span of all R(E7)-roots. The affine Weyl group Wa(E7) is the semi-direct
product group Wa(E7) = W (E7) ⋉ L. The action of W (E7) on Gc can then be extended to an
action of the affine Weyl-group Wa(E7) depending on an extra parameter z ∈ C by letting γ ∈ L
act as the shift
τzγu = u− zγ, u ∈ Gc.
We suppress the dependence on z whenever its value is implicitly clear from context.
We also use a multiplicative version of the W (E7)-action on Gc. Consider the action of the
group C2 of order two on C
8, with the non-unit element of C2 acting by multiplication by −1 of
each coordinate. We define the parameter space Hc for a parameter c ∈ C× = C \ {0} as
Hc = {t = (t1, . . . , t8) ∈ C8 |
8∏
j=1
tj = c
2}/C2.
Note that this is well defined because if t satisfies
∏
ti = c
2, then so does −t. We sometimes abuse
notation by simply writing t = (t1, . . . , t8) for the element ±t in Hc if no confusion can arise.
We view the parameters t ∈ Hexp(c) as the exponential parameters associated to u ∈ Gc.
Modding out by the action of the 2-group C2 allows us to put a Wa(E7)-action on Hexp(c), which
is compatible to the Wa(E7)-action on Gc as defined above. Concretely, consider the surjective
map ψc : Gc → Hexp(c) defined by
ψc(u) = ±(exp(u1), . . . , exp(u8)), u ∈ Gc.
For u ∈ Gc we have ψ−1c (ψc(u)) = u+2πiL, where L is the root lattice of R(E7) as defined above.
Since L is W (E7)-invariant, we can now define the action of Wa(E7) on Hexp(c) by σψc(u) =
ψc(σu), σ ∈Wa (for any auxiliary parameter z ∈ C).
Regardless of whether we view the action of the affine Weyl group additively or multiplicatively,
we will use the abbreviated notations sjk = sα−
jk
, w = sβ1234 and τ
z
jk = τ
z
α−
jk
throughout the
article. Note that sjk (j 6= k) acts by interchanging the jth and kth coordinate. Furthermore,
W (E7) is generated by the simple reflections sα (α ∈ ∆1), which are the simple permutations
sj,j+1 (j = 1, . . . , 6) and w. The multiplicative action of w on Hc is explicitly given by w(±t) =
±(st1, st2, st3, st4, s−1t5, s−1t6, s−1t7, s−1t8) where s2 = c/t1t2t3t4 = t5t6t7t8/c. Finally, note that
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the longest element v of the Weyl group W (E7) acts by multiplication with -1 on the root system
R(E7), and hence it acts by vu = c/2− u on Gc and by v(±t) = ±(c 12 /t1, . . . , c 12 /t8) on Hc.
3. The univariate elliptic hypergeometric function
3.1. The elliptic gamma function. We will use notations which are consistent with [5]. We fix
throughout this section two bases p, q ∈ C satisfying |p|, |q| < 1. The q-shifted factorial is defined
by (
a; q
)
∞
=
∞∏
j=0
(1− aqj).
We write
(
a1, . . . , am; q
)
∞
=
∏m
j=1
(
aj ; q
)
∞
, (az±1; q
)
∞
= (az, az−1; q
)
∞
etc. as shorthand no-
tations for products of q-shifted factorials. The renormalized Jacobi theta-function is defined
by
θ(a; q) =
(
a, q/a; q
)
∞
.
The elliptic gamma function [24], defined by the infinite product
Γe(z; p, q) =
∞∏
j,k=0
1− z−1pj+1qk+1
1− zpjqk ,
is a meromorphic function in z ∈ C× = C \ {0} which satisfies the difference equation
Γe(qz; p, q) = θ(z; p)Γe(z; p, q),(3.1)
satisfies the reflection equation
Γe(z; p, q) = 1/Γe(pq/z; p, q),
and is symmetric in p and q,
Γe(z; p, q) = Γe(z; q, p).
For products of theta-functions and elliptic gamma functions we use the same shorthand notations
as for the q-shifted factorial, e.g.
Γe(a1, . . . , am; p, q) =
m∏
j=1
Γe(aj ; p, q).
In this section we call a sequence of points a downward (respectively upward) sequence of points
if it is of the form apjqk (respectively ap−jq−k) with j, k ∈ Z≥0 for some a ∈ C. Observe that
the elliptic gamma function Γe(az; p, q), considered as a meromorphic function in z, has poles at
the upward sequence a−1p−jq−k (j, k ∈ Z≥0) of points and has zeros at the downward sequence
a−1pj+1qk+1 (j, k ∈ Z≥0) of points.
3.2. Symmetries of the elliptic hypergeometric function. The fundamental starting point
of our investigations is Spiridonov’s [31] elliptic analogue of the classical beta integral,
(3.2)
(q; q)∞(p; p)∞
2
∫
C
∏6
j=1 Γe(tjz
±1; p, q)
Γe(z±2; p, q)
dz
2πiz
=
∏
1≤j<k≤6
Γe(tjtk; p, q)
for generic parameters t ∈ C6 satisfying the balancing condition ∏6j=1 tj = pq, where the contour
C is chosen as a deformation of the positively oriented unit circle T separating the downward se-
quences tjp
Z≥0qZ≥0 (j = 1, . . . , 6) of poles of the integrand from the upward sequences t−1j p
Z≤0qZ≤0
(j = 1, . . . , 6). Note here that the factor 1/Γe(z
±2; p, q) of the integrand is analytic on C×. More-
over, observe that we can take the positively oriented unit circle T as contour if the parameters
satisfy |tj | < 1 (j = 1, . . . , 6). Several elementary proofs of (3.2) are now known, see e.g. [31], [32]
and [21].
We define the integrand Ie(t; z) = Ie(t; z; p, q) for the univariate elliptic hypergeometric function
as
Ie(t; z; p, q) =
∏8
j=1 Γe(tjz
±1; p, q)
Γe(z±2; p, q)
,
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where t = (t1, t2, . . . , t8) ∈
(
C×
)8
. For parameters t ∈ C8 with ∏8j=1 tj = p2q2 and titj 6∈
pZ≤0qZ≤0 for 1 ≤ i, j ≤ 8 (possibly equal), we can define the elliptic hypergeometric function
Se(t) = Se(t; p, q) by
Se(t; p, q) =
∫
C
Ie(t; z; p, q)
dz
2πiz
,
where the contour C is a deformation of T which separates the downward sequences tjpZ≥0qZ≥0
(j = 1, . . . , 8) of poles of Ie(t; ·) from the upward sequences t−1j pZ≤0qZ≤0 (j = 1, . . . , 8). If the
parameters satisfy |tj | < 1 this contour can again be taken as the positively oriented unit circle T.
The elliptic hypergeometric function Se extends uniquely to a meromorphic function on {t ∈
C8 :
∏
tj = p
2q2}. In fact, for a particular value τ of the parameters for which the integral is not
defined, we first deform for t in a small open neighborhood of τ the contour C to include those
upward poles which collide at t = τ with downward poles. The resulting expression is an integral
which is analytic at an open neighborhood of τ plus a sum of residues depending meromorphically
on the parameters t. This expression yields the desired meromorphic extension of Se(t) at τ . For
further detailed analysis of meromorphic dependencies of integrals like Se, see e.g. [26] and [21].
Since Ie(t;−z) = Ie(−t; z) where −t = (−t1, . . . ,−t8), we have Se(t) = Se(−t), hence we can
and will view Se as a meromorphic function Se : Hpq → C. Furthermore, Se(t) is the special case
II1BC1 of Rains’ [21] multivariate elliptic hypergeometric integrals II
m
BCn
, and it coincides with
Spiridonov’s [33, §5] elliptic analogue V (·) of the Gauss hypergeometric function.
Remark 3.1. Note that Se(t; p, q) reduces to the elliptic beta integral (3.2) when e.g. t1t6 = pq.
More generally, for e.g. t1t6 = p
m+1qn+1 (m,n ∈ Z≥0) it follows from [34, Thm. 11] that Se(t; p, q)
essentially coincides with the two-index elliptic biorthogonal rational function Rnm of Spiridonov
[34, App. A], which is the product of two very-well-poised terminating elliptic hypergeometric
12V11 series (the second one with the role of the bases p and q reversed).
Next we determine the explicit W (E7)-symmetries of Se(t) in terms of the W (E7) action on
t ∈ Hpq from Section 2. This result was previously obtained by Rains [21] and by Spiridonov [33].
We give here a proof which is similar to Spiridonov’s [33, §5] proof.
Theorem 3.2. The elliptic hypergeometric function Se(t) (t ∈ Hpq) is invariant under permuta-
tions of (t1, . . . , t8) and it satisfies
(3.3) Se(t; p, q) = Se(wt; p, q)
∏
1≤j<k≤4
Γe(tjtk; p, q)
∏
5≤j<k≤8
Γe(tjtk; p, q)
as meromorphic functions in t ∈ Hpq, where (recall) w = sβ1234 .
Proof. The permutation symmetry is trivial. To prove (3.3) we first prove it for parameters t ∈ C8
satisfying
∏8
j=1 tj = p
2q2 and satisfying the additional restraints |tj | < 1 (j = 1, . . . , 8), |tj | > |pq| 13
(j = 5, . . . , 8) and |∏8j=5 tj | < |pq| (which defines a non-empty open subset of parameters of
{t ∈ C | ∏8j=1 tj = p2q2} since |p|, |q| < 1). For these special values of the parameters we consider
the double integrand∫
T2
∏4
j=1 Γe(tjz
±1; p, q)Γe(sx
±1z±1; p, q)
∏8
j=5 Γe(tjs
−1x±1)
Γe(z±2, x±2; p, q)
dz
2πiz
dx
2πix
,
where s is chosen to balance both the z as the x integral, so s2
∏4
j=1 tj = pq = s
−2
∏8
j=5 tj . By
the additional parameter restraints we have |s| < 1 and |tj/s| < 1 for j = 5, . . . , 8, hence the
integration contour T separates the downward pole sequences of the integrand from the upward
ones for both integration variables. Using the elliptic beta integral (3.2) to integrate this double
integral either first over the variable z, or first over the variable x, now yields (3.3). Analytic
continuation then implies the identity (3.3) as meromorphic functions on Hpq. 
An interesting equation for Se(t) arises from Theorem 3.2 by considering the action of the
longest element v of W (E7), using its decomposition
(3.4) v = s45s36s48s37s34s12ws37s48ws35s46w
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as products of permutations and w.
Corollary 3.3. We have
(3.5) Se(t; p, q) = Se(vt; p, q)
∏
1≤j<k≤8
Γe(tjtk; p, q)
as meromorphic functions in t ∈ Hpq.
Remark 3.4. Corollary 3.3 is the special case n = m = 1 of [21, Thm. 3.1], see also [33, §5, (iii)]
for a proof close to our present derivation.
3.3. Contiguous relations. For sake of completeness we recall here Spiridonov’s [33, §6] deriva-
tion of certain contiguous relations cq. difference equations for the elliptic hypergeometric function
Se(t) (most notably, Spiridonov’s elliptic hypergeometric equation). The starting point is the fun-
damental theta function identity [5, Exercise 2.16],
(3.6)
1
y
θ(ux±1, yz±1; p) +
1
z
θ(uy±1, zx±1; p) +
1
x
θ(uz±1, xy±1; p) = 0,
which holds for arbitrary u, x, y, z ∈ C×. For the Wa(E7)-action on Hpq we take in this subsection
τij = τ
− log(q)
ij , which multiplies ti by q and divides tj by q. Note that the q-difference operators
τij are already well defined on {t ∈ C8 |
∏8
j=1 tj = p
2q2}.
Using the difference equation (3.1) of the elliptic gamma function and using (3.6), we have
θ(q−1t8t
±1
7 ; p)
θ(t6t
±1
7 ; p)
Ie(τ68t; z) + (t6 ↔ t7) = Ie(t; z),
where (t6 ↔ t7) means the same term with t6 and t7 interchanged. For generic t ∈ C8 with∏8
j=1 tj = p
2q2 we integrate this equality over z ∈ C, with C a deformation of T which separates
the upward and downward pole sequences of all three integrands at the same time. We obtain
(3.7)
θ(q−1t8t
±1
7 ; p)
θ(t6t
±1
7 ; p)
Se(τ68t) + (t6 ↔ t7) = Se(t)
as meromorphic functions in t ∈ Hpq. This equation is also the n = 1 instance of [22, Thm. 3.1].
Note that in both terms on the left hand side the same parameter t8 is divided by q, while two
different parameters (t6 and t7) are multiplied by q. We can obtain a different equation (i.e. not
obtainable by applying an S8 symmetry to (3.7)) by substituting the parameters vt in (3.7), where
v ∈ W (E7) is the longest Weyl group element, and by using (3.5). The crux is that τ68vt = vτ86t.
We obtain
(3.8)
θ(t7/qt8; p)
θ(t7/t6; p)
5∏
j=1
θ(tjt6/q; p)Se(τ86t) + (t6 ↔ t7) =
5∏
j=1
θ(tjt8; p)Se(t)
for t ∈ Hpq. We arrive at Spiridonov’s [33, §6] elliptic hypergeometric equation for Se(t).
Theorem 3.5 ([31]). We have
(3.9) A(t)Se(τ87t; p, q) + (t7 ↔ t8) = B(t)Se(t; p, q)
as meromorphic functions in t ∈ Hpq, where A and B are defined by
A(t) =
1
t8θ(t7/qt8, t8/t7; p)
6∏
j=1
θ(tjt7/q; p)
B(t) =
θ(t7t8/q; p)
t6θ(t7/qt6, t8/qt6; p)
5∏
j=1
θ(tjt6; p)− θ(t6/t8, t6t8; p)
t6θ(t7/qt6, t7/qt8, t8/t7; p)
5∏
j=1
θ(tjt7/q; p)
− θ(t6/t7, t6t7; p)
t6θ(t7/t8, t8/qt6, t8/qt7; p)
5∏
j=1
θ(tjt8/q; p).
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Remark 3.6. Note that B has an S6-symmetry in (t1, t2, . . . , t6) even though it is not directly
apparent from its explicit representation.
Proof. This follows by taking an appropriate combination of three contiguous relations for Se(t).
Specifically, the three contiguous relations are (3.7) and (3.8) with t6 and t8 interchanged, and
(3.7) with t7 and t8 interchanged. 
By combining contiguous relations for Se(t) and exploring the W (E7)-symmetry of Se(t), one
can obtain various other contiguous relations involving Se(τxt), Se(τyt), and Se(τzt) for suitable
root lattice vectors x, y, z ∈ L. A detailed analysis of such procedures is undertaken for three term
transformation formulas on the trigonometric setting by Lievens and Van der Jeugt [15] (see also
Section 5).
Remark 3.7. Interchanging the role of the bases p and q and using the symmetry of Se(t; p, q) in
p and q, we obtain contiguous relations for Se(t; p, q) with respect to multiplicative p-shifts in the
parameters.
4. Hyperbolic hypergeometric integrals
4.1. The hyperbolic gamma function. We fix throughout this section ω1, ω2 ∈ C satisfying
ℜ(ω1),ℜ(ω2) > 0, and we write
ω =
ω1 + ω2
2
.
Ruijsenaars’ [24] hyperbolic gamma function [24] is defined by
G(z;ω1, ω2) = exp
(
i
∫ ∞
0
(
sin(2zt)
2 sinh(ω1t) sinh(ω2t)
− z
ω1ω2t
)
dt
t
)
for z ∈ C satisfying |ℑ(z)| < ℜ(ω). There exists a unique meromorphic extension of G(ω1, ω2; z)
to z ∈ C satisfying
G(z;ω1, ω2) = G(z;ω2, ω1),
G(z;ω1, ω2) = G(−z;ω1, ω2)−1,
G(z + iω1;ω1, ω2; ) = −2is((z + iω)/ω2)G(z;ω1, ω2),
where we use the shorthand notation s(z) = sinh(πz). In this section we will omit the ω1, ω2
dependence of G if no confusion is possible, and we formulate all results only with respect to
iω1-shifts. We use similar notations for products of hyperbolic gamma functions as for q-shifted
factorials and elliptic gamma functions, e.g.
G(z1, . . . , zn;ω1, ω2) =
n∏
j=1
G(zj ;ω1, ω2).
The hyperbolic gamma function G is a degeneration of the elliptic gamma function Γe,
(4.1) lim
rց0
Γe
(
exp(2πirz); exp(−2πω1r), exp(−2πω2r)
)
exp
(
π(z − iω)
6irω1ω2
)
= G(z − iω;ω1, ω2)
for ω1, ω2 > 0, see [24, Prop. III.12].
In this section we call a sequence of points a downward (respectively upward) sequence of points
if it is of the form a+iZ≤0ω1+iZ≤0ω2 (respectively a+iZ≥0ω1+iZ≥0ω2) for some a ∈ C. Observe
that the hyperbolic gamma function G(ω1, ω2; z), viewed as meromorphic function in z ∈ C, has
poles at the downward sequence −iω + iZ≤0ω1 + iZ≤0ω2 of points and has zeros at the upward
sequence iω + iZ≥0ω1 + iZ≥0ω2 of points. The pole of G(z;ω1, ω2) at z = −iω is simple and
(4.2) Res
z=−iω
(
G(z;ω1, ω2)
)
=
i
2π
√
ω1ω2.
All contours in this section will be chosen as deformations of the real line R separating the upward
pole sequences of the integrand from the downward ones.
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We will also need to know the asymptotic behavior of G(z) as ℜ(z)→ ±∞ (uniformly for ℑ(z)
in compacta of R). For our purposes it is sufficient to know that for any a, b ∈ C we have
(4.3) lim
ℜ(z)→∞
G(z − a;ω1, ω2)
G(z − b;ω1, ω2) exp
(
πiz
ω1ω2
(b− a)
)
= exp
(
πi
2ω1ω2
(b2 − a2)
)
,
where the corresponding o(ℜ(z))-tail as ℜ(z) → ∞ can be estimated uniformly for ℑ(z) in com-
pacta of R, and that for periods satisfying ω1ω2 ∈ R>0,
(4.4) |G(u+ x;ω1, ω2)| ≤M exp
(
πℑ
( u
ω1ω2
)
|x|
)
, ∀x ∈ R
for some constantM > 0, provided that the line u+R does not hit a pole of G. See [24, Appendix
A] for details and for more precise asymptotic estimates.
4.2. Symmetries of the hyperbolic hypergeometric function. The univariate hyperbolic
beta integral [37] is
(4.5)
∫
C
G(iω ± 2z;ω1, ω2)∏6
j=1 G(uj ± z;ω1, ω2)
dz = 2
√
ω1ω2
∏
1≤j<k≤6
G(iω − uj − uk;ω1, ω2)
for generic u1, . . . , u6 ∈ C satisfying the additive balancing condition
∑6
j=1 uj = 4iω. Note
that this integral converges since the asymptotic behaviour of the integrand at z = ±∞ is
O(exp(−4π|z|ω/ω1ω2)) in view of (4.3).
We define now the integrand of the hyperbolic hypergeometric function Ih(u; z) = Ih(u; z;ω1, ω2)
as
Ih(u; z;ω1, ω2) =
G(iω ± 2z;ω1, ω2)∏8
j=1 G(uj ± z;ω1, ω2)
for parameters u ∈ C8. The hyperbolic hypergeometric function Sh(u) = Sh(u;ω1, ω2) is defined
by
Sh(u;ω1, ω2) =
∫
C
Ih(u; z;ω1, ω2)dz
for generic parameters u ∈ G2iω (see Section 2 for the definition of G2iω). The asymptotic behaviour
of Ih(u; z) at z = ±∞ is again O(exp(−4π|z|ω/ω1ω2)), so the integral absolutely converges.
It follows from (4.2) and the analytic difference equations for the hyperbolic gamma function
that Sh(u) has a unique meromorphic extension to u ∈ G2iω , cf the analysis for the elliptic
hypergeometric function Se(t). We thus can and will view Sh(u) as a meromorphic function
in u ∈ G2iω . Note furthermore that the real line can be chosen as integration contour in the
definition of Sh(u) if u ∈ G2iω satisfies ℑ(uj − iω) < 0 for all j. The hyperbolic hypergeometric
function Sh(u) (u ∈ G2iω) coincides with Spiridonov’s [33, §5] hyperbolic analogue s(·) of the
Gauss hypergeometric function.
Using (4.1) and the reflection equation of G, we can obtain the hyperbolic hypergeometric
function Sh(vu;ω1, ω2) = Sh(iω − u1, . . . , iω − u8;ω1, ω2) (u ∈ G2iω) formally as the degeneration
r ↓ 0 of the elliptic hypergeometric function Se(t; p, q) with p = exp(−2πω1r), q = exp(−2πω2r)
and t = ψ2iω(2πiru) ∈ Hexp(−4pirω) = Hpq. This degeneration, which turns out to preserve
the W (E7)-symmetry (see below), can be proven rigorously, see [23]. This entails in particular a
derivation of the hyperbolic beta integral (4.5) as rigorous degeneration of the elliptic beta integral
(3.2) (see [37, §5.4] for the formal analysis).
Next we give the explicit W (E7) symmetries of Sh(u) in terms of the W (E7) action on u ∈ G2iω
from Section 2.
Theorem 4.1. The hyperbolic hypergeometric function Sh(u) (u ∈ G2iω) is invariant under per-
mutations of (u1, . . . , u8) and it satisfies
Sh(u;ω1, ω2) = Sh(wu;ω1, ω2)
∏
1≤j<k≤4
G(iω − uj − uk;ω1, ω2)
∏
5≤j<k≤8
G(iω − uj − uk;ω1, ω2)
as meromorphic functions in u ∈ G2iω.
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Proof. The proof is analogous to the proof in the elliptic case (Theorem 3.2). For the w-symmetry
we consider for suitable u ∈ G2iω the double integral∫
R2
G(iω ± 2z, iω ± 2x)∏4
j=1 G(uj ± z)G(iω + s± x± z)
∏8
k=5 G(uk − s± x)
dzdx
with s = iω − 12 (u1 + u2 + u3 + u4) = −iω + 12 (u5 + u6 + u7 + u8). We impose the conditions
ℑ(s) < 0 and
(4.6) ℑ(uj − iω) < 0 (j = 1, . . . , 4), ℑ(uk − iω) < ℑ(s) (k = 5, . . . , 8)
on u ∈ G2iω to ensure that the upward and downward pole sequences of the integrand of the double
integral are separated by R. Next we show that the parameter restraints
(4.7) −ℜ( ω
ω1ω2
)
< ℑ( s
ω1ω2
)
< 0
on u ∈ G2iω suffice to ensure absolute convergence of the double integral. Using the reflection
equation and asymptotics (4.3) of G we obtain the estimate
1
|G(iω + s± x± z)| ≤M exp
(
−2πℑ
(s+ iω
ω1ω2
)(|z + x|+ |z − x|)) , ∀ (x, z) ∈ R2
for some constant M > 0. It follows that the factor G(iω + s ± x ± z)−1 of the integrand is
absolutely and uniformly bounded if ℑ((iω + s)/ω1ω2) ≥ 0, i.e. if ℑ(s/ω1ω2) ≥ −ℜ(ω/ω1ω2)
(observe that ℜ( ωω1ω2 ) > 0 due to the imposed conditions ℜ(ωj) > 0 on the periods ωj (j = 1, 2)).
The asymptotic behaviour of the remaining factors of the integrand (which breaks up in factors
only depending on x or on z) can easily be determined by (4.3), leading finally to the parameter
restraints (4.7) for the absolute convergence of the double integral.
It is easy to verify that the parameter subset of G2iω defined by the additional restraints ℑ(s) <
0, (4.6) and (4.7) is non-empty (by e.g. constructing parameters u ∈ G2iω with small associated
balancing parameter s). Using Fubini’s Theorem and the hyperbolic beta integral (4.5), we now
reduce the double integral to a single integral by either evaluating the integral over x, or by
evaluating the integral over z. Using furthermore that
wu = (u1 + s, u2 + s, u3 + s, u4 + s, u5 − s, u6 − s, u7 − s, u8 − s)
for u ∈ G2iω , it follows that the resulting identity is the desired w-symmetry of Sh for the restricted
parameter domain. Analytic continuation now completes the proof. 
The symmetry of Sh(u) (u ∈ G2iω) with respect to the action of the longest Weyl group element
v ∈ W (E7) is as follows.
Corollary 4.2. The hyperbolic hypergeometric function Sh satisfies
(4.8) Sh(u;ω1, ω2) = Sh(vu;ω1, ω2)
∏
1≤j<k≤8
G(iω − uj − uk;ω1, ω2)
as meromorphic functions in u ∈ G2iω.
Proof. This follows from Theorem 4.1 and (3.4). 
4.3. Contiguous relations. Contiguous relations for the hyperbolic hypergeometric function Sh
can be derived in nearly exactly the same manner as we did for the elliptic hypergeometric function
Se (see Section 3.3 and [33, §6]). We therefore only indicate the main steps. Using the p = 0 case
of (3.6) we have
s(x± v)s(y ± z) + s(x± y)s(z ± v) + s(x± z)s(v ± y) = 0,
where s(x± v) = s(x + v)s(x − v). In this subsection we write τjk = τ iω1jk (1 ≤ j 6= k ≤ 8), which
acts on u ∈ G2iω by subtracting iω1 from uj and adding iω1 to uk. We now obtain in analogy to
the elliptic case the difference equation
s((u8 + iω ± (u7 − iω))/ω2)
s((u6 − iω ± (u7 − iω))/ω2)Sh(τ68u) + (u6 ↔ u7) = Sh(u)
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as meromorphic functions in u ∈ G2iω . Using (4.8) we subsequently obtain
s((u7 − u8 + 2iω)/ω2)
s((u7 − u6)/ω2)
5∏
j=1
s((uj + u6)/ω2)Sh(τ86u) + (u6 ↔ u7) =
5∏
j=1
s((uj + u8 − 2iω)/ω2)Sh(u)
as meromorphic functions in u ∈ G2iω . Combining these contiguous relations and simplifying we
obtain
(4.9) A(u)Sh(τ87u)− (u7 ↔ u8) = B(u)Sh(u), u ∈ G2iω ,
where
A(u) = s((2iω − u7 + u8)/ω2)
6∏
j=1
s((uj + u7)/ω2),
B(u) =
s((u8 ± u7)/ω2)s((2iω + u8 − u7)/ω2)s((2iω − u8 + u7)/ω2)
s((2iω + u8 − u6)/ω2)s((2iω + u7 − u6)/ω2)
5∏
j=1
s((−2iω + uj + u6)/ω2)
− s((2iω − u8 + u7)/ω2)s((u7 − u6)/ω2)s((−2iω + u6 + u7)/ω2)
s((2iω + u8 − u6)/ω2)
5∏
j=1
s((uj + u8)/ω2)
+
s((2iω + u8 − u7)/ω2)s((u8 − u6)/ω2)s((−2iω + u6 + u8)/ω2)
s((2iω + u7 − u6)/ω2)
5∏
j=1
s((uj + u7)/ω2).
This leads to the following theorem.
Theorem 4.3. We have
(4.10) A(u)(Sh(τ87u)− Sh(u))− (u7 ↔ u8) = B2(u)Sh(u)
as meromorphic functions in u ∈ G2iω, where A(u) is as above and with B2(u) defined by
(4.11)
B2(u) =
s((u7 ± u8)/ω2)s((u7 − u8 ± 2iω)/ω2)
4
 8∑
j=7
s(2(iω + uj)/ω2)−
6∑
j=1
s(2(iω − uj)/ω2)
 .
Proof. It follows from (4.9) that (4.10) holds with B2(u) = B(u)−A(u)−A(s78u). The alternative
expression (4.11) for B2 was obtained by Mathematica. Observe though that part of the zero locus
of B2(u) (u ∈ G2iω) can be predicted in advance. Indeed, the left hand side of (4.10) vanishes if
u7 = u8 (both terms then cancel each other), and it vanishes if u7 = u8±iω (one term vanishes due
to a s-factor, while the other term vanishes since either Sh(τ87u) = Sh(u) or Sh(τ78u) = Sh(u)).
The zero of B2(u) at u7 = −u8 can be predicted from the fact that all hyperbolic hypergeometric
functions Sh in (4.10) can be evaluated for u7 = −u8 using the hyperbolic beta integral (4.5). 
4.4. The degeneration to the hyperbolic Barnes integral. In this subsection we degenerate
the hyperbolic hypergeometric function Sh(u) (u ∈ G2iω) along the highest root β1278 of R(E7)
with respect to the basis ∆2 of R(E7) (see (2.4) for the associated Dynkin diagram). The resulting
degenerate integralBh(u) thus inherits symmetries with respect to the standard maximal parabolic
subgroup
W2(D6) :=W (E7)β1278 ⊂W (E7),
which is isomorphic to the Weyl group of type D6 and is generated by the simple reflections sα
(α ∈ ∆2 \ {α−23}). The corresponding Dynkin diagram is
•
α−87
•
α−18
•
β5678
•
α−45
•
α−34
◦
α−23
• α−56
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Concretely, for generic parameters u ∈ G2iω we define Bh(u) = Bh(u;ω1, ω2) by
Bh(u;ω1, ω2) = 2
∫
C
∏6
j=3 G(z − uj;ω1, ω2)∏
j=1,2,7,8 G(z + uj;ω1, ω2)
dz.
This integral converges absolutely since the asymptotic behaviour of the integrand at z = ±∞
is exp(−4πω|z|/ω1ω2). We may take the real line as integration contour if u ∈ G2iω satisfies
ℑ(uj − iω) < 0 for all j. Observe that the integral Bh(u) has a unique meromorphic extension
to u ∈ G2iω . We call Bh(u) the hyperbolic Barnes integral since it is essentially Ruijsenaars’
[26] hyperbolic generalization of the Barnes integral representation of the Gauss hypergeometric
function, see Subsection 4.6.
Remark 4.4. The parameter space of the hyperbolic Barnes integral Bh is in fact the quotient
space G2iω/Cβ1278. Indeed, for ξ ∈ C we have
Bh(u+ ξβ1278) = Bh(u)
as meromorphic functions in u ∈ G2iω , which follows by an easy application of (4.3) and Cauchy’s
Theorem.
Proposition 4.5. For u ∈ G2iω satisfying ℑ(uj − iω) < 0 (j = 1, . . . , 8) we have
lim
r→∞
Sh(u− rβ1278) exp
(
2πrω
ω1ω2
)
exp
 πi
2ω1ω2
( ∑
j=1,2,7,8
u2j −
6∑
j=3
u2j
) = Bh(u).
Proof. The conditions on the parameters u ∈ G2iω allows us to choose the real line as integration
contour in the integral expression of Sh(u − rβ1278) (r ∈ R) as well as in the integral expression
of Bh(u). Using that the integrand Ih(u; z) of Sh(u) is even in x, using the reflection equation for
the hyperbolic gamma function, and by a change of integration variable, we have
Sh(u− rβ1278)e
2pirω
ω1ω2 = e
2pirω
ω1ω2
∫ ∞
−∞
G(iω ± 2z)∏
j=1,2,7,8 G(uj − r2 ± z)
∏6
j=3 G(uj +
r
2 ± z)
dz
= 2e
2pirω
ω1ω2
∫ ∞
0
G(iω ± 2z)∏
j=1,2,7,8 G(uj − r2 ± z)
∏6
j=3 G(uj +
r
2 ± z)
dz
= 2
∫ ∞
− r
2
k1(2z + r)k2(z + r)L(z)dz,
where
L(z) =
∏6
j=3 G(z − uj)∏
j=1,2,7,8 G(z + uj)
,
k1(z) =
G(z + iω)
G(z − iω)e
− 2piωz
ω1ω2 =
(
1− e−2piz/ω1)(1− e−2piz/ω2),
k2(z) =
∏
j=1,2,7,8 G(z − uj)∏6
j=3 G(z + uj)
e
4piωz
ω1ω2 .
Here the second expression of k1 follows from the analytic difference equations satisfied by G. The
pointwise limits of k1 and k2 are
lim
z→∞
k1(z) = 1 lim
z→∞
k2(z) = e
pii
2ω1ω2
(
∑
6
j=3
u2j−
∑
j=1,2,7,8
u2j ).
Moreover, observe that k1(z) is uniformly bounded for z ∈ R≥0 by 4, and that k2(z), being a
continuous function on R≥0 with finite limit at infinity, is also uniformly bounded for z ∈ R≥0.
14 F.J. VAN DE BULT, E.M. RAINS, AND J.V. STOKMAN
Denote by χ(−r/2,∞)(z) the indicator function of the interval (−r/2,∞). By Lebesgue’s theorem
of dominated convergence we now conclude that
lim
r→∞
Sh(u − rβ1278)e
2pirω
ω1ω2 = 2 lim
r→∞
∫ ∞
− r
2
k1(2z + r)k2(z + r)L(z)dz
= 2
∫ ∞
−∞
lim
r→∞
χ(−r/2,∞)(z)k1(2z + s)k2(z + s)L(z)dz
= 2e
pii
2ω1ω2
(∑
6
j=3
u2j−
∑
j=1,2,7,8
u2j )
∫ ∞
−∞
L(z)dz
= e
pii
2ω1ω2
(
∑
6
j=3
u2j−
∑
j=1,2,7,8
u2j)Bh(u),
as desired. 
In the following corollary we use Proposition 4.5 to degenerate the hyperbolic beta integral
(4.5). The resulting integral evaluation formula is an hyperbolic analogue of the nonterminating
Saalschu¨tz formula [5, (2.10.12)], see Subsection 5.4.
Corollary 4.6. For generic u ∈ C6 satisfying ∑6j=1 uj = 4iω we have
(4.12)
∫
C
G(z − u4, z − u5, z − u6)
G(z + u1, z + u2, z + u3)
dz =
√
ω1ω2
3∏
j=1
6∏
k=4
G(iω − uj − uk).
Proof. Substitute the parameters u′ = (u1, u2, u4, u5, u6, 0, u3, 0) in Proposition 4.5 with uj ∈ C
satisfying ℑ(uj − iω) < 0 and
∑6
j=1 uj = 4iω. Then Bh(u
′) is the left hand side of (4.12),
multiplied by 2. On the other hand, by Proposition 4.5 and (4.5) we have
Bh(u
′) = lim
r→∞
Sh(u
′ − rβ1278) exp
2πrω
ω1ω2
+
πi
2ω1ω2
(
3∑
j=1
u2j −
6∑
j=4
u2j)

= 2
√
ω1ω2
3∏
j=1
6∏
k=4
G(iω − uj − uk)
× lim
r→∞
∏
1≤j<k≤3 G(iω − uj − uk + r)∏
4≤j<k≤6 G(uj + uk − iω + r)
exp
2πrω
ω1ω2
+
πi
2ω1ω2
(
3∑
j=1
u2j −
6∑
j=4
u2j)

= 2
√
ω1ω2
3∏
j=1
6∏
k=4
G(iω − uj − uk),
where the last equality follows from a straightforward but tedious computation using (4.3). The
result for arbitrary generic parameters u ∈ C6 satisfying ∑6j=1 uj = 4iω now follows by analytic
continuation. 
Next we determine the explicit W2(D6)-symmetries of Bh(u).
Proposition 4.7. The hyperbolic Barnes integral Bh(u) (u ∈ G2iω) is invariant under permuta-
tions of (u1, u2, u7, u8) and of (u3, u4, u5, u6) and it satisfies
(4.13) Bh(u) = Bh(wu)
∏
j=1,2
∏
k=3,4
G(iω − uj − uk)
∏
j=5,6
∏
k=7,8
G(iω − uj − uk)
as meromorphic functions in u ∈ G2iω
Proof. The permutations symmetry is trivial. The symmetry (4.13) can be proven by degenerating
the corresponding symmetry of Sh, see Theorem 4.1. We prove here the w-symmetry by considering
the double integral∫
R2
G(z − u3, z − u4, x− u5 + s, x− u6 + s, z − x− iω − s)
G(z + u1, z + u2, x+ u7 − s, x+ u8 − s, z − x+ iω + s)dzdx
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with s = iω − 12 (u1 + u2 + u3 + u4) = −iω + 12 (u5 + u6 + u7 + u8), where we impose on u ∈ G2iω
the additional conditions
(4.14) −ℜ( ω
ω1ω2
)
< ℑ( s
ω1ω2
)
< ℜ( ω
ω1ω2
)
to ensure the absolute convergence of the double integral (this condition is milder than the corre-
sponding condition (4.7) for Sh due to the missing factors G(iω± 2z, iω± 2x) in the numerator of
the integrand), and the conditions (4.6) to ensure that the upward and downward pole sequences
are separated by R. Using Fubini’s Theorem and the hyperbolic beta integral (4.12), similarly as
in the proof of Theorem 4.1, yields (4.13). 
4.5. The degeneration to the hyperbolic Euler integral. In this subsection we degenerate
the hyperbolic hypergeometric function Sh(u) (u ∈ G2iω) along the highest root α−78 of R(E7) with
respect to the basis ∆1 of R(E7) (see (2.3) for the associated Dynkin diagram). The resulting
degenerate integral Eh(u) thus inherits symmetries with respect to the standard maximal parabolic
subgroup
W1(D6) :=W (E7)α−
78
⊂W (E7),
which is isomorphic to the Weyl group of type D6 and is generated by the simple reflections sα
(α ∈ ∆1 \ {α−76}). The corresponding Dynkin diagram is
•
α−21
•
α−32
•
α−43
•
α−54
•
α−65
◦
α−76
• β1234
By the conditions ℜ(ωj) > 0 on the periods ωj (j = 1, 2) we have that ℜ
(
ω
ω1ω2
)
> 0. For generic
parameters u = (u1, . . . , u6) ∈ C6 satisfying
(4.15) ℑ( 1
ω1ω2
6∑
j=1
uj
)
> ℜ( 2ω
ω1ω2
)
we now define Eh(u) = Eh(u;ω1, ω2) by
Eh(u;ω1, ω2) =
∫
C
G(iω ± 2z;ω1, ω2)∏6
j=1 G(uj ± z;ω1, ω2)
dz.
It follows from the asymptotics (4.3) of the hyperbolic gamma function that the condition (4.15)
on the parameters ensures the absolute convergence of Eh(u). Furthermore, Eh(u) admits a unique
meromorphic continuation to parameters u ∈ C6 satisfying (4.15) (in fact, it will be shown later
that Eh(u) has a unique meromorphic continuation to u ∈ C6 by relating Eh to the hyperbolic
Barnes integral Bh). Observe furthermore that Eh(u) reduces to the hyperbolic beta integral (4.5)
when the parameters u ∈ C6 satisfy the balancing condition ∑6j=1 uj = 4iω. We call Eh(u) the
hyperbolic beta integral since its trigonometric analogue is a natural generalization of the Euler
integral representation of the Gauss hypergeometric function, see Subsection 5.4 and [5, §6.3].
Proposition 4.8. For u ∈ G2iω satisfying ℑ(uj − iω) < 0 (j = 1, . . . , 8), ℑ
(
(u7 + u8)/ω1ω2
) ≥ 0
and (4.15), we have
lim
r→∞
Sh(u− rα−78) exp
(
− πi
ω1ω2
(u7 + u8)(2r − u7 + u8)
)
= Eh(u1, u2, u3, u4, u5, u6).(4.16)
Remark 4.9. Proposition 4.8 is trivial when u7 = −u8 due to the reflection equation for G.
The resulting limit is the hyperbolic beta integral (4.5) (since the balancing condition reduces to∑6
j=1 uj = 4iω).
Proof. The assumptions on the parameters ensure that the integration contours in Sh and Eh can
be chosen as the real line. We denote the integrand of the Euler integral by
J(z) =
G(iw ± 2z)∏6
j=1 G(uj ± z)
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and we set
H(z) =
G(z − u7)
G(z + u8)
exp
(
− πiz
ω1ω2
(u7 + u8)
)
.
This allows us to write write
Ih(u− rα−78; z) exp
(
− 2πir
ω1ω2
(u7 + u8)
)
= J(z)H(r + z)H(r − z),
where (recall) Ih(u; z) is the integrand of the hyperbolic hypergeometric function Sh(u). Observe
that H is a continuous function on R satisfying
lim
z→∞
H(z) = exp
(
πi
2ω1ω2
(u28 − u27)
)
,
lim
z→−∞
H(z) exp
(
2πiz
ω1ω2
(u7 + u8)
)
= exp
(
πi
2ω1ω2
(u27 − u28)
)
by (4.3) and by the reflection equation for the hyperbolic gamma function. Moreover, H is uni-
formly bounded on R in view of the parameter condition ℑ(u7+u8/ω1ω2) ≥ 0 on the parameters,
and we have
lim
r→∞
H(r + z)H(r − z) = exp
(
πi
ω1ω2
(u28 − u27)
)
for fixed z ∈ R.
By Lebesgue’s theorem of dominated convergence we conclude that
lim
r→∞
Sh
(
u− rα−78
)
exp
(
− 2πir
ω1ω2
(u7 + u8)
)
= lim
r→∞
∫
R
J(z)H(r + z)H(r − z)dz
=
∫
R
J(z) lim
r→∞
H(r + z)H(r − z)dz
= Eh(u1, . . . , u6) exp
(
πi
ω1ω2
(u28 − u27)
)
,
as desired. 
As a corollary of Proposition 4.8 we obtain the hyperbolic beta integral of Askey-Wilson type,
initially independently proved in [29] and in [37].
Corollary 4.10. For generic u = (u1, u2, u3, u4) ∈ C4 satisfying ℑ
(
1
ω1ω2
∑4
j=1 uj
)
> ℜ( 2ωω1ω2 ) we
have
(4.17)
∫
C
G(iω ± 2z)∏4
j=1 G(uj ± z)
dz = 2
√
ω1ω2 G(u1 + u2 + u3 + u4 − 3iω)
∏
1≤j<k≤4
G(iω − uj − uk).
Proof. Apply Proposition 4.8 under the additional condition u5 = −u6 on the associated param-
eters u ∈ G2iω . Using the reflection equation for the hyperbolic gamma function we see that
the right hand side of (4.16) becomes the hyperbolic Askey-Wilson integral. On the other hand,
Sh(u− rα−78) can be evaluated by the hyperbolic beta integral (4.5), resulting in∫
C
G(iω ± 2z)∏4
j=1 G(uj ± z)
dz = 2
√
ω1ω2 G(iω − u7 − u8)
∏
1≤j<k≤4
G(iω − uj − uk)
× lim
r→∞
exp
(
− πi
ω1ω2
(u7 + u8)(2r − u7 + u8)
) 4∏
j=1
G(iω − uj − u7 + r)
G(−iω + uj + u8 + r)
= 2
√
ω1ω2 G(u1 + u2 + u3 + u4 − 3iω)
∏
1≤j<k≤4
G(iω − uj − uk),
where we used the balancing condition on u and the asymptotics (4.3) of the hyperbolic gamma
function to obtain the last equality. The additional parameter restrictions which we have imposed
in order to be able to apply Proposition 4.8 can now be removed by analytic continuation. 
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Since both the Euler and Barnes integrals are limits of the hyperbolic hypergeometric function
we can connect them according to the following theorem.
Theorem 4.11. We have
(4.18)
Bh(u) = Eh(u2− s, u7− s, u8− s, u3 + s, u4 + s, u5+ s)
5∏
j=3
G(iω− u1−uj)
∏
j=2,7,8
G(iω− u6−uj).
as meromorphic functions in {u ∈ G2iω | ℑ
(
(u1 + u6)/ω1ω2
)
< ℜ(2ω/ω1ω2)}, where
s =
1
2
(u2 + u6 + u7 + u8)− iω = iω − 1
2
(u1 + u3 + u4 + u5).
Proof. This theorem can be proved by degenerating a suitable E7-symmetry of Sh using Proposi-
tion 4.5 and Proposition 4.8. We prove the theorem here directly by analyzing the double integral
1√
ω1ω2
∫
R2
G(iω ± 2z)∏5j=3 G(x − uj)
G(iω + s+ x± z)G(x+ u1)
∏
j=2,7,8 G(uj − s± z)
dzdx
for ℜ(ω1),ℜ(ω2) > 0, u ∈ G2iω and s = 12 (u2 +u6 +u7 +u8)− iω, where we impose the additional
parameter restraints ω1ω2 ∈ R>0 and
|ℑ(s)| < ℜ(ω), ℑ(u6 + s) < 0
to ensure absolute convergence of the double integral (which follows from a straightforward analysis
of the integrand using (4.3) and (4.4), cf. the proof of Theorem 4.1), and
ℑ(s) < 0, ℑ(iω − uj) > 0 (j = 1, 3, 4, 5), ℑ(iω − uk + s) > 0 (k = 2, 7, 8)
to ensure pole sequence separation by the integration contours. Note that these parameter re-
straints imply the parameter condition ℑ(u1 + u6) < 2ℜ(ω) needed for the hyperbolic Euler
integral in the right hand side of (4.18) to be defined. Integrating the double integral first over
x and using the integral evaluation formula (4.12) of Barnes type, we obtain an expression of the
double integral as a multiple of Eh(u2−s, u3+s, u4+s, u5+s, u7−s, u8−s). Integrating first over
z and using the hyperbolic Askey-Wilson integral (4.17), we obtain an expression of the double
integral as a multiple of Bh(u). The resulting identity is (4.18) for a restricted parameter domain.
Analytic continuation now completes the proof. 
Corollary 4.12. The hyperbolic Euler integral Eh(u) has a unique meromorphic continuation to
u ∈ C6 (which we also denote by Eh(u)).
From the degeneration from Sh to Eh (see Proposition 4.8) it is natural to interpret the pa-
rameter domain C6 as G2iω/Cα−78 via the bijection
(4.19) C6 ∋ u 7→ (u1, . . . , u6, 2iω − 6∑
j=1
uj , 0
)
+ Cα−78.
We use this identification to transfer the naturalW1(D6) =W (E7)α−
78
-action on G2iω/Cα−78 to the
parameter space C6 of the hyperbolic Euler integral. It is generated by permutations of (u1, . . . , u6)
and by the action of w ∈W1(D6), which is given explicitly by
(4.20) w
(
u) = (u1 + s, u2 + s, u3 + s, u4 + s, u5 − s, u6 − s), u ∈ C6,
where s = iω− 12 (u1+u2+u3+u4). An interesting feature ofW1(D6)-symmetries of the hyperbolic
Euler integral (to be derived in Corollary 4.14), is the fact that the nontrivial w-symmetry of Eh
generalizes to the following explicit integral transformation for Eh.
Proposition 4.13. For periods ω1, ω2 ∈ C with ℜ(ω1),ℜ(ω2) > 0 and ω1ω2 6∈ R>0 and for
parameters s ∈ C and u = (u1, . . . , u6) ∈ C6 satisfying
(4.21) ℑ( s
ω1ω2
)
> −ℜ( ω
ω1ω2
)
, ℑ(u1 + u2 + u3 + u4
ω1ω2
)
,ℑ(u5 + u6 − 2s
ω1ω2
)
> ℜ( 2ω
ω1ω2
)
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and
(4.22) ℑ(uj − iω) < 0 (j = 1, . . . , 4), ℑ(uk − iω) < ℑ(s) < 0 (k = 5, 6),
we have ∫
R
Eh(u1, u2, u3, u4, iω + s+ x, iω + s− x) G(iω ± 2x)
G(u5 − s± x, u6 − s± x) dx
= 2
√
ω1ω2
G(iω − u5 − u6 + 2s)
G(iω − u5 − u6, iω + 2s) Eh(u).
(4.23)
Proof. Observe that the requirement ω1ω2 6∈ R>0 ensures the existence of parameters u ∈ C6 and
s ∈ C satisfying the restraints (4.21) and (4.22). Furthermore, (4.21) ensures that
ℑ( 1
ω1ω2
( 6∑
j=1
uj
))
,ℑ( 1
ω1ω2
( 4∑
j=1
uj + 2iω + 2s
))
> ℜ( 2ω
ω1ω2
)
,
hence both hyperbolic Euler integrals in (4.23) are defined. We derive the integral transformation
(4.23) by considering the double integral∫
R2
G(iω ± 2z, iω± 2x)
G(iω + s± x± z)∏4j=1 G(uj ± z)∏6k=5 G(uk − s± x) dzdx,
which absolutely converges by (4.21). Integrating the double integral first over x using the hy-
perbolic Askey-Wilson integral (4.17) yields the right hand side of (4.23). Integrating first over z
results in the left hand side of (4.23). 
Corollary 4.14. The hyperbolic Euler integral Eh(u) (u ∈ C6) is symmetric in (u1, . . . , u6) and
it satisfies
(4.24) Eh(u) = Eh(wu)G(iω − u5 − u6)G(
6∑
j=1
uj − 3iω)
∏
1≤j<k≤4
G(iω − uj − uk)
as meromorphic functions in u ∈ C6.
Proof. The permutation symmetry is trivial. For (4.24) we apply Proposition 4.13 with s =
iω − 12 (u1 + u2 + u3 + u4). The hyperbolic Euler integral in the left hand side of the integral
transformation (4.23) can now be evaluated by the hyperbolic beta integral (4.5). The remaining
integral is an explicit multiple of Eh(wu). The resulting identity yields (4.24) for a restricted
parameter domain. Analytic continuation completes the proof. 
Remark 4.15. The w-symmetry (4.24) of Eh can also be proved by degenerating the w-symmetry
of Sh, or by relating (4.24) to a W2(D6)-symmetry of Bh using Theorem 4.11.
The longest Weyl group element v1 ∈ W1(D6) and the longest Weyl group element v ∈W (E7)
have the same action on G2iω/Cα−78. Consequently, under the identification (4.19), v1 acts on C6
by
v1(u) = (iω − u1, . . . , iω − u6), u ∈ C6.
Corollary 4.16. The symmetry of the hyperbolic Euler integral Eh(u) with respect to the longest
Weyl group element v1 ∈W1(D6) is
Eh(u) = Eh(v1u)G(−3iω +
6∑
j=1
uj)
∏
1≤j<k≤6
G(iω − uj − uk)
as meromorphic functions in u ∈ C6.
Proof. For parameters u ∈ G2iω such that both u and vu satisfy the parameter restraints of
Proposition 4.8, we degenerate the v-symmetry (4.8) of Sh using (4.16). Analytic continuation
completes the proof. 
The contiguous relations for Sh degenerate to the following contiguous relations for Eh.
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Lemma 4.17. We have∏4
j=1 s((uj + u5)/ω2)
s((u5 − u6 + 2iω)/ω2) (Eh(τ
iω1
65 u)− Eh(u))− (u5 ↔ u6)
=s((u5 ± u6)/ω2)s((2iω −
6∑
j=1
uj)/ω2)Eh(u)
(4.25)
as meromorphic functions in u ∈ C6.
Proof. Use Proposition 4.8 to degenerate the contiguous relation (4.10) for the hyperbolic hyper-
geometric function Sh to Eh. 
4.6. Ruijsenaars’ R-function. Motivated by the theory of quantum integrable, relativistic par-
ticle systems on the line, Ruijsenaars [26], [28], [29] introduced and studied a generalized hyper-
geometric R-function R, which is essentially the hyperbolic Barnes integral Bh(u) with respect to
a suitable reparametrization (and re-interpretation) of the parameters u ∈ G2iω . The new param-
eters will be denoted by (γ, x, λ) ∈ C6 with γ = (γ1, . . . , γ4)T ∈ C4, where x (respectively λ) is
viewed as the geometric (respectively spectral) parameter, while the four parameters γj are viewed
as coupling constants. As a consequence of the results derived in the previous subsections, we will
re-derive many of the properties of the generalized hypergeometric R-function, and we obtain a
new integral representation of R in terms of the hyperbolic Euler integral Eh.
Set
N(γ) =
3∏
j=1
G(iγ0 + iγj + iω).
Ruijsenaars’ [26] generalized hypergeometric function R(γ;x, λ;ω1ω2) = R(γ, λ) is defined by
(4.26) R(γ;x, λ) =
1
2
√
ω1ω2
N(γ)
G(iγ0 ± x, iγˆ0 ± λ)Bh(u)
where u ∈ G2iω/Cβ1278 with
(4.27)
u1 = iω, u2 = iω + iγ0 + iγ1, u3 = −iγ0 + x, u4 = −iγ0 − x,
u5 = −iγˆ0 + λ, u6 = −iγˆ0 − λ, u7 = iω + iγ0 + iγ2, u8 = iω + iγ0 + iγ3.
Note that R(γ;x, λ;ω1, ω2) is invariant under permuting the role of the two periods ω1 and ω2.
Observe furthermore that the map (γ, x, λ)→ u+Cβ1278, with u given by (4.27), defines a bijection
C
6 ∼→ G2iω/Cβ1278.
We define the dual parameters γˆ by
(4.28) γˆ =
1
2

1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1
 γ.
We will need the following auxiliary function
c(γ; y) =
1
G(2y + iω)
3∏
j=0
G(y − iγj).
The following proposition was derived by different methods in [28].
Proposition 4.18. R is even in x and λ and self-dual, i.e.
R(γ;x, λ) = R(γ;−x, λ) = R(γ;x,−λ) = R(γˆ;λ, x).
Furthermore, for an element σ ∈ W (D4), where W (D4) is the Weyl-group of type D4 acting on
the parameters γ by permutations and even numbers of sign flips, we have
R(γ;x, λ)
c(γ;x)c(γˆ;λ)N(γ)
=
R(σγ;x, λ)
c(σγ;x)c(σ̂γ;λ)N(σγ)
.
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Proof. These symmetries are all direct consequences of the W2(D6)-symmetries of the hyperbolic
Barnes integral Bh (see Proposition 4.7). Concretely, note that the W2(D6)-action on C
6 ≃
G2iω/Cβ1278 is given by
s78(γ, x, λ) = (γ0, γ1, γ3, γ2, x, λ),
s18(γ, x, λ) = (−γ3, γ1, γ2,−γ0, x, λ),
w(γ, x, λ) = (γ1, γ0, γ2, γ3, x, λ),
s45(γ, x, λ) =
(1
2
(γ0 + γˆ0) +
i
2
(x+ λ),
1
2
(γ1 + γˆ1)− i
2
(x+ λ),
1
2
(γ2 + γˆ2)− i
2
(x + λ),
1
2
(γ3 + γˆ3)− i
2
(x+ λ),
i
2
(γˆ0 − γ0) + 1
2
(x− λ), i
2
(γˆ0 − γ0) + 1
2
(λ− x)),
s34(γ, x, λ) = (γ,−x, λ),
s56(γ, x, λ) = (γ, x,−λ).
The fact that R(γ;x, λ) is even in x and λ follows now from the s34 ∈W2(D6) and s56 ∈ W2(D6)
symmetry of Bh, respectively (see Proposition 4.7). Similarly, the duality is obtained similarly
from the action of s35s46 and using that γ0+γi = γˆ0+ γˆi (i = 1, 2, 3), while the W (D4)-symmetry
in γ follows from considering the action of s27 ∈ W2(D6) (which interchanges γ1 ↔ γ2), s78, s18
and w. 
Remark 4.19. Corollary 4.6 implies the explicit evaluation formula
R(γ; iω + iγ3, λ;ω1, ω2) =
2∏
j=1
G(iω + iγ0 + iγj)
G(iω + iγj + iγ3)G(iγˆj ± λ) .
Using the W (D4)-symmetry of R, this implies
R(γ; iω + iγ0, λ;ω1, ω2) = 1,
in accordance with [26, (3.26)].
Using Proposition 4.7 and Theorem 4.11 we can derive several different integral representations
of the R-function. First we derive the integral representation of R which was previously derived
in [1] by relating R to matrix coefficients of representations of the modular double of the quantum
group Uq(sl2(C)).
Proposition 4.20. We have
R(γ;x, λ) =
N(γ)
2
√
ω1ω2
G(x − iγ0, x− iγ1, λ− iγˆ0, λ− iγˆ1)
G(x + iγ2, x+ iγ3, λ+ iγˆ2, λ+ iγˆ3)
Bh(υ),
where
υ1/2 = x−
λ
2
+
iω
2
± i
2
(γ0 − γ1), υ3/4 = −x−
λ
2
+
iω
2
± i
2
(γ3 − γ2),
υ5/6 =
λ
2
+
iω
2
± i
2
(−γ0 − γ1), υ7/8 =
λ
2
+
iω
2
± i
2
(γ2 + γ3)
and υj/k = α± β means υj = α+ β and υk = α− β.
Proof. Express Bh(s36ws35s28ws18u) in terms of Bh(u) using the W2(D6)-symmetries of the hy-
perbolic Barnes integral Bh (see Proposition 4.7) and specialize u as in (4.27). This gives the
desired equality. 
Moreover we can express R in terms of the hyperbolic Euler integral Eh, which leads to a
previously unknown integral representation.
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Theorem 4.21. We have
R(γ;x, λ) =
1
2
√
ω1ω2
∏3
j=1 G(iγ0 + iγj + iω, λ− iγˆj)
G(λ+ iγˆ0)
Eh(u)
=
1
2
√
ω1ω2
∏3
j=1 G(iγ0 + iγj + iω, λ− iγˆj)
G(λ + iγˆ0)
∏3
j=0 G(iγj ± x)
Eh(υ),
where u ∈ C6 is given by
uj =
iω
2
+ iγj−1 − iγˆ0
2
+
λ
2
, (j = 1, . . . , 4), u5/6 =
iω
2
± x+ iγˆ0
2
− λ
2
,
and υ ∈ C6 is given by
υj =
iω
2
− iγj−1 + iγˆ0
2
+
λ
2
, (j = 1, . . . , 4), υ5/6 =
iω
2
± x− iγˆ0
2
− λ
2
.
Proof. To prove the first equation, express R(γ;x, λ) in terms of R(−γ3, γ1, γ2,−γ0;x, λ) using
the W (D4)-symmetry of R (see Proposition 4.18). Subsequently use the identity relating Bh to
Eh, see Theorem 4.11. To obtain the second equation, apply the symmetry of Eh with respect to
the longest Weyl-group element v1 ∈ W1(D6) (see Corollary 4.16) in the first equation and use
that R is even in λ. 
The contiguous relation for Eh (Lemma 4.17) now becomes the following result.
Proposition 4.22 ([26]). Ruijsenaars’ R-function satisfies the Askey-Wilson second order differ-
ence equation
(4.29) A(γ;x;ω1, ω2)(R(γ;x+ iω1, λ)−R(γ;x, λ)) + (x↔ −x) = B(γ;λ;ω1, ω2)R(γ;x, λ),
where
A(γ;x;ω1, ω2) =
∏3
j=0 s((iω + x+ iγj)/ω2)
s(2x/ω2)s(2(x+ iω)/ω2)
,
B(γ;λ;ω1, ω2) = s((λ − iω − iγˆ0)/ω2)s((λ + iω + iγˆ0)/ω2).
Remark 4.23. As is emphasized in [26], R satisfies four Askey-Wilson second order difference
equations; two equations acting on the geometric variable x (namely (4.29), and (4.29) with the
role of ω1 and ω2 interchanged), as well as two equations acting on the spectral parameter λ by
exploring the duality of R (see Proposition 4.18).
For later purposes, it is convenient to rewrite (4.29) as the eigenvalue equation(Lω1,ω2γ R(γ; · , λ;ω1, ω2))(x) = B(γ;λ;ω1, ω2)R(γ;x, λ;ω1, ω2)
for the Askey-Wilson second order difference operator
(4.30)
(Lω,ω2γ f)(x) := A(γ;x;ω1, ω2)(f(x+ iω1)− f(x))+ (x↔ −x).
5. Trigonometric hypergeometric integrals
5.1. Basic hypergeometric series. In this section we assume that the base q satisfies 0 < |q| <
1. The trigonometric gamma function [24] is essentially the q-gamma function Γq(x), see [5]. For
ease of presentation we express all the results in terms of the q-shifted factorial
(
z; q
)
∞
, which are
related to Γq(x) by
Γq(x) =
(
q; q
)
∞(
qx; q
)
∞
(1− q)1−x
(with a proper interpretation of the right hand side). The q-shifted factorial is the p = 0 degen-
eration of the elliptic gamma function,
(5.1) Γe(z; 0, q) =
1(
z; q
)
∞
.
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while the role of the first order analytic difference equation is taken over by(
z; q
)
∞
= (1 − z)(qz; q)
∞
.
However there is no reflection equation anymore; its role is taken over by the product formula for
Jacobi’s (renormalized) theta function
θ(z; q) =
(
z, q/z; q
)
∞
.
As a function of z the q-shifted factorial
(
z; q
)
∞
is entire with zeros at z = q−n for n ∈ Z≥0. In
this section we call a sequence of the form aq−n (n ∈ Z≥0) an upward sequence (since they diverge
to infinity for large n) and a sequence of the form aqn (n ∈ Z≥0) a downward sequence (as the
elements converge to zero for large n).
We will use standard notations for basic hypergeometric series from [5]. In particular, the r+1φr
basic hypergeometric series is
r+1φr
(
a1, . . . , ar+1
b1, . . . br
; q, z
)
=
∞∑
n=0
(
a1, . . . , ar+1; q
)
n(
q, b1, . . . , br; q
)
n
zn, |z| < 1,
where
(
a; q
)
n
=
∏n−1
j=0 (1− aqj) and with the usual convention regarding products of such expres-
sions. The very-well-poised r+1φr basic hypergeometric series is
r+1Wr
(
a1; a4, a5, . . . , ar+1; q, z
)
= r+1φr
(
a1, qa
1
2
1 ,−qa
1
2
1 , a4, . . . , ar+1
a
1
2
1 ,−a
1
2
1 , qa1/a4, . . . , qa1/ar+1
; q, z
)
.
Finally, the bilateral basic hypergeometric series rψr is defined as
rψr
(
a1, a2, . . . , ar
b1, b2, . . . , br
; q, z
)
=
∞∑
n=0
(
a1, a2, . . . , ar; q
)
n(
b1, b2, . . . , br; q
)
n
zn
+
∞∑
n=1
(
q/b1, q/b2, . . . , q/br; q
)
n(
q/a1, q/a2, . . . , q/ar; q
)
n
(
b1 · · · br
a1 · · · arz
)n
,
provided that |b1 · · · br/a1 · · ·ar| < |z| < 1 to ensure absolute and uniform convergence.
We end this introductory subsection by an elementary lemma which we will enable us to rewrite
trigonometric integrals with compact integration cycle in terms of trigonometric integrals with
noncompact integration cycle. Let H+ be the upper half plane in C. In this section we choose
τ ∈ H+ such that q = e(τ) once and for all, where e(x) is a shorthand notation for exp(2πix). We
furthermore write Λ = Z+ Zτ .
Lemma 5.1. Let u, v ∈ C such that u 6∈ v + Λ. There exists an η = η(u, v) ∈ C, unique up to
Λ-translates, such that
θ
(
e(u+ v − η − x), e(x− η); q)
θ
(
e(u− η), e(v − η); q) =
(
e((v − u)/τ)− 1)θ(e(x− u), e(v − x); q)
τ
(
q, q; q
)
∞
θ
(
e(v − u); q)
×
∞∑
n=−∞
1(
1− e((v − x− n)/τ))(e((x+ n− u)/τ)− 1) .
(5.2)
Proof. Set q˜ = e(−1/τ). The bilateral sum
f(x) =
∞∑
n=−∞
1(
1− e((v − x− n)/τ))(e((x+ n− u)/τ)− 1)
=
1
(1− e((v − x)/τ))(e((x − u)/τ)− 1) 2ψ2
(
e((v − x)/τ), e((u − x)/τ)
q˜e((v − x)/τ), q˜e((u− x)/τ); q˜, q˜
)
defines an elliptic function on C/Λ, with possible poles at most simple and located at u + Λ and
at v+Λ. Hence there exists a η ∈ C (unique up to Λ-translates) and a constant Cη ∈ C such that
f(x) = Cη
θ
(
e(u+ v − η − x), e(x− η); q)
θ
(
e(x− u), e(v − x); q) .
PROPERTIES OF GENERALIZED UNIVARIATE HYPERGEOMETRIC FUNCTIONS 23
We now compute the residue of f at u in two different ways:
Res
x=u
(f) =
τ
2πi
1(
1− e((v − u)/τ))
from the bilateral series expression of f , and
Res
x=u
(f) = − Cη
2πi
θ
(
e(u− η), e(v − η); q)(
q, q; q
)
∞
θ
(
e(v − u); q)
from the expression of f as a quotient of theta-functions. Combining both identities yields an
explicit expression of the constant Cη in terms of η, resulting in the formula
f(x) =
τ
(
q, q; q
)
∞
θ
(
e(v − u); q)(
e((v − u)/τ)− 1) θ
(
e(u+ v − η − x), e(x − η); q)
θ
(
e(x− u), e(v − x), e(u− η), e(v − η); q)
for f . Rewriting this identity yields the desired result. 
5.2. Trigonometric hypergeometric integrals with E6 symmetries. We consider trigono-
metric degenerations of Se(t) (t ∈ Hpq) along root vectors α ∈ R(E8) lying in the W (E7) =
W (E8)δ-orbit
(5.3) O :=W (E7)
(
α+18
)
= {α+jk, γjk | 1 ≤ j < k ≤ 8},
cf. Section 2. The degenerations relate to the explicit bijection
(5.4) G0 ∼−→ Glog(pq), (u1, . . . , u8) 7→ (u1, . . . , u8) + log(pq)α
on the parameter spaces (in logarithmic form) of the associated integrals. We obtain two different
trigonometric degenerations, depending on whether we degenerate along an orbit vector of the
form α = α+jk, or of the form γjk.
Specifically, we consider the trigonometric degenerations St(t) respectively Ut(t) (t ∈ H1) of
Se(t) (t ∈ Hpq) along the orbit vector α+18 and γ18 respectively. The orbit vector α+18 (respectively
γ18) is the additional simple root turning the basis ∆1 (respectively ∆2) of R(E7) into the basis
∆1 (respectively ∆2) of R(E8), see Section 2. The induced symmetry group of St(t) (t ∈ H1) is
the isotropy subgroup W (E7)α+
18
of W (E7), while the induced symmetry group of Ut(t) (t ∈ H1)
is W (E7)γ18 . It follows from the analysis in Section 2 that W (E7)α+
18
= W (E7)γ18 is a maximal,
standard parabolic subgroup of W (E7) with respect to both bases ∆1 and ∆2, isomorphic to the
Weyl group W (E6) of type E6, with corresponding simple roots ∆
′
1 = ∆1 \ {α−21} and ∆′2 =
∆2 \ {α−87}, and with corresponding Dynkin diagrams
◦
α−21
•
α−32
•
α−43
•
α−54
•
α−65
•
α−76
• β1234
◦
α−87
•
α−18
•
β5678
•
α−45
•
α−34
•
α−23
• α−56
Observe that α−18 and α
−
76 are the highest roots of the standard parabolic root system R(E6) of
type E6 in R(E7) corresponding to the bases ∆
′
1 and ∆
′
2 respectively. From now on we write
W (E6) :=W (E7)α+
18
=W (E7)γ18 .
We first introduce the trigonometric hypergeometric integrals St(t) and Ut(t) (t ∈ H1) explicitly.
Their integrands are defined by
It(t; z) =
(z±2, t−11 z
±1, t−18 z
±1; q)∞∏7
j=2(tjz
±1; q)∞
,
Jµt (t; z) = 2
θ(t1t8/µz, z/µ; q)
θ(t1/µ, t8/µ; q)
(
1− z
2
q
) 7∏
i=2
(
z/ti; q
)
∞(
tiz; q
)
∞
∏
j=1,8
1(
tjz/q, tj/z; q
)
∞
,
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where t = (t1, . . . , t8) ∈
(
C×
)8
. For generic t = (t1, . . . , t8) ∈ C8 satisfying
∏8
j=1 tj = 1 and
generic µ ∈ C we now define the resulting trigonometric hypergeometric integrals as
St(t) =
∫
C
It(t; z)
dz
2πiz
, Uµt (t) =
∫
C′
Jµt (t; q)
dz
2πiz
where C (respectively C′) is a deformation of the positively oriented unit circle T including the pole
sequences tjq
Z≥0 (j = 2, . . . , 7) of It(t; z) and excluding their reciprocals (respectively including the
pole sequences tjq
Z≥0 (j = 1, 8) of Jµt (t; z) and excluding the pole sequences t
−1
j q
Z≤1 (j = 1, 8) and
t−1i q
Z≤0 (i = 2, . . . , 7)). As in the elliptic and hyperbolic cases, one observes that St(t) (respectively
Uµt (t)) admits a unique meromorphic extension to the parameter domain {t ∈ C8 |
∏8
j=1 tj = 1}
(respectively {(µ, t) ∈ C× × C8 | ∏8j=1 tj = 1}). We call St(t) the trigonometric hypergeometric
function.
Lemma 5.2. The integral Uµt (t) is independent of µ ∈ C×.
Proof. There are several different, elementary arguments to prove the lemma, we give here the
argument based on Liouville’s Theorem. Note that U qµt (t) = U
µ
t (t), and that the possible poles
of µ 7→ Uµt (t) are at tjqZ (j = 1, 8). Without loss of generality we assume the generic conditions
on the parameters t ∈ C8 (∏8j=1 tj = 1) such that Uµt (t) admits the integral representation as
above, and such that t1 6∈ t8qZ. The latter condition ensures that the possible poles t1qZ, t8qZ of
µ 7→ Uµt (t) are at most simple. But the residue of Uµt (t) at µ = tj (j = 1, 8) is zero, since it is an
integral over a deformation C′ of T whose integrand is analytic within the integration contour C′
and vanishes at the origin. Hence C× ∋ µ 7→ Uµt (t) is bounded and analytic, hence constant by
Liouville’s Theorem. 
In view of Lemma 5.2, we omit the µ-dependence in the notation for Uµt (t). Since It(−t; z) =
It(t;−z) and Jµt (−t; z) = J−µt (t;−z), we may and will view St and Ut as meromorphic function
on H1.
By choosing a special value of µ, we are able to derive another, ”unfolded” integral representa-
tion of Ut(t) as follows. Let H+ by the upper half plane in C. Choose τ ∈ H+ such that q = e(τ),
where e(x) is a shorthand notation for exp(2πix). Recall the surjective map ψ0 : G0 → H1 from
Section 2.
Corollary 5.3. For generic parameters u ∈ G0 we have
Ut(ψ0(2πiu)) =
2
τ
(
q, q; q
)
∞
(
e((u8 − u1)/τ)− 1
)
e(u1)θ(e(u8 − u1); q)
×
∫
L

(
1− e(2x)
q
) 7∏
j=2
(
e(x− uj); q
)
∞(
e(x+ uj); q
)
∞
(
qe(x− u1), qe(x− u8); q
)
∞(
q−1e(x+ u1), q−1e(x+ u8); q
)
∞
× e(x)(
1− e((u8 − x)/τ)
)(
1− e((x− u1)/τ)
)} dx
where the integration contour L is some translate ξ+R (ξ ∈ iR) of the real line with a finite number
of indentations, such that C separates the pole sequences −u1 + Z + Z≤1τ , −u8 + Z + Z≤1τ and
−uj +Z+Z≤0τ (j = 2, . . . , 7) of the integrand from the pole sequences u1 +Z≥0τ and u8 +Z≥0τ .
Remark 5.4. Note that always ξ 6= 0 in Corollary 5.3. Due to the balancing condition∑8j=1 uj = 0,
there are no parameter choices for which L = R can be taken as integration contour. This is a
reflection of the fact that there are no parameters t ∈ H1 such that the unit circle T can be chosen
as integration cycle in the original integral representation Ut(t) =
∫
C′
Jµt (t; z)
dz
2piiz of Ut(t).
Proof. In the integral expression
Ut(ψc(2πiu)) =
∫
C′
Jµt (ψ0(2πiu); z)
dz
2πiz
,
PROPERTIES OF GENERALIZED UNIVARIATE HYPERGEOMETRIC FUNCTIONS 25
we change the integration variable to z = e(x), take µ = e(η(u1, u8)), and we use Lemma 5.1
to rewrite the quotient of theta-functions in the integrand as a bilateral sum. Changing the
integration over the intented line segment with the bilateral sum using Fubini’s Theorem, we can
rewrite the resulting expression as a single integral over a noncompact integration cycle L. This
leads directly to the desired result. 
In the following lemma we show that Ut(t) can be expressed as a sum of two nonterminating
very-well-poised 10φ9 series.
Lemma 5.5. As meromorphic functions in t ∈ H1, we have
Ut(t) =
2(
q, t21, t1t8/q, t8/t1; q
)
∞
7∏
j=2
(
t1/tj ; q
)
∞(
t1tj ; q
)
∞
10W9
( t21
q
; t1t2, t1t3, . . . , t1t7,
t1t8
q
; q, q
)
+
(
t1 ↔ t8
)
.
Proof. For generic t ∈ H1 we shrink the contour C′ in the integral representation of Uµt (t) =∫
C′ J
µ
t (t; z)
dz
2piiz to the origin while picking up the residues at the pole sequences t1q
Z≥0 and t8q
Z≥0
of the integrand Jµt (t; z). The resulting sum of residues can be directly rewritten as a sum of two
very-well-poised 10φ9 series, leading to the desired identity (cf. the general residue techniques in
[5, §4.10]). 
Remark 5.6. Lemma 5.5 yields that Ut(t) is, up to an explicit rescaling factor, an integral form
of the particular sum Φ of two very-well-poised 10φ9 series as e.g. studied in [7] and [15] (see [7,
(1.8)], [15, (9c)]). Note furthermore that the explicit µ-dependent quotient of theta-functions in
the integrand of Uµt (t) has the effect that it balances the very-well-poised 10φ9 series when picking
up the residues of Jµt (t; z) at the two pole sequences t1q
Z≥0 and t8q
Z≥0 .
In the following proposition we show that St (respectively Ut) is the degeneration of Se along
the root vector α+18 (respectively γ18).
Proposition 5.7. Let t = (t1, . . . , t8) ∈ C8 be generic parameters satisfying the balancing condi-
tion
∏8
j=1 tj = 1. Then
St(t) = lim
p→0
Se(pqt1, t2, . . . , t7, pqt8),
Ut(t) = lim
p→0
θ
(
t1t8/pq; q
)
Se
(
(pq)−
1
2 t1, (pq)
1
2 t2, . . . , (pq)
1
2 t7, (pq)
− 1
2 t8).
(5.5)
Proof. For the degeneration to St(t) we use that
Ie(pqt1, t2, . . . , t7, pqt8; z) =
∏7
j=2 Γe(tjz
±1; p, q)
Γe(z±2, t
−1
1 z
±1, t−18 z
±1; p, q)
in view of the reflection equation for Γe, which (pointwise) tends to It(t; z) as p → 0 in view of
(5.1). A standard application of Lebesgue’s dominated convergence theorem leads to the limit of
the associated integrals.
The degeneration to Ut(t) is more involved, since one needs to use a nontrivial symmetry
argument to cancel some unwanted sequences of poles of Ie(t; z). To ease the notations we set
tp =
(
(pq)−
1
2 t1, (pq)
1
2 t2, . . . , (pq)
1
2 t7, (pq)
− 1
2 t8
)
and we denote
Q(z) =
θ
(
(pq)−
1
2 t1t8/µz, (pq)
− 1
2 t1z, (pq)
− 1
2 t8z, (pq)
1
2 z/µ; q
)
θ
(
z2; q
) .
By (3.6), we have the identity
Q(z) +Q(z−1) = θ
(
t1t8/pq, t1/µ, t8µ; q
)
.
Since the integrand Ie(τp; z) is invariant under z 7→ z−1, we can consequently write
θ
(
t1t8/pq; q
)
Se(tp; z) =
2
θ
(
t1/µ, t8/µ; q
) ∫
C
Q(z)Ie(tp; z)
dz
2πiz
,
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with C a deformation of the positively oriented unit circle T seperating the downward pole se-
quences of the integrand from the upward pole sequences. Taking (pq)
1
2 z as a new integration
variable and using the functional equation and reflection equation of Γe, we obtain the integral
representation
θ
(
t1t8/pq; q
)
Se(tp; z) =
= 2
∫
C
θ
(
t1t8/µz, z/µ; q
)
θ
(
t1/µ, t8/µ; q
) θ(z2/q; p) 7∏
j=2
Γe(tjz; p, q)
Γe(z/tj; p, q)
∏
j=1,8
Γe
(
tjz/q, tj/z; p, q
) dz
2πiz
,
(5.6)
where C is a deformation of the positively oriented unit circle T which includes the pole sequences
t1p
Z≥0qZ≥0 , t8p
Z≥0qZ≥0 and tjp
Z≥1qZ≥1 (j = 2, . . . , 7), and which excludes the pole sequences
t−11 p
Z≤0qZ≤1 , t−18 p
Z≤0qZ≤1 and t−1j p
Z≤0qZ≤0 (j = 2, . . . , 7). We can now take the limit p → 0 in
(5.6) with p-independent, fixed integration contour C, leading to the desired limit relation
lim
p→0
θ
(
t1t8/pq; q
)
Se(tp) = U
µ
t (t).

Remark 5.8. Observe that Lemma 5.5 and the proof of Proposition 5.7 entail independent proofs
of Lemma 5.2.
By specializing the parameters t ∈ H1 in Proposition 5.7 further, we arrive at trigonometric
integrals which can be evaluated by (3.2). The resulting trigonometric degenerations lead immedi-
ately to the trigonometric Nassrallah-Rahman integral evaluation formula [5, (6.4.1)] and Gasper’s
integral evaluation formula [5, (4.11.4)]:
Corollary 5.9. For generic t = (t1, . . . , t6) ∈ C6 satisfying the balancing condition
∏6
j=1 tj = 1
we have
∫
C
(
z±2, t−11 z
±1; q
)
∞∏6
j=2
(
tjz±1; q
)
∞
dz
2πiz
=
2
∏6
j=2
(
1/t1tj ; q
)
∞(
q; q
)
∞
∏
2≤j<k≤6
(
tjtk; q
)
∞
,
∫
C′
θ
(
t5t6/µz, z/µ; q
)
θ
(
t5/µ, t6/µ; q
) (1− z2
q
) 4∏
j=1
(
z/tj; q
)
∞(
tjz; q
)
∞
∏
k=5,6
1(
tkz/q, tk/z; q
)
∞
dz
2πiz
=
=
∏
1≤j<k≤4
(
1/tjtk; q
)
∞(
q, t5t6/q; q
)
∞
∏4
j=1
∏6
k=5
(
tjtk; q
)
∞
,
where C is the deformation of T seperating the pole sequences tjqZ≥0 (j = 2, . . . , 6) of the inte-
grand from their reciprocals, and where C′ is the deformation of T seperating the pole sequences
t5q
Z≥0 , t6q
Z≥0 of the integrand from the pole sequences t−1j q
Z≤0 (j = 1, . . . , 4), t−15 q
Z≤1 and t−16 q
Z≤1 .
Proof. For the first integral evaluation, take t ∈ H1 and t7 = t−18 in the degeneration from Se to
St, and use the elliptic Nassrallah-Rahman integral evaluation formula (3.2).
For the second integral evaluation, take t ∈ H1 with t6 = t−17 in the degeneration from Se to
Uµt and again use (3.2) to evaluate the elliptic integral. It leads to the second integral evaluation
formula with generic parameters (t1, t2, t3, t4, t5, t8) ∈ C6 satisfying t1 · · · t5t8 = 1. 
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The second integral in Corollary 5.9 can be unfolded using Corollary 5.3. We obtain for generic
parameters u ∈ C6 satisfying ∑6j=1 uj = 0,∫
L

(
1− e(2x)
q
) 4∏
j=1
(
e(x− uj); q
)
∞(
e(x+ uj); q
)
∞
(
qe(x− u5), qe(x− u6); q
)
∞(
q−1e(x+ u5), q−1e(x+ u6); q
)
∞
× e(x)(
1− e((u6 − x)/τ)
)(
1− e((x− u5)/τ)
)} dx
=
τt5θ
(
t6/t5; q
)(
e((u6 − u5)/τ)− 1
) (q; q)∞∏1≤j<k≤4(1/tjtk; q)∞(
t5t6/q
)
∞
∏4
j=1
∏6
k=5
(
tjtk; q
)
∞
,
where τ ∈ H+ such that q = e(τ), where tj = e(uj) (j = 1, . . . , 6) and where the integration
contour L is some translate ξ + R (ξ ∈ iR) of the real line with a finite number of indentations,
such that C separates the pole sequences −u5 + Z+ Z≤1τ , −u6 + Z+ Z≤1τ and −uj + Z+ Z≤0τ
(j = 1, . . . , 4) of the integrand from the pole sequences u5+Z≥0τ and u6+Z≥0τ . This is Agarwal’s
identity [5, (4.7.5)].
Furthermore, using Lemma 5.5 the second integral in Corollary 5.9 can be written as a sum of
two very-well-poised 8φ7-series. We obtain for generic t ∈ C6 satisfying
∏6
j=1 tj = 1,
1(
q, t25, t5t6/q, t6/t5; q
)
∞
4∏
j=1
(
t5/tj ; q
)
∞(
t5tj ; q
)
∞
8W7
( t25
q
; t5t1, t5t2, t5t3, t5t4,
t5t6
q
; q, q
)
+ (t5 ↔ t6)
=
∏
1≤j<k≤4
(
1/tjtk; q
)
∞(
q, t5t6/q; q
)
∞
∏4
j=1
∏6
k=5
(
tjtk; q
)
∞
which is Bailey’s summation formula [5, (2.11.7)] of the sum of two very-well-poised 8φ7 series.
We can now compute the (nontrivial) W (E6)-symmetries of the trigonometric hypergeometric
integrals St and Ut by taking limits of the corresponding symmetries on the elliptic level using
Proposition 5.7. We prefer to give a derivation based on the trigonometric evaluation formulas
(see Corollary 5.9), in analogy to our approach in the elliptic and hyperbolic cases.
Proposition 5.10. The trigonometric integrals St(t) and Ut(t) (t ∈ H1) are invariant under
permutations of (t1, t8) and of (t2, . . . , t7). Furthermore,
St(t) = St(wt)
(
1/t1t2, 1/t1t3, 1/t1t4, 1/t8t5, 1/t8t6, 1/t8t7; q
)
∞(
t2t3, t2t4, t3t4, t5t6, t5t7, t6t7; q
)
∞
,
Ut(t) = Ut(wt)
(
1/t2t3, 1/t2t4, 1/t3t4, 1/t5t6, 1/t5t7, 1/t6t7; q
)
∞(
t1t2, t1t3, t1t4, t5t8, t6t8, t7t8; q
)
∞
(5.7)
as meromorphic functions in t ∈ H1.
Proof. In order to derive the w-symmetry of St(t) we consider the double integral∫
T2
(
z±2, x±2, t−11 z
±1, st−18 x
±1; q
)
∞(
t2z±1, t3z±1, t4z±1, sz±1x±1, s−1t5x±1, s−1t6x±1, s−1t7x±1; q
)
∞
dz
2πiz
dx
2πix
for parameters (t1, . . . , t8) ∈ C8 satisfying
∏8
j=1 tj = 1, where s
2t1t2t3t4 = 1 = s
−2t5t6t7t8 and
where we assume the additional parameter restraints
|t2|, |t3|, |t4|, |s|, |t5/s|, |t6/s|, |t7/s| < 1
to ensure that the integration contour T separates the downward sequences of poles of from
the upward sequences. The desired transformation then follows by either integrating the double
integral first to x, or first to z, using in each case the trigonometric Nassrallah-Rahman integral
evaluation formula (see Corollary 5.9).
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The proof of the w-symmetry of Ut(t) follows the same line of arguments. For ǫ > 0 we denote
ǫT for the positively oriented circle in the complex plane with radius ǫ and centered at the origin.
The w-symmetry
U
µ/s
t (t) = U
µ
t (wt)
(
1/t2t3, 1/t2t4, 1/t3t4, 1/t5t6, 1/t5t7, 1/t6t7; q
)
∞(
t1t2, t1t3, t1t4, t5t8, t6t8, t7t8; q
)
∞
for t ∈ H1, where s2t1t2t3t4 = 1 = s−2t5t6t7t8, by considering for (t1, . . . , t8) ∈ C8 satisfying∏8
j=1 tj = 1 the double integral∫(
|qs|T
)2
{
θ
(
st1t8/µz, t8z/µx, x/µ; q
)
θ
(
st8/µ, st1/µ, t8/sµ; q
) (1− z2
q
)(
1− x
2
q
)
×
(
z/t2, z/t3, z/t4, xz/s, sx/t5, sx/t6, sx/t7; q
)
∞(
t1z/q, t1/z, t2z, t3z, t4z, sxz/q, sz/x, sx/z, t5x/s, t6x/s, t7x/s, t8x/qs, t8/sx; q
)
∞
}
dz
2πiz
dx
2πix
with s2t1t2t3t4 = 1 = s
−2t5t6t7t8, where we assume the additional parameter restraints
0 < |s| ≪ |q 12 |, |t1|, |t−12 |, |t−13 |, |t−14 | < |qs|, |t5|, |t6|, |t7| < |q−1|, |t8| < |qs2|
to ensure a proper separation by the integration contours of the upward sequences of poles from the
downward sequences. Using the second trigonometric integral evaluation formula of Corollary 5.9
then yields the desired result for the restricted parameter domain. Analyic continuation completes
the proof. 
Remark 5.11. Rewriting Ut(t) as a sum of two very-well-poised 10φ9 series (see Lemma 5.5 and
Remark 5.6), the w-symmetry of Ut(t) becomes Bailey’s four-term transformation formula [5,
(2.12.9)], see also [7]. The identification of the symmetry group of Ut with the Weyl group of type
E6 has been derived by different methods in [15].
Finally we relate the two trigonometric integrals St and Ut. We can obtain the following
proposition as a degeneration of a particular W (E7)-symmetry of Se, but we prefer here to give a
direct proof using double integrals.
Proposition 5.12. As meromorphic function in t ∈ H1, we have
St(t)
∏
2≤j<k≤5(tjtk; q)∞(t6t7; q)∞
(1/qt1t8, 1/t1t6, 1/t1t7, 1/t8t6, 1/t8t7; q)∞
= Ut(t6/s, st2, st3, st4, st5, t1/s, t8/s, t7/s),
where t2t3t4t5s
2 = 1 = t1t6t7t8/s
2
Proof. For (t1, . . . , t8) ∈ C8 satisfying
∏8
j=1 tj = 1 we consider the double integral∫
z∈ηT
∫
x∈T
θ(µz, t6t7µ/s
2z)
θ(t6µ/s, t7µ/s)
(
1− z
2
q
) 5∏
j=2
1
(tjx±1; q)∞
× (x
±2, zx±1/s, sz/t1, sz/t8; q)∞
(szx±1, t7z/sq, t7/sz, t6z/sq, t6/sz, t1z/s, t8z/s; q)∞
dx
2πix
dz
2πiz
,
with s2t2t3t4t5 = 1 = s
−2t1t6t7t8 and with 0 < η < min
(|s−1|, |q 12 |), where we assume the
additional parameter restraints
|t2|, |t3|, |t4|, |t5| < 1, |t6|, |t7| < η|s|, |t1|, |t8| < η−1|s|
to ensure a proper separation by the integration contours of the upward sequences of poles from
the downward sequences. Using Corollary 5.9, we can first integrate over x using the trigonometric
Nassrallah-Rahman integral evaluation formula, or first integrate over z using the second integral
evaluation formula of Corollary 5.9. The resulting identity gives the desired result for restricted
parameter values. Analytic continuation completes the proof. 
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Remark 5.13. (i) Combining Proposition 5.12 with Lemma 5.5 we obtain an expression of St(t)
as a sum of two very-well-poised 10φ9 series, which is originially due to Rahman [5, (6.4.8)].
(ii) For e.g. t1t6 = q
m (m ∈ Z≥0), it follows from (i) (see also [20] and [5, (6.4.10)]) that the
St(t; p, q) essentially coincides with the biorthogonal rational function of Rahman [20], which is
explicitly given as a terminating very-well-poised 10φ9 series.
5.3. Contiguous relations. The fundamental equation on this level equals
(5.8)
1
y
(1 − vx±1)(1 − yz±1) + 1
z
(1− vy±1)(1 − zx±1) + 1
x
(1− vz±1)(1− xy±1) = 0
where (1− ax±1) = (1 − ax)(1 − ax−1). The fundamental relation (5.8) is the p = 0 reduction of
(3.6). In this section τij = τ
− log(q)
ij acts as in the elliptic case by multiplying ti by q and dividing
tj by q. Formula (5.8) leads as in the elliptic case to the difference equation
(5.9)
(1− t5t±16 /q)
(1− t4t±16 )
St(τ45t) +
(1− t5t±14 /q)
(1− t6t±14 )
St(τ65t) = St(t), t ∈ H1.
To obtain a second difference equation between trigonometric hypergeometric functions where two
times the same parameter is multiplied by q, we can mimick the approach in the elliptic case with
the role of the longest Weyl group element taken over by the element u = ws35s46w ∈ W(E6).
Alternatively, one can rewrite the difference equation (3.8) for Se in the form
θ
(
t3/qt4, 1/t1t5, 1/t8t5, t2t5/q, t5t6/q, t5t7/q; p
)
θ
(
t3/t5; p
) Se(τ45 t˜) + (t3 ↔ t5) =
= θ
(
1/qt1t4, 1/qt8t4, t2t4, t4t6, t4t7; p
)
Se(t˜)
where t ∈ H1 and t˜ = (pqt1, t2, . . . , t7, pqt8), and degenerate it using Proposition 5.7. We arrive
at
(5.10)
(1− t3/qt4)
(1− t3/t5)
∏
j=1,8
(1− 1/t5tj)
(1 − 1/qt4tj)
∏
j=2,6,7
(1 − t5tj/q)
(1− t4tj) St(τ45t)+(t3 ↔ t5) = St(t), t ∈ H1
Together these equations imply the following result.
Proposition 5.14. We have
(5.11) A(t)St(τ45t) + (t4 ↔ t5) = B(t)St(t)
as meromorphic functions in t ∈ H1, where
A(t) = −
(1− 1t1t5 )(1− 1t8t5 )
∏
j=2,3,6,7(1− t5tjq )
t4(1 − t4t5q )(1− t5qt4 )(1 − t4t5 )
B(t) = −
(1− 1qt1t6 )(1 − 1qt8t6 )(1 − t3t6)(1 − t7t6)(1 − t2t6)
t6(1− t4qt6 )(1−
t5
qt6
)
+
(1 − t6t4 )(1 − t6t4)
∏
j=1,8(1 − 1tjt5 )
∏
j=2,3,7(1 − tjt5q )
t6(1− t5qt6 )(1 −
t4t5
q )(1 − t5qt4 )(1−
t4
t5
)
+
(1 − t6t5 )(1 − t6t5)
∏
j=1,8(1 − 1tjt4 )
∏
j=2,3,7(1 − tjt4q )
t6(1− t4qt6 )(1 −
t4t5
q )(1 − t4qt5 )(1−
t5
t4
)
.
Despite the apparent asymmetric expression B still satisfies B(s67t) = B(t).
The contiguous relation for the elliptic hypergeometric function Se with step-size p can also be
degenerated to the trigonometric level. A direct derivation is as follows. By (3.6) we have
θ(t−18 t
±1
7 ; q)
θ(t6t
±1
7 ; q)
It(t1, t2, . . . , t5, qt8, t7, t6/q; z) +
θ(t−18 t
±1
6 ; q)
θ(t7t
±1
6 ; q)
It(t1, t2, . . . , t6, qt8, t7/q; z) = It(t; z).
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Integrating this equation we obtain
(5.12)
θ(t−18 t
±1
7 ; q)
θ(t6t
±1
7 ; q)
St(t1, t2, . . . , t5, qt8, t7, t6/q) + (t6 ↔ t7) = St(t)
as meromorphic functions in t ∈ H1, a three term transformation for St. The three term transfor-
mation [7, (6.5)] is equivalent to the sum of two equations of this type (in which the parameters
are chosen such that two terms coincide and two other terms cancel each other).
Remark 5.15. In [15] it is shown that there are essentially five different types of three term
transformations for Φ (see Remark 5.6), or equivalently of the integrals Ut and St. The different
types arise from a careful analysis of the three term transformations in terms of the W (E7)-action
on H1. It is likely that all five different types of three term transformations for Φ can be re-
obtained by degenerating contiguous relations for Se with step-size p (similarly as the derivation
of (5.12)): concretely, the five prototypes are in one-to-one correspondence to the orbits of
{(α, β, γ) ∈ O3 |α, β, γ are pair-wise different}
under the diagonal action of W (E7), where O is the W (E7)-orbit (5.3).
5.4. Degenerations with D5 symmetries. In this section we consider degenerations of St and
Ut with symmetries with respect to the Weyl group of type D5. Compared to the analysis on the
hyperbolic level, we introduce a trigonometric analog of the Euler and Barnes’ type integrals, as
well as a third, new type of integral arising as degeneration of Ut. We first introduce the degenerate
integrals explicitly.
For generic t = (t1, . . . , t6) ∈
(
C×
)6
we define the trigonometric Euler integral as
(5.13) Et(t) =
∫
C
(
z±2, t−11 z
±1; q
)
∞∏6
j=2
(
tjz±1; q
)
∞
dz
2πiz
,
where C is a deformation of the positively oriented unit circle T seperating the decreasing pole
sequences tjq
Z≥0 (j = 2, . . . , 6) of the integrand from their reciprocals. We have Et(−t) = Et(t),
and Et has a unique meromorphic extension to
(
C×
)6
. The resulting meromorphic function on(
C×
)6
/C2 is denoted also by Et.
For generic µ ∈ C× and generic t = (t1, . . . , t8) ∈ C8 satisfying the balancing condition∏8
j=1 tj = 1 we define the trigonometric Barnes integral as
(5.14) Bt(t) = 2
∫
C
θ(t2t7/µz, z/µ; q)
θ(t2/µ, t7/µ; q)
(z/t1, z/t8; q)∞∏6
j=3(tjz; q)∞(t2/z, t7/z; q)∞
dz
2πiz
,
where C is a deformation of T seperating the decreasing pole sequences t2qZ≥0 and t7qZ≥0 of the
integrand from the increasing pole sequences t−1j q
Z≤0 (j = 3, . . . , 6). Analogously to the analysis
of the integral Ut(t), we have that the trigonometric Barnes integral Bt(t) uniquely extends to a
meromorphic function in {(µ, t) ∈ C× × C8 | ∏8j=1 tj = 1} which is independent of µ (cf. Lemma
5.2). Furthermore, by a change of integration variable we have Bt(−t) = Bt(t), hence Bt may
(and will) be interpreted as meromorphic function on H1.
Finally, for generic t = (t1, . . . , t6) ∈
(
C×
)6
we consider
(5.15) Vt(t) = 2
∫
C
θ
(
qt2t3t4t5t6z; q
)
θ
(
qt1t2t3t4t5t6; q
) (1− z2
q
) 6∏
j=2
(
z/tj; q
)
∞(
tjz; q
)
∞
1(
t1z/q, t1/z; q
)
∞
dz
2πiz
,
where C is a deformation of T seperating the decreasing pole sequence t1qZ≥0 of the integrand
from the remaining (increasing) pole sequences. As before, Vt unique extends to a meromorphic
function on
(
C
×
)6
/C2.
Similarly as for Ut(t), the trigonometric Barnes integral Bt(t) can be unfolded. Recall that
q = e(τ) with τ ∈ H+, where e(x) is a shorthand notation for exp(2πix).
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Lemma 5.16. For generic parameters u ∈ G0 we have
Bt(ψ0(2πiu)) =
2
τ
(
q, q; q
)
∞
(
e((u7 − u2)/τ)− 1
)
e(u2)θ(e(u7 − u2); q)
×
∫
L
{(
e(x− u1), qe(x− u2), qe(x− u7), e(x− u8); q
)
∞(
e(x+ u3), e(x+ u4), e(x+ u5), e(x+ u6); q
)
∞
× e(x)(
1− e((u7 − x)/τ)
)(
1− e((x− u2)/τ)
)} dx,
where the integration contour L is some translate ξ + R (ξ ∈ iR) of the real line with a finite
number of indentations, such that C separates the pole sequences −uj + Z + Z≤0τ (j = 3, . . . , 6)
of the integrand from the pole sequences u2 + Z≥0τ and u7 + Z≥0τ .
Proof. The proof is similar to the proof of Corollary 5.3. 
For Bt(t) and Vt(t) we have the following series expansions in balanced 4φ3’s (respectively in a
very-well-poised 8φ7).
Lemma 5.17. (a) We have
Bt(t) =
2
(
t2/t1, t2/t8; q
)
∞(
q, t7/t2, t2t3, t2t4, t2t5, t2t6; q
)
∞
4φ3
(
t2t3, t2t4, t2t5, t2t6
qt2/t7, t2/t1, t2/t8
; q, q
)
+ (t2 ↔ t7)
as meromorphic functions in t ∈ H1.
(b) We have
Vt(t) =
2(
q, t21; q
)
∞
6∏
j=2
(
t1/tj ; q
)
∞(
t1tj ; q
)
∞
8W7
(
t21
q
; t1t2, t1t3, . . . , t1t6; q,
1
t1t2t3t4t5t6
)
as meromorphic functions in t ∈ (C×)6/C2: |t1t2t3t4t5t6| > 1.
Proof. This follows by a straightforward residue computation as in the proof of Lemma 5.5 (cf.
also [5, §4.10]). For (a) one picks up the residues at the increasing pole sequences t2qZ≥0 and
t7q
Z≥0 of the integrand of Bt(t); for (b) one picks up the residues at the single increasing pole
sequence t1q
Z≥0 of the integrand of Vt(t). 
Proposition 5.18. For generic t ∈ H1 we have
lim
u→0
St(t1, . . . , t6, t7u, t8/u) = Et(t1, . . . , t6),
lim
u→0
(
t2t7/u; q
)
∞
St(t1u
− 1
2 , t2u
− 1
2 , t3u
1
2 , t4u
1
2 , t5u
1
2 , t6u
1
2 , t7u
− 1
2 , t8u
− 1
2 ) = Bt(t),
lim
u→0
(
t1t7/u; q
)
∞
Ut(t1, . . . , t6, t7/u, t8u) = Vt(t1, . . . , t6),
lim
u→0
Ut(t2u
1
2 , t1u
1
2 , t3u
− 1
2 , t4u
− 1
2 , t5u
− 1
2 , t6u
− 1
2 , t8u
1
2 , t7u
1
2 ) = Bt(t).
Proof. The first limit is direct. For the second limit, we follow the same approach as in the proof
of Proposition 5.7. Define Q(z) as
Q(z) =
θ(t2zs
− 1
2 , t7zs
− 1
2 , µzs
1
2 , t2t7µs
− 1
2 z−1; q)
θ(z2; q)
.
Using (3.6) we obtain the equation
Q(z) +Q(z−1) = θ(t2t7/s, t2µ, t7µ; q),
and hence, as in the proof of Proposition 5.7,
(t2t7/u; q)∞St(tu) = 2
(t2t7/u; q)∞
θ(t2t7/u, t2µ, t7µ; q)
∫
C
It(tu; z)Q(z)
dz
2πiz
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for an appropriate contour C, where we use the abbreviated notation
tu = (t1u
− 1
2 , t2u
− 1
2 , t3u
1
2 , t4u
1
2 , t5u
1
2 , t6u
1
2 , t7u
− 1
2 , tus
− 1
2 ).
Taking u−
1
2 z as new integration variable we obtain
(ut2t7; q)∞St(tu) = 2
∫
C
θ(µz, t2t7µ/z; q)
θ(t2µ, t7µ; q)
(z/t1, z/t8; q)∞∏6
j=3(tjz; q)∞(t2/z, t7/z; q)∞
× (1− u
z2
)
(ut−11 /z, ut
−1
8 /z, qut
−1
2 /z, qut
−1
7 /z; q)∞
(qu/t2t7; q)∞
∏6
j=3(tju/z; q)∞
dz
2πiz
,
where, for u small enough, we take C to be a u-independent deformation of T seperating the
decreasing pole sequences t2q
Z≥0 , t7q
Z≥0 and tjuq
Z≥0 (j = 3, . . . , 6) of the integrand from the
decreasing pole sequences t−1j q
Z≤0 (j = 3, . . . , 6). The limit u → 0 can be taken in the resulting
integral, leading to the desired result.
To prove the third limit, we set µ = q/t1t7t8 in the integral expression of Ut(t) =
∫
C′ J
µ
t (t; z)
dz
2piiz
to remove the contribution
(
t7z; q
)
∞
in the denominator of the integrand:
Ut(t) = 2
∫
C′
θ(t1t7t8/z; q)
θ(t1t7, t7t8; q)
(
1− z
2
q
) 6∏
j=2
(
z/tj; q
)
∞(
tjz; q
)
∞
(
z/t7, q/t7z; q
)
∞(
t1z/q, t1/z, t8z/q, t8/z; q
)
∞
dz
2πiz
.
In the resulting integral the desired limit can be taken directly, leading to the desired result.
For the fourth limit, one easily verifies that
Bt(t) = lim
u→0
Uµu
1
2
t (t2u
1
2 , t1u
1
2 , t3u
− 1
2 , t4u
− 1
2 , t5u
− 1
2 , t6u
− 1
2 , t8u
1
2 , t7u
1
2 )
for generic t ∈ H1 after changing integration variable z to zu 12 on the right hand side. 
Proposition 5.18 and Corollary 5.9 immediately lead to the following three trigonometric integral
evaluations (of which the first is the well known Askey-Wilson integral evaluation [5, (6.1.4)]).
Corollary 5.19. For generic parameters t = (t1, t2, t3, t4) ∈ C4 we have∫
C
(
z±2; q
)
∞∏4
j=1
(
tjz±1; q
)
∞
dz
2πiz
=
2
(
t1t2t3t4; q
)
∞(
q; q
)
∞
∏
1≤j<k≤4
(
tjtk; q
)
∞
,
∫
C′
θ
(
qt2t3t4z; q
)
θ
(
qt1t2t3t4; q
) (1− z2
q
) (
z/t2, z/t3, z/t4; q
)
∞(
t1/z, t1z/q, t2z, t3z, t4z; q
)
∞
dz
2πiz
=
(
qt1t2t3t4, 1/t2t3, 1/t2t4, 1/t3t4; q
)
∞(
q, t1t2, t1t3, t1t4; q
)
∞
with C (respectively C′) a deformation of T separating the sequences tjqZ≥0 (j = 1, . . . , 4) from
their reciprocals (respectively separating t1q
Z≥0 from t−11 q
Z≤1 , t−12 q
Z≤0 , t−13 q
Z≤0 and t−14 q
Z≤0).
For generic µ ∈ C× and t ∈ C6 satisfying ∏6j=1 tj = 1 we have∫
C
θ
(
t1t5/µz, z/µ; q
)
θ
(
t1/µ, t5/µ; q
) (z/t6; q)∞(
t1/z, t2z, t3z, t4z, t5/z; q
)
∞
dz
2πiz
=
1(
q; q
)
∞
4∏
j=2
(
1/tjt6; q
)
∞(
t1tj , tjt5; q
)
∞
,
with C a deformation of T separating the pole sequences t1qZ≥0 , t5qZ≥0 from t−12 qZ≤0 , t−13 qZ≤0 and
t−14 q
Z≤0 .
Proof. Specializing the degeneration from St to Et in Proposition 5.18 to generic parameters
t ∈ H1 under the additional condition t1t2 = 1 and using the trigonometric Nassrallah-Rahman
integral evaluation (Corollary 5.9) leads to the Askey-Wilson integral evaluation with correspond-
ing parameters (t3, t4, t5, t6).
Similarly, specializing the degeneration from Ut to Vt (respectively St to Bt) to generic pa-
rameters t ∈ H1 under the additional condition t2t3 = 1 (respectively t1t3 = 1) and using the
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Nassrallah-Rahman integral evaluation we obtain the second (respectively third) integral evalua-
tion with parameters (t1, t4, t5, t6) (respectively (t2, t4, t5, t6, t7, t8)). 
Various well-known identities are direct consequences of Corollary 5.19. Firstly, analogous to
the unfolding of the integrals Ut and Vt (see Corollary 5.3 and Lemma 5.16), the left hand side of
the third integral evaluation can be unfolded. We obtain for generic u ∈ C6 with ∑6j=1 uj = 0,∫
L
(
qe(x− u1), qe(x− u5), e(x− u6); q
)
∞(
e(x+ u2), e(x+ u3), e(x+ u4); q
)
∞
e(x)(
1− e((u5 − x)/τ)
)(
1− e((x− u1)/τ)
) dx
=
τt1θ
(
t5/t1; q
)(
e((u5 − u1)/τ)− 1
) (q, 1/t2t6, 1/t3t6, 1/t4t6; q)∞(
t1t2, t1t3, t1t4, t2t5, t3t5, t4t5; q
)
∞
where τ ∈ H+ such that q = e(τ), where tj = e(uj) (j = 1, . . . , 6) and where the integration
contour L is some translate ξ + R (ξ ∈ iR) of the real line with a finite number of indentations
such that C separates the pole sequences −uj+Z+Z≤0τ (j = 2, 3, 4) of the integrand from the pole
sequences u1 + Z≥0τ and u5 + Z≥0τ . This integral identity is Agarwal’s [5, (4.4.6)] trigonometric
analogue of Barnes’ second lemma.
The left hand side of the second integral evaluation in Corollary 5.19 can be rewritten as a
unilateral sum by picking up the residues at t1q
Z≥0 , cf. Lemma 5.5. The resulting identity is
6φ5
(
q−1t21, q
1
2 t1,−q 12 t1, t1t2, t1t3, t1t4
q−
1
2 t1,−q− 12 t1, t1/t2, t1/t3, t1/t4
; q,
1
t1t2t3t4
)
=
(
t21, 1/t2t3, 1/t2t4, 1/t3t4; q
)
∞(
1/t1t2t3t4, t1/t2, t1/t3, t1/t4; q
)
∞
,
for generic t ∈ C4 satisfying |t1t2t3t4| > 1, which is the 6φ5 summation formula [5, (2.7.1)].
For generic t ∈ C6 satisfying ∏6j=1 tj = 1 the left hand side of the third integral evaluation
in Corollary 5.19 can be written as a sum of two unilateral series by picking up the poles of the
integrand at the decreasing sequences t1q
Z≥0 and t5q
Z≥0 of poles of the integrand. The resulting
identity is (
t1/t6; q
)
∞(
t5/t1, t1t2, t1t3, t1t4; q
)
∞
3φ2
(
t1t2, t1t3, t1t4
qt1/t5, t1/t6
; q, q
)
+
(
t1 ↔ t5
)
=
4∏
j=2
(
1/tjt6; q
)
∞(
t1tj , tjt5; q
)
∞
for generic t ∈ C6 satisfying ∏6j=1 tj = 1, which is the nonterminating version [5, (2.10.12)] of
Saalschu¨tz formula.
We now return to the three trigonometric hypergeometric integrals Et, Bt and Vt. Recall that
the symmetry group of St and Ut is the subgroup W (E6) = W (E7)α+
18
= W (E7)γ18 , which is a
maximal standard parabolic subgroup of W (E7) with respect to both bases ∆1 and ∆2 of R(E7)
(see Section 2), with corresponding sub-bases ∆′1 = ∆1 \ {α−12} and ∆′2 = ∆2 \ {α−87} respectively.
The four limits of Proposition 5.18 now imply that the trigonometric integrals Et, Bt and Vt
have symmetry groupsW (E6)α−
78
or W (E6)β1278 . The stabilizer subgroupW (E6)α−
78
is a standard
maximal parabolic subgroup of W (E6) with respect to both bases ∆
′
1 or ∆
′
2, with corresponding
sub-basis
∆(D5) = ∆
′
1 \ {α−76} = ∆′2 \ {α−18}
and with corresponding Dynkin sub-diagrams
•
α−32
•
α−43
•
α−54
•
α−65
◦
α−76
• β1234
◦
α−18
•
β5678
•
α−45
•
α−34
•
α−23
• α−56
respectively. Similarly, W (E6)β1278 is a standard maximal parabolic subgroup of W (E6) with
respect to the basis ∆′2, with corresponding sub-basis
∆′(D5) = ∆
′
2 \ {α−23}
and with corresponding Dynkin sub-diagram
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•
α−18
•
β5678
•
α−45
•
α−34
◦
α−23
• α−56
We write
W (D5) =W (E6)α−
78
, W ′(D5) =W (E6)β1278
for the corresponding isotropy group, which are both isomorphic to the Weyl group of type D5.
The isotropy group W (D5) acts on
(
C×
)6
/C2: the simple reflections corresponding to roots of
the form α−ij ∈ ∆(D5) act by permuting the ith and jth coordinate, while w acts by
w(±t) = ±(st1, st2, st3, st4, t5/s, t6/s), s2 = 1/t1t2t3t4.
With this action, the degenerations to Et and Vt in Proposition 5.18 are W (D5)-equivariant in an
obvious sense.
We can now directly compute the W (D5)-symmetries of the trigonometric integrals Et and Vt,
as well as W ′(D5)-symmetries of Bt, by taking limits of the corresponding symmetries for St and
Ut using Proposition 5.18. This yields the following result.
Proposition 5.20. a) The trigonometric hypergeometric integrals Et(t) and Vt(t) (t ∈
(
C×
)6
/C2)
are invariant under permutations of (t2, . . . , t6). Furthermore,
Et(t) = Et(wt)
(1/t1t2, 1/t1t3, 1/t1t4, t1t2t3t4t5t6; q)∞
(t2t3, t2t4, t3t4, t5t6; q)∞
,
Vt(t) = Vt(wt)
(1/t2t3, 1/t2t4, 1/t3t4, 1/t5t6; q)∞
(t1t2, t1t3, t1t4, 1/t1t2t3t4t5t6; q)∞
as meromorphic functions in t ∈ (C×)6/C2.
b) The trigonometric Barnes integral Bt(t) (t ∈ H1) is invariant under permutations of the pairs
(t1, t8), (t2, t7) and of (t3, t4, t5, t6). Furthermore,
Bt(t) = Bt(wt)
(
1/t1t3, 1/t1t4, 1/t5t8, 1/t6t8; q
)
∞(
t2t4, t2t3, t5t7, t6t7; q
)
∞
as meromorphic functions in t ∈ H1.
Remark 5.21. The w-symmetry of Vt, rewritten in series form using Lemma 5.17, gives the trans-
formation formula [5, (2.10.1)] for very-well-poised 8φ7 basic hypergeometric series.
Similarly as in the hyperbolic theory, the w-symmetry of Et generalizes to the following integral
transformation formula for the trigonometric Euler integral Et.
Proposition 5.22. For t ∈ (C×)6 and s ∈ C× satisfying
|t2|, |t3|, |t4|, |s|, |t5/s|, |t6/s| < 1
we have∫
T
Et(t1, t2, t3, t4, sx, sx
−1)
(
x±2; q
)
∞(
t5x±1/s, t6x±1/s; q
)
∞
dx
2πix
=
2
(
t5t6; q
)
∞(
q, s2, t5t6/s2; q
)
∞
Et(t1, . . . , t6).
Proof. The proof is similar to the hyperbolic case (see Proposition 4.13), now using the double
integral ∫
T2
(
z±2, z±1/t1, x
±2; q
)
∞(
sz±1x±1; q
)
∞
∏4
j=2
(
tjz±1; q
)
∞
∏6
k=5
(
tkx±1/s; q
)
∞
dz
2πiz
dx
2πix
.

Specializing s2 = 1/t1t2t3t4 in Proposition 5.22 and using the trigonometric Nassrallah-Rahman
integral (see Corollary 5.19), we re-obtain the w-symmetry of Et (see Proposition 5.20).
The three trigonometric integrals Et, Bt and Vt are interconnected as follows.
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Proposition 5.23. We have
Bt(t) =
(
1/t1t6, 1/t8t6; q
)
∞(
t2t3, t2t4, t2t5, t6t7; q
)
∞
Vt
(
t7/s, t3s, t4s, t5s, t1/s, t8/s
)
,
=
(
1/t1t3, 1/t1t4, 1/t1t5, 1/t6t8; q
)
∞(
t2t6, t7t6; q
)
∞
Et
(
t8/v, t7/v, t3v, t4v, t5v, t2/v
)
,
as meromorphic functions in t ∈ H1, where s2 = t1t6t7t8 = 1/t2t3t4t5 and v2 = t2t6t7t8 =
1/t1t3t4t5.
Proof. This follows by combining Proposition 5.12 and Proposition 5.18. Concretely, to relate Bt
and Vt one computes for generic t ∈ H1 and with s2 = 1/t2t3t4t5,
Bt(t) = lim
u→0
(
t2t7/u; q
)
∞
St
(
t1u
− 1
2 , t2u
− 1
2 , t3u
1
2 , t4u
1
2 , t5u
1
2 , t6u
1
2 , t7u
− 1
2 , t8u
− 1
2
)
=
(
1/t1t6, 1/t8t6; q
)
∞(
t2t3, t2t4, t2t5, t6t7; q
)
∞
lim
u→0
(
t2t7/u; q
)
∞
Ut
(
t7/s, t3s, t4s, t5s, t1/s, t8/s, t2s/u, t6u/s
)
=
(
1/t1t6, 1/t8t6; q
)
∞(
t2t3, t2t4, t2t5, t6t7; q
)
∞
Vt
(
t7/s, t3s, t4s, t5s, t1/s, t8/s
)
,
where the first and third equality follows from Proposition 5.18 and the second equality follows
from Proposition 5.12. To relate Bt and Et, we first note that Proposition 5.12 is equivalent to
the identity
(5.16) Ut(t) =
(
1/t6t7; q
)
∞
∏
2≤j<k≤5
(
1/tjtk; q
)
∞(
t1t8/q, t1t6, t8t6, t1t7, t8t7; q
)
∞
St
(
t6/s, t2s, t3s, t4s, t5s, t1/s, t8/s, t7/s
)
,
where t ∈ H1 and s2 = 1/t2t3t4t5. For generic t ∈ H1 and with v2 = 1/t1t3t4t5 we then compute
Bt(t) = lim
u→0
Ut
(
t2u
1
2 , t1u
1
2 , t3u
− 1
2 , t4u
− 1
2 , t5u
− 1
2 , t6u
− 1
2 , t8u
1
2 , t7u
1
2
)
=
(
1/t1t3, 1/t1t4, 1/t1t5, 1/t6t8; q
)
∞(
t2t6, t7t6; q
)
∞
lim
u→0
St
(
t8/v, t7/v, t3v, t4v, t5v, t2/v, t1vu, t6/vu
)
=
(
1/t1t3, 1/t1t4, 1/t1t5, 1/t6t8; q
)
∞(
t2t6, t7t6; q
)
∞
Et
(
t8/v, t7/v, t3v, t4v, t5v, t2/v
)
,
where the first and third equality follows from Proposition 5.18 and the second equality follows
from (5.16). 
Remark 5.24. a) Combining the interconnection between Et and Vt from Proposition 5.23 with
the expression of Vt as very-well-poised 8φ7 series from Lemma 5.17 yields the Nassrallah-Rahman
integral representation [5, (6.3.7)].
b) Similarly, combining the interconnection between Bt and Vt from Proposition 5.23 with their
series expressions from Lemma 5.17 yields the expression [5, (2.10.10)] of a very-well-poised 8φ7
series as a sum of two balanced 4φ3 series.
Degenerating the contiguous relations of St using Proposition 5.18 leads directly to contiguous
relations for Et, Bt and Vt. For instance, we obtain
Proposition 5.25. We have
A(t)Et(t1, t2, t3, qt4, t5/q, t6) + (t4 ↔ t5) = B(t)Et(t)
as meromorphic functions in t ∈ (C×)6/C2, where
A(t) = −
(1− 1t1t5 )(1−
t2t5
q )(1 − t3t5q )(1− t6t5q )
t4(1− t4t5q )(1− t5qt4 )(1 −
t4
t5
)
,
B(t) =
q
t1t4t5
− t2t3t6 + qt4
t5
A(t) +
qt5
t4
A(s45t).
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Proof. Substitute t = (t1, t2, t3, t4, t5, t7u, t6, t8/u) with
∏8
j=1 tj = 1 in (5.11) and take the limit
u→ 0. 
For later purposes, we also formulate the corresponding result for Bt(t). We substitute t =(
t1u
− 1
2 , t7u
− 1
2 , t3u
1
2 , t4u
1
2 , t5u
1
2 , t2u
− 1
2 , t6u
1
2 , t8u
− 1
2
)
for generic t ∈ C8 satisfying ∏8j=1 tj = 1 in
(5.11), multiply the resulting equation by u
1
2
(
t2t7/u; q
)
∞
, and take the limit u→ 0. We arrive at
(5.17) α(t)Bt(t1, t2, t3, qt4, t5/q, t6, t7, t8) + (t4 ↔ t5) = β(t)Bt(t), t ∈ H1,
where
α(t) = −
(
1− 1t1t5
)(
1− t2t5q
)(
1− t5t7q
)(
1− 1t5t8
)
t4
(
1− t4t5
)(
1− t5qt4
) ,
β(t) = t7
(
1− t2t3
)(
1− t2t6
)
+
(
1− t2t4
)(
1− t2t5q
)α(t) + (1− t2t4q )(
1− t2t5
)α(s45t).
The degeneration of (5.12) yields Bailey’s [5, (2.11.1)] three term transformation formula for
very-well-poised 8φ7’s:
Proposition 5.26. We have
θ(t−11 t
±1
2 ; q)
θ(t3t
±1
2 ; q)
Et(t3/q, qt1, t2, t4, t5, t6) + (t2 ↔ t3) = Et(t).
Proof. Consider (5.12) with t1 and t8, t2 and t7, and t3 and t6 interchanged. Subsequently
substitute the parameters (t1, t2, t3, t4, t5, t6, t7u, t8/u) with
∏8
j=1 tj = 1 and take the limit u →
0. 
5.5. The Askey-Wilson function. In this subsection we relate the trigonometric hypergeomet-
ric integrals with D5 symmetry to the nonpolynomial eigenfunction of the Askey-Wilson second
order difference operator, known as the Askey-Wilson function. The Askey-Wilson function is the
trigonometric analog of Ruijsenaars’ R-function, and is closely related to harmonic analysis on the
quantum SU(1, 1) group.
As for the R-function, we introduce the Askey-Wilson function in terms of the trigonometric
Barnes integral Bt. Besides the usual Askey-Wilson parameters we also use logarithmic variables
in order to make the connection to the R-function more transparent. We write the base q ∈ C×
with |q| < 1 as q = e(ω1/ω2) with τ = ω1/ω2 ∈ H+ and e(x) = exp(2πix) as before. From the
previous subsection it follows that the parameter space of Bt(t) is H1/C×e(β1278). In logarithmic
coordinates, this relates to G0/Cβ1278. We identify G0/Cβ1278 with C6 by assigning to the six-tuple
(γ, x, λ) = (γ0, γ1, γ2, γ3, λ, x) the class in G0/Cβ1278 represented by u = (u1, . . . , u8) ∈ G0 with
u1 =
(−γ0 − γ1 − 2ω)/ω2, u2 = 0,
u3 =
(
γˆ0 + ω − iλ
)
/ω2, u4 =
(
γ0 + ω − ix
)
/ω2,
u5 =
(
γ0 + ω + ix
)
/ω2, u6 =
(
γˆ0 + ω + iλ
)
/ω2,
u7 =
(−γ0 − γ3)/ω2, u8 = (−γ0 − γ2 − 2ω)/ω2,
(5.18)
where ω = 12 (ω1+ω2) as before. We define the corresponding six-tuple of Askey-Wilson parameters
(a, b, c, d, µ, z) by
(a, b, c, d) =
(
e((γ0 + ω)/ω2), e((γ1 + ω)/ω2), e((γ2 + ω)/ω2), e(γ3 + ω)/ω2)
)
,
(µ, z) =
(
e(−iλ/ω2), e(−ix/ω2)
)
.
(5.19)
The four-tuple (a, b, c, d) represents the four parameter freedom in the Askey-Wilson theory, while
z (respectively µ) plays the role of geometric (respectively spectral) parameter. Furthermore, we
define the dual Askey-Wilson parameters by(
a˜, b˜, c˜, d˜) =
(
e((γˆ0 + ω)/ω2), e((γˆ1 + ω)/ω2), e((γˆ2 + ω)/ω2), e((γˆ3 + ω)/ω2)
)
,
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with γˆ the dual parameters defined by (4.28). We furthermore associate to the logarithmic pa-
rameters u ∈ G0 (see (5.18)) the parameters t = ψ0(2πiu) ∈ H1, so that
(5.20) t = ψ0(2πiu) =
(
1/ab, 1, a˜µ, az, a/z, a˜/µ, q/ad, 1/ac
)
We define the Askey-Wilson function φ(γ;x, λ) = φ
(
γ;x, λ;ω1, ω2) by
(5.21) φ(γ;x, λ) =
(
q, t2t3, t2t4, t2t5, t2t6; q
)
∞
2
Bt(t)
with t = ψ0(2πiu) ∈ H1 and u given by (5.18). Note the similarity to the definition of Ruijsenaars’
R-function, see (4.26).
From the series expansion of Bt as sum of two balanced 4φ3, we have in terms of Askey-Wilson
parameters (5.19),
φ(γ;x, λ) =
(
ab, ac; q
)
∞(
q/ad; q
)
∞
4φ3
(
az±1, a˜µ±1
ab, ac, ad
; q, q
)
+
(
qb/d, qc/d, a˜µ±1, az±1; q
)
∞(
ad/q, qa˜µ±1/ad, qz±1/d; q
)
∞
4φ3
(
qz±1/d, qa˜µ±1/ad
q2/ad, qb/d, qc/d
; q, q
)
,
(5.22)
which shows that φ(γ;x, λ) is, up to a (z, γ)-independent rescaling factor, the Askey-Wilson func-
tion as defined in e.g. [11].
We now re-derive several fundamental properties of the Askey-Wilson function using the results
of the previous subsection. Comparing the symmetries of the Askey-Wilson function φ(γ;x, λ) to
the symmetries of the R-function (Proposition 4.18), we have a broken symmetry in the parameters
γ is broken (from the Weyl group of type D4 to the Weyl group of type D3). The most important
symmetry (self-duality) is also valid for the Askey-Wilson function and has played a fundamental
role in the study of the associated generalized Fourier transform (see [11]). Self-duality of the
Askey-Wilson function has a natural interpretation in terms of Cherednik’s theory on double
affine Hecke algebras, see [36]. Concretely, the symmetries of the Askey-Wilson function are as
follows.
Proposition 5.27. The Askey-Wilson function φ(γ;x, λ) is even in x and λ and is self-dual,
φ(γ;x, λ) = φ(γ;−x, λ) = φ(γ;x,−λ) = φ(γˆ;λ, x).
Furthermore, φ(γ;x, λ) has a W (D3)-symmetry in the parameters γ, given by
φ(γ1, γ0, γ2, γ3;x, λ) =
(
e((−γˆ3 + ω ± iλ)/ω2); q
)
∞(
e((γˆ2 + ω ± iλ)/ω2); q
)
∞
φ(γ;x, λ),
φ(γ0, γ2, γ1, γ3;x, λ) = φ(γ;x, λ),
φ(γ0, γ1,−γ3,−γ2;x, λ) =
(
e((−γ3 + ω ± ix)/ω2); q
)
∞(
e((γ2 + ω ± ix)/ω2); q
)
∞
φ(γ;x, λ).
Proof. Similarly as for the R-function (see Proposition 4.18), the symmetries of the Askey-Wilson
function correspond to the W (D5)-symmetries of Bt. Alternatively, all symmetries follow trivially
from the series expansion (5.22) of the Askey-Wilson function, besides its symmetry with respect
to γ0 ↔ γ1 and γ2 ↔ −γ3. These two symmetry relations are equivalent under duality, since
(γ1, γ0, γ2, γ3)
ˆ= (γˆ0, γˆ1,−γˆ3,−γˆ2),
so we only discuss the symmetry with respect to γ0 ↔ γ1. By Proposition 5.20 we have, with
parameters t given by (5.20) and (5.18),
φ(γ1, γ0, γ2, γ3;x, λ) =
(
q, e((γ1 + ω ± ix)/ω2), e((γˆ0 + ω ± iλ)/ω2); q
)
∞
2
Bt(ws35t)
=
(
e((−γˆ3 + ω ± iλ)/ω2); q
)
∞(
e((γˆ2 + ω ± iλ)/ω2); q
)
∞
φ(γ;x, λ),
as desired. 
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Next we show that the Askey-Wilson function satisfies the same Askey-Wilson second order
difference equation (with step-size iω1) as Ruijsenaars’ R-function, a result which has previously
been derived from detailed studies of the associated Askey-Wilson polynomials in [9], cf. also [11].
Lemma 5.28. The Askey-Wilson function φ(γ;x, λ) satisfies the second order difference equation
A(γ;x;ω1, ω2)(φ(γ;x + iω1, λ;ω1, ω2)− φ(γ;x, λ;ω1, ω2)) + (x↔ −x)
= B(γ;λ;ω1, ω2)φ(γ;x, λ;ω1, ω2),
where A and B are given by
A(γ;x;ω1, ω2) =
∏3
j=0 sinh(π(iω + x+ iγj)/ω2)
sinh(2πx/ω2) sinh(2π(iω + x)/ω2)
,
B(γ;λ;ω1, ω2) = sinh(π(λ − iω − iγˆ0)/ω2) sinh(π(λ + iω + iγˆ0)/ω2).
Proof. Specialize the parameters according to (5.20) and (5.18) in (5.17). Subsequently express
Bt(t), Bt(τ45t) and Bt(τ54t) in terms of φ(γ;x, λ), φ(γ;x+ iω1, λ) and φ(γ;x− iω1, λ) respectively.
The resulting equation is the desired difference equation. 
Remark 5.29. Denoting Φ(z;µ) = Φ(a, b, c, d; z, µ) for the Askey-Wilson function in the usual
Askey-Wilson parameters, Lemma 5.28 becomes the Askey-Wilson second order difference equation
A(z)(Φ(qz, µ)− Φ(z, µ)) +A(z−1)(Φ(z/q, µ)− Φ(z, µ)) = (a˜(γ + γ−1)− 1− a˜2)Φ(z, µ),
where
A(z) =
(1 − az)(1− bz)(1− cz)(1− dz)
(1 − qz2)(1 − z2)
and a˜ = e((γˆ0 + ω)/ω2).
We have now seen that the R-function R(γ;x, λ;ω1, ω2) as well as the Askey-Wilson function
φ(γ;x, λ;ω1, ω2) are solutions to the eigenvalue problem
(5.23) Lω1,ω2γ f = B(γ;λ;ω1, ω2)f
for the Askey-Wilson second order difference operator Lω1,ω2γ (4.30) with step-size iω1. These two
solutions have essentially different behaviour in the iω2-step direction: the Askey-Wilson function
φ(γ;x, λ) is iω2-periodic, while the R-function R(γ;x, λ) is ω1 ↔ ω2 invariant (hence is also an
eigenfunction of the Askey-Wilson second order difference operator Lω2,ω1γ with step-size iω2, with
eigenvalue B(γ;λ;ω2, ω1)). On the other hand, note that τ˜ = −ω2/ω1 ∈ H+ and that
A(γ;x;ω2, ω1) = A(−γ;−x;−ω2, ω1), B(γ;λ;ω2, ω1) = B(−γ;λ;−ω2, ω1)
with −γ = (−γ0,−γ1,−γ2,−γ3), so that the Askey-Wilson function φ(−γ;x, λ;−ω2, ω1) (with
associated modular inverted base q˜ = e(−ω2/ω1)) does satisfy the Askey-Wilson second order
difference equation
(5.24)
(Lω2,ω1γ φ(−γ; · , λ;−ω2, ω1))(x) = B(γ;λ;ω2, ω1)φ(−γ;x, λ;−ω2, ω1),
cf. [27, §6.6]. In the next section we match the hyperbolic theory to the trigonometric theory,
which in particular entails an explicit expression of the R-function in terms of products of Askey-
Wilson functions in base q and base q˜.
Note furthermore that Proposition 5.27 hints at the fact that the solution space to the Askey-
Wilson eigenvalue problem (5.23) admits a natural twisted W (D4)-action on the parameters γ. In
fact, the solution space to (5.23) is invariant under permutations of (γ0, γ1, γ2, γ3). Furthermore,
a straightforward computation shows that
g(γ; · )−1 ◦ Lω1,ω2γ ◦ g(γ; · ) = Lω1,ω2(γ0,γ1,−γ3,−γ2) +B(γ;λ;ω1, ω2)−B(γ0, γ1,−γ3,−γ2;λ;ω1, ω2)
for the gauge factor
g(γ;x) =
(
e((γ2 + ω ± ix)/ω2); q
)
∞(
e((−γ3 + ω ± ix)/ω2); q
)
∞
,
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which implies that for a given solution Fλ(γ0, γ1,−γ3,−γ2; · ) to the eigenvalue probem
Lω1,ω2(γ0,γ1,−γ3,−γ2)f = B(γ0, γ1,−γ3,−γ2;λ;ω1, ω2)f,
we obtain a solution
F˜λ(γ;x) := g(γ;x)Fλ(γ0, γ1,−γ3,−γ2;x)
to the eigenvalue problem (5.23). A similar observation forms the starting point of Ruijsenaars’
[28] analysis of the W (D4)-symmetries of the R-function (see also Section 4.6).
Remark 5.30. A convenient way to formalize the W (D4)-symmetries of the eigenvalue problem
(5.23) (in the present trigonometric setting) is by interpreting iω2-periodic solutions to (5.23),
depending meromorphically on (γ, x, λ), as defining a sub-vectorbundle Γ˜0(ω1, ω2) of the mero-
morphic vectorbundle Γ0(ω1, ω2) over
X =
(
C/Zω2
)4 × C/(Ziω1 + Ziω2)× C/Ziω2
consisting of meromorphic functions in (γ, x, λ) ∈ (C/Zω2)4 × C/Ziω2 × C/Ziω2. The above
analysis can now equivalently be reformulated as the following property of Γ˜0(ω1, ω2): the sub-
vectorbundle Γ˜0(ω1, ω2) is W (D4)-invariant with respect to the twisted W (D4)-action
(5.25) (σ · f)(γ;x, λ) := Vσ(γ;x, λ)−1f(σ−1γ;x, λ), σ ∈W (D4)
on Γ0(ω1, ω2), where Vσ(γ;x, λ) = h(σ
−1γ;x, λ)/h(γ;x, λ) (σ ∈W (D4)) is the 1-coboundary with
h(γ;x, λ) = h(γ;x, λ;ω1, ω2) e.g. given by
(5.26)
h(γ;x, λ;ω1, ω2) =
θ
(
e((γ3 − γˆ0 + ix)/ω2); q
)
θ
(
e((ω − γ3 − ix)/ω2); q
)∏3
j=0
(
e((ω − γj + ix)/ω2); q
)
∞
∈ Γ0(ω1, ω2)×,
and whereW (D4) acts on the γ parameters by permutations and even sign changes. By a straight-
forward analysis using Casorati-determinants and the asymptotically free solutions to the eigen-
value problem (5.23), one can furthermore show that Γ˜0(ω1, ω2) is a (trivial) meromorphic vector-
bundle over X of rank two (compare with the general theory on difference equations in [19]).
We end this subsection by expressing the Askey-Wilson function φ(γ;x, λ) in terms of the
trigonometric integrals Et and Vt using Proposition 5.23. Note its close resemblance with the
hyperbolic case, cf. Theorem 4.21.
Lemma 5.31. a) We have
φ(γ;x, λ) =
(
q; q
)
∞
2
(
e((γˆ0 + ω − iλ)/ω2), e((γˆ1 + ω + iλ)/ω2), e((γˆ2 + ω + iλ)/ω2); q
)
∞(
e((−γˆ3 + ω − iλ)/ω2); q
)
∞
×
∏2
j=0
(
e((γj + ω ± ix)/ω2); q
)
∞(
e((−γ3 + ω ± ix)/ω2); q
)
∞
Et(t)
with
t1 = e((−3ω
2
+ γ3 − γˆ0
2
+
iλ
2
)/ω2), t2 = e((
ω
2
+ γ2 − γˆ0
2
+
iλ
2
)/ω2),
t3 = e((
ω
2
+ γ1 − γˆ0
2
+
iλ
2
)/ω2), t4 = e((
ω
2
+ γ0 − γˆ0
2
+
iλ
2
)/ω2),
t5 = e((
ω
2
+
γˆ0
2
+ ix− iλ
2
)/ω2), t6 = e((
ω
2
+
γˆ0
2
− ix− iλ
2
)/ω2).
b) We have
φ(γ;x, λ) =
(
q; q
)
∞
2
(
e((γˆ0 + ω + iλ)/ω2), e((γˆ1 + ω − iλ)/ω2), e((γˆ2 + ω − iλ)/ω2); q
)
∞(
e((−γˆ3 + ω + iλ)/ω2); q
)
∞
Vt(t)
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with
t1 = e((
3ω
2
− γ3 + γˆ0
2
− iλ
2
)/ω2), t2 = e((−ω
2
− γ2 + γˆ0
2
− iλ
2
)/ω2),
t3 = e((−ω
2
− γ1 + γˆ0
2
− iλ
2
)/ω2), t4 = e((−ω
2
− γ0 + γˆ0
2
− iλ
2
)/ω2),
t5 = e((−ω
2
− γˆ0
2
+ ix+
iλ
2
)/ω2), t6 = e((−ω
2
− γˆ0
2
− ix+ iλ
2
)/ω2).
Proof. a) We use Proposition 5.27 to rewrite φ(γ;x, λ) in terms of φ(γ0, γ1,−γ3,−γ2;x,−λ).
Subsequently we use the defining expression of φ(γ0, γ1,−γ3,−γ2;x,−λ) to obtain
φ(γ;x, λ) =
(
q, e((γˆ1 + ω ± iλ)/ω2), e((γ0 + ω ± ix)/ω2), e((γ2 + ω ± ix)/ω2); q
)
∞
2
(
e((−γ3 + ω ± ix)/ω2); q
)
∞
Bt(ξ)
with
ξ =
(
e((−γ0 − γ1 − 2ω)/ω2), 1,e((γˆ1 + ω + iλ)/ω2), e((γ0 + ω − ix)/ω2), e((γ0 + ω + ix)/ω2),
e((γˆ1 + ω − iλ)/ω2), e((γ2 − γ0)/ω2), e((γ3 − γ0 − 2ω)/ω2)
)
.
With this specific ordered set ξ of parameters we apply Proposition 5.23 to rewrite Bt(ξ) in terms
of Et, which results in the desired identity.
b) This follows from applying Proposition 5.23 directly to the definition (5.21) of φ(γ;x, λ). 
Using the expression of the Askey-Wilson function in terms of Vt and using Lemma 5.17, we
thus obtain an expression of the Askey-Wilson function as very-well-poised 8φ7 series.
6. Hyperbolic versus trigonometric theory
6.1. Hyperbolic versus trigonometric gamma functions. We fix throughout this section
periods ω1, ω2 ∈ C with ℜ(ω1) > 0, ℜ(ω2) > 0 and τ = ω1/ω2 ∈ H+. We set
q = qω1,ω2 = e(ω1/ω2), q˜ = q˜ω1,ω2 = e(−ω2/ω1)
where e(x) = exp(2πix) as before, so that |q|, |q˜| < 1.
Shintani’s [30] product expansion is
(6.1) G(ω1, ω2;x) = e
(
− 1
48
(ω1
ω2
+
ω2
ω1
))
e
(
− x
2
4ω1ω2
) (
e((ix+ ω)/ω2); q
)
∞(
e((ix− ω)/ω1); q˜
)
∞
,
where ω = 12 (ω1 + ω2) as before. For a proof of (6.1), see [37, Prop. A.1]. In other words, the
product expansion (6.1) expresses the hyperbolic gamma function as a quotient of two trigonomet-
ric gamma functions (one in base q, the other in the modular inverted base q˜). In this section we
explicitly write the base-dependence; e.g. we write St(t; q) (t ∈ H1) to denote the trigonometric
hypergeometric function St(t) in base q.
6.2. Hyperbolic versus trigonometric hypergeometric integrals. We explore (6.1) to relate
the hyperbolic integrals to their trigonometric analogs. We start with the hyperbolic hypergeo-
metric function Sh(u) (u ∈ G2iω). For u ∈ G2iω we write
(6.2) tj = e
(
(iuj + ω)/ω2
)
, t˜j = e
(
(iuj − ω)/ω1
)
, j = 1, . . . , 8.
Observe that
∏8
j=1 tj = q
2 and
∏8
j=1 t˜j = q˜
6.
Theorem 6.1. As meromorphic functions of u ∈ G2iω we have
Sh(u) = ω2e
(
(2ω2 +
5∑
j=1
u2j − u26 + u27 − u28)/2ω1ω2
)(q˜, q˜; q˜)
∞
2
×
∏5
j=1 θ
(
t˜j t˜7/q˜; q˜
)
θ
(
t˜7/t˜6; q˜
) Ut(q˜ 32 /t˜8, q˜ 12 /t˜1, . . . , q˜ 12 /t˜6, q˜ 32 /t˜7; q˜)St(t6/q, t1, . . . , t5, t7, t8/q; q)
+ (u6 ↔ u7),
(6.3)
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with the parameters tj and t˜j given by (6.2).
Proof. We put several additional conditions on the parameters, which can later be removed by
analytic continuity. We assume that ω1,−ω2 ∈ H+ and that ℜ(iω) < 0. We furthermore choose
parameters u ∈ G2iω satisfying ℜ(uj − iω) > 0 and ℑ(uj − iω) < 0 for j = 1, . . . , 8. Then
Sh(u) =
∫
R
G(iω ± 2x)∏8
j=1 G(uj ± x)
dx
= e
(
7
24
(ω1
ω2
+
ω2
ω1
))
e
(
(ω2 +
8∑
j=1
u2j)/2ω1ω2
) ∫
R
W (x)W˜ (x)dx,
where
W (x) =
(
e(±2ix/ω2); q
)
∞∏8
j=1
(
tje(±ix/ω2); q
)
∞
,
W˜ (x) = e
(
2x2/ω1ω2
)∏8j=1(t˜je(±ix/ω1); q˜)∞(
q˜e(±2ix/ω1); q˜
)
∞
by (6.1). Using Cauchy’s Theorem and elementary asymptotic estimates of the integrand, we
may rotate the integration contour R to iω2R. Since the factor W (x) is iω2-periodic, we can fold
the resulting integral, interchange summation and integration by Fubini’s Theorem, to obtain the
expression
Sh(u) = e
(
7
24
(ω1
ω2
+
ω2
ω1
))
e
(
(ω2 +
8∑
j=1
u2j)/2ω1ω2
) ∫ iω2
0
W (x)F (x)dx,
where
F (x) =
∞∑
n=−∞
W˜ (x+miω2)
= W˜ (x) 10ψ10
(
q˜e(ix/ω1),−q˜e(ix/ω1), {q˜t˜−1j e(ix/ω1)}8j=1
e(ix/ω1),−e(ix/ω1), {t˜je(ix/ω1)}8j=1
; q˜, q˜
)
.
At this stage we have to resort to [5, (5.6.3)], which expresses a very-well-poised 10ψ10 bilateral
series as a sum of three very-well-poised 10φ9 unilateral series. This results in the formula
F (x) = e
(
2x2/ω1ω2
)
θ
(
t˜6e(±ix/ω1), t˜7e(±ix/ω1); q˜
)
×
(
q˜; q˜
)
∞
∏5
j=1
(
t˜j t˜8/q˜, q˜t˜j/t˜8; q˜
)
∞(
q˜2/t˜6t˜8, q˜2/t˜7t˜8, t˜8/t˜6, t˜8/t˜7, q˜3/t˜28; q˜
)
∞
10W9
(
q˜2/t˜28; {q˜2/t˜j t˜8}7j=1; q˜, q˜
)
+ (u8;u6, u7),
where (u8;u6, u7) means cyclic permutation of the parameters (u8, u6, u7). Note that the 10φ9
series in the expression of F (x) are independent of x. Combining Jacobi’s inversion formula, the
Jacobi triple product identity and the modularity
(6.4)
(
q; q
)
∞(
q˜; q˜
)
∞
=
√
ω2
−iω1 e
(
− 1
24
(ω1
ω2
+
ω2
ω1
))
of Dedekind’s eta function, we obtain
(6.5) θ
(
e(u/ω1); q˜
)
= e
(
− 1
24
(ω1
ω2
+
ω2
ω1
))
e
(
(u + ω)2/2ω1ω2
)
θ
(
e(−u/ω2); q
)
for the rescaled Jacobi theta function θ(·), see e.g. [5] or [37]. As a result, we can rewrite the
theta functions in the expression of F (x) as theta functions in base q,
e
(
2x2/ω1ω2
)
θ
(
t˜6e(±ix/ω1), t˜7e(±ix/ω1); q˜
)
= e
(
−1
6
(ω1
ω2
+
ω2
ω1
))
e
(−(u26 + u27)/ω1ω2)
× θ(qe(±ix/ω2)/t6, qe(±ix/ω2)/t7; q).
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We thus obtain the expression
Sh(u) = C(u8;u6, u7)
∫ iω2
0
θ
(
qe(±ix/ω2)/t6, qe(±ix/ω2)/t7; q
)
W (x)dx + (u8;u6, u7)
= iω2C(u8;u6, u7)St
(
t6/q, t1, . . . , t5, t8, t7/q; q) + (u8;u6, u7),
(6.6)
where we have used that |tj | < 1 for j = 1, . . . , 6, with
C(u8;u6, u7) = e
(
1
8
(ω1
ω2
+
ω2
ω1
))
e
(ω2 + 5∑
j=1
u2j − u26 − u27 + u28)/2ω1ω2

×
(
q˜; q˜
)
∞
∏5
j=1
(
t˜j t˜8/q˜, q˜t˜j/t˜8; q˜
)
∞(
q˜2/t˜6t˜8, q˜2/t˜7t˜8, t˜8/t˜6, t˜8/t˜7, q˜3/t˜28; q˜
)
∞
10W9
(
q˜2/t˜28; {q˜2/t˜j t˜8}7j=1; q˜, q˜
)
.
We thus have obtained an expression of Sh(u) as a sum of three trigonometric hypergeometric
functions St in base q, with coefficients expressed as very-well-poised 10φ9 series in base q˜. The
next step is to use a three term transformation for St to write Sh(u) as a sum of two trigonometric
hypergeometric functions St in base q, with coefficients now being a sum of two very-well-poised
10φ9 series.
Concretely, we consider the contiguous relation (3.8) for Se with p ↔ q and with parameters
specialized to (t1, . . . , t5, pt6, pt7, t8). Taking the limit p→ 0 leads to the three term transformation
(6.7)
St
(
t6/q, t1, . . . , t5, t8, t7/q; q
)
=
θ
(
t7/t8; q
)
θ
(
t7/t6; q
) 5∏
j=1
θ
(
tjt6; q
)
θ
(
tjt8; q
) St(t7/q, t1, . . . , t6, t8/q; q)+ (u6 ↔ u7)
for St. Rewriting the coefficients in (6.7) in base q˜ using the Jacobi inversion formula (6.5),
θ
(
t7/t8; q
)
θ
(
t7/t6; q
) 5∏
j=1
θ
(
tjt6; q
)
θ
(
tjt8; q
) = e((u26 − u28)/ω1ω2)θ(t˜8/t˜7; q˜)
θ
(
t˜6/t˜7; q˜
) 5∏
j=1
θ
(
q˜2/t˜j t˜6; q˜
)
θ
(
q˜2/t˜j t˜8; q˜
)
and using the resulting three term transformation in (6.6), we obtain
Sh(u) = D(u6, u7)St(t7/q, t1, . . . , t6, t8/q; q) + (u6 ↔ u7)
with
D(u6, u7) = iω2
(
e
(
(u26 − u28)/ω1ω2
)θ(t˜8/t˜7; q˜)
θ
(
t˜6/t˜7; q˜
) 5∏
j=1
θ
(
q˜2/t˜j t˜6; q˜
)
θ
(
q˜2/t˜j t˜8; q˜
)C(u8;u6, u7) + C(u6;u7, u8)).
The coefficient D(u6, u7) is a sum of two very-well-poised 10φ9 series in base q˜, which can be
expressed in terms of the trigonometric integral Ut (in base q˜) by direct computations using
Lemma 5.5. This yields the desired result. 
Remark 6.2. i) Note that the W (E6)-symmetry of the trigonometric integrals St and Ut is up-
graded to aW (E7)-symmetry in Theorem 6.1 since the second term in the right hand side of (6.3)
is the first term with the role of u6 and u7 interchanged.
ii) Specializing the parameters in Theorem 6.1 to u ∈ G2iω with u1 = −u6 (so that t1t6 = q
and t˜1t˜6 = q˜), the left hand side of the identity can be evaluated by the hyperbolic Nassrallah-
Rahman integral evaluation (4.5). For the right hand of the identity, the second term vanishes
because θ
(
t˜1t˜6/q˜; q˜) = 0 under the particular parameter specialization. The remaining product of
two trigonometric integrals can be evaluated by Corollary 5.9. The equality of both sides of the
resulting identity can be reconfirmed using (6.1) and (6.4). It follows from this argument that
the evaluation of the hyperbolic Nassrallah-Rahman integral is in fact a consequence of fusing
trigonometric identities, an approach to hyperbolic beta integrals which was analyzed in detail in
[37].
(iii) More generally, specializing (6.3) at generic u ∈ G2iω satisfying u1 + u6 = niω1 + miω2
(n,m ∈ Z≥0), the second term on the right hand side of (6.3) still vanishes while the first term
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reduces to the product of two terminating very-well-poised 10φ9 series, one in base q and the other
in base q˜. The terminating 10φ9 series is Rahman’s [20] biorthogonal rational 10φ9 function (cf.
Remark 5.13(ii)), while the resulting expression for Sh is the corresponding two-index hyperbolic
analogue of Rahman’s biorthogonal rational function, considered by Spiridonov [33, §8.3] (cf.
Remark 3.1 on the elliptic level).
Corollary 6.3. We have
Eh(u) = ω2e
(
2ω2 +
∑4
j=1 u
2
j − u25 + u26
2ω1ω2
)
×
(
q˜, q˜; q˜
)
∞
2
∏4
j=1 θ
(
t˜j t˜6/q˜; q˜
)
θ
(
t˜6/t˜5; q˜
) Vt( q˜ 32
t˜6
,
q˜
1
2
t˜1
, . . . ,
q˜
1
2
t˜5
; q˜
)
Et
( t5
q
, t1, . . . , t4, t6; q
)
+ (u5 ↔ u6)
as meromorphic functions in u ∈ C6, where tj = e
(
(iuj + ω)/ω2
)
and t˜j = e
(
(iuj − ω)/ω1
)
(j = 1, . . . , 6) as before.
Proof. For generic u ∈ G2iω we have
Eh(u2, . . . , u7) = lim
s→∞
Sh(u1 + s, u2, . . . , u7, u8 − s)e
(
(u8 − u1 − 2s)(u1 + u8)
2ω1ω2
)
under suitable parameter restraints by Proposition 4.8. By Theorem 6.1, we alternatively have
lim
s→∞
Sh(u1 + s, u2, . . . , u7, u8 − s)e
(
(u8 − u1 − 2s)(u1 + u8)
2ω1ω2
)
=
lim
s→∞
ω2e
(
2ω2 +
∑5
j=2 u
2
j − u26 + u27
2ω1ω2
) (
q˜, q˜; q˜
)
∞
2
θ
(
t˜1t˜7u˜/q˜; q˜
)∏5
j=2 θ
(
t˜j t˜7/q˜; q˜
)
θ
(
t˜7/t˜6; q˜
)
× Ut
(
q˜
3
2 /t˜7, q˜
1
2 /t˜2, . . . , q˜
1
2 /t˜6, q˜
1
2 /t˜1u˜, q˜
3
2 u˜/t˜8; q˜
)
St
(
t6/q, t2, . . . , t5, t7, t1u, t8/qu; q
)
+ (u6 ↔ u7)
where u = e
(
is/ω2
)
and u˜ = e
(
is/ω1
)
. We have u, u˜→ 0 as s→∞ since ℜ(ω1),ℜ(ω2) > 0, hence
application of Proposition 5.18 gives the right hand side of the desired identity with respect to the
parameters (u2, . . . , u7). 
Remark 6.4. Alternatively Corollary 6.3 can be proved by repeating the arguments of Theorem
6.1. The argument simplifies, since one now only needs the expression [5, (5.6.1)] of a very-well-
poised 8ψ8 as a sum of two very-well-poised 8φ7 series, and one does not need to use three term
transformations for the trigonometric integrals.
We conclude this section by relating the R-function to the Askey-Wilson function using Corol-
lary 6.3. The answer deviates from Ruijsenaars’ [27, §6.6] hunch that R is (up to an elliptic
prefactor) the product of an Askey-Wilson function in base q and an Askey-Wilson function in
base q˜: it is the appearance below of two such terms which upgrades the W (D3)-symmetry of
the Askey-Wilson functions to the W (D4)-symmetry of R (cf. Remark 6.2 i)). For notational
convenience, we write w0 = −1 ∈W (D4) for the longest Weyl group element, acting as w0γ = −γ
on the Askey-Wilson parameters γ. We define ψ(γ;x, λ) = ψ(γ;x, λ;ω1, ω2) by
ψ(γ;x, λ;ω1, ω2) =
h(γˆ;λ, x;ω1, ω2)
h(−γˆ;λ, x;ω1, ω2)
(
w0 · φ
)
(γ;x, λ;ω1, ω2)
=
h(γ;x, λ;ω1, ω2)h(γˆ;λ, x;ω1, ω2)
h(−γ;x, λ;ω1, ω2)h(−γˆ;λ, x;ω1, ω2) φ(−γ;x, λ;ω1, ω2),
where the gauge factor h is given by (5.26). Note that ψ(γ;x, λ;ω1, ω2) is a self-dual solution of the
Askey-Wilson difference equation (5.23), see Remark 5.30. We furthermore define the multiplier
M(γ;x) =
θ
(
e((γˆ0 − γ3 − ix)/ω2), e((ω + γ2 + ix)/ω2), e((ω + γ3 − ix)/ω2); q
)
θ
(
e((γ3 − γˆ0 − ix)/ω2), e((ω + γ0 − ix)/ω2), e((ω + γ1 − ix)/ω2); q
) ,
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which is elliptic in x with respect to the period lattice Ziω1 + Ziω2.
Theorem 6.5. We have
R(γ;x, λ;ω1, ω2) = K(γ)M(γ;x)M(γˆ;λ)φ(s23γ;x, λ;ω1, ω2)ψ(−γ;x, λ;−ω2, ω1) + (γ2 ↔ γ3),
where s23γ = (γ0, γ1, γ3, γ2) and with
K(γ;ω1, ω2) =
√−i e(− 1
24
(
ω1
ω2
+
ω2
ω1
)
)
e
(
−3ω(γ0 + γ1 + γ2 − γ3)
2ω1ω2
)∏3
j=1 G(iω + iγ0 + iγj)
θ
(
e((γ2 − γ3)/ω2); q
)
× e
(−γ20 − γ21 − γ22 + γ23 − 2γ0γ1 − 2γ0γ2 + 2γ0γ3
4ω1ω2
)
.
Proof. Using the second hyperbolic Euler integral representation of R from Theorem 4.21 and
subsequently applying Corollary 6.3, we obtain an expression of R(γ;x, λ;ω1, ω2) in terms of
trigonometric integrals Et and Vt with parameter specializations which allows us to rewrite them
as Askey-Wilson functions by Lemma 5.31. This leads to the expression
(6.8) R(γ;x, λ;ω1, ω2) = C(γ;x, λ;ω1, ω2)φ(s23γ;x, λ;ω1, ω2)ψ(−γ;x, λ;−ω2, ω1) + (γ2 ↔ γ3),
with the explicit prefactor
C(γ;λ, x;ω1, ω2) =
√
ω2
ω1
e
(
8ω2 + 8x2 + 2(iω − iγˆ0 − λ)2 + (iω − 2iγ0 + iγˆ0 + λ)2
8ω1ω2
+
(iω − 2iγ1 + iγˆ0 + λ)2 − (iω − 2iγ2 + iγˆ0 + λ)2 + (iω − 2iγ3 + iγˆ0 + λ)2
8ω1ω2
)
×
(
q˜; q˜
)
∞(
q; q
)
∞
∏3
j=1 G(iω + iγ0 + iγj)
θ
(
e((γ3 − γ2)/ω1); q˜
) 2∏
j=0
(
e((−ω + γj + ix)/ω1); q˜
)
∞(
e((−ω − γj + ix)/ω1); q˜
)
∞
× θ
(
e((−ω + γ3 ± ix)/ω1); q˜
)(
e((ω − γ2 ± ix)/ω2); q
)
∞
∏3
j=0 G(−iγj ± x)(
e((ω + γ0 ± ix)/ω2), e((ω + γ1 ± ix)/ω2), e((ω + γ3 ± ix)/ω2); q
)
∞
× θ
(
e((γ3 − γˆ0 + ix)/ω1); q˜
)
θ
(
(γˆ0 − γ3 + ix)/ω1); q˜
) (e((−ω + γ3 − ix)/ω1); q˜)∞(
e((−ω − γ3 − ix)/ω1); q
)
∞
× θ
(
e((γˆ3 − γ0 + iλ)/ω1), e((−ω − γˆ2 + iλ)/ω1), e((−ω + γˆ3 + iλ)/ω1); q˜
)
θ
(
e((γ0 − γˆ3 + iλ)/ω1); q˜
)
× G(λ − iγˆ1, λ− iγˆ2, λ− iγˆ3)
G(λ+ iγˆ0)
×
(
e((−ω + γˆ3 − iλ)/ω1); q˜
)
∞(
e((−ω − γˆ3 − iλ)/ω1); q˜
)
∞
2∏
j=0
(
e((−ω + γˆj + iλ)/ω1); q˜
)
∞(
e((−ω − γˆj + iλ)/ω1); q˜
)
∞
×
(
e((−ω − γˆ3 + iλ)/ω1); q˜
)
∞(
e((−ω + γˆ0 + iλ)/ω1), e((−ω + γˆ1 − iλ)/ω1), e((−ω + γˆ2 − iλ)/ω1); q˜
)
∞
×
(
e((ω − γˆ2 − iλ)/ω2); q
)
∞(
e((ω + γˆ0 − iλ)/ω2), e((ω + γˆ1 + iλ)/ω2), e((ω + γˆ3 + iλ)/ω2); q
)
∞
.
Elaborate but straightforward computations using (6.1), (6.4) and (6.5) now yields the desired
result. 
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