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EXISTENCE AND CONTINUATION OF PERIODIC SOLUTIONS
OF AUTONOMOUS NEWTONIAN SYSTEMS
JUSTYNA FURA†, ANNA RATAJCZAK‡, AND S LAWOMIR RYBICKI‡
Abstract. In this article we study the existence and the continuation of periodic so-
lutions of autonomous Newtonian systems. To prove the results we apply the infinite-
dimensional version of the degree for SO(2)-equivariant gradient operators defined by
the third author in [23] and developed in [24]. Using the results due to Rabier [19] and
Wang [26] we show that the Leray-Schauder degree is not applicable in the proofs of our
theorems, because it vanishes.
1. Introduction
The first aim of this article is to study the existence of periodic solutions of the following
system
x¨ = −V ′(x) (1.1)
where V ∈ C2(Rn,R) and V ′ denotes the gradient of V. We assume that (V ′)−1(0) =
{p1, . . . , pq} is a finite set and that V ′(x) = V ′′(∞) · x + o(‖x‖) as ‖x‖ → ∞, where
V ′′(∞) is a real symmetric (n× n)-matrix.
Such a problem has been considered for q = 1 by Amann and Zehnder, see [2], and by
Benci and Fortunato, see [5], for any q ∈ N.
Benci and Fortunato estimated the number of non-stationary T -periodic solutions of
(1.1) as T → ∞. To avoid some technicalities and to make the proofs more transparent
they assumed that all the non-stationary T -periodic solutions are not T -resonant and that
potential V is a Morse function. These assumptions seems to be restrictive and rather
difficult to verify.
We relax these assumptions and therefore we obtain only the existence of at least one
non-stationary T -periodic solution of (1.1). We formulate the sufficient conditions for the
existence of non-stationary T -periodic solutions of (1.1) in terms of V ′′(p) and ind(−V ′, p),
where p ∈ {p1, . . . , pq,∞}. It is worth to point out that we can treat problems with
resonance at stationary solutions and at the infinity. As a basic tool we use the degree
for SO(2)-equivariant gradient maps, see [23], [24].
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The second aim of this article is to study the continuation of non-stationary T -periodic
solutions of the following system
x¨ = −V ′λ(x) (1.2)
where Vλ ∈ C2(Rn,R) for λ ∈ R and potential V0 possesses all the properties of potential
V in (1.1). We formulate sufficient conditions for the existence of connected sets of T -
periodic solutions of (1.2) emanating from level λ = 0.
We consider solutions of (1.1) and (1.2) as critical points of SO(2)-invariant functional
defined on a suitably chosen Hilbert space, which is an orthogonal representation of the
group SO(2), see also [18, 20]. Gradient of this functional is an SO(2)-equivariant map
in the form of a compact perturbation of the identity.
It is known that the Conley index and the Morse theory are not suitable tools for the
study of global bifurcations and the continuation of critical points of functionals, see [3, 6,
14, 17, 25] for discussion and examples. Since considered gradient is SO(2)-equivariant,
the Leray-Schauder degree is not applicable in our approach because it vanishes, see
[19, 26] and Remark 5.2.6. Therefore to prove our results we apply the degree for SO(2)-
e-quivariant gradient maps. Degrees for G-equivariant gradient maps has been defined in
[8] for G = SO(2). Next it was improved in [23] and in [12] for symmetries of any compact
Lie group G.
After introduction this article is organized in the following way.
In Section 2 we summarize without proofs the relevant material on the degree for
SO(2)-equivariant gradient maps. We finish this section with a continuation theorem of
critical orbits of SO(2)-invariant functionals and the Rabier and Wang result concerning
computation of the Leray-Schauder degree for SO(2)-equivariant operators.
The main results of Section 3 are Lemmas 3.2, 3.3. We construct in these lemmas
admissible G-equivariant gradient homotopies for the class of operators in the form of a
compact perturbation of a G-equivariant self-adjoint Fredholm operator L.
We use these homotopies in Section 4 in the case L = Id and G = SO(2). Namely, we
simplify computation of the degree for SO(2)-equivariant gradient maps at an isolated
degenerate critical point i.e. at a critical point with the isotropy group SO(2) or at the
infinity.
In Section 5 we formulate and prove the main results of this article. In Subsection
5.1 we study properties of the functional ΦA associated to the linear system (5.1.1). In
Subsection 5.2 we formulate and prove the sufficient conditions for the existence of non-
stationary T -periodic solutions of the nonlinear system (5.2.1), see Theorems 5.2.1, 5.2.2.
We would like to emphasize that we cannot use in our approach the Leray-Schauder degree,
see Remark 5.2.6. In Subsection 5.3 we study continuation of non-stationary T -periodic
solutions of family of nonlinear equations (5.3.1), see Theorem 5.3.1.
In Section 6 we illustrate results proved in Section 5.
2. Preliminaria
In this section, for the convenience of the reader, we remind the main properties of the
degree for SO(2)-equivariant gradient maps defined in [23]. This degree will be denoted
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briefly by ∇SO(2)−deg.We finish this section with a theorem due to Rabier [19] and Wang
[26].
Put U(SO(2)) = Z⊕
(
∞⊕
k=1
Z
)
and define actions
+, ⋆ : U(SO(2))× U(SO(2))→ U(SO(2))
· : Z× U(SO(2))→ U(SO(2))
as follows
α + β = (α0 + β0, α1 + β1, . . . , αk + βk, . . .) (2.1)
α ⋆ β =(α0 · β0, α0 · β1 + β0 · α1, . . . , α0 · βk + β0 · αk, . . .) (2.2)
γ · α =(γ · α0, γ · α1, . . . , γ · αk, . . .) (2.3)
where α = (α0, α1, . . . , αk, . . .), β = (β0, β1, . . . , βk, . . .) ∈ U(SO(2)) and γ ∈ Z. It is easy
to check that (U(SO(2)),+, ⋆) is a commutative ring with unit I = (1, 0, . . .) ∈ (SO(2)).
Ring (U(SO(2)),+, ⋆) is known as the tom Dieck ring of the group SO(2). For a definition
of the tom Dieck ring U(G), where G is any compact Lie group, we refer the reader to
[11].
If δ1, . . . , δq ∈ U(SO(2)), then we write
q∏
j=1
δj for δ1 ⋆ . . . ⋆ δq. Moreover, it is understood
that
∏
j∈∅
δj = I ∈ U(SO(2)).
Let V be a real, finite-dimensional and orthogonal representation of the group SO(2). If
v ∈ V then the subgroup SO(2)v = {g ∈ SO(2) : g · v = v} is said to be the isotropy
group of v ∈ V. Let Ω ⊂ V be an open, bounded and SO(2)-invariant subset and let
H ⊂ SO(2) be closed subgroup. Then we define
• ΩH = {v ∈ Ω : H ⊂ SO(2)v} = {v ∈ Ω : gv = v ∀ g ∈ H},
• ΩH = {v ∈ Ω : H = SO(2)v}.
Fix k ∈ N and set CkSO(2)(V,R) = {f ∈ Ck(V,R) : f is SO(2) − invariant}. Let f ∈
C1SO(2)(V,R). Since V is an orthogonal representation, gradient ∇f : V → V is an SO(2)-
equivariant C0-map. If H ⊂ SO(2) is a closed subgroup then V H is a finite-dimensional
representation of the group SO(2) and
(∇f)H = ∇(f|V H) : V H → V H is well-defined
SO(2)-equivariant gradient map. Choose an open, bounded and SO(2)-invariant subset
Ω ⊂ V such that (∇f)−1(0) ∩ ∂Ω = ∅. Under these assumptions we have defined in [23]
the degree for SO(2)-equivariant gradient maps ∇SO(2)−deg(∇f,Ω) ∈ U(SO(2)) with
coordinates
∇SO(2)−deg(∇f,Ω) =
= (∇SO(2)−degSO(2)(∇f,Ω),∇SO(2)−degZ1(∇f,Ω), . . . ,∇SO(2)−degZk(∇f,Ω), . . .).
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For γ > 0 and v0 ∈ V SO(2) we put Dγ(V, v0) = {v ∈ V : | v − v0 |< γ}. In the following
theorem we formulate the main properties of the degree for SO(2)-equivariant gradient
maps.
Theorem 2.1 ([23]). Under the above assumptions the degree for SO(2)-equivariant gra-
dient maps has the following properties
(1) if ∇SO(2)−deg(∇f,Ω) 6= Θ, then (∇f)−1(0) ∩ Ω 6= ∅,
(2) if ∇SO(2)−degH(∇f,Ω) 6= 0, then (∇f)−1(0) ∩ ΩH 6= ∅,
(3) if Ω = Ω0 ∪ Ω1 and Ω0 ∩ Ω1 = ∅, then
∇SO(2)−deg(∇f,Ω) = ∇SO(2)−deg(∇f,Ω0) +∇SO(2)−deg(∇f,Ω1),
(4) if Ω0 ⊂ Ω is an open SO(2)-invariant subset and (∇f)−1(0) ∩ Ω ⊂ Ω0, then
DEG(∇f,Ω) = DEG(∇f,Ω0),
(5) if f ∈ C1SO(2)(V × [0, 1],R) is such that (∇vf)−1(0) ∩ (∂Ω × [0, 1]) = ∅, then
∇SO(2)−deg(∇f0,Ω) = ∇SO(2)−deg(∇f1,Ω),
(6) if W is an orthogonal representation of the group SO(2), then
∇SO(2)−deg((∇f, Id),Ω×Dγ(W, 0)) = ∇SO(2)−deg(∇f,Ω),
(7) if f ∈ C2SO(2)(V,R) is such that ∇f(0) = 0 and ∇2f(0) is an SO(2)-equivariant
self-adjoint isomorphism then there is γ > 0 such that
∇SO(2)−deg(∇f,Dγ(V, 0)) = ∇SO(2)−deg(∇2f(0), Dγ(V, 0)).
Remark 2.1. Directly from the definition of the degree for SO(2)-equivariant gradient
maps, see [23], it follows that
(1) if H ⊂ SO(2) is a closed subgroup and for any v ∈ Ω SO(2)v 6= H, then
∇SO(2)−degH(∇f,Ω) = 0.
(2)
∇SO(2)−degSO(2)(∇f,Ω) =


0 if ΩSO(2) = ∅,
1 if ΩSO(2) = {0} ⊂ V,
degB(∇fSO(2),ΩSO(2), 0) otherwise,
where degB denotes the Brouwer degree.
Below we formulate product formula for the degree for SO(2)-equivariant gradient maps.
Theorem 2.2 ([24]). Let Ωi ⊂ Vi be an open, bounded and SO(2)-invariant subset of
a finite-dimensional, orthogonal representation Vi of the group SO(2), for i = 1, 2. Let
fi ∈ C1SO(2)(Vi,R) be such that
(∇fi)−1(0) ∩ ∂Ωi = ∅, for i = 1, 2. Then
∇SO(2)−deg((∇f1,∇f2),Ω1 × Ω2) = ∇SO(2)−deg(∇f1,Ω1) ⋆∇SO(2)−deg(∇f2,Ω2).
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For k ∈ N define a map ρk : SO(2)→ GL(2,R) as follows
ρk(ei·θ) =
[
cos(k · θ) − sin(k · θ)
sin(k · θ) cos(k · θ)
]
0 ≤ θ < 2 · π.
For j, k ∈ N we denote by R[j, k] the direct sum of j copies of (R2, ρk), we also denote by
R[j, 0] the trivial j-dimensional representation of SO(2). We say that two representations
V and W are equivalent if there exists an equivariant, linear isomorphism T : V → W .
The following classic result gives a complete classification (up to equivalence) of finite-di-
mensional representations of the group SO(2) (see [1]).
Theorem 2.3 ([1]). If V is a finite-dimensional representation of SO(2) then there exist
finite sequences {ji}, {ki} satisfying:
(∗) ki ∈ {0} ∪ N, ji ∈ N, 1 ≤ i ≤ r, k1 < k2 < · · · < kr
such that V is equivalent to
r⊕
i=1
R[ji, ki]. Moreover, the equivalence class of V , (V ≈
r⊕
i=1
R[ji, ki]) is uniquely determined by {ki}, {ji} satisfying (∗).
We will denote by m−(L) the Morse index of a symmetric matrix L.
To apply successfully any degree theory we need computational formulas for this invariant.
Below we show how to compute degree for SO(2)-equivariant gradient maps of a linear,
self-adjoint, SO(2)-equivariant isomorphism.
Lemma 2.1 ([23]). If V ≈ R[j0, 0]⊕R[j1, k1]⊕ . . .⊕R[jr, kr], L : V → V is a self-adjoint,
SO(2)-equivariant, linear isomorphism and γ > 0 then
(1) L = diag (L0, L1, . . . , Lr),
(2)
∇SO(2)−degH(L,Dγ(V, 0)) =


(−1)m−(L0), for H = SO(2),
(−1)m−(L0) · m
−(Li)
2
, for H = Zki
0, for H /∈ {SO(2),Zk1, . . . ,Zkr},
(3) in particular, if L = −Id, then
∇SO(2)−degH(−Id,Dγ(V, 0)) =


(−1)j0, for H = SO(2),
(−1)j0 · ji, for H = Zki,
0, for H /∈ {SO(2),Zk1, . . . ,Zkr}.
Let (H, 〈·, ·〉H) be an infinite-dimensional, separable Hilbert space which is an orthogonal
representation of the group SO(2) and let C1SO(2)(H,R) denote the set of SO(2)-invariant
C1-functionals. Fix Φ ∈ C1SO(2)(H,R) such that
∇Φ(u) = u−∇η(u), (2.4)
where ∇η : H → H is an SO(2)-equivariant compact operator. Let U ⊂ H be an
open, bounded and SO(2)-invariant set such that (∇Φ)−1 (0) ∩ ∂U = ∅. In this situation
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∇SO(2)−deg(Id−∇η,U) ∈ U(SO(2)) is well-defined, see [23] for details and properties of
this degree.
The following theorem is an infinite-dimensional generalization of Theorem 2.2.
Theorem 2.4. Let Ui ⊂ Hi, be an open, bounded and SO(2)-invariant subset of infinite-
dimensional, orthogonal representation Hi of the group SO(2), for i = 1, 2. Let fi ∈
C1SO(2)(Hi,R) be such that
(1) ∇fi = Id−∇ηi is an operator in the form of a compact perturbation of the identity,
for i = 1, 2,
(2)
(∇fi)−1(0) ∩ ∂Ui = ∅, for i = 1, 2.
Then the following formula holds true
∇SO(2)−deg((Id−∇η1, Id−∇η2),U1 × U2) =
= ∇SO(2)−deg(Id−∇η1,U1) ⋆∇SO(2)−deg(Id−∇η2,U2).
Let L : H → H be a linear, bounded, self-adjoint, SO(2)-equivariant operator with
spectrum σ(L) = {λi}. By VL(λi) we will denote eigenspace of L corresponding to the
eigenvalue λi and we put µL(λi) = dimVL(λi). In other words µL(λi) is the multiplicity of
the eigenvalue λi. Since operator L is linear, bounded, self-adjoint, and SO(2)-equivariant,
VL(λi) is a finite-dimensional, orthogonal representation of the group SO(2). For γ > 0
and v0 ∈ HSO(2) put Dγ(H, v0) = {v ∈ H : | v − v0 |< γ}.
Combining Theorem 4.5 in [23] with Theorem 2.2 we obtain the following theorem.
Theorem 2.5. Under the above assumptions if 1 /∈ σ(L), then
∇SO(2)−deg(Id− L,Dγ(H, 0)) =
∏
λi>1
∇SO(2)−deg(−Id,Dγ(VL(λi), 0)) ∈ U(SO(2)).
It is understood that if σ(L) ∩ [1,+∞) = ∅, then
∇SO(2)−deg(Id− L,Dγ(H, 0)) = I ∈ U(SO(2)).
Below we formulate the continuation theorem for SO(2)-equivariant gradient operators in
the form of a compact perturbation of the identity. In other words we study continuation
of critical orbits of SO(2)-invariant C1-functionals. The proof this theorem is standard,
but in this proof we have to replace the Leray-Schauder degree with the degree for SO(2)-
equivariant gradient operators.
Theorem 2.6. Let Φ ∈ C1SO(2)(H×R,R) be such that ∇uΦ(u, λ) = u−∇uη(u, λ), where
∇η : H × R → H is an SO(2)-equivariant compact operator. Fix an open, bounded and
SO(2)-invariant subset U ⊂ H and λ0 ∈ R such that
(1) (∇uΦ(·, λ0))−1 (0) ∩ ∂U = ∅,
(2) ∇SO(2) − deg(∇uΦ(·, λ0),U) 6= Θ ∈ U(SO(2)).
Then there exists continua (closed connected sets) C± ⊂ H× R, with
C− ⊂ ((−∞, λ0]×H) ∩ (∇uΦ(·, λ0))−1 (0),
C+ ⊂ ([λ0,+∞)×H) ∩ (∇uΦ(·, λ0))−1 (0),
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and for both C = C± the following statements are valid
(1) C ∩ ({λ0} × U) 6= ∅,
(2) either C is unbounded or else C ∩ (H \ cl(U)) 6= ∅.
We finish this section with a special case, G = SO(2), of the theorem due to Rabier and
Wang, see [19, 26].
Theorem 2.7. Let U ⊂ H be an open, bounded and SO(2)-invariant set and let f ∈
C0SO(2)(cl(U),H) be an operator in the form of a compact perturbation of the identity such
that 0 /∈ f(∂U). Then degLS(f,U , 0) = degLS(fSO(2),USO(2), 0), where degLS denotes the
Leray-Schauder degree.
3. Admissible G-equivariant Gradient Homotopies
This section is of technical nature. We prove here the splitting lemma at the origin and
at the infinity. In fact we construct admissible G-equivariant gradient homotopies. In the
next sections, using these homotopies, we will compute the degree for SO(2)-equivariant
gradient maps.
Let G be any compact Lie group and let Φ ∈ C2G(H,R) has the following form
Φ(x) =
1
2
〈Lx, x〉H − g(x), (3.1)
where ∇g : H→ H is a G-equivariant compact operator and
(F.1) L : H→ H is a G-equivariant self-adjoint Fredholm operator.
Assume that for p ∈ {0,∞}
Φ(x) =
1
2
〈(L− Lp)x, x〉H + ηp(x), (3.2)
i.e.
Φ(x) =
1
2
〈(L− L0)x, x〉H + η0(x) = 1
2
〈(L− L∞)x, x〉H + η∞(x),
where
(F.2) ∇ηp : H→ H is a G-equivariant, compact operator,
(F.3) Lp : H→ H is a linear, G-equivariant, self-adjoint and compact operator,
(F.4) ‖∇2ηp(x)‖ → 0 as ‖x‖ → p,
(F.5) 0 ∈ σ(L− Lp),
(F.6) p is an isolated critical point of Φ.
We treat p = ∞ as a critical point of Φ with Hessian ∇2Φ(∞) = L − L∞. Moreover, we
say that ∞ is an isolated critical point if (∇Φ)−1(0) is bounded.
We will denote by Vp and Wp the kernel and the image of ∇2Φ(p) = L−Lp, respectively.
Notice that Vp and Wp are finite and infinite-dimensional orthogonal representation of
the group G, respectively. Since the operator L − Lp is self-adjoint, H = Vp ⊕Wp. Put
Ap = (L−Lp)|Wp : Wp →Wp. Notice that the operator Ap is an isomorphism. From now
on πp : H → Wp and Id − πp : H → Vp stand for G-equivariant, orthogonal projections.
Set Φp1 = (Id− πp) ◦ ∇Φ and Φp2 = πp ◦ ∇Φ.
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The following two versions of the implicit function theorem will allow us to construct
admissible G-equivariant gradient homotopies.
Theorem 3.1. Let Φ ∈ C1G(H,R) be a functional given by (3.1). Suppose that Φ(x) =
1
2
〈(L− L0)x, x〉H+η0(x) and that assumptions (F.1)− (F.5) are satisfied for p = 0. Then
there exist ε > 0 and G-equivariant, C1-mapping w0 : Dε(V0, 0)→W0 such that
(i) w0(0) = 0, Dw0(0) = 0,
(ii) Φ02(v, w) = 0 for v ∈ Dε(V0, 0) iff w = w0(v).
Proof. The existence of w0 : Dε(V0, 0) → W0 we obtain from the nonequivariant version
of the implicit function theorem, where ε > 0 is sufficiently small. What is left is to show
that w0 is G-equivariant. Since the operator Φ
0
2 isG-equivariant, Φ
0
2(gv, gw0(v)) = 0 for all
v ∈ Dε(V0, 0), g ∈ G. Moreover, we have and Φ02(gv, w0(gv)) = 0 for all v ∈ Dε(V0, 0), g ∈
G. From the uniqueness of w0 we obtain gw0(v) = w0(gv) for all v ∈ Dε(V0, 0) and g ∈ G,
which completes the proof. 
Theorem 3.2. Let Φ ∈ C1G(H,R) be a functional given by (3.1). Suppose that Φ(x) =
1
2
〈(L − L∞)x, x〉H + η∞(x) and that assumptions (F.1) − (F.5) are satisfied for p = ∞.
Then there is β0 > 0 and G-equivariant C
1-mapping w∞ : V∞ \ cl(Dβ0(V∞, 0)) → W∞
such that Φ∞2 (v, w) = 0 for v ∈ V∞ \ cl(Dβ0(V∞, 0)) iff w = w∞(v).
The above theorem has been proved as a part of the proof of Lemma 4.3 in [4]. G-equi-
variance follows in the same way as in the proof of Theorem 3.1.
As a consequence of Theorems 3.1, 3.2 we obtain the following corollary.
Corollary 3.1. Let Φ ∈ C1G(H,R) be a functional given by (3.1). Fix p ∈ {0,∞} and
assume that functional Φ(x) =
1
2
〈(L−Lp)x, x〉H+ηp(x) satisfies assumptions (F.1)−(F.5).
If {xn} ⊂ (∇Φ)−1(0) converges to p then there is n0 ∈ N such that for any n > n0 there
is vn ∈ Vp such that Gxn = Gvn .
Proof. Fix p = 0. From Theorem 3.1 it follows that there is ε > 0 such that if xn ∈
(∇Φ)−1(0) ∩ Dε(H, p) then xn = (vn, wp(vn)) ∈ H, where wp : Dε(Vp, p) → Wp is a
G-equivariant map. Since wp is G-equivariant, Gvn ⊂ Gwp(vn) for any vn ∈ Dε(Vp, p).
Consequently, Gxn = G(vn,wp(vn)) = Gvn ∩Gwp(vn) = Gvn , which completes the proof. The
same proof remains valid for p = ∞, but we have to replace Theorem 3.1 with Theorem
3.2. 
Let us consider continuous, G-equivariant extensions w˜p : Vp → Wp of wp, p = 0,∞,
defined in Theorems 3.1, 3.2. To shorten notation we continue to write wp for w˜p, p = 0,∞.
For p ∈ {0,∞} consider a family of G-invariant C1-functionals Hp ∈ C1G(H × [0, 1],R),
defined in a following way
Hp((v, w), t) =
1
2
〈Ap(w), w〉H + 1
2
t(2 − t)〈Ap(wp(v)), wp(v)〉H+
+ tηp(v, wp(v)) + (1− t)ηp(v, w + twp(v)),
(3.3)
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where (v, w) ∈ H = Vp ⊕Wp.
This family has been introduced by Dancer in [9]. Recall that homotopyH : Ω×[0, 1]→ R,
where Ω is an open, bounded, G-invariant subset of an orthogonal G-representation H, is
said to be Ω-admissible iff
(2) ∇H(·, t) : (cl(Ω), ∂Ω) → (H,H\{0}) is a gradient, G-equivariant mapping for all
t ∈ [0, 1],
(3) ∇H(·, t) = L −∇gt, where ∇g(·, t) = ∇gt and ∇g : H × [0, 1] → H is a compact
operator.
By ∇H we denote the gradient of H with respect to the coordinate x ∈ H.
Lemma 3.1. For p ∈ {0,∞} the family Hp ∈ C1G(H× [0, 1],R) given by the formula (3.3)
is of the form ∇Hp(·, t) = L−∇gt for t ∈ [0, 1], where ∇g : H× [0, 1]→ H is a compact
operator.
Proof. Observe that
∇Hp((v, w), t) = Ap(w) + t(2− t)[Dwp(v)]TAp(wp(v)) + t(Id− πp)∇ηp(v, wp(v))+
+ t[Dwp(v)]
Tπp∇ηp(v, wp(v)) + (1− t)∇ηp(v, w + twp(v))+
+ (1− t)t[Dwp(v)]Tπp∇ηp(v, w + twp(v)).
From definition we have Ap(w) = (L − Lp)(v, w). Recall that Lp and ∇ηp are compact
operators and Vp is finite dimensional space. To complete the proof we use following facts
(i) superposition of compact and continuous mappings is compact,
(ii) continuous, finite-dimensional mapping is compact,
(iii) continuous mapping defined on a finite dimensional Banach space is compact.

We finish this section with splitting lemmas at the origin and at the infinity.
Lemma 3.2. (Splitting lemma at the origin) Suppose that functional Φ ∈ C2G(H,R)
is given by formula (3.1). Assume additionally that for p = 0 there is representation
Φ(x) = 1
2
〈(L − L0)x, x〉H + η0(x) and assumptions (F.1)-(F.6) hold. Then there exist
α0 > 0 and G-equivariant gradient homotopy ∇H0 : (V0⊕W0)× [0, 1]→ H, satisfying the
following conditions
(1) ∇H−10 (0) ∩ (cl(Dα0(V0, 0))× cl(Dα0(W0, 0))× [0, 1]) = {0} × [0, 1],
(2) ∇H0((v, w), t) = (L − ∇gt)(v, w), for t ∈ [0, 1], (v, w) ∈ V0 ⊕W0, where ∇gt =
∇g(·, t) and ∇g : H× [0, 1]→ H is a compact mapping,
(3) ∇H0((v, w), 0) = ∇Φ(v, w),
(4) there exists a G-equivariant, gradient mapping ∇ϕ0 : (V0, 0) → (V0, 0) such that
∇H0((v, w), 1) = (∇ϕ0(v), A0(w)) = (∇ϕ0(v), (L− L0)|W0(w)).
Proof. Let H0 : (V0 ⊕W0)× [0, 1]→ R will be defined by formula (3.3) for p = 0, i.e.
H0((v, w), t) =
1
2
〈A0(w), w〉H + 1
2
t(2− t)〈A0(w0(v)), w0(v)〉H+
+ tη0(v, w0(v)) + (1− t)η0(v, w + tw0(v)).
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Clearly ∇H0 : (V0 ⊕W0)× [0, 1] → H is a gradient, G-equivariant homotopy. Condition
(1) has been verified for example in [15], for α0 > 0 taken as a sufficiently small number.
Lemma 3.1 yields (2). To complete the proof notice that
(1) ∇H0((v, w), 0) = ∇Φ(v, w),
(2) ∇H0((v, w), 1) = (∇ϕ0(v), A0(w)), where ∇ϕ0(v) = Φ01(v, w0(v)).

Lemma 3.3. (Splitting lemma at the infinity) Suppose that functional Φ ∈ C2G(H,R)
is given by formula (3.1). Assume additionally that for p = ∞ there is representation
Φ(x) = 1
2
〈(L − L∞)x, x〉H + η∞(x) and assumptions (F.1)-(F.6) hold. Then there exist
number α∞ > 0 and G-equivariant gradient homotopy ∇H∞ : (V∞ ⊕W∞) × [0, 1] → H,
satisfying the following conditions
(1) ∇H−1∞ (0) ⊂ cl(Dα∞(V∞, 0))× cl(Dα∞(W∞, 0))× [0, 1],
(2) ∇H∞((v, w), t) = (L −∇gt)(v, w), for t ∈ [0, 1], (v, w) ∈ V∞ ⊕W∞, where ∇gt =
∇g(·, t) and ∇g : H× [0, 1]→ H is a compact mapping,
(3) ∇H∞((v, w), 0) = ∇Φ(v, w)
(4) there exists a G-equivariant, gradient mapping ∇ϕ∞ : V∞ → V∞ such that
∇H∞((v, w), 1) = (∇ϕ∞(v), A∞(w)) = (∇ϕ∞(v), (L− L∞)|W∞(w)).
Proof. Recall, that Φ∞1 = (Id − π∞) ◦ ∇Φ : H → V∞ and Φ∞2 = π∞ ◦ ∇Φ : H → W∞.
Applying Theorem 3.2 to Φ, we obtain β0 > 0 and a G-equivariant C
1-mapping
w∞ : V∞ \ cl(Dβ0(V∞, 0)) → W∞ such that Φ∞2 (v, w) = 0 for v ∈ V∞ \ cl(Dβ0(V∞, 0))
iff w = w∞(v).
Fix β1 > β0 such that
(Id− π∞)(∇Φ−1(0)) ⊂ cl(Dβ1(V∞, 0)) (3.4)
and
sup{‖∇2η∞(v, w)‖; (v, w) ∈ H and ‖(v, w)‖H > β1} ≤ 1
2
‖A−1∞ ‖−1. (3.5)
Consider the family H∞ : (V∞ ⊕W∞) × [0, 1] → H defined by formula (3.3) for p = ∞,
i.e.
H∞((v, w), t) =
1
2
〈A∞(w), w〉H + 1
2
t(2− t)〈A∞(w∞(v)), w∞(v)〉H+
+ tη∞(v, w∞(v)) + (1− t)η∞(v, w + tw∞(v)).
We claim that there exists β2 > 0 such that if (v, w) ∈ H\(cl(Dβ1(V∞, 0))×cl(Dβ2(W∞, 0)))
then ∇H∞((v, w), t) 6= 0. Notice that (v, w) ∈ H \ (cl(Dβ1(V∞, 0))× cl(Dβ2(W∞, 0)) iff
(i) either ‖v‖H < β1 and ‖w‖H > β2,
(ii) or ‖v‖H > β1.
Case (i). For β1 there exists K such that if ‖v‖H < β1 then ‖w∞(v)‖H ≤ K. Moreover,
from (F.4), for fixed ε > 0 there exists M > 0 such that if ‖x‖H > M then ‖∇η∞(x)‖H <
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ε‖x‖H. Taking ε < 12‖A−1∞ ‖−1 and sufficiently large β2 if ‖w‖H ≥ β2 then
‖π∞(∇H∞((v, w), t))‖H = ‖A∞(w) + (1− t)π∞∇η∞(v, w + tw∞(v))‖H ≥
≥ ‖A−1∞ ‖−1‖w‖H − (1− t)‖∇η∞(v, w + tw∞(v))‖H ≥
≥ ‖A−1∞ ‖−1‖w‖H − ε‖(v, w + tw∞(v)))‖H >
> ‖A−1∞ ‖−1‖w‖H − εβ1 − ε‖w‖H − εK >
>
1
2
‖A−1∞ ‖−1‖w‖H − εβ1 − εK > 0.
Case(ii). Fix (v, t) ∈ (V∞ \ cl(Dβ1(V∞, 0)))× [0, 1]. We claim that
π∞(∇H∞((v, w), t)) = 0 (3.6)
iff w = 0. Indeed, w = 0 is a solution of (3.6). We proceed to show that it is unique.
π∞(∇H∞((v, w), t)) = 0⇔
A∞(w) + (1− t)π∞(∇η∞(v, w + tw∞(v))) = 0⇔
w = −(1− t)A−1∞ ◦ π∞(∇η∞(v, w + tw∞(v))).
Denote the right side of the above equality by φ(v, t)(w). From the mean value theorem
and (3.5) we obtain
‖φ(v, t)(w1)−φ(v, t)(w2)‖H ≤ ‖A−1∞ ‖ · ‖∇η∞(v, tw1+w∞(v))−∇η∞(v, tw2+w∞(v))‖H ≤
≤ ‖A−1∞ ‖ · ‖w1 − w2‖H · sup{‖∇2η∞(u)‖; u ∈ H and ‖u‖H > β1} ≤
1
2
‖w1 − w2‖H.
Hence φ(v, t) : W∞ →W∞ is a contraction. Using the Banach fixed point theorem we con-
clude that w = 0 is the unique solution of (3.6). If w = 0 then (Id−π∞)(∇H∞((v, 0), t)) =
= Φ∞1 (v, w(v)) 6= 0 for ‖v‖ ≥ β1. Now it suffices to take α∞ = max{β1, β2}.
Lemma 3.1 yields (2). To complete the proof notice that
(1) ∇H∞((v, w), 0) = ∇Φ(v, w),
(2) ∇H∞((v, w), 1) = (∇ϕ∞(v), A∞(w)), where ∇ϕ∞(v) = Φ∞1 (v, w∞(v)).

Remark 3.1. Notice that from conditions (1) in Lemmas 3.2 and 3.3 for p = 0,∞
respectively, we have
∇Hp(·, t) : (cl(Dαp(Vp, 0))× cl(Dαp(Wp, 0)), ∂(cl(Dαp(Vp, 0)))× cl(Dαp(Wp, 0))))→
→ (H,H \ {0}).
Hence both homotopies Hp are Ω-admissible for Ω = Dαp(Vp, 0)×Dαp(Wp, 0).
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4. Applications of Splitting Lemmas
In this section we compute the indices of isolated critical points of SO(2)-invariant
functionals in terms of the degree for SO(2)-equivariant gradient maps. Throughout
this section we assume that L = Id, G = SO(2) and dim HSO(2) < ∞. Let functional
Φ ∈ C2SO(2)(H,R) be given by (3.1). Suppose that Φ(x) =
1
2
〈(L− Lp)x, x〉H + ηp(x) for
p ∈ {0,∞}, and that assumptions (F.1) − (F.6) are satisfied. Notice that if p = 0,
functional Φ satisfies assumptions of Lemma 3.2 and if p = ∞, assumptions of Lemma
3.3. Hence, further consideration we can carry out paralel for p ∈ {0,∞}. From Lemmas
3.2, 3.3 and Theorem 2.4 we have
∇SO(2)−deg(∇Φ, Dαp(H, p)) =
= ∇SO(2)−deg((∇ϕp, Ap), Dαp(Vp, p)×Dαp(Wp, p)) = (4.1)
= ∇SO(2)−deg(∇ϕp, Dαp(Vp, p)) ⋆∇SO(2)−deg(Ap, Dαp(Wp, p))
Lemma 4.1. Fix p ∈ {0,∞}. Let Φ ∈ C2SO(2)(H,R), admits the representation Φ(x) =
1
2
〈(Id− Lp)x, x〉H + ηp(x), and assumptions (F.1)− (F.6) are fulfilled. Moreover, assume
that Vp = ker(Id− Lp) ⊂ HSO(2). Then
∇SO(2) − deg(∇Φ, Dαp(H, p)) = degB(∇ΦSO(2), Dαp(HSO(2), p), 0)·
·∇SO(2)−deg((Id− Lp)|(HSO(2))⊥, Dαp((HSO(2))⊥, 0)).
Proof. Since Ap = ((Ap)|WSO(2)p , (Ap)|(Wp⊖WSO(2)p )), Vp ⊂ HSO(2) and (4.1) we have
∇SO(2)−deg(∇Φ, Dαp(H, p)) =
= ∇SO(2)−deg(∇ϕp, Dαp(Vp, p)) ⋆∇SO(2)−deg((Ap)|WSO(2)p , Dαp(W
SO(2)
p , 0))⋆
⋆∇SO(2)−deg((Ap)|(Wp⊖WSO(2)p ), Dαp((Wp ⊖W
SO(2)
p ), 0)) =
= ∇SO(2)−deg((∇ϕp, (Ap)|(Wp⊖WSO(2)p )), Dαp(Vp, p)×Dαp((Wp ⊖W
SO(2)
p ), 0)⋆
⋆∇SO(2)−deg((Ap)|(HSO(2))⊥, Dαp((HSO(2))⊥, 0)) = ∇SO(2)−deg(∇ΦSO(2), Dαp(HSO(2), p))⋆
⋆∇SO(2)−deg((Id− Lp)|(HSO(2))⊥, Dαp((HSO(2))⊥, 0)) (4.2)
Recall that
(∇Φ)SO(2) = (∇Φ)
|HSO(2)
= ∇(Φ|HSO(2)) : HSO(2) → HSO(2) is well-defined
gradient map and notice that by Remark 2.1 we have
∇SO(2)−deg(∇ΦSO(2), Dαp(HSO(2), 0)) = (degB(∇ΦSO(2), Dαp(HSO(2), 0)), 0, . . . ) (4.3)
Taking into account formulas (2.2), (4.2) and (4.3) we complete the proof. 
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Recall, that by VL(λi) we denote the eigenspace of the operator L corresponding to the
eigenvalue λi. Using Theorem 2.5 we obtain
∇SO(2)−deg(∇Φ, Dαp(H, p)) =
= ∇SO(2)−deg(∇ϕp, Dαp(Vp, p)) ⋆∇SO(2)−deg(−Id,Dαp(
⊕
λi>1
VLp(λi), 0)).
Since Vp = ker(Id − Lp) is a finite-dimensional representation of the group SO(2), from
Theorem 2.3 we obtain numbers j0 ≥ 0, j1, . . . , jr > 0 and kr > . . . > k1 > k0 =
0 such that Vp ≈ R[j0, k0] ⊕ R[j1, k1] ⊕ . . . ⊕ R[jr, kr]. Let {i1, . . . , is} ⊂ {1, . . . , r}.
Denote ki1...is = gcd{ki1, . . . , kis}. Possible isotropy groups of points of Vp are SO(2)
and groups Zki1...is , for arbitrary {i1, . . . , is} ⊂ {1, . . . , r}. From Remark 2.1 we have
∇SO(2)−degH(∇ϕp, Dαp(Vp, p)) = 0 for H /∈ {SO(2)} ∪
⋃
{i1,...,is}⊂{1,...,r}
{Zki1...is}. Hence we
have proved the following lemma.
Lemma 4.2. Let p ∈ {0,∞}. Let Φ ∈ C2SO(2)(H,R), admits the representation Φ(x) =
1
2
〈(Id− Lp)x, x〉H + ηp(x), and assumptions (F.1)− (F.6) hold. Then
∇SO(2)−deg(∇Φ, Dαp(H, p)) =
= ∇SO(2)−deg(∇ϕp, Dαp(Vp, p)) ⋆∇SO(2)−deg(−Id,Dαp(
⊕
λi>1
VLp(λi), 0)).
Moreover, by formula (2.2), we have
∇SO(2)−degH(∇Φ, Dαp(H, p)) =
= ∇SO(2)−degSO(2)(∇ϕp, Dαp(Vp, p)) · ∇SO(2)−degH(−Id,Dαp(
⊕
λi>1
VLp(λi), 0))
(4.4)
for H /∈ {SO(2)} ∪
⋃
{i1,...,is}⊂{1,...,r}
{Zki1...is}.
Corollary 4.1. Let assumptions of Lemma 4.2 be satisfied. Assume additionally that
V
SO(2)
p = ker(Id− Lp)SO(2) = {0}. Then
∇SO(2)−degH(∇Φ, Dαp(H, p)) = ∇SO(2)−degH(−Id,Dαp(
⊕
λi>1
VLp(λi), 0))
for H /∈ {SO(2)} ∪
⋃
{i1,...,is}⊂{1,...,r}
{Zki1...is}.
Proof. Since V
SO(2)
p = ker(Id− Lp)SO(2) = {0}, by Remark 2.1 we have
∇SO(2)−degSO(2)(∇ϕp, Dαp(Vp, p)) = 1.
Applying formula (4.4) we complete the proof. 
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5. Nonstationary Periodic Solutions of Autonomous Newtonian Systems
Throughout this section we study periodic solutions of autonomous Newtonian systems.
We define an SO(2)-invariant functional on a suitably chosen infinite-dimensional Hilbert
space which is an infinite-dimensional, orthogonal representation of the group SO(2).
Critical orbits of this functional are in one-to-one correspondence with solutions of a
considered system. Therefore for our purpose it is enough to study only the critical orbits
of this functional.
We begin this section with a definition of an appropriate Hilbert space. Fix T > 0 and
define
H
1
T = {u : [0, T ]→ Rn : u is abs. cont., u(0) = u(T ), u˙ ∈ L2([0, T ],Rn)}.
It is known that H1T is a separable Hilbert space with a scalar product given by the
formula 〈u, v〉H1
T
=
∫ T
0
(u˙(t), v˙(t)) + (u(t), v(t)) dt, where (·, ·) and ‖ · ‖ are the usual
scalar product and norm in Rn, respectively. It is easy to show that
(
H
1
T , 〈·, ·〉H1T
)
is an
orthogonal representation of the group SO(2) with an SO(2)-action given by shift in time.
Let us consider the following Newtonian system

u¨ = −V ′(u)
u(0) = u(T )
u˙(0) = u˙(T )
(5.1)
where V ∈ C2(Rn,R). Solutions of (5.1) are in one to one correspondence with critical
points of an SO(2)-invariant C2-functional ΦV : H
1
T → R defined as follows
ΦV (u) =
∫ T
0
1
2
‖u˙(t)‖2 − V (u(t)) dt (5.2)
Notice that for any u, v ∈ H1T we have Φ′V (u)(v) = 〈∇ΦV (u), v〉H1T = 〈u − ∇ζ(u), v〉H1T ,
where ∇ζ : H1T → H1T is an SO(2)-equivariant, compact, gradient operator given by the
formula 〈∇ζ(u), v〉H1
T
=
∫ T
0
(u(t)+V (u(t)), v(t)) dt. In the other words the gradient∇ΦV :
H
1
T → H1T is an SO(2)-equivariant C1-operator in the form of a compact perturbation of
the identity.
5.1. Linear Equation. In this section we carry on detailed analysis of a linear system
of the form 

u¨ = −Au
u(0) = u(T )
u˙(0) = u˙(T )
(5.1.1)
where A is a real, symmetric (n×n)-matrix. Moreover, we study properties of a functional
associated with equation (5.1.1).
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Define the corresponding functional ΦA : H
1
T → R as follows
ΦA(u) =
1
2
∫ T
0
‖u˙(t)‖2 − (Au(t), u(t)) dt = 1
2
〈u− LA(u), u〉H1
T
(5.1.2)
and notice that ∇ΦA = Id − LA, where LA : H1T → H1T is a linear, self-adjoint, SO(2)-e-
quivariant and compact operator defined by the formula
〈LA(u), v〉H1
T
=
∫ T
0
(u(t) + Au(t), v(t))dt.
To study the linear eigenvalue problem u − λLIdRn (u) = 0 it is enough to consider the
following system 

u¨ = −(2λ− 1)u
u(0) = u(T )
u˙(0) = u˙(T )
(5.1.3)
It is easy to check that eigenvalues and eigenspaces of the operator LIdRn : H
1
T → H1T are
of the following form
(1) σ (LIdRn ) =
{
λk =
2T 2
T 2 + 4k2π2
}
k∈N∪{0}
,
(2) VLId
Rn
(λ0) = R
n ≈ R[n, 0],
(3) VLId
Rn
(λk) =
{
ak cos
2kπ
T
t+ bk sin
2kπ
T
t : ak, bk ∈ Rn
}
≈ R[n, k], k ∈ N.
From the above we obtain that an orthonormal basis in H1T can be chosen as follows√
1
T
· ei,
√
2T
T 2 + 4k2π2
· cos
(
2kπ
T
t
)
· ei,
√
2T
T 2 + 4k2π2
· sin
(
2kπ
T
t
)
· ei
or in equivalent way√
λ0
2T
· ei,
√
λk
T
· cos
(
2kπ
T
t
)
· ei,
√
λk
T
· sin
(
2kπ
T
t
)
· ei,
where i = 1, . . . , n and k ∈ N.
It is clear that u ∈ H1T possesses Fourier series of the form
u(t) = a˜0
√
λ0
2T
+
∑
k∈N
a˜k ·
(√
λk
T
· cos 2kπ
T
t
)
+ b˜k ·
(√
λk
T
· sin 2kπ
T
t
)
=
= a0 +
∑
k∈N
ak · cos 2kπ
T
t+ bk · sin 2kπ
T
t.
In the following lemma we study properties of the operator ∇ΦA = Id− LA : H1T → H1T .
Lemma 5.1.1. If u ∈ H1T with Fourier series
u(t) = a0 +
∑
k∈N
ak · cos 2kπ
T
t+ bk · sin 2kπ
T
t,
AUTONOMOUS NEWTONIAN SYSTEMS 16
then
∇ΦA(u) = u− LA(u) = −A · a0 +
∞∑
k=1
(Λ(k) · ak) · cos 2kπ
T
t+ (Λ(k) · bk) · sin 2kπ
T
t,
where Λ(k) =
(
4k2π2
4k2π2 + T 2
Id− T
2
4k2π2 + T 2
A
)
Proof. Fix u ∈ H1T with Fourier series u(t) = a0 +
∑
k∈N
ak · cos 2kπ
T
t+ bk · sin 2kπ
T
t. Then
∇ΦA(u) = u− LA(u) = (Id− LA)(a0) +
∑
k∈N
(Id− LA)
(
ak · cos 2kπ
T
t+ bk · sin 2kπ
T
t
)
.
What is left is to compute
(1) (Id− LA)(a0) ∈ VLId
Rn
(λ0),
(2) (Id− LA)
(
ak · cos 2kπ
T
t+ bk · sin 2kπ
T
t
)
∈ VLId
Rn
(λk).
Put u0 = a0, fix v ∈ H1T and notice that
〈∇ΦA(u0), v〉H1
T
= 〈u0 − LA(u0), v〉H1
T
=
∫ T
0
−(A(u0), v(t)) dt =
=
∫ T
0
(u˙0, v˙(t)) + (u0, v(t))− ((Id+ A)(u0), v(t)) dt =
= 〈u0 − (Id+ A)(u0), v〉H1
T
= 〈−A(u0), v〉H1
T
.
Summing up, we obtain ∇ΦA(u0) = u0 − LA(u0) = −A(u0).
For simplicity of notation, we let uk(t) stand for ak · cos 2kπ
T
t+ bk · sin 2kπ
T
t. Fix v ∈ H1T
and notice that
〈∇ΦA(uk), v〉H1
T
= 〈uk − LA(uk), v〉H1
T
=
∫ T
0
(u˙k(t), v˙(t))− (Auk(t), v(t)) dt =
=
∫ T
0
(u˙k(t), v˙(t)) + (uk(t), v(t))− (uk(t) + Auk(t), v(t)) dt =
∫ T
0
(−u¨k(t) + uk(t), v(t))−
−(uk(t) + Auk(t), v(t)) dt =
∫ T
0
(
4k2π2 + T 2
T 2
)
(uk(t), v(t)) dt−
−
∫ T
0
(
T 2
4k2π2 + T 2
)((
4k2π2 + T 2
T 2
)
(uk(t) + Auk(t)) , v(t)
)
dt =
= 〈uk, v〉H1
T
−
〈(
T 2
4k2π2 + T 2
)
(Id+ A)uk, v
〉
H1
T
=
=
〈(
4k2π2
4k2π2 + T 2
Id− T
2
4k2π2 + T 2
A
)
uk, v
〉
H1
T
.
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Summing up, we obtain
∇ΦA(uk) = uk − LA(uk) =
(
4k2π2
4k2π2 + T 2
Id− T
2
4k2π2 + T 2
A
)
uk =
= (Λ(k) · ak) · cos 2kπ
T
t+ (Λ(k) · bk) · sin 2kπ
T
t = Λ(k)uk,
which completes the proof. 
As a direct consequence of Lemma 5.1.1 we obtain the following two corollaries.
Corollary 5.1.1. The following conditions are equivalent
(1) operator ∇ΦA = Id− LA : H1T → H1T is an isomorphism,
(2) ker Λ(k) = {0} for any k ∈ N ∪ {0},
(3) σ(A) ∩
{
4k2π2
T 2
: k ∈ N ∪ {0}
}
= ∅.
For α ∈ R we will denote by µA(α) the multiplicity of α considered as an eigenvalue of
matrix A. If α /∈ σ(A) then it is understood that µA(α) = 0. Moreover, if α ∈ σ(A) then
we will denote by VA(α) the eigenspace of A corresponding to the eigenvalue α. For any
k ∈ N ∪ {0} define
(1) σk(A, T ) = σ(A) ∩
(
4k2π2
T 2
,+∞
)
,
(2) jk(A, T ) =
∑
α∈σk(A,T )
µA(α).
Remark 5.1.1. Notice that
ν(A, T ) = µA(0) + 2
∞∑
k=1
µA
(
4k2π2
T 2
)
, j(A, T ) = j0(A, T ) + 2
∞∑
k=1
jk(A, T ),
where the numbers ν(A, T ), j(A, T ) are defined in [18] on page 207. Since we are going
to apply the degree for SO(2)-equivariant gradient maps, we have to describe the finite-
dimensional spaces ker Id − LA and
⊕
λi>1
VLA(λi) as representations of the group SO(2).
It is not enough for our purpose to know only the dimensions ν(A, T ) = dimker Id− LA
and j(A, T ) = dim
⊕
λi>1
VLA(λi).
The following corollary will prove extremely useful in the next sections.
Corollary 5.1.2. Operator ∇ΦA = Id− LA : H1T → H1T has the following properties
(1) H1T,0 = ker∇ΦA = VLA(1) =
= kerA⊕
∞⊕
k=1
{
ak · cos 2kπ
T
t + bk · sin 2kπ
T
t : ak, bk ∈ VA
(
4k2π2
T 2
)}
,
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(2) H1T,0 ≈
∞⊕
k=0
R
[
µA
(
4k2π2
T 2
)
, k
]
,
(3) dimH1T,0 = µA(0) + 2
∞∑
k=1
µA
(
4k2π2
T 2
)
,
(4) H1T,− =
⊕
λi>1
VLA(λi) =
=
⊕
α∈σ0(A)
VA(α)⊕
∞⊕
k=1
⊕
α∈σk(A,T )
{
ak · cos 2kπ
T
t+ bk · sin 2kπ
T
t : ak, bk ∈ VA (α)
}
,
(5) H1T,− ≈
∞⊕
k=0
⊕
α∈σk(A,T )
R [µA (α) , k] =
∞⊕
k=0
R[jk(A, T ), k],
(6) dimH1T,− =
∑
α∈σ0(A)
µA(α) + 2
∞∑
k=1
∑
α∈σk(A,T )
µA(α) = j0(A, T ) + 2
∞∑
k=1
jk(A, T ),
(7) H1T,+ =
⊕
λi<1
VLA(λi),
(8) H1T = H
1
T,− ⊕H1T,0 ⊕H1T,+.
The following fact is a direct consequence of Theorem 2.5, Lemma 5.1.1 and Corollaries
5.1.1, 5.1.2.
Fact 5.1.1. If σ(A) ∩
{
4k2π2
T 2
: k ∈ N ∪ {0}
}
= ∅, then the operator ∇ΦA = Id − LA :
H
1
T → H1T is an isomorphism. Additionally, for γ > 0
∇SO(2) − degH
(∇ΦA, Dγ (H1T , 0)) = ∇SO(2) − degH (−Id,Dγ (H1T,−, 0)) =
=


(−1)j0(A,T ) for H = SO(2),
(−1)j0(A,T ) · jk(A, T ) for H = Zk.
It is understood that if H1T,− = {0} then ∇SO(2)−deg
(∇ΦA, Dγ (H1T , 0)) = I ∈ U(SO(2)).
5.2. Existence of Periodic Solutions of Nonlinear Equation. In this section we
formulate sufficient conditions for the existence of non-stationary T -periodic solutions of
autonomous Newtonian systems.
Let us consider the following Newtonian system

u¨ = −V ′(u)
u(0) = u(T )
u˙(0) = u˙(T )
(5.2.1)
where V ∈ C2(Rn,R). Suppose
(i) (V ′)−1(0) = {p1, . . . , pq},
(ii) V ′(x) = V ′′(∞) · x+ o(‖x‖) as ‖x‖ → ∞.
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Recall that for p ∈ HSO(2) and γ > 0 we set Dγ(H, p) = {v ∈ H : ‖v−p‖H < γ}.Moreover,
if p =∞ then Dγ(H,∞) := Dγ(H, 0). Define ind(−V ′, pi) = lim
α→0
degB(−V ′, Dα(Rn, pi), 0)
for i = 1, . . . , q and ind(−V ′,∞) = lim
α→∞
degB(−V ′, Dα(Rn,∞), 0).
Remark 5.2.1. Under the above assumptions ind(−V ′,∞) =
q∑
i=1
ind(−V ′, pi).
Definition 5.2.1. Let p ∈ {p1, . . . , pq,∞} and σ(V ′′(p))∩
{
4k2π2
T 2
: k ∈ N
}
= ∅. Define
IV (p, T ) = (IV (p, T )SO(2), IV (p, T )Z1 , . . . , IV (p, T )Zk , . . . , ) ∈ U(SO(2)) in the following
way
IV (p, T )H =


ind(−V ′, p)) for H = SO(2),
ind(−V ′, p)) · jk (V ′′(p), T ) for H = Zk.
(5.2.2)
Remark 5.2.2. Notice that, if moreover we assume det V ′′(p) 6= 0, then formula (5.2.2)
becomes
IV (p, T )H =


(−1)j0(V ′′(p),T ) for H = SO(2),
(−1)j0(V ′′(p),T ) · jk (V ′′(p), T ) for H = Zk.
(5.2.3)
Lemma 5.2.1. If p ∈ {p1, . . . , pq,∞} and σ(V ′′(p)) ∩
{
4k2π2
T 2
: k ∈ N
}
= ∅ then the
stationary solution p is an isolated critical point of ΦV .
Proof. Since σ(V ′′(p)) ∩
{
4k2π2
T 2
: k ∈ N
}
= ∅, from Corollary 5.1.2 we conclude that
ker(Id − Lp) ⊂ (H1T )SO(2). Suppose, contrary to our claim that p is not isolated in
(∇Φ)−1(0). Taking into account that ker(Id − Lp) ⊂ (H1T )SO(2) and Corollary 3.1 we
obtain that p is not isolated in (∇Φ)−1(0) ∩ (H1T )SO(2). But there is only a finite number
of stationary solutions of (5.2.1), a contradiction. 
Lemma 5.2.2. If p ∈ {p1, . . . , pq,∞} and σ(V ′′(p)) ∩
{
4k2π2
T 2
: k ∈ N
}
= ∅ then
IV (p, T ) = ∇SO(2)−deg(∇ΦV , Dαp(H1T , p)),
where αp is sufficiently small if p = pi for i = 1, . . . , q and sufficiently large if p =∞.
Proof. From Lemma 5.2.1 it follows that the functional ΦV satisfies conditions (F.1)-(F.6).
Hence we can apply Lemma 4.1 to compute ∇SO(2)−deg(∇ΦV , Dαp(H1T , p)). We obtain
∇SO(2)−deg(∇ΦV , Dαp(H1T , p)) = degB(∇ΦSO(2)V , Dαp((H1T )SO(2), p), 0)·
·∇SO(2)−deg((Id− Lp)|((H1
T
)SO(2))⊥ , Dαp(((H
1
T )
SO(2))⊥, 0)).
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Since (Id− Lp)|((H1
T
)SO(2))⊥ is an isomorphism, from Fact 5.1.1 we have
∇SO(2)−deg((Id− Lp)|((H1
T
)SO(2))⊥, Dαp(((H
1
T )
SO(2))⊥, 0)) =
= (1, j1(V
′′(p), T ), . . . , jk(V
′′(p), T ), . . . ).
Moreover, since (H1T )
SO(2) = {u ∈ H1T : u = const} it is easily seen that
degB
(∇ΦSO(2)V , Dαp((H1T )SO(2), p), 0) = degB(−V ′, Dαp(Rn, p), 0).
Applying (2.2) we obtain the assertion. 
The following theorem ensures the existence of at least one non-stationary T -periodic
solution of system (5.2.1). See [21, 22] for related results.
Theorem 5.2.1. Suppose that
(i) (V ′)−1(0) = {p1, . . . , pq},
(ii) V ′(x) = V ′′(∞) · x+ o(‖x‖) as ‖x‖ → ∞.
Assume additionally that σ(V ′′(p)) ∩
{
4k2π2
T 2
: k ∈ N
}
= ∅ for any p ∈ {p1, . . . , pq,∞}
and that IV (∞, T ) 6=
q∑
i=1
IV (pi, T ). Then there exists at least one non-stationary T -perio-
dic solution of (5.2.1).
Proof. Notice that stationary solutions p1, . . . , pq and ∞ are isolated critical points of
functional ΦV given by (5.2). Suppose, contrary to our claim, that p1, . . . , pq are the only
T -periodic solutions of (5.2.1). Thus we can choose α∞, αpi > 0, i = 1, . . . , q such that
(i)
(∇ΦV )−1(0) ∩ (H1T \Dα∞(H1T ,∞)) = ∅,
(ii)
(∇ΦV )−1(0) ∩Dαpi (H1T , pi) = {pi}, i = 1, . . . , q,
(iii) Dαpi (H
1
T , pi) ∩Dαpj (H1T , pj) = ∅, for i 6= j,
(iv) cl(Dαpi (H
1
T , pi)) ⊂ Dα∞(H1T ,∞) for i = 1, . . . , q.
From the Theorem 2.1, (3) and (4) we obtain
∇SO(2)−deg(∇ΦV , Dα∞(H1T ,∞)) =
q∑
i=1
∇SO(2)−deg(∇ΦV , Dαpi (H1T , pi)).
But since ΦV satisfies assumptions of the Lemma 5.2.2, we have
∇SO(2)−deg(∇ΦV , Dα∞(H1T ,∞)) = IV (∞, T ) 6=
6=
q∑
i=1
IV (pi, T ) =
q∑
i=1
∇SO(2)−deg(∇ΦV , Dαpi (H1T , pi)),
a contradiction. 
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Remark 5.2.3. Notice that the above theorem can be formulated in the following equi-
valent way. Assume that for p ∈ {p1, . . . , pq,∞}, σ(V ′′(p)) ∩
{
4k2π2
T 2
: k ∈ N
}
= ∅. If
there exists k ∈ N such that
ind(−V ′,∞) · jk (V ′′(∞), T ) 6=
q∑
i=1
ind(−V ′, pi) · jk (V ′′(pi), T )
then there exists at least one non-stationary T -periodic solution of (5.2.1).
Suppose now that σ(V ′′(p))∩
{
4k2π2
T 2
: k ∈ N
}
6= ∅. In that case we cannot define IV (p, T )
such as in Definition 5.2.1. However, we can define almost all the coordinates of it. Recall
that for {k1, . . . , kr} and {i1, . . . , is} ⊂ {1, . . . , r} we have ki1...is = gcd{ki1 , . . . , kis}.
Definition 5.2.2. Let σ(V ′′(p)) ∩
{
4k2π2
T 2
: k ∈ N
}
=
{
4k21π
2
T 2
, . . . ,
4k2rπ
2
T 2
}
, where p ∈
{p1, . . . , pq,∞}. Put K =
⋃
{i1,...,is}∈{1,...,r}
{ki1...is} and define
IV (p, T )H =


ind(−V ′, p) for H = SO(2),
ind(−V ′, p) · jk(V ′′(p), T ) for H = Zk and k /∈ K.
(5.2.4)
Remark 5.2.4. Observe that if σ(V ′′(p))∩
{
4k2π2
T 2
: k ∈ N
}
=
{
4k21π
2
T 2
, . . . ,
4k2rπ
2
T 2
}
and
moreover det V ′′(p) 6= 0, then degB(−V ′, Dαp(Rn, p), 0) = (−1)j0(V
′′(p)) and consequently
for K =
⋃
{i1,...,is}∈{1,...,r}
{ki1...is} we have
IV (p, T )H =


(−1)j0(V ′′(p),T ) for H = SO(2),
(−1)j0(V ′′(p),T ) · jk(V ′′(p), T ) for H = Zk and k /∈ K.
(5.2.5)
Lemma 5.2.3. Fix p ∈ {p1, . . . , pq,∞} and assume that σ(V ′′(p))∩
{
4k2π2
T 2
: k ∈ N
}
=
=
{
4k21π
2
T 2
, . . . ,
4k2rπ
2
T 2
}
. If the stationary solution p ∈ H1T is an isolated critical point of
ΦV then for k /∈ K =
⋃
{i1,...is}∈{1,...,r}
{ki1...is} we have
IV (p, T )Zk = ∇SO(2)−degZk(∇ΦV , Dαp(H1T , p)),
where α is a conveniently chosen radius and ΦV is a functional given by (5.2).
Proof. Notice that if p is an isolated critical point of ΦV , then functional ΦV satisfies
conditions (F.1)-(F.6). Applying Lemma 4.2, we conclude
AUTONOMOUS NEWTONIAN SYSTEMS 22
∇SO(2)−deg(∇ΦV , Dαp(H1T , p)) =
= ∇SO(2)−deg(∇ϕp, Dαp(Vp, p)) ⋆∇SO(2)−deg(−Id,Dαp(H1T,−, 0)).
Since k /∈ K, (Vp)
Zk
= ∅. Hence by Remark 2.1 we have ∇SO(2)−degZk(∇ϕp, Dαp(Vp, p)) =
0. Therefore taking into account formula (2.2) we obtain the following
∇SO(2)−degZk(∇ΦV , Dαp(H1T , p)) =
= ∇SO(2)−degSO(2)(∇ϕp, Dαp(Vp, p)) · ∇SO(2)−degZk(−Id,Dαp(H1T,−, 0))
for k /∈ K. But from Fact 5.1.1 we obtain
∇SO(2)−deg(−Id,Dαp(H1T,−, 0)) =
= ((−1)j0(V ′′(p),T ), (−1)j0(V ′′(p),T ) · j1(V ′′(p), T ), . . . , (−1)j0(V ′′(p),T ) · jk(V ′′(p), T ), . . . ).
Taking into consideration that
∇SO(2)−degSO(2)(∇ϕp, Dαp(Vp, p)) · (−1)j0(V
′′(p),T ) = degB(−V ′, Dαp(Rn, p), 0)
we complete the proof. 
Combining the above considerations with Theorem 5.2.1 we can formulate its more general
version.
Theorem 5.2.2. Suppose that
(i)
(
V ′
)−1
(0) = {p1, . . . , pq},
(ii) V ′(x) = V ′′(∞) · x+ o(‖x‖) as ‖x‖ → ∞.
If there exists k ∈ N such that IV (p, T )k is defined for all p ∈ {p1, . . . , pq,∞} and
IV (∞, T )k 6=
q∑
i=1
IV (pi, T )k, then there exists at least one non-stationary T -periodic solu-
tion of (5.2.1). Moreover, if p0 ∈ {p1, . . . , pq,∞} is not an isolated T -periodic solution of
(5.2.1), then there are numbers k1, . . . , kr ∈ N such that σ(V ′′(p0)) ∩
{
4k2π2
T 2
: k ∈ N
}
={
4k21π
2
T 2
, . . . ,
4k2rπ
2
T 2
}
and the minimal period of any solution sufficiently close to p0 equals
T
ki1...is
, for some {i1, . . . , is} ⊂ {1, . . . , r}.
Proof. Assume that stationary solutions p1, . . . , pq and ∞ are isolated critical points of
ΦV . If they were not isolated, we would obtain an infinite sequence of critical points of ΦV ,
i.e. a sequence of T -periodic non-stationary solutions of (5.2.1), which is our assertion.
Suppose, contrary to our claim, that p1, . . . , pq are the only T -periodic solutions of (5.2.1).
As in the proof of Theorem 5.2.1 we obtain
∇SO(2)−deg(∇ΦV , Dα∞(H1T ,∞)) =
q∑
i=1
∇SO(2)−deg(∇ΦV , Dαpi (H1T , pi)).
AUTONOMOUS NEWTONIAN SYSTEMS 23
But since ΦV satisfies assumptions of the Lemma 5.2.3, we have
∇SO(2)−degZk(∇ΦV , Dα∞(H1T ,∞)) = IV (∞, T )Zk 6=
6=
q∑
i=1
IV (pi, T )Zk =
q∑
i=1
∇SO(2)−degZk(∇ΦV , Dαpi (H1T , pi)).
Hence, ∇SO(2)−deg(∇Φ, Dα∞(H1T ,∞)) 6=
q∑
i=1
∇SO(2)−deg(∇ΦV , Dαpi (H1T , pi)), a contra-
diction.
Fix p0 ∈ {p1, . . . , pq,∞} and assume that p0 is not isolated in (∇ΦV )−1(0). Then from
Lemma 5.2.1 it follows that σ(V ′′(p0))∩
{
4k2π2
T 2
: k ∈ N
}
=
{
4k21π
2
T 2
, . . . ,
4k2rπ
2
T 2
}
. Hence
from Corollary 5.1.2 it follows that ker∇2ΦV (p0) ≈
r⊕
i=1
R
[
µV ′′(p0)
(4k2i π2
T 2
)
, k
]
. That is why
the isotropy group SO(2)x of any element of x ∈ ker∇2ΦV (p0) \ {0} is equal to Zki1...is
for some {i1, . . . , is} ⊂ {1, . . . , r}. It is clear that if x ∈ H1T and SO(2)x = Zki1...is then
the minimal period of x is equal to
T
ki1...is
. The rest of the proof is a direct consequence
of Corollary 3.1. 
Remark 5.2.5. Notice that the above theorem one can formulate in the following equi-
valent way. Assume that for p ∈ {p1, . . . , pq,∞}
σ(V ′′(p)) ∩
{
4k2π2
T 2
: k ∈ N
}
=
{
4k21,pπ
2
T 2
, . . . ,
4k2rp,pπ
2
T 2
}
and define K =
⋃
p∈{p1,...,pq,∞}
⋃
{i1,...is}∈{1,...,rp}
{gcd{ki1,p, . . . , kis,p}}. If there exists k /∈ K such
that
ind(−V ′,∞) · jk (V ′′(∞), T ) 6=
q∑
i=1
ind(−V ′, pi) · jk (V ′′(pi), T )
then there exists at least one non-stationary T -periodic solution of (5.2.1).
Remark 5.2.6. Notice that we cannot prove Theorem 5.2.2 using the Leray-Schauder
degree because it vanishes. In fact, the assumption of Theorem 5.2.2 can be rewritten in
the following way
∇SO(2) − deg
(
∇Φ, Dα∞
(
H
1
T ,∞
) \ cl( p⋃
i=1
Dαpi
(
H
1
T , pi
)) 6= Θ ∈ U(SO(2)).
From Theorem 2.7 it follows that
degLS
(
∇Φ, Dα∞
(
H
1
T ,∞
) \ cl( p⋃
i=1
Dαpi
(
H
1
T , pi
))
, 0
)
=
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= degLS
(
∇ΦSO(2),
(
Dα∞
(
H
1
T ,∞
) \ cl( p⋃
i=1
Dαpi
(
H
1
T , pi
)))SO(2)
, 0
)
=
= degB
(
− V ′, Dα∞
(
R
n,∞) \ cl( p⋃
i=1
Dαpi
(
R
n, pi
))
, 0
)
= 0 ∈ Z
because
(
V ′
)−1
(0) ∩
(
Dα∞
(
R
n,∞) \ cl( p⋃
i=1
Dαpi
(
R
n, pi
)))
= ∅.
5.3. Continuation of Periodic Solutions of Nonlinear Equation. In this section
we study continuation of non-stationary T -periodic solutions of the family of Newtonian
systems of the form
(F )λ


u¨ = −V ′λ(u)
u(0) = u(T )
u˙(0) = u˙(T )
(5.3.1)
where Vλ ∈ C2(Rn,R), λ ∈ R. By IVλ(p) we denote the index defined in the previous
section.
Theorem 5.3.1. Assume that
(1) (V ′0)
−1(0) = {p1, . . . , pq},
(2) V ′0(x) = V
′′
0 (∞) · x+ o(‖x‖) as ‖x‖ → ∞,
(3) there exists k ∈ N such that IV0(∞, T )Zk 6=
q∑
i=1
IV0(pi, T )Zk .
Then there exists an infinite sequence of non-stationary T -periodic solutions of (F )0 con-
verging to some p ∈ {p1, . . . , pq,∞} or there exist closed, connected sets C± such that
C− ⊂ (H1T × (−∞, 0]) ∩ (∇ΦVλ)−1(0),
C+ ⊂ (H1T × [0,+∞)) ∩ (∇ΦVλ)−1(0).
Moreover, for C = C±
(C1) C ∩
((
Dα∞
(
H
1
T ,∞
) \ cl( q⋃
i=1
Dαpi
(
H
1
T , pi
)))× {0}) 6= ∅,
(C2) either C is not bounded or C ∩ {p1, . . . , pq} 6= ∅.
Additionally, if p0 ∈ {p1, . . . , pq,∞} is not an isolated T -periodic solution of (F )0, then
there are numbers k1, . . . , kr ∈ N such that
σ(V ′′(p0)) ∩
{
4k2π2
T 2
: k ∈ N
}
=
{
4k21π
2
T 2
, . . . ,
4k2rπ
2
T 2
}
and the minimal period of any solution sufficiently close to p0 equals
T
ki1...is
, for some
{i1, . . . , is} ⊂ {1, . . . , r}.
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Proof. Consider functional ΦVλ ∈ C2SO(2)(H1T ,R) given by (5.2) and suppose that station-
ary solutions p1, . . . , pq and ∞ are isolated solutions of (5.3.1) on level λ0 = 0, i.e. they
are isolated critical points of ΦV0 . Thus we can choose α∞, αpi > 0, i = 1, . . . , q such that
(i)
(∇ΦV0)−1(0) ∩ (H1T \Dα∞(H1T ,∞)) = ∅,
(ii)
(∇ΦV0)−1(0) ∩Dαpi (H1T , pi) = {pi}, i = 1, . . . , q,
(iii) Dαpi (H
1
T , pi) ∩Dαpj (H1T , pj) = ∅, for i 6= j.
Set Ω = Dα∞(H
1
T ,∞) \ cl
( q⋃
i=1
Dαpi (H
1
T , pi)
)
. Notice that from the assumption (3) and
Facts 5.2.2, 5.2.3 we obtain ∇SO(2)−deg(∇ΦV0 ,Ω) 6= Θ ∈ U(SO(2)). The rest of the proof
is a direct consequence of Theorem 2.6. The second part of the proof is in fact the same
as the proof of Theorem 5.2.2. 
Corollary 5.3.1. Let assumptions of Theorem 5.3.1 be satisfied. If moreover σ(V ′′(p))∩{
4k2π2
T 2
: k ∈ N
}
= ∅ for any p ∈ {p1, . . . , pq,∞} then there exist closed connected sets
C− ⊂ (H1T × (−∞, 0])∩
(∇ΦVλ)−1(0), C+ ⊂ (H1T × [0,+∞))∩(∇ΦVλ)−1(0) with properties
(C1), (C2).
Proof. From Lemma 5.2.1 we conclude that any p ∈ {p1, . . . , pq,∞} is an isolated critical
point of ΦV0 i.e. an isolated solution of u¨ = −V ′0(u). 
Remark 5.3.1. If C = C± in Theorem 5.3.1 is bounded, then symmetry breaking phe-
nomenon occurs, i.e. C contains solutions with different minimal periods. Indeed, in this
case from (C2) we obtain that C contains stationary solution (whose isotropy group in H1T
is equal to SO(2)) and from (C1) - non-stationary solution (with isotropy group Zk for
some k ∈ N, which means that its minimal period is equal to T
k
).
Remark 5.3.2. Similarly as in the previous section the Leray-Schauder degree is not
applicable in the proof of Theorem 5.3.1.
6. Illustration
In this section we illustrate abstract results proved in the previous parts of this article.
Namely, we study non-stationary T -periodic solutions of the following system

u¨ = −V ′(u)
u(0) = u(T )
u˙(0) = u˙(T )
(6.1)
where potential V : Rn → R is defined as follows
V (x) =
1
2
< V ′′(∞)x, x > +W (x) = 1
2
< V ′′(∞)x, x > + −1√‖x‖2 + a (6.2)
where a > 0 and V ′′(∞) is a real symmetric (n× n)-matrix.
In the following four lemmas we study properties of the functional V.
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Lemma 6.1. If potential V is given by (6.2) then
V ′(x) = V ′′(∞)·x+W ′(x) = V ′′(∞)·x+ 1
(‖x‖2 + a)3/2 ·x = V
′′(∞)·x+o(‖x‖) as ‖x‖ → ∞.
Additionally, there is an orthogonal matrix P ∈ O(n,R) such that
V ′(x) = P ·
(
J(V ′′(∞)) + 1
(‖x‖2 + a)3/2 · IdRn
)
· P−1 · x,
where J(V ′′(∞)) = diag {λ1, . . . , λn}. Moreover, we have
(1) V ′′(x) = V ′′(∞) +W ′′(x),
(2)
(
W
)′′
xixi
(x) =
−3xi2
(‖x‖2 + a)5/2
+
1
(‖x‖2 + a)3/2
for i = 1, . . . , n,
(3)
(
W
)′′
xixj
(x) =
−3xixj
(‖x‖2 + a)5/2
for i 6= j, i, j = 1, . . . , n.
The easy proof of the above lemma is left to the reader.
Lemma 6.2. Assume that µV ′′(∞)(λi) = 1 for any λi ∈ σ(V ′′(∞)) ∩
[
− 1√
a3
, 0
)
. Then
#(V ′)−1(0) <∞. Moreover, if x ∈ (V ′)−1(0) then x = Py where for i = 1, . . . , n we have
yi =


0, if λi ≥ 0 or λi < − 1√
a3
,
0 or ±
√
1
3
√
λ2i
− a, otherwise.
Proof. Let P ∈ O(n,R) be as in Lemma 6.1.
Hence V ′(y) = 0 iff P−1V ′(Py) = 0 and moreover
P−1V ′(Py) =
(
J(V ′′(∞)) + 1
(‖y‖2 + a)3/2 · IdRn
)
· y.
Fix λi ∈ σ+(V ′′(∞))∪{0} and notice that λi+ 1
(‖y‖2 + a)3/2 > 0 for any y ∈ R
n. Assume
now that λi ∈ σ−(V ′′(∞)). It is clear that
λi +
1
(‖y‖2 + a)3/2 = 0 iff ‖y‖
2 =
1
3
√
λ2i
− a
and consequently if a >
1
3
√
λ2i
then λi +
1
(‖y‖2 + a)3/2 < 0.
Taking into account that µV ′′(∞)(λi) = 1 for any λi ∈ σ−(V ′′(∞)) and the above we obtain
that (
J(V ′′(∞)) + 1
(‖y‖2 + a)3/2 · IdRn
) y1...
yn

 =

 0...
0


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if and only if for i = 1, . . . , n we have
yi =


0, if λi ≥ 0 or λi < − 1√
a3
,
0 or ±
√
1
3
√
λ2i
− a, otherwise,
which completes the proof. 
Lemma 6.3. If σ(V ′′(∞)) ∩
[
− 1√
a3
, 0
)
= ∅ then (V ′)−1(0) = {Θ}.
Proof. By Lemma 6.4 we have
V ′(x) = P ·
(
J(V ′′(∞)) + 1
(‖x‖2 + a)3/2 · IdRn
)
· P−1 · x (6.3)
Since σ(V ′′(∞)) ∩
[
− 1√
a3
, 0
)
= ∅, λi + 1
(‖x‖2 + a)3/2 6= 0 for i = 1, . . . , n and any
x ∈ Rn. Hence matrix P ·
(
J(V ′′(∞)) + 1
(‖x‖2 + a)3/2 · IdRn
)
·P−1 is nondegenerate for
any x ∈ Rn. Taking into account (6.3) we complete the proof. 
Lemma 6.4. Under the above assumptions ind(−V ′,∞) = (−1)n−m−(V ′′(∞)).
Proof. Notice that for sufficiently large ‖x‖ and λi ∈ σ(V ′′(∞)) \ {0} we have
sign
(
λi +
1
(‖x‖2 + a)3/2
)
= sign λi.
For i = 1, . . . , n define ψi : [0, 1]→ R \ {0} as follows
ψi(t) =


t · sign λi + (1− t) ·
(
λi +
1
(‖x‖2 + a)3/2
)
if λi 6= 0,
t+ 1− t
(‖x‖2 + a)3/2 if λi = 0.
Since the above, for any t ∈ [0, 1] and sufficiently large ‖x‖ we have
det

P ·

 ψ1(t) . . . 0... . . . ...
0 . . . ψn(t)

 · P−1

 = n∏
i=1
ψi(t) 6= 0.
Define a map Ψ : Rn × [0, 1]→ Rn as follows
Ψ(x, t) =

P ·

 ψ1(t) . . . 0... . . . ...
0 . . . ψn(t)

 · P−1

 · x.
It is easy to verify that
(1) Ψ(·, 0) = V ′(·),
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(2) there is β0 > 0 such that for any t ∈ [0, 1] and any x ∈ Rn such that ‖x‖ > β0
Ψ(x, t) 6= 0,
(3) ind(−V ′,∞) = ind(−Ψ(·, 0),∞) = ind(−Ψ(·, 1),∞) = (−1)n−m−(V ′′(∞)),
which completes the proof. 
Example 6.1. In this example we study system (6.1) with resonance at the infinity
(V ′′(∞) is degenerate). Potential V is a Morse function i.e. all the critical points of
V are nondegenerate. The origin Θ ∈ Rn, treated as a constant function, is a resonant
stationary solution of (6.1) i. e. σ(V ′′(Θ)) ∩ {k2 : k ∈ N} 6= ∅. Consider system (6.1)
with n = 4, a = 1, T = 2π and
V ′′(∞) =


7
2
0 0 0
0 −2 0 0
0 0 0 0
0 0 0 − 1
2
√
2

 .
From Lemma 6.2 it follows that (V ′)−1(0) = {Θ,±e4}. Moreover, by Lemma 6.1 we have
V ′′(Θ) = V ′′(∞) +W ′′(Θ) = V ′′(∞) + Id =


9
2
0 0 0
0 −1 0 0
0 0 1 0
0 0 0 1− 1
2
√
2


and
V ′′(±e4) = V ′′(∞) +W ′′(±e4) =


7
2
+
1
2
√
2
0 0 0
0 −2 + 1
2
√
2
0 0
0 0 1
2
√
2
0
0 0 0 −3
4
√
2


.
Since det(−V ′′(Θ)) < 0, ind(−V ′,Θ) = −1. Additionally condition det(−V ′′(±e4)) > 0
implies ind(−V ′,±e4) = 1. Moreover, from Lemma 6.4 it follows that ind(−V ′,∞) = 1.
Finally notice that
jk(V
′′(Θ), 2π) =
{
1 if k = 1, 2
0 otherwise,
, jk(V
′′(∞), 2π) = jk(V ′′(±e4), 2π) =
{
1 if k = 1,
0 otherwise.
It is clear that σ(V ′′(Θ)) ∩ {k2 : k ∈ N} = {1} and that
σ(V ′′(±e4)) ∩ {k2 : k ∈ N} = σ(V ′′(∞)) ∩ {k2 : k ∈ N} = ∅
Moreover,
ind(−V ′,∞) · j2(V ′′(∞), 2π) = 1 · 0 = 0 6= −1 = (−1) · 1 + 1 · 0 + 1 · 0 =
= ind(−V ′,Θ) · j2(V ′′(Θ), 2π) + ind(−V ′, e4) · j2(V ′′(e4), 2π)+
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+ind(−V ′,−e4) · j2(V ′′(−e4), 2π).
We have just shown that all the assumption of Theorem 5.2.2 are satisfied. Therefore
there is at least one non-stationary 2π-periodic solution of system (6.1).
Example 6.2. In this example we study system (6.1) with resonance at the infinity
(V ′′(∞) is degenerate). Potential V is not a Morse function because Θ ∈ R4 is a de-
generate critical point of V. The origin Θ ∈ Rn, treated as a constant function, is a
resonant stationary solution of (6.1) i. e. σ(V ′′(Θ))∩{k2 : k ∈ N} 6= ∅. Consider system
(6.1) with n = 4, a = 1, T = 2π and
V ′′(∞) =


7
2
0 0 0
0 −1 0 0
0 0 0 0
0 0 0 − 1
2
√
2

 .
From Lemma 6.1 it follows that (V ′)−1(0) = {Θ,±e4}. Moreover, by Lemma 6.1 we have
V ′′(Θ) = V ′′(∞) +W ′′(Θ) = V ′′(∞) + Id =


9
2
0 0 0
0 0 0 0
0 0 1 0
0 0 0 1− 1
2
√
2


and
V ′′(±e4) = V ′′(∞) +W ′′(±e4) =


7
2
+
1
2
√
2
0 0 0
0 −1 + 1
2
√
2
0 0
0 0 1
2
√
2
0
0 0 0 −3
4
√
2


.
Since det(−V ′′(±e4)) > 0, ind(−V ′,±e4) = 1. By Lemma 6.4 we have ind(−V ′,∞) = 1.
Consequently by Remark 5.2.1 we obtain that ind(−V ′,Θ) = −1. Finally notice that
jk(V
′′(Θ), 2π) =
{
1 if k = 1, 2
0 otherwise,
, jk(V
′′(∞), 2π) = jk(V ′′(±e4), 2π) =
{
1 if k = 1,
0 otherwise.
It is evident that σ(V ′′(Θ)) ∩ {k2 : k ∈ N} = {1}, det(V ′′(Θ)) = 0 and that σ(V ′′(±e4))∩
{k2 : k ∈ N} = σ(V ′′(∞)) ∩ {k2 : k ∈ N} = ∅. Moreover,
ind(−V ′,∞) · j2(V ′′(∞), 2π) = 1 · 0 = 0 6= −1 = (−1) · 1 + 1 · 0 + 1 · 0 =
= ind(−V ′,Θ) · j2(V ′′(Θ), 2π) + ind(−V ′, e4) · j2(V ′′(e4), 2π)+
+ind(−V ′,−e4) · j2(V ′′(−e4), 2π).
We have just shown that all the assumption of Theorem 5.2.2 are satisfied. Therefore
there is at least one non-stationary 2π-periodic solution of system (6.1).
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Example 6.3. Let us put in (6.1) n = 1, V ′′(∞) = 0, a = 1
4
. Under these assumptions
(6.1) is the Sitnikov circular problem studied for example in [7], [16]. It is easy to check
that (V ′)−1(0) = {0}, V ′′(0) = 8, ind(−V ′, 0) = ind(−V ′,∞) = −1. Finally notice that
jk(V
′′(0), T ) = jk(8, T ) =
{
1 if k < T
√
2
π
0 otherwise,
,
and jk(V
′′(∞), T ) = jk(0, T ) = 0 for any k ∈ N. Summing up, if T > π√
2
then
ind(−V ′, 0) · j1(V ′′(0), T ) = (−1) · 1 = −1 6= 0 = (−1) · 0 = ind(−V ′,∞) · j1(V ′′(∞), T ).
We have just shown that all the assumption of Theorem 5.2.2 are satisfied. Therefore
there is at least one non-stationary T -periodic solution of the circular Sitnikov problem
for any T >
π√
2
.
In th rest of this section we study continuation of non-stationary T -periodic solutions of
the family of Newtonian systems of the form

u¨ = −V ′λ(u)
u(0) = u(T )
u˙(0) = u˙(T )
(6.4)
where Vλ ∈ C2(Rn,R), λ ∈ R and V0 is given by formula (6.2).
Example 6.4. Let us consider system (6.4) with V0 satisfying all the assumptions of po-
tential V considered in Example 6.1 or in Example 6.2. It is easy to verify that system
(6.4) satisfies all the assumptions of Theorem 5.3.1. That is why the set of non-stationary
2π-periodic solutions of system (6.4) satisfies the alternative from of Theorem 5.3.1.
Example 6.5. Let us consider system (6.4) with V0 satisfying all the assumptions of
the Sitnikov potential V considered in Example 6.3. It is easy to verify that system (6.4)
satisfies all the assumptions of Theorem 5.3.1 and Corollary 5.3.1. Hence for any T >
π√
2
there are closed connected sets C± of non-stationary T -periodic solutions of system (6.4)
with properties (C1), (C2) from Theorem 5.3.1.
References
[1] J. F. Adams, Lectures on Lie Groups, W. A. Benjamin Inc., New York – Amsterdam, (1969),
[2] H. Amann & E. Zehnder, Periodic Solutions of Asymptotically Linear Hamiltonian Systems,
Manuscr. Math. 32, (1980), 149-189,
[3] A. Ambrosetti, Branching Points for a Class of Variational Operators, J. Anal. Math. 76, (1998),
321-335,
[4] T. Bartsch & S. Li, Critical Point Theory for Asympthotically Quadratic Functionals and Applica-
tions to Problems with Resonance, Nonl. Anal. TMA 28, No. 3 (1997), 419-441,
[5] V. Benci & D. Fortunato, Estimate of the Number of Periodic Solutions via the Twist Number, J.
Diff. Equat. 133, (1997), 117-135,
AUTONOMOUS NEWTONIAN SYSTEMS 31
[6] R. Bo¨hme, Die Lo¨sung der Versweigungsgleichungen fu¨r Nichtlineare Eigenwert-Probleme, Math. Z.
127, (1972), 105-126,
[7] M. Corbera & J. Llibre, On symmetric periodic orbits of the elliptic Sitnikov problem via the analytic
continuation method, Contemp. Math. 292, (2002), 91-127,
[8] E. N. Dancer, A New Degree for SO(2)-invariant Mappings and Applications, Ann. Inst. H. Poincare´,
Analyse Non Line´aire 2, (1985), 473-486,
[9] E. N. Dancer, Degenerate Critical Points, Homotopy Indices and Morse Inequalities, J. Reine Angew.
Math. 350, (1984), 1-22,
[10] E. N. Dancer, Private Communication,
[11] T. tom Dieck, Transformation Groups, Walter de Gruyter, Berlin-New York, 1987,
[12] K. Ge¸ba, Degree for Gradient Equivariant Maps and equivariant Conley Index, Birkha¨user, Topolog-
ical Nonlinear Analysis, Degree, Singularity and Variations, Eds. M. Matzeu i A. Vignoli, Progress
in Nonlinear Differential Equations and Their Applications 27, Birkha¨user, (1997), 247-272,
[13] K. Ge¸ba, Private Communication,
[14] J. Ize, Topological Bifurcation, Topological Nonlinear Analysis, Degree, Singularity and Variations,
Eds. M. Matzeu i A. Vignoli, Progr. Nonlinear Differential Equations Appl. 15, Birkha¨user, (1995),
341-463,
[15] W. Kryszewski & A. Szulkin, An Infinite Dimensional Morse Theory with Applications, Trans. Amer.
Math. Soc. 349, No. 8, (1997), 3181-3234,
[16] J. Llibre & R. Ortega, On the Families of Periodic Orbits of the Sitnikov Problem, to appear,
[17] A. Marino, La biforcazione Nel Caso Variazionale, Conf. Sem. Mat. Univ. Bari 132, (1977),
[18] J. Mawhin & M. Willem, Critical Point Theory and Hamiltonian Systems, Springer-Verlag, Berlin,
Heidelberg, New York, 1989,
[19] P. Rabier Symmetries, Topological Degree and a Theorem of Z. Q. Wang, Rocky Mount. J. of Math,
24, No. 3, (1994), 1087-1115,
[20] P. H. Rabinowitz, Minimax Methods in Critical Point Theory with Applications to Differential Equa-
tions, CBMS Regional Conference Series in Mathematics 65, American Mathematical Society, Prov-
idence, R.I., 1986,
[21] W. Radzki, Degenerate Branching Points of Autonomous Hamiltonian Systems, Nonlinear Anal.
TMA 55, No. 1-2, (2003), 153-166,
[22] W. Radzki & S. Rybicki, Degenerate Bifurcation Points of Periodic Solutions of Autonomous Hamil-
tonian Systems, J. Diff. Equat. 202, No. 2, (2004), 284-305,
[23] S. Rybicki, SO(2)-degree for Orthogonal Maps and Its Applications to Bifurcation Theory, Nonl.
Anal. TMA 23, No. 1, (1994), 83-102,
[24] S. Rybicki, Applications of Degree for SO(2)-equivariant Gradient Maps to Variational Nonlinear
Problems with SO(2)-symmetries, Topol. Meth. Nonl. Anal. 9, No. 2, (1997), 383-417,
[25] F. Takens, Some Remarks on the Bo¨hme-Berger Bifurcation Theorem, Math. Z. 125, (1972), 359-364,
[26] Z. Q. Wang, Symmetries and Calculation of the Degree, Chin. Ann. Math. 10, (1989), 520-536.
Faculty of Mathematics and Computer Science, Nicolaus Copernicus University, PL-
87-100 Torun´, ul. Chopina 12/18, Poland
E-mail address : Justyna.Fura@mat.uni.torun.pl
Faculty of Mathematics and Computer Science, Nicolaus Copernicus University, PL-
87-100 Torun´, ul. Chopina 12/18, Poland
E-mail address : aniar@mat.uni.torun.pl
Faculty of Mathematics and Computer Science, Nicolaus Copernicus University, PL-
87-100 Torun´, ul. Chopina 12/18, Poland
E-mail address : Slawomir.Rybicki@mat.uni.torun.pl
