We have developed a closed-loop, high-throughput system that applies electrical stimulation and optical recording to facilitate the rapid characterization of extracellular, stimulus-evoked neuronal activity. In our system, a microelectrode array delivers current pulses to a dissociated neuronal culture treated with a calcium-sensitive fluorescent dye; automated real-time image processing of high-speed digital video identifies the neuronal response; and an optimized search routine alters the applied stimulus to achieve a targeted response. Action potentials are detected by measuring the post-stimulus, calcium-sensitive fluorescence at the neuronal somata. The system controller performs directed searches within the strength-duration (SD) stimulus-parameter space to build probabilistic neuronal activation curves. This closed-loop system reduces the number of stimuli needed to estimate the activation curves when compared to the more commonly used open-loop approach. This reduction allows the closed-loop system to probe the stimulus regions of interest in the multi-parameter waveform space with increased resolution. A sigmoid model was fit to the stimulus-evoked activation data in both current (strength) and pulse width (duration) parameter slices through the waveform space. The two-dimensional analysis results in a set of probability isoclines corresponding to each neuron-electrode pair. An SD threshold model was then fit to the isocline data. We demonstrate that a closed-loop methodology applied to our imaging and micro-stimulation system enables the study of neuronal excitation across a large parameter space.
Introduction
The application of stimulus-evoked activity to characterize neuronal systems is a powerful analysis tool that dates to the 19th-century identification of functional areas of the brain [1] . Electrical stimulation has since become ubiquitous for research applications such as mapping cortical regions associated with behavioral outputs and uncovering cortical processing mechanisms [2] [3] [4] [5] [6] . Additionally, in vitro studies to investigate the input-output relationship of stimulus-evoked neuronal activity can provide access to the instantaneous response probability of a neuron [7] . Quantifying the likelihood
Methods
We designed a closed-loop system ( Figure 1 ) for optimizing stimulus pulse parameters based on a model of neuronal activation and an experimental goal. The system comprises hardware and software components that select and deliver stimuli, which are designed to evoke a particular neuronal response. Each measured response is used to refine the model and the next stimulus is automatically chosen. The modular design, which separates data collection from both data analysis and decision making, enables the user to define a model function and a variety of output measures to ask and answer a multitude of questions. Each section of the system is described in more detail below.
Processes 2017, 5, 30 3 of 20 more efficient characterization of the large parameter space, we can then rapidly extract singleparameter activation curves and two-parameter strength-duration curves for an arbitrary neuron. We use online data analysis for stimulus optimization to create smarter goal-directed stimuli and, additionally, by reducing the number of stimuli needed for understanding a particular neuron's activation curve, light exposure is minimized within an experiment to reduce phototoxicity and photobleaching. We use a model-driven CL approach which fits a sigmoid to a probabilistic neuronal activation curve. Our stimuli target the transition region, in which a neuron transitions from low to high firing probability. This enables the routine to converge on the model parameters more quickly when compared to open-loop approaches. Closed-loop optimization for determining the stimulus at each iteration allows for the characterization of the stimulus pulse space by rapidly homing in on the relevant parameters. While CL experimentation grows increasingly popular across research fields, the application of CL stimulation and recording to neurons in vitro within a modular system can allow for high-throughput experimentation that reduces experimental time and permits the exploration of many different stimulus paradigms for targeted neuronal stimulation. Our system allows us to model both neuronal activation and strength-duration curves, which enables the design of stimuli that may target particular neuronal populations.
(A) (B) Figure 1 . The closed-loop system of electrical stimulation, optical recording, automated image analysis and activation curve modeling. (A) A photograph of the system apparatus is shown. The camera is mounted atop the microscope with an inline piezoelectric actuator connected to the 20× objective for high-precision focal plane adjustments. LED fluorescence excitation is digitally controlled using the TLC001 current controller eliminating the need for a shutter. The neuronal culture lives atop the microelectrode array (MEA), which is nested inside of the heated Multi Channel Systems preamplifier. Imaging is carried out inside of an enclosure to eliminate ambient light exposure and reduce the effects of other environmental factors including the laboratory heating and ventilation. The preamplifier is housed inside of this "light tight" imaging chamber and interfaces Figure 1 . The closed-loop system of electrical stimulation, optical recording, automated image analysis and activation curve modeling. (A) A photograph of the system apparatus is shown. The camera is mounted atop the microscope with an inline piezoelectric actuator connected to the 20× objective for high-precision focal plane adjustments. LED fluorescence excitation is digitally controlled using the TLC001 current controller eliminating the need for a shutter. The neuronal culture lives atop the microelectrode array (MEA), which is nested inside of the heated Multi Channel Systems preamplifier. Imaging is carried out inside of an enclosure to eliminate ambient light exposure and reduce the effects of other environmental factors including the laboratory heating and ventilation. The preamplifier is housed inside of this "light tight" imaging chamber and interfaces with the external stimulator. interfaces directly with the MATLAB-based software system (MATLAB 7.12, The MathWorks Inc., Natick, MA, USA, 2011) (right). The open-loop experimental configuration is depicted with solid arrows. Predefined stimulus pulse parameters are sent to the stimulator for delivery to the MEA. The stimulator supplies synchronizing triggers to the camera, LED, and preamplifier. Fluorescence is evoked at cell somata that fire action potentials in response to the stimulus. This fluorescence signal is captured by the camera with a series of high-speed digital frames. The set of frames is imported into MATLAB and saved to the hard disk using the Micro-Manager library [29] . In the closed-loop configuration (dotted lines) the neuronal response is used to inform the calculation of the next iteration of stimulus pulse parameters. Digital images are analyzed using custom software to extract stimulus-evoked action potentials. This newly acquired response data is compiled with previous stimulus iterations and the sigmoid activation model is updated to reflect all measured responses. The next stimulus pulse is then chosen to increase the measurement resolution along the slope of the response curve.
Cortical Cell Culture
The neuronal cultures used in this research ranged in age from 14 DIV to 28 DIV. A phase contrast image of a typical neuronal culture at 14 days in vitro (DIV) is shown in Figure 2 . Neurite outgrowth can be observed in between the cell bodies indicating that the cell culture is healthy. The open-loop experimental configuration is depicted with solid arrows. Predefined stimulus pulse parameters are sent to the stimulator for delivery to the MEA. The stimulator supplies synchronizing triggers to the camera, LED, and preamplifier. Fluorescence is evoked at cell somata that fire action potentials in response to the stimulus. This fluorescence signal is captured by the camera with a series of high-speed digital frames. The set of frames is imported into MATLAB and saved to the hard disk using the Micro-Manager library [29] . In the closed-loop configuration (dotted lines) the neuronal response is used to inform the calculation of the next iteration of stimulus pulse parameters. Digital images are analyzed using custom software to extract stimulus-evoked action potentials. This newly acquired response data is compiled with previous stimulus iterations and the sigmoid activation model is updated to reflect all measured responses. The next stimulus pulse is then chosen to increase the measurement resolution along the slope of the response curve.
The neuronal cultures used in this research ranged in age from 14 DIV to 28 DIV. A phase contrast image of a typical neuronal culture at 14 days in vitro (DIV) is shown in Figure 2 . Neurite outgrowth can be observed in between the cell bodies indicating that the cell culture is healthy. A phase contrast micrograph of a dissociated rat cortical culture at 14 days in vitro (DIV) illustrates the extent to which the culture has developed. Neurites (axons and dendrites) can be seen in the space between the somata. Scale bar: 100 μm.
Embryonic Day 18 (E18) rat cortices were enzymatically and mechanically dissociated according to Potter and DeMarse [30] . Cortices were digested with trypsin (0.25% w/Ethylenediaminetetraacetic acid (EDTA)) for 10-12 min, strained through a 40 μm cell strainer to remove clumps, and centrifuged to remove cellular debris. Neurons were re-suspended in culture medium (90 mL Dulbecco's Modified Eagle's Medium (Irvine Scientific 9024; Santa Ana, CA, USA), 10 mL horse serum (Life Technologies 1605, 0-122; Carlsbad, CA, USA), 250 μL GlutaMAX (200 mM; Life Technologies 35050-061), 1 mL sodium pyruvate (100 mM; Life Technologies 11360-070) and insulin (Sigma-Aldrich I5500; St. Louis, MO, USA; final concentration 2.5 μg/mL)) and diluted to 3000 cells/μL. Microelectrode arrays (MEAs; Multi Channel Systems 60MEA200/30iR-Ti) were sterilized by soaking in 70% ethanol for 15 min followed by UV exposure overnight. MEAs were treated with polyethylenimine to hydrophilize the surface, followed by three water washes and 30 min of drying. Laminin (10 μL; 0.02 mg/mL; Sigma-Aldrich L2020) was applied to the MEA for 20 min, half of the volume was removed, and 30,000 neurons were plated into the remaining laminin atop the MEA. Cultures were protected using gas-permeable lids [30] and incubated at 35 °C in 5% carbon dioxide and 95% relative humidity. The culture medium was fully replaced on the first DIV and then once every four DIV afterwards.
Electrical Stimulation
Extracellular electrical stimuli were used to elicit neuronal activity. Stimuli were delivered to the neurons using a STG-2004 stimulator and MEA-1060-Up-BC amplifier (Multi Channel Systems). A phase contrast micrograph of a dissociated rat cortical culture at 14 days in vitro (DIV) illustrates the extent to which the culture has developed. Neurites (axons and dendrites) can be seen in the space between the somata. Scale bar: 100 µm.
Embryonic Day 18 (E18) rat cortices were enzymatically and mechanically dissociated according to Potter and DeMarse [30] . Cortices were digested with trypsin (0.25% w/Ethylenediaminetetraacetic acid (EDTA)) for 10-12 min, strained through a 40 µm cell strainer to remove clumps, and centrifuged to remove cellular debris. Neurons were re-suspended in culture medium (90 mL Dulbecco's Modified Eagle's Medium (Irvine Scientific 9024; Santa Ana, CA, USA), 10 mL horse serum (Life Technologies 1605, 0-122; Carlsbad, CA, USA), 250 µL GlutaMAX (200 mM; Life Technologies 35050-061), 1 mL sodium pyruvate (100 mM; Life Technologies 11360-070) and insulin (Sigma-Aldrich I5500; St. Louis, MO, USA; final concentration 2.5 µg/mL)) and diluted to 3000 cells/µL. Microelectrode arrays (MEAs; Multi Channel Systems 60MEA200/30iR-Ti) were sterilized by soaking in 70% ethanol for 15 min followed by UV exposure overnight. MEAs were treated with polyethylenimine to hydrophilize the surface, followed by three water washes and 30 min of drying. Laminin (10 µL; 0.02 mg/mL; Sigma-Aldrich L2020) was applied to the MEA for 20 min, half of the volume was removed, and 30,000 neurons were plated into the remaining laminin atop the MEA. Cultures were protected using gas-permeable lids [30] and incubated at 35 • C in 5% carbon dioxide and 95% relative humidity. The culture medium was fully replaced on the first DIV and then once every four DIV afterwards.
Extracellular electrical stimuli were used to elicit neuronal activity. Stimuli were delivered to the neurons using a STG-2004 stimulator and MEA-1060-Up-BC amplifier (Multi Channel Systems). MATLAB (Natick, MA, USA) was used to control all hardware devices, which were synchronized by TTL pulses sent from the stimulator at the beginning of each stimulation loop. In all stimulus iterations, a trigger pulse was first delivered to the camera to begin recording so that background fluorescence levels could be measured. An enable pulse was then delivered to the amplifier, which connected the stimulus channel to a pre-programmed electrode. A single cathodic square current pulse was then delivered to a single electrode centered under the camera field of view. Current-controlled pulses were selected such that the total charge delivered could be consistent across experiments and MEAs, independent of the electrode impedance. Cathodic pulses were chosen because they have been shown to be more effective at evoking a neuronal response, when compared to anodic pulses [31] .
Optical Imaging
Automated optical imaging was used to measure the stimulus-evoked neuronal response. All preparation procedures were conducted in the dark to lengthen experiments by minimizing photobleaching and phototoxicity. Culture media was removed and neurons were loaded with Fluo-5F AM (Life Technologies F-14222), a calcium-sensitive fluorescent dye with relatively low binding affinity at a concentration of 9.1 µM in DMSO (Sigma-Aldrich D2650), Pluronic F-127 (Life Technologies P3000MP) and artificial cerebral spinal fluid (aCSF; 126 mM NaCl, 3 mM KCl, 1 mM NaH 2 PO 4 , 1.5 mM MgSO 4 , 2 mM CaCl 2 , 25 mM D-glucose) with 15 mM HEPES buffer for 30 min at ambient 25 • C and atmospheric carbon dioxide. Before imaging, cultures were rinsed two times with aCSF to remove free dye. Cultures were bathed in a mixture of synaptic blockers in aCSF (15 mM HEPES buffer). This included (2R)-amino-5-phosphonopentanoate (AP5; 50 µM; Sigma-Aldrich A5282), a NMDA receptor antagonist; bicuculline methiodide (BMI; 20 µM; Sigma-Aldrich 14343), a GABAA receptor antagonist; and 6-cyano-7-nitroquinoxaline-2,3-dione (CNQX; 20 µM; Sigma-Aldrich C239), an AMPA receptor antagonist. This mixture was shown to suppress neuronal communication [32] to ensure that the recorded neuronal activity was directly evoked by the stimulus. The culture was then kept in the heated amplifier (Multi Channel Systems TC02, 37C) within the imaging chamber. The stage position was calibrated with respect to the desired field of view (FOV) using the electrodes as fiducial markers. A MATLAB GUI was used to automatically position the FOV over the stimulation electrode. During an experiment neurons were illuminated using a light-emitting diode (LED; 500 nm peak power) and LED current source (TLCC-01-Triple LED; Prizmatix) through a 20× immersion objective and a fluorescein isothiocyanate (FITC) filter cube. Evoked activity was optically recorded using a high-speed electron multiplication CCD camera (30 fps; QuantEM 512S; Photometrics, Tucson, AZ, USA), which has a 512 × 512 pixel grid covering a 400 µm × 400 µm area. After an experiment concluded, three aCSF washouts were performed at three minute intervals, the culture media was replaced, and the culture was returned to the incubator.
Detecting Action Potentials
The data presented in the following studies were taken from four different experiments on different neurons in culture. Each experiment was design to focus on one portion of the experimental system for functional validation. While extracellular stimulation may activate neurons via their neurites [15] , stimulation can result in antidromic action potentials, which are detectable at the cell body. For each neuron, the measured intensity of a 16 × 16-pixel (12.5 µm × 12.5 µm) field centered on the soma was spatially averaged. Calcium signaling is dynamic and continuous within both neurons and glia associated with a neuronal population; therefore, there exists a low-level fluorescence that can be measured within these cell bodies due to the action of the calcium indicator as a chelator trapped with all cells. However, numerous studies have been published demonstrating the use of calcium indicators to infer neuronal spiking enabled by both the relatively fast and large change in measurable fluorescence at a neuronal cell body immediately following an action potential [28, [33] [34] [35] .
The relative change in fluorescence, ∆F/F, was calculated by subtracting the baseline (an average of four pre-stimulus frames, 30 fps) from an average of four post-stimulus frames (30 fps) and dividing The stimulus timing with respect to the evoked signal is denoted by the bold arrow and is expanded below to show the two stimulus pulse control variables, the current (μA) and the pulse width, or duration (μs). The fluorescence traces are generated by spatially averaging 16 pixels at a neuron soma. Action potentials were assumed to occur if the post-stimulus change in fluorescence (ΔF/F) was greater than three times pre-stimulus levels (threshold shown as a horizontal bar). The pre-and-post-stimulus fluorescence levels were calculated as a time-average of four frames (represented with transparent gray bars). Figure 3 shows two traces, one in which an action potential was generated, and one in which no action potential was generated. The standard deviation of the baseline frames was calculated in initial stimulus iterations and used as a measure of the fluorescence noise level. An action potential was assumed to have occurred if the ΔF/F was greater than three times the noise level within a particular neuron.
The average decay time constant of a stimulus-evoked fluorescence curve was 1.5 s. Because of this relatively slow signal decay, the experiment loop time was chosen to be 4.5 s (three decay time constants) to allow the signal sufficient time to return to baseline. The progression of ΔF/F for one neuron over the course of 1140 open-loop stimulus iterations is plotted in Figure 4 , which illustrates the evoked signal decay with increasing light exposure. Stimuli were randomly presented from a range of stimulus strengths and durations, such that the neuronal response is mixed throughout the experiment. For the first 200 stimuli, the change in fluorescence resulting from an evoked action potential is unchanging. The signal then subsequently decays with each light exposure. The stimulus timing with respect to the evoked signal is denoted by the bold arrow and is expanded below to show the two stimulus pulse control variables, the current (µA) and the pulse width, or duration (µs). The fluorescence traces are generated by spatially averaging 16 pixels at a neuron soma. Action potentials were assumed to occur if the post-stimulus change in fluorescence (∆F/F) was greater than three times pre-stimulus levels (threshold shown as a horizontal bar). The pre-and-post-stimulus fluorescence levels were calculated as a time-average of four frames (represented with transparent gray bars). Figure 3 shows two traces, one in which an action potential was generated, and one in which no action potential was generated. The standard deviation of the baseline frames was calculated in initial stimulus iterations and used as a measure of the fluorescence noise level. An action potential was assumed to have occurred if the ∆F/F was greater than three times the noise level within a particular neuron.
The average decay time constant of a stimulus-evoked fluorescence curve was 1.5 s. Because of this relatively slow signal decay, the experiment loop time was chosen to be 4.5 s (three decay time constants) to allow the signal sufficient time to return to baseline. The progression of ∆F/F for one neuron over the course of 1140 open-loop stimulus iterations is plotted in Figure 4 , which illustrates the evoked signal decay with increasing light exposure. Stimuli were randomly presented from a range of stimulus strengths and durations, such that the neuronal response is mixed throughout the experiment. For the first 200 stimuli, the change in fluorescence resulting from an evoked action potential is unchanging. The signal then subsequently decays with each light exposure. The stimulus timing with respect to the evoked signal is denoted by the bold arrow and is expanded below to show the two stimulus pulse control variables, the current (μA) and the pulse width, or duration (μs). The fluorescence traces are generated by spatially averaging 16 pixels at a neuron soma. Action potentials were assumed to occur if the post-stimulus change in fluorescence (ΔF/F) was greater than three times pre-stimulus levels (threshold shown as a horizontal bar). The pre-and-post-stimulus fluorescence levels were calculated as a time-average of four frames (represented with transparent gray bars). Figure 3 shows two traces, one in which an action potential was generated, and one in which no action potential was generated. The standard deviation of the baseline frames was calculated in initial stimulus iterations and used as a measure of the fluorescence noise level. An action potential was assumed to have occurred if the ΔF/F was greater than three times the noise level within a particular neuron.
The average decay time constant of a stimulus-evoked fluorescence curve was 1.5 s. Because of this relatively slow signal decay, the experiment loop time was chosen to be 4.5 s (three decay time constants) to allow the signal sufficient time to return to baseline. The progression of ΔF/F for one neuron over the course of 1140 open-loop stimulus iterations is plotted in Figure 4 , which illustrates the evoked signal decay with increasing light exposure. Stimuli were randomly presented from a range of stimulus strengths and durations, such that the neuronal response is mixed throughout the experiment. For the first 200 stimuli, the change in fluorescence resulting from an evoked action potential is unchanging. The signal then subsequently decays with each light exposure. 
Automated Location of Neuronal Somata
The automated process for locating activated cell bodies is outlined in Figure 5 . A single raw image is shown from a series along with the evoked difference image, the processed image gradient and the cells overlaid on the gradient image. In order to first define the population of neurons an automated strategy was employed to locate all cell somata in which activity was evoked in response to a relatively large stimulus. The amplitude of this large current was chosen to evoke as much activity as possible without creating voltages at the electrode that would electrolyze water or creating current densities that could be harmful to those neurons located nearest to the electrode. The first step in the image-processing routine was to average the four post-stimulus peak frames and four pre-stimulus baseline frames, as was described above. The averaged baseline frame was subtracted from the averaged peak frame to create a difference image. A smoothing Gaussian filter (σ = 100 pixels) was applied to measure the general activity throughout the image, and this activity was subtracted from the difference image. This technique was used to eliminate the fluorescence signal originating from neurites. A sharper Gaussian filter (σ = 10 pixels) was then applied to smooth the image, and a gradient image was calculated to highlight soma boundaries. The gradient of the processed image was taken to illuminate the border between soma fluorescence and background. A circular Hough filter was applied to the gradient image, which looked for circle centroids (adapted from [36] ). Pixels having a gradient larger than a predefined threshold "voted" on possible soma centers; each pixel located at a given radius from a gradient pixel was counted as a potential soma center for that particular radius, and the votes were weighted by the gradient. All of the votes were tallied in an array, to which a threshold was applied to find the most common votes, or circle centers. Five standard deviations of the image intensity was used as a measure of the noise and as a threshold for the voting accumulation array. 
The automated process for locating activated cell bodies is outlined in Figure 5 . A single raw image is shown from a series along with the evoked difference image, the processed image gradient and the cells overlaid on the gradient image. In order to first define the population of neurons an automated strategy was employed to locate all cell somata in which activity was evoked in response to a relatively large stimulus. The amplitude of this large current was chosen to evoke as much activity as possible without creating voltages at the electrode that would electrolyze water or creating current densities that could be harmful to those neurons located nearest to the electrode. The first step in the image-processing routine was to average the four post-stimulus peak frames and four prestimulus baseline frames, as was described above. The averaged baseline frame was subtracted from the averaged peak frame to create a difference image. A smoothing Gaussian filter (σ = 100 pixels) was applied to measure the general activity throughout the image, and this activity was subtracted from the difference image. This technique was used to eliminate the fluorescence signal originating from neurites. A sharper Gaussian filter (σ = 10 pixels) was then applied to smooth the image, and a gradient image was calculated to highlight soma boundaries. The gradient of the processed image was taken to illuminate the border between soma fluorescence and background. A circular Hough filter was applied to the gradient image, which looked for circle centroids (adapted from [36] ). Pixels having a gradient larger than a predefined threshold "voted" on possible soma centers; each pixel located at a given radius from a gradient pixel was counted as a potential soma center for that particular radius, and the votes were weighted by the gradient. All of the votes were tallied in an array, to which a threshold was applied to find the most common votes, or circle centers. Five standard deviations of the image intensity was used as a measure of the noise and as a threshold for the voting accumulation array. 
The Sigmoid Activation Model
A saturating nonlinearity, as was used in [7] , was chosen to fit to the neuronal probability of firing an action potential in response to a varying stimulus strength or duration. Specifically, a twoparameter sigmoid (Equation (1)) was used to describe this 1-D activation curve for cathodic squarepulse stimuli. 1 1
(1) 
A saturating nonlinearity, as was used in [7] , was chosen to fit to the neuronal probability of firing an action potential in response to a varying stimulus strength or duration. Specifically, a two-parameter sigmoid (Equation (1)) was used to describe this 1-D activation curve for cathodic square-pulse stimuli.
The sigmoid model provides an approximation for the stimulus needed to activate a particular neuron with any given probability. The input activation parameter, x, is either the stimulus current or pulse width, and the output is the probability, p, of a neuron to fire an action potential. The two parameters describing the sigmoid are b 1 , the midpoint of the sigmoid, which is the activation threshold and b 2 , the slope of the curve at the midpoint, which is the gain. Because the sigmoid describes a probability of activation, it spans from zero to one.
The Closed-Loop Search Algorithm
The closed-loop search procedure was divided into two halves: First, the collected stimulusresponse data set was fit to the sigmoid model, and second, the sigmoid model was used to calculate the next stimulus to be delivered. The algorithm always first began with five open-loop stimuli that divided the stimulation space evenly before any curve fitting was performed. After the fifth iteration, the sigmoid model was analytically linearized, and a linear least-squares fit of the midpoint and slope parameters was performed to calculate a reasonable guess for the two sigmoid parameters-the sigmoid midpoint and the slope of the curve at the midpoint. All measured stimulus-evoked responses were equally weighted as zeros and ones. The output of the linear regression was used as an initial guess for a nonlinear least squares curve fit using the MATLAB Optimization Toolbox, which generated the best-fit sigmoid parameters. At this point, the sigmoid model has been fit to the dataset. The next stimulus value was then chosen in order to gain information about the sigmoid model midpoint and slope. To do this, the algorithm was designed to deliver the next stimulus along the slope of the sigmoid curve. A target neuronal activation probability goal was randomly chosen from the set of 0.25, 0.50 and 0.75, which spans the linear transition region of the sigmoid. The stimulus that was predicted to produce the firing probability goal was calculated using the sigmoid fit parameters and the activation probability goal. When a neuronal activation sigmoid had a nearly infinite slope, which was often the case when the dataset was still small early on in the experiment, the next stimulus chosen would be the same as the previously delivered stimulus. To ensure that the algorithm did not get stuck at one stimulus value, a random jitter was added to the stimulus up to 20% in either direction so that more data would be collected over the full range of the transition region of the activation curve. After every stimulus iteration, the linear and nonlinear curve-fits were run to update the model. The search algorithm is presented below in pseudo-code form.
1.
Collect data for five distinct stimulus levels.
2.
Fit the sigmoid model to all available data points (zeros and ones).
a. Fit the linearly transformed sigmoid model to all zeros and ones in the dataset i. Use the linearly transformed sigmoid model, which derives from Equation (1), to solve for the fit parameters b 1 and b 2 .
Use the linear fit parameters as an initial guess for a nonlinear curve fit of the model in Equation (1) i.
Minimize the sum-squared error ii.
Use lsqcurvefit Matlab algorithm to calculate b 1 and b 2 3. Select the stimulus parameter for the next step a.
Select from the set of probabilities {0.25, 0.50, 0.75} using randperm Matlab function b.
Calculate from the sigmoid model the corresponding stimulus value i. Solve the linearly transformed sigmoid model described above, which derives from Equation (1), for x-the next stimulus value. If stimulus value is same as previous step, add jitter up to 20% in stimulus value, according to a uniform random distribution.
4.
Apply the calculated stimulus value in the experiment a.
Use calcium imaging and image processing determine if the stimulus-evoked change in measured fluorescence surpassed threshold.
5.
If convergence is not reached or if stimulus step count is not met, return to Step 2, else stop.
The Strength-Duration Activation Model
Neuronal activation in the 2-D strength-duration waveform space was modeled based on [10] (Equation (2)).
The stimulus pulse width, PW, is the input; the stimulus current, I, is the output. The two model parameters are the rheobase, r, and the chronaxie, c. The rheobase describes the stimulus current below which a stimulus with infinite pulse width will not evoke an action potential, and the chronaxie describes the stimulus pulse width that corresponds to a stimulus current of twice the rheobase.
Once several sigmoids are constructed for a stimulus of e.g., strength, at multiple durations, a strength-duration model can be fit for a specific probability level by minimizing the sum squared error between the sigmoid-predicted probabilities at each duration, and the strength-duration model predicted probability.
Experimental Plan
The CL system for experimental examination of directly-evoked neuronal activity in response to a stimulus was used in four independent experiments. In the first experiment, an OL paradigm was used to explore the vast strength-duration waveform space. In the second experiment, the CL system was itself analyzed to assess convergence of the algorithm on the sigmoid model parameters used to describe a one-parameter activation curve. In the third experiment, the CL experimental system was used to investigate the strength-duration neuronal activation model with greater resolution in the stimulus waveform space. Finally, in the last experiment, the CL system was directly compared to an OL investigation.
Results
The automated system for optically measuring stimulus-evoked neuronal activation was used to characterize the response to a single extracellular stimulus pulse. In the 1-D stimulus pulse parameter space, neurons activate in a probabilistic manner that is well described by the sigmoid activation model (Equation (1)). We show that our closed-loop (CL) approach is effective and efficient at constructing the activation model. When compared to open-loop (OL) stimulation techniques, the CL approach quickly converges on the activation curve. The faster convergence rate of the CL approach is particularly important as the dimensionality of the parameter space increases. We analyze two particular stimulus parameters: the current (strength) and the pulse width (duration).
Open-Loop Characterization of the Strength-Duration Waveform Space
The stimulus-evoked neuronal response is a stochastic process. It can be defined by the probability of a given neuron firing with an action potential in response to an input stimulus. We characterized the stimulus-evoked activation of a single neuron using open-loop methodologies, using a sigmoidal activation model (Equation (1)) to define the probability of the neuron to fire an action potential when one of the stimulation parameters (strength or duration) is varied ( Figure 6A) . A randomized set of 1140 stimuli were delivered to the MEA spanning currents from 2 µA to 20 µA in 1 µA increments and pulse widths from 300 µs to 800 µs in 100 µs increments. One pulse was presented per stimulus iteration, and ten repetitions of each pulse were delivered in the experiment. Action potentials were extracted after each stimulus iteration using our fluorescence thresholding routine. We calculated stimulus-evoked neuronal response probabilities for the neuron of interest by averaging the ten responses delivered at each stimulus point. It was unknown, a priori, where the neuron's activation curve would lie within the pulse parameter space. The activation curve generated from the 700 µs stimulus pulses spans the full range of stimulus currents from 2 µA to 20 µA ( Figure 6A ). The best-fit midpoint and slope parameters were 9.3 µA and 1.1, and the 0.25 to 0.75 probability range spans 2.0 µA. The sigmoid model, which was fit to the 700 µs data, was used to extract the predicted stimulus currents that would produce probability estimates ranging from 0.1 to 0.9 in steps of 0.2 (highlighted with a box, Figure 6B ). Similar to the 700 µs data analysis, we generated 1-D sigmoidal curves for each of the other stimulus pulse widths (300, 400, 500, 600, and 800 µs). averaging the ten responses delivered at each stimulus point. It was unknown, a priori, where the neuron's activation curve would lie within the pulse parameter space. The activation curve generated from the 700 μs stimulus pulses spans the full range of stimulus currents from 2 μA to 20 μA ( Figure  6A ). The best-fit midpoint and slope parameters were 9.3 μA and 1.1, and the 0.25 to 0.75 probability range spans 2.0 μA. The sigmoid model, which was fit to the 700 μs data, was used to extract the predicted stimulus currents that would produce probability estimates ranging from 0.1 to 0.9 in steps of 0.2 (highlighted with a box, Figure 6B ). Similar to the 700 μs data analysis, we generated 1-D sigmoidal curves for each of the other stimulus pulse widths (300, 400, 500, 600, and 800 μs). . Strength-duration curve fitting from neuronal activation data. A randomized set of 1140 stimuli were delivered to the MEA spanning 2-20 μA in 1 μA increments and pulse widths spanning 300-800 μs in 100 μs increments. Each stimulus was randomly repeated ten times to measure the activation probability with 0.1 resolution. (A) Average responses for each stimulus current with a 700 μs pulse width are plotted with open circles. Below 6 μA, no action potentials were detected, and above 11 μA action potentials were detected 10 out of 10 times. A non-linear least squares curve-fit of the sigmoid in Equation 1 was performed on the 700 μs data. The best fit is shown by the solid line. The sigmoid model was used to predict the stimuli that would produce activation probabilities ranging from 0.1 to 0.9 in 0.2 steps (closed circles, increasing probability from dark to light); (B) Modelpredicted stimuli from (A), corresponding to activation probabilities ranging from 0.1 to 0.9, were plotted with solid circles and are outlined with a box. In the same manner as (A), sigmoid models were built for each of the sets of stimulus pulse-width data spanning 300-800 μs. These models were again used to predict a set of stimulus currents for the range of probability levels (vertical sets of solid circles). Strength-duration curves (solid lines) for each of the probability levels were created from a non-linear least squares curve-fit to the predicted points from the model in Equation (2) . The shade of each curve corresponds to the equivalent probability level in (A). Probability steps of 0.2 were chosen for clarity. A constant-charge curve (6 nC) is shown as a reference (dotted line).
We generated a set of strength-duration probability isoclines in the 2-D stimulus-pulse parameter space from the 1-D sigmoids. These SD curves describe the probabilistic neuronal activation across this input parameter space ( Figure 6B ). As was described above, each sigmoid model was used to predict stimulus currents that would produce probability estimates from 0.1 to 0.9. These sets comprise a range of stimulus currents for each pulse width. A separate SD curve was calculated for each probability level by fitting Equation (2) to each set of model-predicted stimulus currents. It was necessary to use the model-predicted currents from the sigmoidal fits because it was unlikely that probability estimates were available at all probability levels of interest. The chronaxie and rheobase parameters for the 0.5 probability level were 535 μs and 5.2 μA.
Closed-Loop Analysis of Neuronal 1-D Activation Curves
We utilized the closed-loop routine to rapidly extract activation curves for a neuron in the search space of both the stimulus current and stimulus pulse width (Figure 7) . We performed two sets of 
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Pulse-width = 700 μs Figure 6 . Strength-duration curve fitting from neuronal activation data. A randomized set of 1140 stimuli were delivered to the MEA spanning 2-20 µA in 1 µA increments and pulse widths spanning 300-800 µs in 100 µs increments. Each stimulus was randomly repeated ten times to measure the activation probability with 0.1 resolution. (A) Average responses for each stimulus current with a 700 µs pulse width are plotted with open circles. Below 6 µA, no action potentials were detected, and above 11 µA action potentials were detected 10 out of 10 times. A non-linear least squares curve-fit of the sigmoid in Equation 1 was performed on the 700 µs data. The best fit is shown by the solid line. The sigmoid model was used to predict the stimuli that would produce activation probabilities ranging from 0.1 to 0.9 in 0.2 steps (closed circles, increasing probability from dark to light); (B) Model-predicted stimuli from (A), corresponding to activation probabilities ranging from 0.1 to 0.9, were plotted with solid circles and are outlined with a box. In the same manner as (A), sigmoid models were built for each of the sets of stimulus pulse-width data spanning 300-800 µs. These models were again used to predict a set of stimulus currents for the range of probability levels (vertical sets of solid circles). Strength-duration curves (solid lines) for each of the probability levels were created from a non-linear least squares curve-fit to the predicted points from the model in Equation (2) . The shade of each curve corresponds to the equivalent probability level in (A). Probability steps of 0.2 were chosen for clarity. A constant-charge curve (6 nC) is shown as a reference (dotted line).
We generated a set of strength-duration probability isoclines in the 2-D stimulus-pulse parameter space from the 1-D sigmoids. These SD curves describe the probabilistic neuronal activation across this input parameter space ( Figure 6B ). As was described above, each sigmoid model was used to predict stimulus currents that would produce probability estimates from 0.1 to 0.9. These sets comprise a range of stimulus currents for each pulse width. A separate SD curve was calculated for each probability level by fitting Equation (2) to each set of model-predicted stimulus currents. It was necessary to use the model-predicted currents from the sigmoidal fits because it was unlikely that probability estimates were available at all probability levels of interest. The chronaxie and rheobase parameters for the 0.5 probability level were 535 µs and 5.2 µA.
Closed-Loop Analysis of Neuronal 1-D Activation Curves
We utilized the closed-loop routine to rapidly extract activation curves for a neuron in the search space of both the stimulus current and stimulus pulse width (Figure 7) . We performed two sets of experiments, closing the loop around a single neuron, in which we held one of the stimulus parameters constant and varied the other parameter. The best-fit sigmoid (Equation (1)), defined for probabilities spanning from zero to one, was constructed for each of the stimulus current and pulse-width searches ( Figure 7A,B) . We calculated the averaged responses to each of the stimulus points. The 0.25 to 0.75 probability ranges span 2.2 µA (12.3-14.5 µA) for the constant-pulse-width search (fixed at 1000 µs), and 66 µs (366-432 µs), for the constant-current search (fixed at 30 µA). We calculated the best fit of each of the two sigmoid parameters, midpoint and slope, from the nonlinear least squares curve fit, after each stimulus iteration ( Figure 7E-H) . The shaded region marks the 95% confidence interval on those parameter fits. After the last iteration, the sigmoid midpoint and slope for the constant pulse-width search were 13.4 µA and 1.0 µA −1 , and for the constant current search the parameter values were 399 µs and 0.03 µs −1 . The convergence of the sigmoid midpoint and slope had three phases. In the first 20 stimulus iterations, the slopes are nearly infinite because stimulus repetitions were not likely to be present until the algorithm had converged on the sigmoid midpoint. In this phase, the midpoint is fluctuating and the slope is infinite. For the next 20 stimulus iterations, the midpoints are relatively constant, and as the search routine selected the stimulus values predicted to produce firing probabilities of 0.25, 0.50 and 0.75, repetitions began to emerge. After 40 stimulus iterations, the algorithm has produced a good estimate of the sigmoid midpoint and slope, and time is spent refining those parameters. It is important to note that even after 100 stimulus iterations, the confidence interval, while stable, does not converge to zero. It will always be non-zero because the data comprise a binomial set, in which the least squares fitting algorithm will always fit zeroes and ones to a smooth probability curve. The experimental measurements taken along the slope of the curve will therefore never overlay the actual curve, causing the confidence interval to remain non-zero [37] . Convergence of the closed-loop algorithm on the sigmoid model parameters. During an experiment, one stimulus parameter (current or pulse width) is fixed while the other is allowed to vary according to the closed-loop algorithm in order to find the neuronal activation curve. In one set of CL stimuli the pulse width was fixed at 1000 μs and the current was varied (A,C,E,G), and in another set of stimuli the current was fixed at 30 μA and the pulse width was varied (B,D,F,H); (A,B) The best-fit sigmoid from Equation (1) is plotted after the final stimulus iteration for each of the stimulus current and pulse-width searches. The activation curve is defined for probabilities spanning from zero to one. The averaged response to each of the stimulus values is depicted with open circles, which are proportional in size to the number of stimuli that were delivered at that value. The 10% to 90% probability regions span 4.3 μA and 130 μs. (C,D) The individual measured response to each stimulus is plotted as a dot to denote that an action potential was detected or an "X" to denote that Figure 7 . Convergence of the closed-loop algorithm on the sigmoid model parameters. During an experiment, one stimulus parameter (current or pulse width) is fixed while the other is allowed to vary according to the closed-loop algorithm in order to find the neuronal activation curve. In one set of CL stimuli the pulse width was fixed at 1000 µs and the current was varied (A,C,E,G), and in another set of stimuli the current was fixed at 30 µA and the pulse width was varied (B,D,F,H); (A,B) The best-fit sigmoid from Equation (1) is plotted after the final stimulus iteration for each of the stimulus current and pulse-width searches. The activation curve is defined for probabilities spanning from zero to one. The averaged response to each of the stimulus values is depicted with open circles, which are proportional in size to the number of stimuli that were delivered at that value. The 10% to 90% probability regions span 4.3 µA and 130 µs. (C,D) The individual measured response to each stimulus is plotted as a dot to denote that an action potential was detected or an "X" to denote that no action potential was detected. The stimuli span the range of probabilities from the sigmoid activation curve. Two points were excluded in both plots from the extremes of the stimulus range, for clarity at the region of interest. The excluded stimuli at maximum intensity produced an action potential, and those at minimum intensity did not. (E-H) The convergence of the sigmoid midpoint and slope is shown with stimulus iteration. The black circles record the best fit of each of the two sigmoid parameters, midpoint and slope, from the nonlinear least squares curve fit of Equation (1), after each stimulus iteration. The shaded region marks the 95% confidence interval on the fit parameters.
Derivation of Probabilistic Strength-Duration Curves
The automated routine performed searches that were 1-D slices through the 2-D strength-duration waveform space in order to derive probabilistic strength-duration curves (Figure 8 ) for a single neuron in culture. We constructed these curves using two search directions in which one stimulus pulse parameter, the current or pulse width, was fixed while the other was allowed to vary. Each search yielded a sigmoid response curve in the horizontal, constant current, search direction or the vertical, constant pulse width, search direction. For each new search, the fixed parameter was then incremented, and the resulting sigmoid shifted. duration waveform space in order to derive probabilistic strength-duration curves (Figure 8 Stimulus pulse-width (μs) Figure 8 . Shifting sigmoids are used to generate the strength-duration curve. Closed-loop experiments were performed to generate two sets of sigmoid activation curves corresponding to various constant pulse width and constant current searches. (A,B) The pulse-width parameter was fixed in (A); and the current pulse parameter was fixed in (B); CL searches yielded sigmoid activation curves, which shifted to lower currents with increasing stimulus pulse width and shorter pulse widths with increasing stimulus pulse currents. The sigmoids appear to be extremely steep because the stimulus space is large; (C,D) Two sigmoid activation curves are highlighted by zooming in on the independent axis to demonstrate that the slopes span a significant stimulus range of 2.0 µA and 25 µs. The open circles overlaying the activation curves are a measure of the activation probability at a given stimulus level and are proportional in size to the number of stimuli that were applied at that stimulus; (E) The strength-duration curve, for a probability of 0.5, was built in two ways. Each of the sigmoid models were used to predict the stimulus that would produce an activation probability of 0.5 for the constant pulse-width (dots) and constant current ("X's") searches. The best fit of the strength-duration curve for both sets of searches (solid lines) was calculated using a nonlinear least squares curve fit of Equation (2); (F) Strength-duration curves were constructed using Equation (2) for probability levels spanning from 0.1 to 0.9 in 0.2 increments (increasing probability, from dark to light).
This produced two sets of shifting sigmoids where the activation threshold increased as the fixed parameter value decreased ( Figure 8A,B) . For the fixed-pulse-width searches ranging from 400 µs to 2000 µs, the sigmoids shift from 66.3 µA down to 23.0 µA, and for the fixed-current searches ranging from 40 µA to 150 µA, the sigmoids shift from 665 µs down to 140 µs. Although the curves appear to be nearly vertical, it is an artifact of the large stimulus range. When we zoom in on two of the sigmoids ( Figure 8C,D) , it becomes apparent that the slopes are finite. For the constant current search (Figure 8D) , the midpoint and slope were 421 µs and 0.1 µs −1 and for the constant pulse-width search (Figure 8C) , the midpoint and slope were 34.7 µA and 1.1 µA −1 . The 0.25 to 0.75 probability ranges span 2.0 µA and 25 µs. Because the experiment was designed to estimate activation curves separately for fixed-current and fixed-duration stimulus pulses over very large stimulus parameter ranges, fewer data were collected along each slope, which resulted in a discrete measurements at various stimulus points that did not necessarily lie directly on the curve. The midpoints of each sigmoid (markers in Figure 8E ), or 50% thresholds, were used as inputs into the SD non-linear curve-fitting routine using the model in Equation (2) . These curves, which define the square pulse shapes that will produce a firing probability of 0.5 through SD space, were overlaid for the two data sets, and both search techniques produce similar output curves. The chronaxie and rheobase parameters for the constant current set of searches were 315 µs and 6.5 µA and were 360 µs and 5.9 µA for the constant pulse-width searches. The two sets of search data were combined, and the SD best-fit chronaxie and rheobase parameters were 316 µs and 6.5 µA for the 0.5 probability level. SD curves were calculated from the shifting sigmoids for the probability levels ranging from 0.1 to 0.9 in 0.2 steps ( Figure 8F ).
Comparison of Closed-Loop and Open-Loop Techniques
An experimental study was performed in order to compare closed-loop to open-loop stimulation methods ( Figure 9 ) for another neuron in culture. A set of 250 stimuli were delivered using the CL approach and, subsequently, 250 stimuli were delivered using an OL approach. The OL stimuli were chosen in randomized order from a uniform distribution across the stimulus current space, and the pulse width was held constant. The stimulus current space spanned 0-40 µA with 0.2 µA steps. The OL study did not converge within the 250 trials, however, the CL study converged by the 100th stimulus iteration. The CL sigmoid slope was 2.8 µA −1 and the midpoint was 13.6 µA. Because the stimulator resolution was 0.2 µA, the maximum slope that could be estimated was about five. When the convergence of the fit parameters for the CL search was analyzed, we found that there were again three phases: In the first 20 stimulus iterations, the algorithm finds the sigmoid midpoint. It requires the next 80 iterations to find the slope. During these trials, the best-fit slope was near infinite (off of the chart in Figure 9E ). In all subsequent stimulus iterations, the stimuli presented served to refine the fit parameters ( Figure 9E ). The best-fit sigmoid found after the final iteration ( Figure 9A ) has a probability range of 0.25 to 0.75 that spans 0.8 µA, and the stimulus values along the slope of the curve-13.0, 13.2, 13.4, 13.6, 13.8, and 14.0 µA-were measured 19, 27, 27, 35, 62, and 13 times, respectively. Whenever a stimulus to be delivered was equal in magnitude to the previous stimulus, a uniformly distributed jitter, up to 20% in either direction, was added to the stimulus. Because the sigmoid slope was steep, many of the stimuli that were delivered with jitter were beyond either knee of the curve and provided little additional information to the curve fit. Those stimuli can be seen in the clusters where the sigmoid curve saturates, either at probabilities of 0 or 1 ( Figure 9A ) and in the spread of the stimulus points in Figure 9C .
In the OL experiment ( Figure 9F ), neither the sigmoid midpoint nor slope fit parameters converged within the 250 stimuli. While many other OL routines could have been employed, a uniform distribution of stimulus values throughout the stimulus parameter space was chosen because it is most general. Because most of the stimuli delivered were below the probability level of 0.1, or above 0.9, on the sigmoidal activation curve, they contributed little to improving the fit. This factor made the fit of the sigmoidal model highly sensitive to additional measurements lying within the 0.1-0.9 probability range. The model sensitivity is exemplified by the sudden drop in the midpoint parameter after the last stimulus and the multiple times that the slope parameter flips from under one to near infinite.
The midpoint and slope were 16.9 µA and 0.4 µA −1 after iteration 249 and jumped to 13.9 µA and 114 µA −1 after the final iteration ( Figure 9F ). sigmoid slope was steep, many of the stimuli that were delivered with jitter were beyond either knee of the curve and provided little additional information to the curve fit. Those stimuli can be seen in the clusters where the sigmoid curve saturates, either at probabilities of 0 or 1 ( Figure 9A ) and in the spread of the stimulus points in Figure 9C . (1) is plotted after the 250th stimulus iteration. The averaged response to each of the stimulus currents is depicted with open circles, which are proportional in size to the number of stimuli that were delivered. (C,D) The individual measured response to each stimulus is plotted as a dot to denote that an action potential was detected or an "X" to denote that no action potential was detected. (E,F) The convergence of the sigmoid midpoint (solid line, left y-axis) and slope (dotted line, right y-axis) is shown with stimulus iteration. The sigmoid activation model was calculated in real-time after each stimulus iteration for the CL experiment and was calculated post-hoc for the OL experiment. The OL fit parameters did not converge.
Discussion
The application of closed-loop techniques offers significant potential to improve the efficacy of electrical stimulation in the characterization of stimulus-evoked neuronal responses [38] . Even a two-dimensional stimulus space-such as the aspect ratio of the stimulation pulse-can be sufficiently large to require optimized search approaches for characterization. Open-loop characterizations (parameter sweeps) are inefficient because of the probabilistic and sigmoidal natures of the neuronal activation functions. Because the activation is probabilistic, open-loop characterization requires multiple repetitions at a particular set of stimulus parameters to accurately measure that probability at that point in the parameter space. There is an inherent trade-off between probability resolution and stimulus resolution: Repeated measurements at each stimulus point increase probability resolution, at the expense of limiting the number of stimulus points that may be measured. The sigmoidal form of the activation function limits the useful range of stimulus parameters. Stimulating well below and above the knees of the sigmoidal activation curve provides no useful information given that the values in these regions are equal to 0 and 1, respectively. To best explore the stimulus parameter space, it is essential that experiment time is spent primarily in the stimulus regions that lie within the transition region, so that each additional measurement contributes significantly to improve the activation model. For example, Wallach et al. [7] demonstrated that a neuronal response probability could be clamped over a long period of time using online feedback of the measured stimulus-evoked activity. Their approach emphasizes the strength of using a closed-loop system to evaluate any input-output relationship in neuronal systems. Closed-loop approaches are especially valuable for in vitro experimental model systems to capitalize on the advantage of a simplified preparation for higher throughput experimentation. For example, Newman et al. [22] demonstrated applications ranging from neuronal population firing rate clamping to controlling network firing rates during epileptic events. Our closed-loop search routine, as shown in Figure 7 , illustrates a powerful technique for rapidly characterizing neuronal activation by extensively probing the transition region of the sigmoid curve. Using our in vitro system, we were able to measure, with high confidence, the individual response of a specific neuron to electrical stimuli. Numerous approaches to scientific investigation benefit from the application of CL approaches to experimentation [19] , and our experimental system is designed to build on these achievements to further the development of high-throughput technologies.
Method Convergence
We evaluated the convergence of the sigmoidal fit parameters to determine the number of iterations at which the CL search routine could have exited. (In order to study this convergence, we delivered many more stimuli than were needed for optimal model parameterization.) In our experiments, the search routine only required approximately 20 stimulus iterations to converge on a relatively accurate measure of the activation threshold. Additional stimuli are required to determine an accurate estimate of the slope at the midpoint of sigmoidal transition region. For a relatively shallow slope, such as a slope of less than 1 µA −1 ( Figure 7G ), an additional 20 stimulus iterations were sufficient to estimate the slope accurately. For a steep slope, such as the slope of 3 µA −1 in Figure 9 , 100 stimuli were required to estimate the slope accurately. We would argue that, for efficacy of stimulation, the difference between a slope of 3 µA −1 and infinity is negligible. If we make that assumption, an additional 20 stimulus iterations (after the midpoint convergence) were sufficient to determine that the slope was effectively infinite.
In the CL/OL study (Figure 9 ), the stimulus current range comprised 200 stimulus points (40 µA × 5 stimulus steps/µA). In a randomized OL study, this one-parameter sweep would require~2000 stimuli to have ten repetitions at each stimulus value (200 stimulus points × 10 repetitions/stimulus point), or~4000 stimuli to provide 20 repetitions at each stimulus value. In other words, the OL approach requires at least an order of magnitude more stimuli than the CL approach to develop the same level of confidence of the measured stimulus-evoked probability response.
Furthermore, the CL algorithm benefitted from the addition of adaptive jitter to the stimulus, depending on the estimate of the slope at the sigmoid midpoint. When the sigmoid slope was steep, the uniform distribution of jitter up to 20% in either direction produced stimuli that often fell beyond the transition region of the activation curve. These stimuli, therefore, were less useful than if they had been limited to a smaller range, such as a 5% jitter, around the sigmoid midpoint.
Limitations in the Presented Approach
We utilized an in vitro model neuronal system to specifically study only the direct activation of neurons. While other systems, including in vivo neuronal structures, may not have the simplicity of a synaptically silenced system like that which is presented here, we are interested in studying the way in which stimulus waveforms directly evoke activity in a given neuron. By eliminating down-stream synaptic communication in the model culture, we have essentially made a black box of the network. This then allows us to assume, for example, that in a scenario where neuronal communication is intact downstream, the expressed purpose of delivering stimuli through an array of micro-electrodes in only to activate an initial target neuron in a culture. In this study, the neurons were uncoupled from the surrounding network using synaptic blockers. While the CL system can estimate a neuronal activation threshold, the algorithm will require modification for application to tracking potentially non-stationary activation curves in a coupled network. In the studies presented herein, neuronal activation curves proved to be stable over the experiment, however, a particular neuron's activation curve may not be stationary in the presence of synaptic network input.
There are limitations in the CL approach when it is applied to many neurons in the same experiment. The experiments conducted in this study were focused on a single neuron. While the system simultaneously collected activation data for all neurons within the imaging area, the CL optimized search routine was focused on one specific neuron. Therefore, the activation data collected for other neurons within the imaging area were not assured to lie in their sigmoidal transition regions. The OL approach has an advantage for measuring the activation of a large population of neurons within an experiment. Although the resolution along the slope of all curves will be low, neuronal activation curves for all measured neurons can be estimated simultaneously.
While the calcium-sensitive dye Fluo-5F was specifically chosen in this study for its high signal-to-noise ratio (SNR) and its low binding affinity (as to not hinder normal cell function), it has a slower response than dyes of other classes, such as voltage-sensitive dyes (VSDs). The use of Fluo-5F for this study is ideal, as neurons are synaptically blocked and only the evoked response is considered. For future studies where more physiologically relevant conditions are studied, it may be necessary to use high-speed video in conjunction with VSDs to image neuronal activity. The use of higher temporal-responsivity VSDs, to distinguish between events with fast subcomponents such as a burst of multiple action potentials, demands a video frame rate of at least a couple of hundred frames per second. A significantly faster frame rate carries with it an inherent reduction in the SNR of the dye signal due to the reduced time over which the measured signal is averaged, however, the continual improvements expected both in camera technology and molecular probes shall improve the overall efficacy of VSD indicators.
Optical imaging also limits the experimental approach. Irreversible photobleaching of the indicator fluorophore, which occurs with each light exposure, ultimately limits the number of stimulus trials that can be delivered during an experiment. The limited experimental time underscores the need to efficiently characterize the system. Additionally, there are limitations in the direct applicability to in vivo studies and clinical applications. Optical imaging is technically demanding in vivo, and many factors limit the ability to successfully implement such techniques in clinical applications. Both the tendency of light to scatter and the presence of native chromophores result in an effective limit to the depth that can be imaged in vivo, which significantly limits neuronal accessibility for imaging. It is possible to replace optical recording with electrical recording, but improvements would need to be made in spike sorting to causally match electrically recorded signals to the optical ground truth that is available using in vitro optical methods.
Improving Stimulus Selectivity and Waveform Shaping
Future approaches that incorporate optimized search strategies can improve the inefficiency of neuronal characterization applied to a large population of neurons. Different search directions can potentially be used for different regions of the SD parameter space because the activation of a neuron is sigmoidal for both vertical and horizontal slices through the space. For example, in Figure 8E , a 10 µA constant current, horizontal search would not have converged because 10 µA falls below the asymptotic rheobase of the curve. Instead, a constant pulse-width, vertical search will converge for long pulse widths. Conversely, a constant current search should be used for the high-current, short-pulse-width parameter region. For these reasons, the constant pulse-width searches are better fit to the right-hand portion of the strength-duration curve and the constant current searches are better fit to the left-hand portion of the curve. When mapping multiple neuronal activation curves in a single experiment, it may become more efficient to expand the search strategy to include many directions within the SD space (e.g., diagonally, at 45 • ). The activation models can help to inform these decisions in real time.
Future stimulation experiments can use this modular system to deliver stimuli of many different waveforms, including biphasic current pulses, voltage-controlled pulses, or less-discretized so-called noisy waveforms. High-throughput experimentation will also enable the direct comparison of SD parameters, including both the chronaxie and rheobase, across stimulus shapes and electrode types. The probabilistic nature of stimulus-evoked neuronal activation can be exploited to improve the selectivity of stimulation techniques. For example, two square pulses delivering the same charge, but with different aspect ratios, activate a neuron with differing probabilities. The product of the stimulus strength and duration is the charge delivered at the electrode, but the charge alone is insufficient to predict activation. The shape of the strength-duration curve does not follow a constant-charge curve in part because of the asymptotic feature, the rheobase. As an example, a constant charge curve is plotted in Figure 6B . Two square pulses of equal charge lie along this 6 nC line, one of 400 µs pulse width (15 µA) and one with 800 µs pulse width (7.5 µA). The 400 µs pulse has a high activation probability of 0.91, while the 800 µs pulse is only 0.17. This demonstrates that stimuli of the same total charge can activate a neuron with very different probabilities.
Conclusions
We used a model system to demonstrate our approach to showing that closed-loop electrical stimulation converges to a stimulus activation model in significantly fewer iterations than do open-loop techniques, while resulting in a higher-resolution model. Both the convergence rate and the model accuracy are requirements for measuring and controlling neuronal activation across a large parameter space. Our CL routine quickly identified the relevant activation-curve features so that they could be more thoroughly probed to increase our measurement confidence. We demonstrated that the stimulus-evoked neuronal response is probabilistic, and by using our CL imaging system and micro-stimulation technology, we were able to stimulate a neuron with various probabilities. By exploiting the shape of the strength-duration curve we could activate a neuron with different probabilities by varying the aspect ratio of a constant-charge stimulus pulse. We demonstrated the advantages of utilizing in vitro dissociated cortical neuronal cultures to study neuronal activation. This reduced biological preparation provided us both with an optical ground truth for measuring evoked neuronal activity and with fine-grained electrical access to individual neurons. In addition, our experimental system inherently enables long-duration experiments, which can be readily replicated in a high-throughput manner. All types of in vitro experimentation, which make use of these advantages, are becoming more and more important for developing new technologies and methods. Exploring complex parameter spaces around these evoked responses is the challenge, and an in vitro preparation readily provides access to measurements that may otherwise be unattainable.
Furthering the understanding of the way in which electrical stimuli directly affect neuronal activity is necessary in order to design stimuli that better activate neurons and neuronal populations.
Closed-loop strategies are indispensable for developing techniques to precisely activate neurons, which is critical for the advancement of both in vitro and in vivo studies.
