Deep learning is intensively studied using supervised and unsupervised learning, and by applying probabilistic, deterministic, and bio-inspired approaches. Comparisons of different approaches such as generative and discriminative neural networks is made difficult, however, because of differences in the semantics of their graphical descriptions, different learning methods, different benchmarking objectives and different scalability. To allow for a direct functional comparison, we here study a generative multi-layer neural network in a form and setting as similar to standard discriminative networks as possible. Based on normalized Poisson mixtures, we derive a minimalistic deep neural network with local activation and learning rules. The network learns in a semi-supervised setting and can be scaled using standard deep learning tools for parallelized implementations. Empirical evaluations on standard benchmarks show that for weakly labeled data the derived minimalistic network improves on all standard deep learning approaches and is competitive with their recent variants. In comparison to recent bio-inspired approaches it suggests further improvements through top-down connections. Furthermore, we find that the studied network is the best performing monolithic ('non-hybrid') system for few labels, and that it can be applied in the limit of very few labels, where no other system has been reported to operate so far.
Introduction
Deep neural networks (DNNs) have demonstrated state-of-the-art performance in many application domains. If large labeled databases and large computational resources are available, discriminative deep networks are now the best or among the best performing systems in tasks such as image or speech recognition, document classification and many more [Schmidhuber, 2015 , Hinton et al., 2012 . If no labels are available, unsupervised approaches are the method of choice, and those based on deep directed models are well suited to capture the rich structure of typical data such as images or speech. In comparison to deep discriminative networks, deep directed models have, furthermore, many desirable properties: they make their used assumptions explicit, are fully interpretable, offer standard meta-algorithms for learning, and they often result in systems with fewer free parameters, for example, by using trainable priors instead of regularization [Berkes et al., 2008 , Sheikh 1 INTRODUCTION et al., 2014 or by using hyperpriors for their network architectures [Adams et al., 2009] . Furthermore, deep directed models seem to be more consistent with biological learning, where it remains unclear how intensively and in what manner label information is used.
Gaining insight into the functional differences between discriminative networks, deep directed models and bio-inspired approaches is difficult, however. While being potentially more powerful information processors, deep directed models are typically trained on smaller scales (either because of computational limits or performance saturation). Deep sigmoid belief networks [SBNs Saul et al., 1996 , Gan et al., 2015 or newer models such as NADE [Larochelle and Murray, 2011] have only been trained with a couple of hundred to about a thousand hidden units [Bornschein and Bengio, 2015, Gan et al., 2015] . Even if comparable network sizes for directed models and deep neural networks are used, comparison is difficult as units of directed models realize different and typically more complex computations per unit. Additionally, they often use binary or binarized data sets that are evaluated in a fully unsupervised setting [Larochelle and Murray, 2011 , Bornschein and Bengio, 2015 , Gan et al., 2015 .
The problem of different benchmarking standards may be addressed, for example, by using evaluation settings with partly labeled training data. For such settings unsupervised and supervised approaches come together. Furthermore, semi-supervised settings are increasingly interesting also for technical and practical reasons: While obtaining large amounts of data (like images or sounds) is often relatively easy, the effort to obtain labels is comparably high, as it generally requires manual hand-labeling of all the data. Data sets with few labels therefore emerge as a natural application domain, and such settings have consequently shifted into the focus of many recent contributions [Liu et al., 2010 , Weston et al., 2012 , Pitelis et al., 2014 , Kingma et al., 2014 , Rasmus et al., 2015 , Miyato et al., 2015 .
Gaining insights into the functioning of different learning systems is not necessarily straight-forward in the semi-supervised setting, either. Essentially all new contributions use hybrid combinations of supervised (typically with back-propagation) and unsupervised approaches [see, for example, Weston et al., 2012 , Kingma et al., 2014 , Rasmus et al., 2015 , Miyato et al., 2015 . As a consequence, while deep neural networks alone are often already equipped with many tunable parameters (for architecture, regularization, sparsity etc.), hybrid approaches add further parameters for the interplay between supervised and unsupervised components, which further increases the difficulties in comparing systems. Many important questions about the relation between deep discriminative networks and deep directed models therefore remain hard to answer, like: How well can large directed models perform in comparison to deep discriminative neural networks? How critical for performance is fully probabilistic inference compared to deterministic or feedforward classification? How important is top-down feedback for inference and learning, and can we realize learning locally?
To address such questions, we here investigate a semi-supervised deep directed model in a form and setting as similar to standard DNNs as possible. We aim at defining the most minimalistic deep directed system as a neural network with compact and local interaction and learning rules. Following an unsupervised learning approach, we devise these rules as a consequence of likelihood optimization in contrast to the optimization of decision boundaries (as done, for example, by back-propagation). The low complexity of the resulting system is comparable to that of elementary deep neural networks, making it to a generative counterpart of standard discriminative networks. Additionally, the gained similarity to standard neural networks enables the application of software tools for parallelized learning on GPUs, as they have been developed for discriminative DNNs [like Bastien et al., 2012] . Furthermore, the locality and compactness of learning and inference in the studied generative network closely links to recent approaches for bioinspired computer hardware [especially Neftci et al., 2015 , Diehl et al., 2015 , Nessler et al., 2013 .
A Hierarchical Mixture Model for Classification
A classification problem can be modeled as an inference task based on a probabilistic mixture model. Such a model can be hierarchical, or deep, if we expect the data to obey a hierarchical structure. For hand-written digits, for instance, we first assume the data to be divided into digit classes ('0' to '9') and within each class, we expect structure that distinguishes between different writing styles. In accordance with the hierarchical formulation of a classification problem, we define the minimalistic generative model shown in fig. 1 as follows:
The Generative
The parameters of the model, W ∈ R
C×D >0
and R ∈ R K×C ≥0 , will be referred to as generative weights. The top node (see fig. 1 ) represents K abstract concepts or super classes k with labels l (e.g., digits '0' to '9'). The middle node represents any of the occurring C subclasses c (e.g., different writing styles of the digits). And the bottom node represents an observed data sample y, which is generated by the model according to a Poisson distribution. Here, we assume non-negative observed data and use the Poisson distribution as an elementary distribution for such (compare restricted Boltzmann machines or sigmoid-belief-networks). While a Poisson distribution is a natural choice for non-negative data, it also turns out to be mathematically convenient for the derivation of our inference and learning rules. Note for the model in eqs. (1) to (3), that while the normalization of the rows of R is required for normalized categorical distributions, the normalization of the rows of W represents an additional assumption of our approach. By constraining the weights to sum to a constant A, the model expects contrast normalized data. If the dimensionality D of the observed data is sufficiently large, we can simply normalize the data such that d y d = A in order to fulfill this constraint with high accuracy. Denoting the unnormalized data points by ỹ, we here assume the normalized data points y to be obtained as follows:
To generate an observation y from the model, we first draw a super class k from a uniform categorical distribution p(k). Next we pick a subclass c according to the conditional categorical distribution p(c|k, R). Given the subclass, we then sample y from a Poisson distribution and assign to it the label l corresponding to class k. Eqs.
(1) to (3) define a deep mixture model.
Maximum Likelihood Learning
To infer the model parameters Θ = (W, R) of the deep Poisson mixture model eqs.
(1) to (3) for a given set of N independent observed data points { y (n) } n=1,...,N with y (n) ∈ R D ≥0 , d y (n) d = A, and labels l (n) , we seek to maximize the data (log-)likelihood
Here, we assume that some or all of the data come with a label. For unlabeled data, the summation over k is a summation over all possible labels of the given data, that is, k = 1 . . . K. Whereas whenever the label l (n) is known for a data point y (n) , this sum is reduced to k = l (n) , such that only weights R l (n) c contribute for that nth data point.
Instead of maximizing the likelihood directly, EM [in the form studied by Neal and Hinton, 1998 ] maximizes a lower bound-the free energy-given by:
log p( y (n) , l
, c, k|Θ)
where n denotes the expectation under the posterior
and H[Θ old ] is an entropy term only depending on parameter values held fixed during the optimization of F w.r.t. Θ. For our model, the free energy as a lower bound of the log-likelihood reads
The EM algorithm optimizes the free energy by iterating two steps: First, given the current parameters Θ old , the relevant expectation values under the posterior are computed in the E-step. Given these posterior expectations, F(Θ old , Θ) is then maximized w.r.t. Θ in the M-step. Iteratively applying E-and M-steps locally maximizes the data likelihood.
M-step.
The parameter update equations of the model can canonically be derived by maximizing the free energy eq. (8) under the given boundary conditions of eqs. (2) and (3). By using Lagrange multipliers for constrained optimization, we obtain after straight-forward derivations:
For details please refer to appendix A.1.
E-step.
For the hierarchical mixture model, the required posteriors over the unobserved latents in eqs. (9) and (10) can be efficiently computed in closed-forms in the E-step. Due to an interplay of the used Poisson distribution and the constraint for W of eq. (3), the equations greatly simplify, and can be shown to follow a softmax function with weighted sums over inputs y
k as argument (see appendix A.1):
, with (11)
Also note, that the posteriors p(c| y, l, Θ) for labeled data and p(c| y, Θ) for unlabeled data only differ in the chosen distribution for u k .
For the E-step posterior over classes k, we obtain:
for labeled data
The expression for unlabeled data makes use of the assumption of a uniform prior in eq. (1). Under the assumption of a non-uniform class distribution, the weights R kc would be weighted by the priors p(k), which here simply drop out.
Probabilistically Optimal Classification. Once we have obtained a set of values for model parameters Θ by applying the EM algorithm on training data, we can use the optimized generative model to infer the posterior distribution p(k| y, Θ) given a previously unseen observation y. For our model this posterior is given by
While this expression provides a full posterior distribution, the maximum a-posteriori (MAP) value can be used for deterministic classification.
A Neural Network for Optimal Hierarchical Learning
For the purposes of this study, we now turn to the task of finding a neural network formulation that corresponds to learning and inference in the hierarchical generative model of sec. 2. The study of optimal learning and inference with neural networks is a popular research field, and we here follow an approach similar to Lücke and Sahani [2008] , Nessler et al. [2009] , Keck et al. [2012] and Nessler et al. [2013] .
A Neural Network Approximation
Consider the neural network in fig. 2 with neural activities y, s and t . We refer to neurons y 1...D as the observed layer, the neurons s 1...C make up the first hidden layer, and the neurons t 1...K form the second hidden layer. We assume the values of y to be obtained from a set of unnormalized data points ỹ by eq. (4), and the label information to be presented as top-down input vector u as given in eq. (13). Furthermore, we assume the neural activities s and t to be normalized to B and B respectively (such 
where W > 0 and R > 0 are learning rates. By taking sums over d and c respectively, we first observe that the learning dynamics results in d W cd to converge to A and c R kc to converge to B (due to y and s being normalized accordingly). If we therefore now assume the weights W and R to be normalized to A and B respectively, we can compute how a given weight adapts with cumulative learning steps. For small learning rates, we can approximate the weight updates by ∆W cd = W s c y d and ∆R kc = R t k s c followed by explicit normalization to A and B respectively. Using the superscript (n) to denote the parameter states and activities of the network at the nth learning step, we can write the effect of such subsequent weight updates as
where s
, W (n) , R (n) ) denotes the activation of neurons s c at the nth iteration, which depends on inputs y (n) , u (n) and the weights
, and R (n) . By iteratively applying eqs. (18) for N times, we can obtain formulas for the weights W (N ) and R (N ) -the weights after having learned from N data points. If learning converges and N is large enough, these can be regarded as the converged weights. It turns out, that the emerging large nested sums can at the point of convergence be compactly rewritten through the use of Taylor expansions and the geometric series. Appendix A.2 gives details on the necessary analytical steps. As a result, we obtain that the following equations must be satisfied for W and R at convergence:
Eqs. (19) become exact fixed points for learning in eqs. (16) and (17) in the limit of small learning rates W and R and large numbers of data points N . Given the normalization constraints demanded above, eqs. (19) apply for any neural activation rules for s c and t k as long as learning follows eqs. (16) and (17) and as long as learning converges.
For our purpose, we identify s c with the posterior probability p(c| y, l, Θ) for labeled data and p(c| y, Θ) for unlabeled data given by eqs. (11) to (13) with Θ = (W, R):
, with (20)
and u (n) k as given by eq. (13), which incorporates the label information. Furthermore, we identify t k with the posterior distribution over classes k, which for labeled data is p(k|l) given in eq. (14) and for unlabeled data p(k| y, Θ) as given by eq. (15):
The complete set of activation and learning rules, after identifying neural activities s c and t k with the respective posterior distributions, are summarized in tab. 1. By comparing eqs. (19) with the M-step eqs. (9) and (10), we can now observe, that such neural learning converges to the same fixed points as EM for the hierarchical Poisson mixture model (note, that we set B = B = 1 as s c and t k sum to one). While the identification of W cd with W cd at convergence is straightforward, we have to restrict learning of R kc to labeled data to gain a neural equivalent in R kc . In that case p(k|c, l (n) , Θ old ) = p(k|l (n) ), which corresponds to our chosen activities t k for labeled inputs. (In sec. 3.3, we will show a way to loosen up on this restriction by using self-labeling on unlabeled data with high inference certainty.)
In other words, by executing the online neural network of tab. 1, we optimize the likelihood of the generative model eqs.
(1) to (3). The neural activities therein provide the posterior probabilities, which we can, for example, use for classification. The computation of posteriors is in general a difficult and computationally intensive endeavor, and their interpretation as neural activation rules is usually difficult.
Neural Simpletron
Top-Down:
Activation Across Layers
Obs. Layer:
1 st Hidden:
2 nd Hidden: 
2 nd Hidden: . Likewise, the top-down input is a standard weighted sum, k u k R kc , but affects the input through a logarithm. Both sums can be computed locally at the neural unit c. The inputs to the hidden units s c are then combined using a softmax function, which is also standard for neural networks. However, in contrast to discriminative networks, the weighted sums and the softmax function are here a direct result from the correspondence to a generative mixture model. The activation of the top layer, Eq. (T1.6), is either directly given by the top-down input u k , if the data label is know. Or, for unlabeled data, the inference takes again the form of a weighted sum over bottom-up inputs, which are now the activations s c from the middle layer. Regarding learning, both Eqs. (T1.7) and (T1.8) are local Hebbian learning equations with synaptic scaling. The weights of the first hidden layer are updated on all data points during learning, while those of the second hidden layer only learn from labeled input data.
As control of our analytical derivation of tab. 1, we verified numerically that the local optima of the neural network are indeed also local optima of the EM algorithm. Note in this respect, that, although neural learning has the same convergence points as EM learning for the mixture model, in finite distances from the convergence points, neural learning follows different gradients, such that the trajectories of the network in parameter space are different from EM. By adjusting the learning rates in Eqs. (T1.7) and (T1.8), the gradient directions can be changed in a systematic way without changing the convergence points, which can be used to avoid convergence to shallow local optima.
The equations defining the neural network are elementary, very compact, and they contain a minimal number of four free parameters: the number of hidden units C, an input normalization constant A, and learning rates W and R . Because of its compactness we call the network Neural Simpletron (NeSi).
In the experiments in sec. 4, we differentiate between four neural network approximations on the basis of tab. 1. These result from two different approximations of the activations in the first hidden layer, and two different approximations for the activations in the second hidden layer, which gives a total of two by two different networks to investigate. These approximations in the first and second hidden layer are discussed in the following two subsections respectively.
Recurrent, Feedforward and Greedy Learning
The complete formulas for the first hidden layer, given in Eqs. (T1.4) and (T1.5), define a recurrent network with bottom-up and top-down information: The first summation in I c incorporates the bottom-up information. Due to the chosen normalization in Eq. (T1.3) with a background of +1, all summands in this term are of non-negative value. Values of the sum over these bottom-up connections will be high for input data y that was generated by the hidden unit c. The second summation in I c incorporates top-down 3.3 Self-Labeling information. The weighted sum inside the logarithm, which can take the label information into account, will always yield values between zero and one. Thus, because of the logarithm, this second term is always non-positive and suppresses the activation of the unit. This suppression is stronger, the less likely it is, that the given hidden unit c belongs to the class of the provided label l (for labeled data) and the less likely it is, that this unit becomes active at all. Because of this recurrent connection between the first and second hidden layer, we will refer to our method tab. 1 as r-NeSi ('r' for recurrent) in the experiments. Whereby, with 'recurrent' we do not mean a temporal memory of sequential inputs, but the direction in which information flows through the network.
To investigate the influence of such recurrent information in the network, we also test a pure feedforward version of the first hidden layer. There, we remove all top-down connections by simply discarding the second term in Eq. (T1.5). Such a feedforward formulation of the network is equivalent to treating the distribution p(c|k, R) in the first hidden layer as a uniform prior distribution p(c) = 1/C. We will refer to this feedforward network as 'ff-NeSi' in the experiments. Since ff-NeSi is stripped of all top-down recurrence and the fixed points of the second hidden layer now only depend on the activities of the first hidden layer at convergence, it can also be trained disjointly using a greedy layer-by-layer approach, which is customary for deep networks.
Self-Labeling
So far, we trained the top layer of NeSi completely supervised by updating the weights in Eq. (T1.8) only on labeled data. Since in the weakly labeled setting labeled data is sparse, it could be beneficial to also make use of unlabeled data in this layer. We can do so, by letting the network itself provide the missing labels (so called 'self-labeling'). The availability of the full posterior distribution in the network (Eq. T1.6 for unlabeled data) herein allows us to selectively only use those inferred labels where the network shows a very high classification certainty. As index for decision certainty we use the 'Best versus Second Best' (BvSB) measure on t k , which is simply the difference between the most likely and the second most likely prediction. Such a measure gives a sensible indicator for high skewness of the distribution towards a single class [Joshi et al., 2009] . If the BvSB lies above some threshold parameter ϑ, which we treat as additional free parameter, we can approximate the full posterior in t k by the MAP estimate. In that case, we set t k → MAP(t k ), such that t k for unlabeled data now holds the 'one-hot' coded inferred label information, with which we update the top layer in the usual fashion using Eq. (T1.8).
This specific manner of using inferred labels in the neural network is again not imposed ad hoc, but can be derived from the underlying generative model by considering the M-step eq. (10) for unlabeled data. When in the generative model the posterior p(k| y, Θ) = c p(k|c, Θ)p(c| y, Θ) comes close to the MAP estimate, it must be that p(c| y, Θ) is only for those units c dominantly at high values that belong to the same class. For these units, we can then replace p(k|c, Θ) by the MAP estimate in close approximation. We can therefore rewrite the products in eq. (10) for unlabeled data as
with the inferred labell. Here, for all data points n ∈ N with high classification certainty, p(c| y (n) , Θ) acts as a filter, such that only those terms contribute, where p(k|c, Θ) are close to the MAP estimate. With this approximation, we can replace the dependency of the first factor in eq. (23) on specific units c by a common dependency on all units that are connected to unit k (as the inferred labell depends on all those units). These results we are then able to translate again into neural learning rules, where the top layer activation is only dependent on the combined input to that unit, as done above.
We mark those NeSi networks, where we also use self-labeling in the top layer with ' + ' (that is, 'r + -NeSi' and 'ff + -NeSi'). Although we here use the MAP estimate of t k during training, because of the validity of eq. (23) at high inference certainty, we are still learning in the context of the generative model eqs. (1) to (3). Thus, we still keep the full posterior distribution in t k for inference, as well as all identifications of sec. 3.1.
Numerical Experiments
We apply an efficiently scalable implementation 2 of our network to two widely used benchmarks for classification: the 20 Newsgroups text data set [Lang, 1995] and the MNIST data set of handwritten digits [LeCun et al., 1998 ]. To investigate the task of learning from weakly labeled data, we randomly divide the training parts of the data sets into labeled and unlabeled partitions, where we make sure that each class holds the same number of labeled training examples, if possible. We repeat experiments for different proportions of labeled data and measure the classification error on the test set. For all such settings, we report the average test error over 100 independent training runs with new random labeled and unlabeled data selection. Details on parallelization and weight initialization can be found in appendix B. Detailed statistics of the obtained results are given in appendix C.
Parameter Tuning
For the NeSi algorithms, we have four free parameters: the normalization constant A in the bottom layer, the number of hidden units C and the learning rate W in the middle layer, and the learning rate R in the top layer. When using the optional self-labeling, we have a fifth free parameter ϑ as BvSB threshold, also in the top layer.
To optimize the free parameters in the weakly labeled setting, it is customary to use a validation set, which comprises additional labeled data to the available amount of labels in the training set of that given setting (for example, using a validation set of 1000 labeled data points to tune parameters in the setting of 100 labels). As this procedure doesn't guarantee, that the resulting optimal parameter setting could have also been found with the limited amount of labels in the given setting, such achieved results reflect more of the performance limit of the model, than the actual performance when given only the weakly labeled data. As already in Forster et al. [2015] , we therefore not only train our model in the weakly labeled setting but also tune all free parameters in this same setting without any additional labeled data. This way we make sure, that our results are achievable by using no more labels than provided within each training setting. Furthermore, using only training data for parameter optimization assures a fully blind test set, such that the test error gives a reliable index for generalization.
To construct the training and validation set for parameter tuning, we regard the setting of 10 labeled training data points per class (that is, 100 labeled data points for MNIST and 200 for 20 Newsgroups). This is the setting with the fewest number of labels, on which models are generally compared on MNIST. For simplicity's sake, we just take half of this labeled data as validation set (class balanced and randomly drawn) and use the other labeled half plus all unlabeled training data as training set in the tuning phase. With this data split, we optimize the parameters of the r-NeSi network via a coarse manual grid search.
Document Classification (20 Newsgroups)
For the search space, we may consider run time vs. performance trade-offs, where necessary (for example, with an upper bound on the network size or a lower bound on the learning rates). Keeping the optimized parameter setting of r-NeSi fixed, we only optimize ϑ for r + -NeSi. For comparison, we keep the same parameter settings for the feedforward networks (ff-NeSi and ff + -NeSi) without further optimization.
Once optimized in this weakly labeled setting, we keep the free parameters fixed for all following experiments. A more rigorous parameter tuning would also allow for retuning of all parameters for each model and each new label setting, making use of the additional training label information in the stronger labeled settings, which we however refrained to do for our purposes. The overall tuning, training and testing protocol is shown in fig. 3 : Figure 3: Tuning, training and testing protocol for the NeSi algorithms. During tuning, the free parameters are optimized on a split of the training data into a training and validation set with 5 fixed, randomly chosen labeled data points per class in each, and all remaining unlabeled data points in the training set. During testing the network is trained on a new, randomly chosen, class balanced set of labels for each new, independent run. It is then evaluated on the fully blind test set.
The 20 Newsgroups data set in the 'bydate' version consists of 18 774 newsgroup documents belonging to 20 different classes of newsgroup topics, of which 11 269 form the training set and the remaining 7505 form the test set. Each data vector comprises the raw occurring frequencies of 61 188 words in each document. We preprocess the data using only tf-idf weighting [Sparck Jones, 1972] . No stemming, removals of stop words or frequency cutoffs were applied.
Parameter Tuning on 20 Newsgroups
In the following, we give a short overview over the parameter tuning on the 20 Newsgroups data set. We use the procedure described in sec. 4.1 to optimize the free parameters of NeSi using only 200 labels in total, while keeping a fully blind test set.
Hidden Units. Following the above tuning protocol for 20 Newsgroups results in the complete setting (where C = K = 20) to give the lowest classification error on the validation set. Generally we would expect, that the overcomplete setting C > K would allow for more expressive representations. However, this could be hindered by the high dimensionality of the data relative to the number of available training data points as well as the prominent noise when taking all words of a given document into account. With more training data, or with reduced dimensionality of the data, it may very well be, that the overcomplete setting would become optimal.
Normalization. Because of the introduced background value of +1 (see Eq. T1.3), the normalization constant A has a lower bound in the dimensionality of the input data D = 61 188. For very low values A D, the model is unable to differentiate the observed patterns from background noise. At the other extreme, at A → ∞, the softmax function will converge to a winner-take-all maximum function. The optimal value lies in between, closely after the system is able to differentiate all classes from background noise but when the normalization is still low enough to allow for a broad softmax response. For all our experiments on the 20 Newsgroups data set we chose (following the tuning protocol) A = 80 000.
Learning Rates. A relatively high learning rate in the first hidden layer ( W = 5 × C/N ), coupled with a much lower learning rate in the second hidden layer ( R = 0.5 × K/L), yielded the best results on the validation set. Especially the high value for W seems to have the effect of more efficiently avoiding shallow local optima, which exist, again, due to noise and the high dimensionality of the data compared to a the relatively low number of training samples. The different learning rates for W and R mean that the neural network follows a gradient markedly different from an EM update. This suggests, that the neural network allows for improved learning compared to the EM updates it was derived from.
Note, that in practice we use normalized learning rates. The factor C/N for the first hidden layer and K/L for the second hidden layer represents the average activation per hidden unit over one full iteration over a data set of N data points with L labels. Tuning not the absolute learning rate but the proportionality to this average activation, helps to decouple the optimum of the learning rates from the network size (C and K) and the amount of available training data and labels (N and L) .
BvSB Threshold. Given the optimized values of the other free parameters, we found that introducing the additional self-labeling for unlabeled data is not helpful and even harmful for the 20 Newsgroups data set. Since even in the weakly labeled setting, the number of provided labels per hidden unit is already sufficiently large, the usage of inferred labels only introduces destructive noise. The self-labeling will show to be more useful in scenarios where the number of hidden units surpasses the number of available labeled data points greatly (like for MNIST, see sec. 4.3).
Results on 20 Newsgroups
We investigate settings of 20, 40, 200, 800 and 2000 labels in total-that is 1, 2, 10, 40 and 100 labels per class-as well as the fully labeled setting. For each setting, we present the mean test error averaged over 100 independent runs and the standard error of the mean (SEM). On each new run, a new set of class balanced labels is chosen randomly from the training set. We train our model on the full 20-class problem without any feature selection. An example of some learned weights of r-NeSi is shown in fig. 4 .
To the best of our knowledge, most methods that report performance on the same benchmark do consider easier tasks: They either break the task into binary classification between individual or merged topics [such as Cheng et al., 2006 , Kim et al., 2014 , Wang and Manning, 2012 , Zhu et al., 2003 , and/or perform feature selection [for instance, Srivastava et al., 2013 , Settles, 2011 for classification. There are however works that are compatible with our experimental setup [Larochelle and Bengio, 2008, Ranzato and Szummer, 4.2 Document Classification (20 Newsgroups) 2008]. A hybrid of generative and discriminative RBMs (HDRBM) is trained by Larochelle and Bengio [2008] using stochastic gradient descent to perform semi-supervised learning. They report results on 20 Newsgroups for both fully and weakly labeled setups. In the fully labeled setting, all their modeland hyperparameters are optimized using a validation set of 1691 examples with the remaining 9578 in the training set. In the semi-supervised setup 200 examples were used as validation set with 800 labeled examples in the training set. To reduce the dimensionality of the input data, they only used the 5000 most frequent words. The classification accuracy of the method is compared in tab. 2: Table 2 : Test error on 20 Newsgroups for different weakly labeled settings using the feedforward and the recurrent Neural Simpletrons. We differentiate here between settings with different amounts of labels available during training. For results marked with ( * ) , the free parameters of the model were optimized using additional labels: NeSi used the same parameter setting in all experiments on 20 Newsgroups, which was tuned with 200 labels in total; HDRBM used 1000 labels in total for tuning in the semi-supervised setting. The results for NeSi are given as the mean and standard error (SEM) over 100 independent repetitions, with randomly drawn, class-balanced labels.
Here, the recurrent and feedforward networks produce very similar results, with a small advantage to the recurrent networks. This small advantage could however also be explained by a bias in our tuning procedure, where the parameters are specifically optimized for the recurrent model. In comparison with HDRBM, ff-NeSi and r-NeSi both achieve better results than the competing model for the semi-supervised setting. Both algorithms are still better with down to 200 labels, even though HDRBM uses more labels for training and additional labels for parameter tuning. Performance only very significantly decreases when going down even further to only one or two labels per class for training (note, that the parameters were actually tuned using 200 labels in total).
Optimization in the Fully Labeled Setting
In the fully labeled setting, the HDRBM outperforms the shown NeSi approaches significantly. However, we have so far used one parameter tuning fixed for all settings. We can further optimize for a specific setting, here the fully labeled one. In that setting, we can still gain a larger benefit out of the recurrence of r-NeSi: Changing its initialization procedure from R kc = 1/C to R kc = δ kc helped to avoid shallow local optima and reached a test error of (17.85 ± 0.01)%. This initialization is however only useful when training with lots of labeled data, as it fixes the class belonging of the middle layer units. The top-down label information is then an important mechanism to make sure, that the middle layer units learn the appropriate representation of their respective fixed class (for example, that a middle layer unit that is fixed to class 'alt.atheism' mainly, or exclusively, learns from data belonging to that class). So, instead of first learning representations in the middle layer purely from the data and then learning the classes with respect to these representations from the labels, like the (greedy) ff-NeSi, the r-NeSi algorithm is able to also conversely shape their middle layer representations in relation to their probability to belong to the class of the presented data point.
To decide between this initialization procedure in the fully labeled setting and our standard one, we here Figure 4 : Example of learned weights by the r-NeSi algorithm in the weakly labeled setting with 800 labels. Shown are the 20 features with the highest learned tf-idf occurrence frequency for each of the 20 hidden units as bar plot (scaled relatively to the most likely feature). Columns next to each field show the corresponding learned class assignment. Each field is labeled by the class k with the highest probability p(k|c) for that field c. For that most likely class, the probabilities p(k|c) and p(c|k) are given.
used the fully labeled training set during parameter tuning (again with a half/half split into training and validation set). With the better avoidance of shallow optima by this initialization, lower learning rates W were now more beneficial ( R drops out as free parameter, as the top layer remains fixed). A coarse manual grid search in this setting resulted in optimal parameter values at A = 90 000 and W = 0.02 (which we chose as lowest search value to restrict computational time). These results also show, that parameter optimization based on each individual label setting (instead of just on the weakliest labeled setting) and changing the initialization procedure based on label-availability could potentially lead to better parameter settings and stronger performance also in the other settings.
Handwritten Digit Recognition (MNIST)
The MNIST data set consists of 60 000 training and 10 000 testing data points of 28×28 images of gray-scale handwritten digits which are centered by pixel mass. We perform experiments using 10, 100, 600, 1000 and 3000 labels in total, which are randomly and class balanced chosen from the 10 classes, as well as the fully labeled training set.
Parameter Tuning on MNIST
We here give a short overview over the parameter tuning on the MNIST data set. We again use the tuning procedure described in sec. 4.1 to optimize all free parameters of NeSi using only 100 labels in total from the training data, keeping a fully blind test set.
Hidden Units. Contrary to the 20 Newsgroup data set, for MNIST the validation error generally decreased with an increasing number of hidden units. We therefore used C = 10 000 for all our experiments for both the feedforward and the recurrent networks, which we set as upper limit for network size as a good trade-off between performance and required compute time. However, with such many hidden units on a training set of 60 000 data points, and as few as 10 labeled samples, overfitting effects have to be taken into consideration. We discuss these more deeply in secs. 4.3.2 and 4.3.4. In general, we encountered an increase in error rates on prolonged training times only for the r-NeSi algorithm in the weakly labeled settings when no self-labeling was used. For this case only, we devised and used a stopping criterion based on the likelihood of the training data.
Normalization. The dependence of the validation error on the normalization constant A shows similar behavior as for the 20 Newsgroups data set. Following a screening according to the tuning protocol, the setting of A = 900 was chosen.
Learning Rates. While a high learning rate can be used to overcome shallow local optima, a lower learning rate will in general yield better results with the downside of a longer training time until convergence. As trade-off between performance and training time, we chose
BvSB Threshold. With C = 10 000 and the weakliest labeled setting at 100 labels, there is only a single label per 100 middle layer fields available to learn their respective classes. In this setting, using self-labeling on unlabeled data, as described in sec. 3.3, decreased the validation error significantly over the whole tested regime of ϑ ∈ [0.1, 0.2, . . . , 0.9]. We chose the optimal value at ϑ = 0.6.
A Likelihood Criterion For Early Stopping
Training of the first layer in the feedforward network is not influenced by the state of the second layer, and is therefore independent of the number of provided labels. This is no longer the case for the recurrent network. A low number of labels can lead to overfitting effects in r-NeSi when the number of hidden units in the first hidden layer is substantially larger than the number of labeled data points. However, when using the inferred labels for training in the r + -NeSi network such overfitting effects will vanish again.
Since learning in our network corresponds to maximum likelihood learning in a hierarchical generative model, a natural measure to define a criterion for early stopping can be based on monitoring of the log-likelihood, which is given by eq. (5) (replacing the generative weights (W, R) by the weights (W, R) of the network). As soon as the scarce labeled data starts overfitting the first layer units as a result of top-down influence in I c (compare Eq. T1.5), the log-likelihood computed over the whole training data is observed to decrease. This declining event in data likelihood can be used as stopping criterion to avoid overfitting. Fig. 5 shows the evolution of the log-likelihood per used data point during training compared to the test error. For experiments over a variety of network sizes, we found strong negative correlations of on average PPMCC = −0.85±0.1. To smooth-out random fluctuations in the likelihood, we compute the centered moving average over 20 iterations and stop as soon as this value drops below its maximum value by more than the centered moving standard deviation. The test error in fig. 5 is only computed for illustration purposes. In our experiments we solely used the moving average of the likelihood to detect the drop event and stop learning. In our control experiments on MNIST, we found out that the best test error generally occurred some iterations after the peak in the likelihood (compare fig. 5 ), which we however for simplicity not exploited for our reported results.
Results on MNIST
Tab. 3 shows the results of the NeSi algorithms on the MNIST benchmark. As the NeSi model has no prior knowledge about spacial relations in the data, the given results are invariant to pixel permutation. Table 3 : Test error on permutation invariant MNIST for different weakly labeled settings using the feedforward and the recurrent Neural Simpletrons with and without self-labeling. We differentiate here between settings with different amounts of labels available during training. For results marked with ( * ) , the free parameters were optimized using additional labels. We used the same parameter setting for all experiments shown here, which was tuned using 100 labels in total. The results are given as the mean and standard error (SEM) over 100 independent repetitions, with randomly drawn, class-balanced labels. In the fully labeled case, there are no unlabeled data points to use self-labeling on. Therefore the results of ff-and ff + -NeSi are identical there, as well as those of r-and r + -NeSi.
As can be observed, the recurrent networks (r-NeSi) result in significantly lower classification errors than the feedforward networks (ff-NeSi) in the fully and the weakliest labeled settings. In between those extrema, we find a regime where the feedforward networks do not only catch up to the recurrent networks but even perform slightly better. Also, in this highly over-complete setting, we now see a significant gain in performance for the weakly labeled settings with the additional self-labeling (ff + -NeSi and r + -NeSi). With these additional inferred labels, the threshold where the recurrent network becomes better than the feedforward network shifts towards even weaker labeled settings. Even though the free parameters for the 10-labels setting where optimized with additional labels, the results are still very interesting, as they highlight the crucial role of recurrent connections when only a minimal amount of training labels are present. Fig. 6 shows a comparison to standard and recent state-of-the-art approaches. Our minimalistic networks are competitive-outperforming recent DBN versions and other approaches. In the light of reduced model complexity and effectively used labels, we can furthermore compare to the few algorithms with a lower error rate.
For the comparison in fig. 6 , we have to point out, that (for lack of more comparable findings) all other algorithms are actually reporting results for a markedly differing (and generally easier) task than we do.
All of these models either use a validation set with a substantial amount of additional labels than available during training or the test set for parameter tuning. Also, some of the algorithms (namely the TSVM, AGR, AtlasRBF and the Em-networks) actually train in the transductive setting, where the (unlabeled) test data is included into the training process. For the NeSi approaches however, we avoided any training or tuning on the test set or on additional labeled data. This also prevents the risk of overfitting to the test set. The more complex a system is, the more labels are generally necessary to find optimal parameter settings that are not overfitted to a small validation set and generalize poorly. When using test data during parameter tuning, the danger of such overfitting is even more grave as overfitting effects could be mistaken as good generalizability. Therefore, in fig. 6 we grouped the models by the amount of additional labeled data points used in the validation set for parameter tuning and also show the number of free parameters for each algorithm, as far as we were able to estimate from the corresponding papers. These numbers have of course to be taken with high care, as not all parameters can be treated equally. For some tunable parameters, for example, a default value may already always give good results, while others might have to be highly optimized for each new task. Thus, these numbers should be taken more as an index for model complexity. Fig. 7 shows the performance of the models with respect to the number of labels used during training (left-hand side) and with respect to the total number of labels used for the complete tuning and training procedure (right-hand side). For the NeSi algorithms, these plots are identical, as we only use maximally as many labels in the tuning phase as in the training phase for the shown results. For all other algorithms however, these plots can be regarded as the two extreme cases, where their actual performance in our chosen setting would probably lie somewhere in between.
Overfitting Control for NeSi
With a network of 10 000 hidden units which learns on 60 000 training samples, some of the hidden units adapt to represent more rarely seen patterns while others adapt to represent patterns, that are more frequent in the training data. Furthermore, the network learns the frequency at which patterns occur as the distribution p(c|R) = 1 K k R kc . Fig. 8 displays a random selection of 100 out of the 10 000 fields after training using the r + -NeSi algorithm:
Fields colored in blue in fig. 8 have a very low probability of p(c|R) · N < 0.5, with most of them being close to zero. These fields have ceased to further specialize to respective pattern classes because of sufficiently many other fields that have optimized for a class. They are effectively discarded by the network itself, as the low values in R kc further suppress the activation of those fields in the recurrent network. With longer training times, p(c|R) of those fields converges to zero, which practically prunes the network to the remaining size. The red fields in fig. 8 have a probability of 0.5 ≤ p(c|R) · N < 1.5 to be activated, which is approximately one data point in the training set that activates the field. Such weights are often adapted to one single training data point with a very uncommon writing style (like the crooked '7' in 4th column, 9th row) or some kind of preprocessing artifact (like the cropped '3' in 2nd column, 7th row).
We did control for the effect of the rarely active fields (blue and red in fig. 8 ), especially as some of the 100 labels 600 labels 1,000 labels 3,000 labels Miyato et al. [2015] . The algorithms are of different complexity with different sets of tunable/free parameters (as estimated in tab. D.1). All algorithms except ours use either 1000 or 10 000 additional data labels (from either the training or test set) for parameter tuning. fig. 6 . The left-hand-side plot shows the achieved test errors w.r.t. the amount of labeled data seen by the compared algorithms during training. The right-hand-side plot illustrates for the same experiments the total amount of labeled data seen by each of the algorithms over the whole tuning and training procedure. For better readability, we only show the recurrent NeSi networks in the left-hand side plot. Results for the feedforward networks can be directly transmitted from the right-hand side. The plots can be read similar to ROC curves, in the way that the more a curve approaches the upper-left corner, the better is the performance of a system for decreasing amounts of available labeled data. fields are clearly overfitted to the training set. For that, we compared an original network of 10 000 fields (that is, 10 000 middle layer neurons) with a network for which all fields with activity p(c|R) · N < 1.5 were removed (which was around 15% of the 10 000 fields). We observed no significant changes in the test error between the original and the pruned network. The reason is, that the pruned fields are essentially never activated because of low similarities to test data and strong suppression by the network itself (due to the learned low activation rates during training).
Comparison to Bio-Inspired Neural Networks
In addition to systems optimized for functional performance on standard CPU and GPU hardware, another line of research investigates learning systems that are well-suited for execution on alternative approaches such as analog VLSI circuits. Most such systems are based on spiking neuron models and neurally plausible learning rules such as spike-timing-dependent-plasticity [STDP; Gerstner et al., 1996, Bi and Poo, 2001] . A major advantage of learning algorithms implemented on analog VLSI chips are their time and energy efficiency compared to conventional hardware. These features have the potential to make analog VLSI chips, which are in this context often referred to as neuromorphic chips, to a very high potential new hardware technology. Additionally, biologically plausible systems serve as models for learning and inference in nervous systems of animals and humans, and can as such deepen our understanding of brain functions.
Architecture and task domain of bio-inspired learning systems share properties with deep neural networks and the simpletron systems discussed here, which makes comparison interesting. We compare here to three recent versions of spiking neural networks that learn unsupervised on data. Notably, also for this research domain MNIST is used as a major tool for evaluation, which facilitates comparison. We adapt the NeSi networks to relate more closely to the respective systems we compare to. Except for the network size C, we keep all free parameters at the optimized setting of sec. 4.3 and report test errors as the mean and standard error (SEM) over 10 independent training runs.
While bio-inspired systems are increasingly often realized on neuromorphic hardware [for example, Schmuker et al., 2014] , the results of the systems we compared to were obtained in simulations on conventional hardware as reported in the corresponding papers [Diehl et al., 2015 , Neftci et al., 2015 , Nessler et al., 2013 . Before we discuss comparison details, let us note, that the scope and goals of systems for neuromorphic hardware are different from those of the deep networks, our neural networks and the other systems discussed above. A main goal being efficient implementability on neuromorphic hardware, which is not in the focus of deep learning systems. Most bio-inspired systems for neuromorphic hardware are therefore based on spiking neurons as such neurons are routinely implemented on neuromorphic chips. Neither our networks nor any of the other systems we considered above use spiking neurons.
Let us first consider the bio-inspired spiking neural network (SNN) model of Diehl et al. [2015] , which consists of an input layer and a single hidden layer of up to 6400 spiking neurons. Results for MNIST are obtained after transforming the observed data to Poisson spike trains. After training, a class label is assigned to each field by determining their highest average activation per class on the training data. Such a training procedure is comparable to the ff-NeSi algorithm, which also learns the first hidden layer completely unsupervised and only uses data labels to assign classes to the learned representations in a separate training stage. However, instead of using a max-assignment as in Diehl et al. [2015] , we use an additional neural layer which approximates a Bayesian classifier (Eqs. T1.6 and T1.8) and learns the complete conditional distribution p(c|k, R) = R kc . When scaled to 6400 neurons, the network of Diehl et al. [2015] achieves a 5.0% error rate on MNIST. With our similar (but non-spiking) ff-NeSi network of 6400 neurons, we obtained a test error of (3.28 ± 0.04)%. As can be studied in tab. 3 by comparing the different label settings for ff-NeSi, this result is not only dependent on good representations that are learned unsupervised in the first hidden layer. It is also highly dependent on a good learning of the class assignment of the learned fields (our second layer weights). To make the systems still more similar, we used the max assignment of weights by Diehl et al. [2015] also for our ff-NeSi network, that is, we assigned to each field the single unweighted label which corresponds to the class that activated the field most in the training set. When using this hard assignment, we found that our test error increased from (3.28 ± 0.04)% to (3.62 ± 0.03)% for the fully labeled case. If we, like before, only used 100 random class balanced labeled data points for the class assignment of fields, we achieved a classification error of (19.97 ± 0.84)% for the ff-NeSi network with 6400 neurons, and (21.00 ± 0.86)% when we used the hard class assignment of Diehl et al. [2015] . The partly labeled settings have not been investigated by Diehl et al. [2015] but it would represent interesting data for comparison, and it should be straight forward to operate the spiking network model also in this regime.
The second system we compare to is the Synaptic Sampling Machine (SSM), recently suggested by Neftci et al. [2015] . The network consist of 28 × 28 = 784 neurons in the input layer, 500 neurons in the first hidden layer and 10 neurons in the top layer. Inference and learning is implemented based on spiking neurons with MNIST data represented by Poisson spike trains. The SSM is closely related to Restricted Boltzmann Machines [RBMs; see, for example, Dayan and Abbott, 2001, Salakhutdinov and Hinton, 2009] with weight changes following a continuous time variant of contrastive divergence [Hinton, 2002] . If trained on the MNIST training set using all labels, the SSM achieves an error rate of 4.4% on the test set. In addition to the SSM, Neftci et al. [2015] also considered standard discrete time RBMs with the same architecture (784-500-10). Using the most conventional setting with Gibbs sampling and standard contrastive divergence, the RBM obtained an optimal test error of 5.0% (again using all labels). Learning for the RBM was here assumed to stop at the point of optimal performance while longer learning resulted in larger test errors which were attributed to decreased MCMC ergodicity and overfitting [Neftci et al., 2015] . An improved RBM variant, the dSSM network, did not suffer from overtraining effects. The test error of the dSSM (architecture 784-500-10) on fully labeled MNIST was 4.5%.
The SSM, RBM and dSSM systems have essentially the same network architecture as our NeSi systems (784 input neurons, 500 middle layer neurons, 10 top layer neurons) if we use 500 middle layer neurons. For this setting of the NeSi systems (without further optimization of the remaining free parameters), the
ff-NeSi network achieved a test error of (4.95 ± 0.03)% and r-NeSi of (3.97 ± 0.03)% (both fully labeled). When we make the task more difficult by using only 100 labels for training, r + -NeSi with 500 middle layer neurons achieved a test error of (11.50 ± 1.37)%.
So far, we used the usual training setup, where classes are learned from labels of training data. An alternative evaluation procedure is suggested by Nessler et al. [2013] for the final system we compare to. The spike-based Expectation Maximization approach (SEM) implements a generative Poisson model as spiking neural network with STDP rules. The network is trained unsupervised with 100 neurons on MNIST. The class assignment of the learned representations is then done directly by the user who inspects the fields and assigns to each field what he considers the most likely label. With this procedure, the network of Nessler et al. [2013] achieves a test error of 19.86%. We can adopt the same procedure by only training the first layer of an ff-NeSi network and then assigning the fields manually with labels l (c) by setting the weights R kc to
Using this procedure, the NeSi network achieved a test error of (10.53 ± 0.11)%. For functional goals, we could further improve on these results. We could, for example, ask the user to assign a certainty weight to the chosen labels or even ask to assign a probability distribution over all possible labels. Improvements are also possible without requesting further information from the supervisor. By using recurrence and self-labeling of the r + -NeSi network, we were able to improve classification down to an error rate of (5.15 ± 0.26)% based on 100 fields labeled by the user (see appendix B.3 for details).
A summary of the most relevant comparison results is given in tab. 4. Table 4 : Comparison with bio-inspired systems on MNIST. SNN [Diehl et al., 2015] , SSM, dSSM [Neftci et al., 2015] and SEM [Nessler et al., 2013] are spiking neural networks with the SSM reported as the best spiking neural network to date [Neftci et al., 2015] . The systems are sorted by the number of neurons in the 2nd layer (first hidden layer) and the blocks separated by horizontal lines group those systems that are the most similar to each other. The standard NeSi setup is explicitly changed to facilitate comparison: 'hard max' refers to the class assignment of Diehl et al. [2015] and 'implicit' refers to the (different) standard procedures to assign class labels for SSMs, RBMs, or the NeSi systems. In both cases learning used all labels of the MNIST training set (note that the ff + -and r + -NeSi versions are irrelevant for this setting). For class assignment 'user', learned fields were hand-labeled and no labels of the training set were used. All test errors were computed for the MNIST test set. We show the mean and standard error (SEM) based on 10 runs for the NeSi systems. Other values were taken from the respective publications.
Discussion
Deep learning is an important and highly successful research field with approaches filling a spectrum of algorithms from purely feedforward and discriminative neural networks to directed generative models. Deep discriminative neural networks (DNNs) dominate the field, especially in the prominent domain of classification tasks. By deriving the NeSi algorithms from a directed generative model, we have shown in this study that inference and learning in a deep directed model can take a very similar form as learning in standard DNNs. Furthermore, the derived networks, which we called neural simpletrons (NeSi), do in our empirical comparison on weakly labeled data improve on all standard deep neural networks, and they are competitive to very recent deep learning approaches.
Relation to Standard and Recent Deep Learning. The NeSi networks are, on the one hand, similar to standard DNNs as they learn online, are efficiently scalable, and as their activation and learning rules are local, elementary, and neurally plausible (see tab. 1). On the other hand, simpletrons exhibit features that are a hallmark of deep directed generative models such as learning from unlabeled data and integration of bottom-up and top-down information for optimal inference. By comparing the learning and neural interaction equations of DNNs and the NeSi networks directly, Eq. (T1.5) for top-down integration and the learning rules Eqs. (T1.7) and (T1.8) represent the crucial differences. The first one allows the NeSi networks to integrate top-down and bottom-up information for inference, which contrasts with pure feedforward processing in DNNs. The second one shows, that NeSi learning is local and Hebbian while approximating likelihood optimization, which contrasts with less local back-propagation for discriminative learning in standard DNNs.
The example of the NeSi networks demonstrates, that probabilistic inference, which in general results in recurrent bottom-up/top-down integration, can have a strong positive impact on classification performance for weakly labeled data. This was especially true when the number of labels per class was very low. Performance of a pure feedforward system (ff-NeSi) showed to degrade faster with decreasing label numbers, but still not as much as performance of standard discriminative networks. Systems with top-down and bottom-up integration (r-NeSi) can maintain a high performance level where other state-of-the-art systems (DNNs, kernel classifiers, and recent hybrid systems) quickly degrade (fig. 7, right-hand-side) . Also in the fully labeled settings for MNIST and especially for 20 Newsgroups (see sec. 4.2.3), top-down information showed strong functional benefits. Performance can be further improved by using inference on unlabeled training data to provide labels by the system itself ('self-labeling ', secs. 3.3 and 4.3.3) . This approach, as realized by the ff + -and r + -NeSi versions, improved the feedforward and the recurrent NeSi networks in most cases significantly (compare tab. 3). A combination of recurrent top-down feedback and self-labeling (which could also be considered as recurrent top-down signal) results in the best performance for the very weakly labeled setting on MNIST.
More generally, our empirical results suggest that top-down feedback in neural networks is especially important when little label information is available. However, it can also play an important role for tasks with many labels especially to avoid early confusions resulting in shallow local optima. Greedy feedforward systems can, on the other hand, also perform well or even slightly better for intermediate amounts of labels. The advantage of recurrent top-down integration and of likelihood optimization over discriminative learning typically decreases for increasingly many labels. For fully labeled data, the NeSi systems are not competitive anymore, e.g., for MNIST. Discriminative approaches dominate in this regime as it seems to be difficult to compete with discriminative learning (for example, back propagation) with such a minimalistic system once sufficiently many labeled data points are available.
Besides of the approaches studied here, many other systems are able to make use of top-down and bottom-up integration for learning and inference. Top-down information is provided in an indirect way if a system introduces new labels itself by using its own inference mechanism. Similar to the ff + -and r + -NeSi networks, this self-labeling idea has been followed repeatedly previously [for a recent overview, see Triguero et al., 2015] . For the NeSi systems, such feedback worked especially well, which may indicate that self-labeling is particularly promising for deep directed models. Systems that make a more direct use of bottom-up and top-down information include approaches based on undirected graphical models. The most prominent examples, especially in the context of deep learning, are deep restricted Boltzmann machines (RBMs). While RBMs are successfully used in many contexts [for example, Hinton et al., 2006 , Goodfellow et al., 2013 , Neftci et al., 2015 , performance of RBMs alone, without hybrid learning approaches, does not seem to be competitive with recent results on semi-supervised learning. The best performing RBM related systems we compared to here, are the HDRBM [Larochelle and Bengio, 2008] for 20 Newsgroups and the DBN-rNCA system [Salakhutdinov and Hinton, 2007] for MNIST. Both approaches use additional mechanisms for semi-supervised classification, which can be taken as evidence for standard RBM approaches being more limited for weakly labeled data. In this setting, both ff-NeSi and r-NeSi perform better than the DBN-rNCA approach for MNIST (figs. 6 and 7) and better than the HDRBM for 20 Newsgroups (tab. 2). For the fully labeled 20 Newsgroups task, the HDRBM performs better compared to the standard NeSi setting; while when optimized for the fully labeled setting NeSi improves considerably to the HDRBM. Recent RBM versions, enhanced and combined with discriminative deep networks [Goodfellow et al., 2013] , outperform NeSi networks on fully labeled MNIST-however, competitiveness for weakly labeled settings has not been shown, so far. In our empirical evaluations, we also compared to a non-hybrid RBM approach more directly. When using the very same network architecture (same layer and same neuron numbers), ff-NeSi and r-NeSi performed better than the RBM for fully labeled MNIST (see comparison to bio-inspired systems below).
Other approaches that can make use of bottom-up and top-down information are algorithms based on other types of directed graphical models. Inference in such approaches is naturally probabilistic, recurrent, and of high interest from the functional and biological perspectives [for example, Lee and Mumford, 2003, Haefner et al., 2015] . Regarding the learning and inference equations themselves, the compactness of the equations defining the NeSi algorithms and their formulation as minimalistic neural networks represent a major difference to pure generative approaches [such as Saul et al., 1996 , Larochelle and Murray, 2011 , Gan et al., 2015 . Regarding empirical comparisons, typical directed generative models are not compared on typical DNN tasks but use other evaluation criteria. Prominent or recent examples such as deep SBNs [e.g. Saul et al., 1996 , Gan et al., 2015 have, for instance, not been shown to be competitive with standard discriminative deep networks on semi-supervised classification tasks, so far. In general, a main challenge is the necessity to introduce approximation schemes. The accuracy of approximations for large networks, and the complexity of the networks themselves, still seem to prevent scalability and/or competitive performance on tasks as discussed here. In principle however, deep directed generative models such as deep SBNs or other deep directed multiple-cause approaches are more expressive than deep mixture models. We thus interpret our results as highlighting the general potential of deep directed generative models also for tasks such as classification.
Relation to Bio-Inspired Systems. Deep neural networks owe much of their success to their efficient implementation on standard hardware such as CPUs and, more so, state-of-the-art GPUs. Another line of research focuses on non-standard hardware such as neuromorphic chips. A primary goal in that field is the implementability of learning algorithms using spiking neurons, since many neuromorphic developments use these as elementary building blocks. Many of such bio-inspired systems are similar to deep learning systems or other classifier approaches. But even though MNIST is also the most common means for functional evaluation, comparison, e.g. to recent DNNs is very limited. A main reason is presumably the typically less competitive performance as the additional goal of neuromorphic implementability has to be met. Considering other measures for comparison, like classification performance given limited amounts of energy, may turn the odds towards bio-inspired systems, however. In any case, comparison on benchmarks is important to gain insight into the principled functioning of different bio-inspired approaches to facilitate future developments. Many bio-inspired approaches are similar to standard deep learning approaches. The SSM system suggested by Neftci et al. [2015] is for instance closely related to RBMs [DBN; Hinton et al., 2006] . Another example is the SEM approach by Nessler et al. [2013] and its variants, which uses EM to derive a spiking neural network. Other spiking neural network models are often similar to the SSM or SEM [like Lücke, 2009 , Schmuker et al., 2014 , Diehl et al., 2015 but often relate less closely to Machine Learning approaches than RBMs, SSM or SEM.
In comparison to the NeSi approaches considered in this study, the SSM system and related RBM approaches [see Neftci et al., 2015] are the most similar bio-inspired approaches in terms of the network architecture. Furthermore, r-NeSi, SSMs and RBMs are all able to integrate bottom-up and top-down information for inference. Their respective inference and learning equations are different, however: SSM and RBMs are based on undirected graphical models, use sampling procedures for inference and a contrastive divergence variant for learning. In contrast, the NeSi networks are derived from a directed graphical model and use inference and learning equations as online approximations of exact EM. Functionally, SSM, RBM and NeSi approaches achieve similar results in the setting investigated by Neftci et al. [2015] : training on fully labeled MNIST resulted in error rates of about 4 to 5%, using a relatively small network architecture (784-500-10). For such a performance, a standard RBM would have to be stopped early, for example, by using a validation set with additional labels. Learning using NeSi can be stopped using a likelihood criterion based on the training data itself. This was however only necessary for r-NeSi, when labeled data was sparse relative to the number of hidden units, and when no self-labeling was used. For SSM and ff-NeSi, the average performance always increased during learning. The r-NeSi approach has with 3.97% the lowest error rate compared to SSMs, RBMs and other bio-inspired systems. For this comparison, 3.97% is a low error if we consider that the SSM is with 4.4% the currently best performing spiking system. Recurrent inference used by r-NeSi, that is, the ability to integrate bottom-up and top-down information, is important for such a high performance. Still, also the ff-NeSi system without recurrent inference achieves 4.95%, which is slightly lower than the error rate of a standard recurrent RBM.
In contrast to SSM, RBMs and NeSi, the SEM approach by Nessler et al. [2013] and related networks [for example, Nessler et al., 2009 ] use a shallow network architecture (one input and one hidden layer). In terms of inference and learning between the neurons, the SEM network is however the system most closely related to the NeSi approaches. Both, SEM and NeSi use a Poisson noise model for the bottom layer, and learning is in both cases derived using the EM algorithm. While Poisson noise is a well-suited distribution for positive observables, it also results in inference equations (E-step) with weighted activity summation and softmax-like lateral competition among hidden units (due to explaining away effects). Such properties enable neural network formulations of learning and inference as was shown, for example, by Lücke and Sahani [2007] , Lücke and Sahani [2008] , Keck et al. [2012] and Nessler et al. [2013] , and for related distributions, for example, by Denéve et al. [2008] and Nessler et al. [2009] . By combining Poisson noise of a mixture model with explicit normalization, the network by Keck et al. [2012] and the hierarchical NeSi networks arrive at very compact rate-based neural update and learning equations. Following the goal of realizing spike-based networks, Nessler et al. [2013] show how EM based learning for Poisson mixtures can be approximated using STDP. Functionally, SEMs can learn unsupervised without using any labels. If the learned fields are assigned to digit classes by the user, test error rates can be computed for the SEM [Nessler et al., 2013] . By applying the same procedure to the ff-NeSi network, the SEM and NeSi systems can be compared: using 100 first hidden layer units in both networks, SEM achieves a test error of 19.86% vs. 10.53% for the ff-NeSi system. For SNN, SSM, SEM and other spiking neural networks, performance for scales larger than those compared in tab. 4 would be interesting to investigate. In general, large spiking networks remain a challenge, however. On the one hand, the number of neurons and the number of synapses that can be implemented on current neuromorphic chips is still relatively limited. On the other hand, simulations of spiking networks on standard hardware require the simulation of the neural spiking dynamics, which represents a considerable overhead in computational effort. The results for the scalable but non-spiking NeSi systems may therefore be taken as evidence in favor of the generally possible performance achievable by large scale spiking neural networks.
Empirical Performance, Model Complexity and Weakly Labeled Data. For our analysis of advantages and disadvantages of generative and discriminative approaches, our main focus for empirical measurements has been a middle ground between unsupervised and supervised tasks: weakly labeled data. Such a semi-supervised regime and especially the limit of few labeled data points should here not be considered as a special boundary case. Much to the contrary, with increasing capabilities of state-of-the-art sensors and data collected through other sources, large data sets are and will be increasingly easy to obtain. Data labels are, on the other hand, costly and often erratic. The very weakly labeled regime is therefore arguably the most natural setting for many new application [also see discussions in Collobert et al., 2006 , Kingma et al., 2014 .
Our main results for the NeSi systems were obtained using the 20 Newsgroups and the MNIST data sets (with MNIST simply being the data set for which most empirical data for semi-supervised learning is available). Tabs. 2 and 3 and figs. 6 and 7 summarize the empirical results and those used for comparison. The r-NeSi system is the best performing system for the semi-supervised 20 Newsgroups data set, but the data set is much more popular as a fully supervised benchmark (comparison only to HDRBM in the semi-supervised setting). More instructive for comparison is therefore the semi-supervised MNIST benchmark. As can be observed in fig. 6 , the NeSi algorithms achieved smaller test errors than all standard deep learning and other recent classifier approaches. Also hybrid systems enhanced for semi-supervised learning such as the DBN-rNCA approach or the EmbedCNN perform less well than, for example, the r + -and ff + -NeSi algorithms. Only three very recent approaches, M1+M2 [Kingma et al., 2014] , VAT [Miyato et al., 2015] , and the Ladder network [Rasmus et al., 2015] show a smaller test error than the NeSi approaches for weakly labeled data. However, all these three systems are hybrid approaches: M1+M2 [Kingma et al., 2014] combines a generative and discriminative back-prop learning approach; the results for the VAT [Miyato et al., 2015] are obtained by combining a DNN using back-prop with a smoothness constraint derived from the data distribution; and the ladder network [Rasmus et al., 2015] applies a per-layer denoising objective onto standard discriminative learning models like MLPs and CNNs. Therefore, the NeSi networks could be considered as the best performing non-hybrid approaches in terms of the comparison.
If we compare the considered (hybrid and non-hybrid) systems in more detail (see fig. 6 ) a performance vs. model complexity trade-off can be observed. If we consider the learning and tuning protocols that were used for the different systems to achieve the reported performance, large differences in the number of tunable parameters, the size of validation sets and the complexity of the systems can be noticed. While some systems only need to tune few parameters, others (especially hybrid systems) require tuning of many free parameters ( fig. 6 ). Parameter tuning can be considered as a second optimization loop requiring labels additionally to those of the training set. These additional labels (usually those of the validation set) are typically not taken into account if performance on semi-supervised settings are compared. Some models use up to 10 000 additional labels to tune their free parameters. To (partly) normalize for model complexity, performance comparison w.r.t. to the total number of required labels could therefore serve as a kind of empirical Occam's Razor. If this total number of labels is considered, the comparison between system performance changes as illustrated in fig. 7 (right-hand-side plot) . Considering fig. 7 , the VAT system (1000 additional labels) could be considered to perform more strongly than the Ladder network if compared on the total number of labels. The figure also shows that no other system has been shown to operate in a regime of as few labels as were used by the NeSi systems. Especially r + -NeSi can be applied to as few as 100 labels for the complete tuning and training procedure, where the algorithm achieves (4.93 ± 0.05)% on the MNIST test set. While the numbers of tunable parameters for the different systems and the sizes of the used validation sets are clearly correlated ( fig. 6) , it remains unclear how many additional labels would really be required by the different systems. The two comparison plots of fig. 7 could therefore be considered as two limit cases for comparison.
Future Work and Outlook. As the NeSi networks share many properties with standard deep neural networks, further enhancements such as network pruning, annealing or drop-out could be investigated to further increase performance or efficiency. Any new technique would make the algorithms more complex and introduce new parameters, however, which would take us further away from our goal of defining the most minimalistic generative neural network. The same would apply for any additional neural layer. Still, future extensions could consider more than three layers (more than one middle layer). Also, the combination with discriminative learning approaches is a promising extension. Ideally, such a combination would maintain a monolithic architecture and a limited complexity. Other studies have already shown, that deep discriminative models can be related to directed generative models in grounded mathematical ways [see Patel et al., 2015 , for a recent example]. Similarly, complementary discriminative methods could be derived for the NeSi systems. Alternatively, co-training setups with more loosely coupled discriminative and generative learning can be investigated. Other future extensions of the NeSi systems may involve generalizations to other types of input. Input layers with other distributions including Gaussian noise could be investigated (such that also observables with negative values can be processed). On the other hand, the Poisson distribution is well suited to process data that signal the presence and absence of features (describing sums of Bernoulli distributed observables). This would motivate the use of a NeSi approach in combination with dictionaries learned with binary latents [Lücke and Sahani, 2008 , Sheikh et al., 2014 . Further research directions would be combinations with hyperparameter optimization approaches [for example, Thornton et al., 2013 , Bergstra et al., 2013 , Hutter et al., 2015 in order to increase autonomy and to exploit the very low number of free parameters. Finally, the probabilistic nature of the NeSi networks would allow to address problems such as label noise in straight forward ways, while its generative model relation would allow for the investigation of tasks other than classification.
A Derivation Details
Although the resulting NeSi neural network models exist as a very compact and simple set of equations, shown in tab. 1, the derivation of these equations is not necessarily trivial. Therefore, we give here further insight into some derivation steps to allow for a better understanding of the model at hand. In appendix A.1, we give details on the derivation of the EM update rules for the underlying generative model. In appendix A.2 we show the necessary derivation steps to attain the approximate equivalence of neural online learning with EM batch learning at convergence, which is the basis of our neural network derivation.
A.1 EM Update Steps E-Step. The posterior p(k|c, l, Θ) can be easily obtained by simply applying Bayes' rule for the labeled and unlabeled case. For p(c| y, l, Θ) however, some additional steps are necessary to attain the compact form shown in eq. (11):
We start again with Bayes' rule and use the sum and product rule of probability to regain the conditionals eqs. (1) to (3) of the generative model:
When we now insert the corresponding distributions eqs. (2) and (3) into eq. (25), the benefit of assuming Poisson noise for p( y|c, W) becomes apparent: First, the factorial given by the Γ-function directly drops out. Second, by using the weight constraint eq. (3), the product of exponentials d e −W cd = e − d W cd = e −A also cancels with the denominator:
Here, we used u k as a shorthand notation to directly cover both the labeled and unlabeled case. We can now rewrite this result as softmax function with weighted sums over bottom-up and top-down inputs y d and u k as its argument:
, with (28)
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M-
Step. To maximize the free energy with respect to parameters W cd and R kc , we use the method of Lagrange multipliers for constrained optimization:
Starting with the first term of eq. (30) for W cd , we insert the free energy eq. (8) and evaluate the partial derivative:
The second term of eq. (30), incorporating the Lagrange multipliers, results in
Both terms put back into eq. (30) and multiplied by W cd yields
To evaluate the Lagrange multipliers λ c , we make use of the constraint eq. (3) by taking the sum over d:
Inserting λ c back into eq. (34) and canceling opposing terms finally yields the update rule for W cd :
The derivation of R kc updates follows the same procedure. Evaluation of the two terms in eq. (31) and multiplication with R kc gives n p(c, k| y
Using the constraint eq. (2) for R kc , the Lagrange multipliers evaluate to
Inserting these back into eq. (38), we arrive at the update rule for R kc :
A. 
As we assume s c , t k ≥ 0, we find that for small learning rates W , R the states W c = A and R k = B are stable (and the only) fixed points of the dynamics for W c and R k . This applies for all k and c and for any s c and t k that are non-negative and continuous w.r.t. their arguments.
The above result uses an approach developed by Keck et al. [2012] which we apply here to a hierarchical system with two hidden layers instead of one, and by considering label information. By assuming normalized weights based on eqs. (41), we can approximate the effect of iteratively applying eqs. (16) and (17) as
and
where W (n) and R (n) denote the weights at the nth iteration of learning, where
, and where
, u (n) , Θ (n) ) to abbreviate notation. Both equations can be further simplified. Using the abbreviations F
, u (n) , Θ (n) ), we first rewrite eqs. (42) and (43) as
Let us suppose that learning has converged after about T iterations. If we now add another N iterations and repeatedly apply the learning steps, closed-form expressions for the weights W (T +N ) cd and R
(T +N ) kc
are given by
The large products in numerator and denominator of eqs. (45) and (46) can be regarded as polynomials of order N for W and R , respectively. Even for small W and R it is difficult, however, to argue that higher-order terms of W and R can be neglected because of the combinatorial growth of prefactors given by the large products.
We therefore consider the approximations derived for the non-hierarchical model in Keck et al. [2012] , which were applied to an equation of the same structure as eqs. (45) and (46). At closer inspection of the terms F
, we find that we can apply these approximations also for the hierarchical case. For completeness, we reiterate the main intermediate steps of these approximations below:
Taking eq. (45) as example, we simplify its right-hand-side. The approximations are all assuming a small but finite learning rate W and a large number of inputs N . Eq. (45) is then approximated by
cd is the mean of F (n) cd over N iterations starting at iteration T ).
For the first step (47) we rewrote the products in eq. (45) and used a Taylor expansion [for details, see Supplement of Keck et al., 2012] :
For the second step (48) we approximated the sum over n in eq. (47) by observing that the terms with large n are negligible, and by approximating sums of F
over n by the meanF
cd . For the last steps, eq. (49), we used the geometric series and approximated for large N [for details on these last two approximations, see again Supplement of Keck et al., 2012] . Furthermore, we used the fact that for small
1−exp(− W B) ≈ B −1 (which can be seen, for example, by applying l'Hôpital's rule).
By inserting the definition of F (n) cd into (49) we finally find:
Analogously, we find for R kc :
where we again used 
B Computational Details B.1 Parallelization on GPUs and CPUs
The online update rules of the neural network tab. 1 are ideally suited for parallelization using GPUs, as they break down to elementary vector or matrix multiplications. We observed GPU executions with Theano to result in training time speed-ups of over two orders of magnitude compared to single-CPU execution (NVIDIA GeForce GTX TITAN Black GPUs vs. AMD Opteron 6134 CPUs).
Furthermore, we can use the concept of mini-batch training for CPU parallelization or to optimize GPU memory usage. There, the learning effect of a small number ν of consecutive updates in eqs. (16) and (17) is approximated by one parallelized update over ν independent updates:
The maximal aberration from single-step updates caused by this approximation can be shown to be of O(( ν) 2 ). Since this effect is negligible for ν 1, as experimentally confirmed in tab. B.1, we only consider the mini-batch-size ν as a parallelization parameter, and not as free parameter that could be chosen to optimize training in anything else than training speed. Table B .1: Results are shown as average over 50 training runs on a small network of C = 30 hidden units using N = 3000 training data points of the MNIST data set. The mini-batch size shows no significant influence neither on the mean nor the variance of the test error or likelihood of the converged solutions.
B.2 Weight Initialization
For the complete setting (C = K), where there is a good amount of labeled data per hidden unit even in the weakly labeled setting and the risk of running into early local optima where the classes are not well separated is high, we initialize the weights of the first hidden layer in a modified version of Keck et al. [2012] : We compute the mean m kd and standard deviation σ kd of the labeled training data for each class k and set W kd = m kd + U(0, 2σ kd ), where U(x dn , x up ) denotes the uniform distribution in the range (x dn , x up ).
For the overcomplete setting (C > K), where there are far less labeled data points than hidden units in the weakly labeled setting, and class separation is no imminent problem, we initialize the weights using all data disregarding the label information. With the mean m d and standard deviation σ d over all training data points we set W cd = m d + U(0, 2σ d ).
B.3 Interactive Labeling with r + -NeSi C DETAILED TRAINING RESULTS
The weights of the second hidden layer are initialized as R kc = 1/C. The only exception to this rule are the additional experiments on the 20 Newsgroups data set in sec. 4.2.3 for the fully labeled setting. As noted in the text, in this setting we were able to make better use of the recurrent connections of the r-NeSi network and the fully labeled data set by initializing the weights of the second hidden layer as R kc = δ kc .
B.3 Interactive Labeling with r + -NeSi
In sec. 4.4, we trained only the first layer of an ff-NeSi network of 100 hidden units and assigned class labels to the learned representations afterwards by hand. This already achieved a test error of (10.53 ± 0.11)%. To further improve on these results, we can use both the recurrence and the self-labeling of r + -NeSi to our advantage:
First, we can train the second hidden layer also on unlabeled data by setting t k = 1/K. This assumes that all labels are equally likely for all input data points. This way the network learns the distribution p(c|R) from the input data and can use this information in the recurrent connections. We can then assign the classes to fields by weighting the labels with this learned distribution p(c|R) = 1 K k R kc :
This way, we do not change the learned information p(c|R) but only set the conditional p(k|c, R) = R kc k R k c to δ l (c) k . Using this distribution for class inference can already significantly decrease the test error, as can be seen by comparison of the 'hard max' assignment in tab. 4 to the learned complete distribution ('implicit').
Second, instead of training a network of 100 hidden middle layer units, we can again train a much bigger network of 10 000 hidden units, but still only label 100 of the learned fields. During further training with self-labeling, the classes of these few labeled fields will also provide class information for the remaining 99% of unlabeled fields to learn their associated classes. While there may be many more informative ways to pick the 100 fields that the supervisor has to label, we here simply chose those fields at random. Over 10 repetitions, we achieved a test error of (5.15 ± 0.26)%, which is comparable to the results when training on weakly labeled data with 100 random labels in the training set.
C Detailed Training Results
For the results in secs. 4.2.2 and 4.3.3, we performed 100 independent training runs with each network for each label setting with new randomly chosen, class-balanced labels for each training run. Tabs. C.1 to C.6 give a detailed summary of the statistics of the obtained results. They show the mean test error alongside the standard error of the mean (SEM), the standard deviation (in pp.), as well as the minimal and maximal test error in those 100 runs. For the networks with self-labeling of unlabeled data (ff + -and r + -NeSi) we only show the weakly labeled settings, as they are identical to their respective standard versions in the fully labeled case. Table C .6: r + -NeSi on MNIST.
D Tunable Parameters of the Compared Algorithms
Here we list in tab. D.1 the tunable parameters of each method compared to in figs. 6 and 7. For some of the methods, this estimate only gives a lower bound on the number of tunable parameters, as parameters of them may have multiple instances, for example, for each added layer in the network. If a parameter was kept constant for all layers, we only counted it as a single parameter, whereas such parameters that had differing values in different layer were counted as multiple parameters. An example is the constant number of hidden units in 'NN' versus the differing numbers in the layers of the 'CNN'. We also counted such parameters, that were not (explicitly) optimized in the corresponding papers itself, but were taken from other papers (for example, parameters of the ADAM algorithm), or where the reason for the specific choice is not given (like for specific network architectures). VAT number of layers (here: 2 -4), number of hidden units per layer, λ, , I p , ADAM [Kingma and Ba, 2015] : learning rate α, ADAM , exponential decay rates β 1 and β 2 ; batch normalization [Ioffe and Szegedy, 2015] : mini-batch size for labeled and mixed set ≥ 12
METHOD TUNABLE HYPER-PARAMETERS TOTAL
Ladder number of hidden layers (here: 5), number of hidden units per layer, noise level n (l) , denoising cost multipliers λ (l) for each layer, ADAM [Kingma and Ba, 2015] : learning rate α, ADAM , iterations until annealing phase, linear decay rate; batch normalization [Ioffe and Szegedy, 2015] : minibatch size ≥ 18 Table D .1: Tunable hyperparameters of the algorithms compared on the MNIST data set.
