Abstract. We construct a family of q-deformations of SU(2) for complex parameters q ∈ C with 0 < |q| < 1. For real q, the deformation coincides with the compact quantum SUq(2) group introduced by S.L. Woronowicz. For q / ∈ R, SUq(2) is only a braided compact quantum group with respect to a tensor product functor ⊠ q/q .
Introduction
The q-deformations of SU(2) for real deformation parameters 0 < q < 1 discovered in [9] are among the first and most important examples of compact quantum groups. Here we construct a family of q-deformations of SU (2) for complex parameters q ∈ C, 0 < |q| < 1. For q / ∈ R, SU q (2) is not a compact quantum group, but a braided compact quantum group in a suitable tensor category.
A compact quantum group G as defined in [11] is a pair G = (A, ∆) where ∆ : A → A ⊗ A is a coassociative morphism satisfying the cancellation law (1.4) below. The C * -algebra A is viewed as the algebra of continuous functions on a quantum group G. Any compact quantum group has a Haar state and a well-understood representation theory, described by an analogue of the Peter-Weyl Theorem and through a Hopf * -algebra assigned to G, see [11] . The theory of compact quantum groups is formulated within the category C * of C * -algebras. This category is equipped with the tensor functor ⊗, and (C * , ⊗) is a monoidal category in the sense of [2] . A more general theory of compact quantum groups may be formulated within a monoidal category (D * , ⊠), where D * is a suitable category of C * -algebras with additional structure, and ⊠ :
is a monoidal bifunctor on D * . Braided Hopf algebras may be defined in braided monoidal categories (see [4, Definition 9.4.5] ); the braiding on the monoidal category is needed to axiomatise the coinverse. Since the coinverse does not enter the axioms of a compact quantum group, the theory of braided compact quantum groups may work in monoidal categories without braiding.
Let T be the group of complex numbers of modulus 1 and let C two elements α, γ subject to the relations (1.1)
We shall prove that these algebras for different values of q are all isomorphic. For real q, the algebra A coincides with the algebra of continuous functions on the quantum SU q (2) group described in [9] : A = C(SU q (2)). Then there is a unique morphism ∆ :
It is coassociative, that is,
and has the following cancellation property:
Here EF for two closed subspaces E and F of a C * -algebra denotes the norm-closed linear span of the set of products ef for e ∈ E, f ∈ F .
If q is not real, then the operators on the right hand sides of (1.2) do not satisfy the relations (1.1), so there is no morphism ∆ satisfying (1.2). Instead, (1.2) defines a T-equivariant morphism A → A⊠ ζ A for the monoidal functor ⊠ ζ . This morphism in C * T satisfies appropriate analogues of the coassociative and cancellation laws (1.3) and (1.4), so we get a braided compact quantum group.
for any x ∈ X and y ∈ Y . Moreover,
T is a C * -algebra containing a copy j 1 (X) of X and a copy j 2 
and j 2 ∈ Mor(Y, X ⊠ ζ Y ) are injective morphisms. For T-homogeneous elements x ∈ X k and y ∈ Y l (as defined in (3.4)), we have the commutation relation
The following theorem contains the main result of this paper:
∆ is coassociative, that is,
∆ obeys the cancellation law
Braided Hopf algebras that deform SL(2, C) are already described in [3] . We could not find a precise relationship between Majid's braided Hopf algebra BSL(2) and our braided quantum group SU q (2) .
A few words about the notation used later. Usually, z will denote the variable running over T. It may also be treated as a coordinate function on T and viewed as z ∈ C(T). It will always be clear from the context which of these two meanings is used. The comultiplication δ ∈ Mor(C(T),
Let A and B be C * -algebras. The multiplier algebra of B is denoted by M(B). A morphism π ∈ Mor(A, B) is a * -homomorphism π : A → M(B) with π(A)B = B. Since A and A⊠A are unital, we mostly need morphisms between unital C * -algebras. These are simply unital * -homomorphisms.
2. The algebra of SU q (2)
The following elementary observation explains the meaning of the relations (1. There are many ways to introduce a C * -algebra with given generators and relations. One may consider the algebra A of all non-commutative polynomials in the generators and their adjoints and take the largest C * -seminorm on A vanishing on the given relations. The set N of elements with vanishing seminorm is an ideal in A. The seminorm becomes a norm on A/N. Completing A/N with respect to this norm gives the desired C * -algebra A. Another way is to consider the operator domain consisting of all families of operators satisfying the relations. Then A is the algebra of all continuous operator functions on that domain (see [1] ). Applying one of these procedures to the relations (1.1) gives a C * -algebra A with two distinguished elements α, γ ∈ A that is universal in the following sense: Theorem 2.2. Let A be a C * -algebra with two elements α, γ ∈ A satisfying (2.1)
Then there is a unique morphism ρ ∈ Mor(A, A) with ρ(α) = α and ρ(γ) = γ.
The elements α = I C(T) ⊗ α and γ = z ⊗ γ of C(T) ⊗ A satisfy relations (2.1). Hence Theorem 2.2 gives a unique morphism ρ A ∈ Mor(A, C(T) ⊗ A) with
This is a continuous T-action, so we may view (A, ρ A ) as an object in the category C Proof. The equations (1.1) show that γ is normal with γ ≤ 1. So we may use the functional calculus for continuous functions on the unit disc
3) is a norm-closed, unital subalgebra of C(D 1 ). The last two equations in (1.1) say that B contains the functions f (λ) = λ and f * (λ) = λ. Since these separate the points of D 1 , the Stone-Weierstrass Theorem gives
Then g is a homeomorphism of D 1 (we get g −1 if we replace θ by −θ), and
, then γ and γ ′ generate the same C * -algebra. Inserting
Moreover, |g(λ)| = |λ|. Therefore, |γ ′ | = |γ| and we may replace γ by γ ′ in the first three equations of (1.1). As a result, α and γ ′ satisfy the relations (1.1) with |q| instead of q. Since g is a homeomorphism, it follows that we get the same algebra A if we replace q by |q|. Now [9, Theorem A2.2, page 180] finishes the proof.
Monoidal structure on the category of T-C * -algebras
Let ζ ∈ T. In this section, we describe the monoidal category (C * T , ⊠ ζ ) that will be the framework for our construction of braided quantum groups. See [2] for the definition of a monoidal category.
Let C * T be the category of T-C * -algebras. An object of C * T is, by definition, a pair (X, ρ X ) where X is a C * -algebra and ρ X ∈ Mor(X, C(T) ⊗ X) is such that the diagram
is commutative and ρ X satisfies the Podleś condition
T-equivariant if and only if the following diagram commutes:
The degree of a homogeneous element x will be denoted by deg(x). Let X n be the set of homogeneous elements of X of degree n. This is a closed linear subspaces of X, and X n X m ⊂ X n+m and X * n = X −n for n, m ∈ Z. Moreover, finite sums of homogeneous elements are dense in X.
Let ζ ∈ T. The monoidal functor
T is introduced as in [5] . We describe X ⊠ ζ Y using quantum tori. By definition, the C * -algebra C(T 2 ζ ) of the quantum torus is the C * -algebra generated by two unitary elements U, V subject to the relation U V = ζ V U .
There are unique injective morphisms
This construction agrees with the one in [5] 
There is a unique continuous
This action is constructed in a more general context in [6] . We always equip X ⊠ ζ Y with this T-action and thus view it as an object of C * T . The construction ⊠ ζ is a bifunctor; that is, T-equivariant morphisms π 1 
for all x 1 ∈ X 1 and x 2 ∈ X 2 . Proposition 3.1. Let x ∈ X and y ∈ Y be homogeneous elements. Then
Proof. Equation (1.5) shows that
for any x ∈ X and any homogeneous y ∈ Y . Since ρ
for homogeneous x ∈ X and any y ∈ Y implies j 1 (x)j 2 (Y ) = j 2 (Y )j 1 (x).
Proof of Theorem 1.1
Let α and γ be the distinguished elements of A. Let α and γ be the elements of A ⊠ ζ A appearing on the right hand side of (1.7):
We have deg(α) = deg(α * ) = 0, deg(γ) = 1 and deg(γ * ) = −1 by (2.2). Assume that ζ and q are related by (1.6). Using (1.5) we may rewrite (4.1) in the following form:
Therefore,
The four equations (4.1) and (4.2) together are equivalent to the single matrix equation
Lemma 2.1 shows that the matrix
is unitary. Therefore, the matrix j 1 (u)j 2 (u) on the right hand side of (4. 
). Since ∆ is T-equivariant, we may form ∆ ⊠ ζ id and id ⊠ ∆ ζ . Now (4.3) may be rewritten as
Identifying M 2×2 (A) with M 2×2 (C) ⊗ A, we may further rewrite this as
where id is the identity map on M 2×2 (C). Now we prove statement (2) in Theorem 1.1. Let j 1 , j 2 , j 3 be the natural embeddings of A into A ⊠ ζ A ⊠ ζ A. Applying id ⊗ (∆ ⊠ ζ id A ) and id ⊗ (id A ⊠ ζ ∆) to the right hand side of (4.5) gives the same result:
Since the latter generate A, this proves statement (2) of Theorem 1.1. Now we prove statement (3). Let
This is a closed subspace of A. We may also rewrite (4.5) as
Thus α, γ, α * , γ * ∈ S. Let x, y ∈ S and with homogeneous y. Proposition 3.1 gives
That is, xy ∈ S. Therefore, all monomials in α, γ, α * , γ * belong to S, so that S = A.
, which is one of the Podleś conditions.
Similarly, let
Then R is a closed subspace of A. We may also rewrite (4.5) as
Thus α, γ, α * , γ * ∈ R. Let x, y ∈ R with homogeneous x. Proposition 3.1 gives
Thus xy ∈ R. Therefore, all monomials in α, γ, α
(A). This implies the other Podleś condition:
. This finishes the proof of Theorem 1.1.
Towards the representation theory of SU q
Let H be a T-Hilbert space, that is, a Hilbert space with a unitary representation U : T → U(H). For z ∈ T and x ∈ K(H) we define 
. This leads to a notion of irreducibility (or indecomposability). Theorem 6.1 below will show that representations of SU q (2) are equivalent to representations of the compact quantum group U q (2) . Since this is an ordinary compact quantum group, this allows us to carry over all the usual structural results about representations of compact quantum groups to those of the braided compact quantum group SU q (2) . In particular, there should be a tensor product of representations. We describe it directly, using the following result:
Proposition 5.2. Let X, Y, U, T be T-C
* -algebras. Let v ∈ X ⊗ T and w ∈ Y ⊗ U be homogeneous elements of degree 0. Denote the natural embeddings by
Proof. We may assume that v = x ⊗ t and w = y ⊗ u for homogeneous elements x ∈ X, t ∈ T , y ∈ Y and u ∈ U . Since deg(v) = deg(w) = 0 we get deg(x) = − deg(t) and deg(y) = − deg(u). We compute
Proposition 5.3. Let H 1 and H 2 be T-Hilbert spaces and let
and identify
Proof. The proof boils down to the following computation, where the third equality uses Proposition 5.2:
Now consider the Hilbert space C 2 , let {e 1 , e 2 } be its canonical orthonormal basis. We equip it with the representation U : T → U(C 2 ) defined by U z e 1 = ze 1 and U z e 2 = e 2 . Let ρ M2×2(C) be the action implemented by U : 
Then the orthogonal projections P 1 , P 2 ∈ B(C 2 ⊗ C 2 ) onto H 1 and H 2 are T-invariant, that is,
A computation analogous to the one for q ∈ R but taking the braiding into account shows that u ⊤ u ∼ = u 1 ⊕u 2 with irreducible representations u 1 ∈ M(K(H 1 )⊗A) and u 2 ∈ M(K(H 2 ) ⊗ A); namely, u 1 = (P 1 ⊗ 1)u(P 1 ⊗ 1) and u 2 = (P 2 ⊗ 1)u(P 2 ⊗ 1).
Quantum U(2) groups
The braided quantum group SU q (2) described above may be incorporated into a genuine compact quantum group U q (2). The passage from SU q (2) to U q (2) may be viewed as a quantum counterpart of the semidirect product construction. The details of this general construction are given in [6] . In our case, the C * -algebra C(U q (2) ) is the universal C * -algebra with three generators α, γ, z, with the SU q (2)-relations for α and γ and the relations
The comultiplication on U q (2) is given by
The compact quantum group U q (2) is already described in [12] . For real q, its relationship to the compact quantum group SU q (2) is also discussed in [12] . There are two embeddings
Homogeneous elements x, y ∈ C(SU q (2)) satisfy
Thus we may rewrite the comultiplication formulas as
In particular, ∆ Uq(2) respects the commutation relations for (α, γ, z), so it is a welldefined
It is routine to check the cancellation conditions (1.4) for C(U q (2)), so (C(U q (2)), ∆ U q (2) ) is a compact quantum group. This is a compact quantum group with a projection as in [7] . In this case, the projection π : C(U q (2)) → C(U q (2) ) is the unique * -homomorphism with π(α) = 1 C(Uq(2)) , π(γ) = 0 and π(z) = z; this is an idempotent bialgebra morphism. Its "image" is the copy of C(T) generated by z, its "kernel" is the copy of C(SU q (2)) generated by α and γ.
Theorem 6.1. Let H be a Hilbert space with a unitary representation
There is a bijection between representations of SU q (2) and U q (2) on H.
Proof. Let v ∈ M(K(H) ⊗ C(SU q (2))) be a unitary representation of SU q (2) on H. Since C(U q (2)) contains copies of C(SU q (2)) and C(T), we may view u = vU * as an element of M(K(H) ⊗ C(U q (2))). The T-invariance of v, 12 , we conclude that u is a unitary representation of U q (2): (2) Let (C * T , ⊠ ζ ) be the braided monoidal category introduced in Section (3) and let A = C(SU q (2)). It is shown in [5, Section 5.2] that ⊠ ζ is functorial for T-equivariant completely positive maps. Let h : A → C be a T-invariant state on A, that is, h is a state with
for all x ∈ A. Equipping C with a trivial action of T, we may view h : A → C as a T-equivariant, completely positive, unital map and form T-equivariant, completely positive, unital maps
Adapting the proof of [11, Theorem 1.3] by replacing the bifunctor ⊗ with ⊠ ζ , we may show that there is a Haar state h : A → C on SU q (2). In a separate paper, we shall prove this fact in the context of braided compact quantum groups over an arbitrary compact quantum group G instead of T.
Let h 1 , h 2 : A → C be states on A. If h 1 is right-invariant and h 2 is left-invariant, then h 1 = h 2 :
Besides the appropriate halves of the invariance condition (7.1) for h 1 and h 2 , the computation also used the normalisation conditions h 1 (1 A ) = h 2 (1 A ) = 1 for states. In particular, (7.2) shows that there is only one Haar state on a braided compact quantum group. Proposition 7.2. The restriction of the Haar state on C(U q (2)) to C(SU q (2) ) is the Haar state on SU q (2).
Proof. Equation (6.1) implies that ι 1 and ι 2 generate a homomorphism C(SU q (2)) ⊠ C(SU q (2)) ψ − → C(U q (2)) ⊗ C(U q (2) ).
An argument similar to the proof of [6, Proposition 6.6] shows that this representation is faithful. Comparing the comultiplication formulas for SU q (2) and U q (2), we see that ∆ SUq(2) composed with ψ is the restriction of ∆ Uq(2) to C(SU q (2)). Hence (id ⊗ h)ψ(∆ SU q (2) (x)) = h(x)1 for all x ∈ C(SU q (2)) if h : C(U q (2)) → C is the Haar state on U q (2). Since h is U q (2)-invariant, it is also invariant under T.
Let x, y ∈ C(SU q (2)) be homogeneous elements of degree n. Since h(y) = 0 if n = 0, we get (id ⊗ h)(ι 1 (x)ι 2 (y)) = (id ⊗ h)(xz n ⊗ y) = xz n h(y) = xh(y) = (id ⊠ h)(ι 1 (x)ι 2 (y)).
In particular, (id ⊠ h)(∆ SUq(2) (x)) = h(x)1, so the restriction of h to C(SU q (2)) is a left invariant state on SU q (2) . Taking the existence of a Haar state for granted,
2) now shows that h is the Haar state because it is a left-invariant state.
We give an explicit formula for the Haar state on SU q (2) . Let H be the Hilbert space with an orthonormal basis (Ψ nk | n = 0, 1, 2, . . . , k ∈ Z) and define the representation π : A → B(H) by π(α)Ψ nk = 1 − |q| 2 Ψ n−1,k , π(γ)Ψ nk = q n Ψ n,k+1 .
The Haar state h on SU q (2) is given by 
