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Abstract
The Gibbs sampler is a particularly popular Markov chain used for learning and inference
problems in Graphical Models (GMs). These tasks are computationally intractable in general,
and the Gibbs sampler often suffers from slow mixing. In this paper, we study the Swendsen-
Wang dynamics which is a more sophisticated Markov chain designed to overcome bottlenecks
that impede the Gibbs sampler. We prove O(log n) mixing time for attractive binary pairwise
GMs (i.e., ferromagnetic Ising models) on stochastic partitioned graphs having n vertices, un-
der some mild conditions, including low temperature regions where the Gibbs sampler provably
mixes exponentially slow. Our experiments also confirm that the Swendsen-Wang sampler signif-
icantly outperforms the Gibbs sampler when they are used for learning parameters of attractive
GMs.
1 Introduction
Graphical models (GMs) express a factorization of joint multivariate probability distributions in
statistics via a graph of relations between variables. GMs have been used successfully in information
theory [12], statistical physics [2], artificial intelligence [37] and machine learning [22]. For typical
learning and inference problems using GMs, marginalizing the joint distribution, or equivalently
computing the partition function (normalization factor), is the key computational bottleneck; this
sampling/counting problem is computationally intractable in general, more formally, it is NP-hard
even to approximate the partition function [6, 38]. Nevertheless, Markov Chain Monte Carlo
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(MCMC) methods, typically using the Gibbs sampler, are widely-used in learning and inference
applications of GM, but they often suffer from slow mixing.
To address the potential slow mixing of the Gibbs sampler, there have been extensive efforts
in the literature to establish fast mixing regimes of the Gibbs sampler (also known as the Glauber
dynamics). Most of these theoretical works have studied under various perspectives the Ising
model and its variants [31, 24, 7]. Given a graph G = (V,E) having n vertices and parameters
β = [βuv : (u, v) ∈ E] ∈ R|E|, γ = [γv : v ∈ V ] ∈ Rn, the Ising model is a joint probability
distribution on all spin configurations Ω = {σ : σ = [σv] ∈ {−1, 1}n} such that
µ(σ) ∝ exp
( ∑
(u,v)∈E
βuvσuσv +
∑
v∈V
γvσv
)
. (1)
The parameter γ corresponds to the presence of an “external (magnetic) field”, and when γv = 0 for
all v ∈ V , we say the model has no (or zero) external field. If βuv ≥ 0 for all (u, v) ∈ E the model
is called ferromagnetic/attractive, and anti-ferromagnetic/repulsive if βuv ≤ 0 for all (u, v) ∈ E. It
is naturally expected that the Gibbs sampler mixes slow if interaction strengths of GM are high,
i.e., β is large which corresponds to low temperature regimes. For example, for the ferromagnetic
Ising model on the complete graph G (which is commonly referred to as the mean-field model) it
is known that the mixing-time in the high temperature regime (β < 1) is O(n log n), whereas the
mixing-time in the low temperature regime (β > 1) is exponential in n [24].
This paper focuses on ferromagnetic Ising models (FIM), where any pairwise binary attractive
GM can be expressed by FIM. We study the Swendsen-Wang dynamics1 which is a more sophis-
ticated Markov chain designed to overcome bottlenecks that impede the Gibbs sampler. Pairwise
binary attractive GMs, equivalently FIMs, have gained much attention in the GM literature be-
cause they do not contain frustrated cycles and have several advantages to design good algorithms
for approximating the partition function [20, 44, 45, 34, 30, 39]. Furthermore, they have been
used for various machine learning applications. For example, the non-negative Boltzmann machine
(NNBM) has been used to describe multimodal non-negative data [8]. Moreover, the non-negative
restricted Boltzmann machine (RBM), which is equivalent to FIM on complete bipartite graphs,
has been studied in the context of unsupervised deep learning models [33], where non-negativity
(i.e., ferromagneticity) provides non-negative matrix factorization [23] like interpretable features,
which is especially useful for analyzing medical data [41, 26] and document data [33]. FIM is also
a popular model for studying strategic diffusion in social networks [35, 29], where in this case βuv
represents a friendship or other positive relationships between two individuals u, v.
Motivated by the recent studies on FIM, we prove O(log n) mixing time of the Swendsen-Wang
sampler for FIM on stochastic partitioned graphs2, which include complete bipartite graphs and
social network models (e.g., stochastic block models [19]) as special cases. In particular, we show
that the Swendsen-Wang chain mixes fast in low temperature regions where the Gibbs sampler
provably mixes exponentially slow. Our experimental results also confirm that the Swendsen-Wang
sampler significantly outperforms the Gibbs sampler for learning parameters of attractive GMs. We
remark that it has been recently shown that an arbitrary binary pairwise GM can be approximated
by an FIM of a certain partitioned structure. In conjunction with this, we believe that our results
potentially extend to a certain class of non-attractive GMs as well (see Section 6).
Related work. There has been considerable effort on analyzing the mixing times of the Swendsen-
Wang and Gibbs samplers for the ferromagnetic Ising model. All of the below theoretical works
1The Swendsen-Wang dynamics is formally defined in Section 2.1.
2See Section 3 for the formal definition of stochastic partitioned graphs
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Figure 1: Illustration of a single iteration of the Swendsen-Wang dynamics. Each subfigure repre-
sents (a) an input Xt (b) a subgraph induced by the set of monochromatic edges M (c) a subgraph
induced by the set of monochromatic edges M ′ after the step 2 (d) a configuration after the step 3
(e) an output Xt+1 where black and white imply assignments −1,+1 respectively.
consider ‘uniform’ parameters on edges, i.e., all βuv’s are equal, and zero external field, i.e., γv = 0.
There are several works showing examples where the Swendsen-Wang dynamics has exponentially
slow mixing time [16, 5, 3, 4, 11] for the Potts model which is the generalization of the Ising model
to more than two spins; all of these slow mixing results are at the critical point for the associated
phase transition. For the Ising model, it was very recently shown that the Swendsen-Wang dynamics
is rapidly mixing on every graph and at every (positive) temperature [17]; the mixing time is a
large polynomial, e.g., O(n10) for complete bipartite graphs, so this general result does not give
bounds which are useful in practice. However, the appeal for utilizing this dynamics is that its
mixing time is conjectured to be much smaller, and we prove an O(log n) bound for stochastic
partitioned graphs. It is conjectured that the mixing time of the Swendsen-Wang dynamics is a
small polynomial or O(log n), this is part of the appeal for utilizing this dynamics.
For the mean-field model (i.e., the complete graph) a detailed analysis of the Swendsen-Wang
dynamics was established by [27] who proved that the mixing time is Θ(1) for β < βc, O(n
1/4)
for β = βc and O(log n) for β > βc where βc is the inverse critical temperature. For the two-
dimensional lattice, [42] established polynomial mixing time of the Swendsen-Wang dynamics for
all β > 0. On the other hand, the mixing time of the Gibbs sampler (also known as the Glauber
dynamics or the Metropolis-Hastings algorithm) for the complete graph is known to be Θ(n log n)
for β < βc, Θ(n
3/2) for β = βc and e
Ω(n) for β > βc [24]. For the Erdo˝s-Re´nyi random graph
G(n, d/n), the mixing time of the Gibbs chain is O(n1+Θ(1/ log logn)) for d tanhβ < 1 [32] and eΩ(n)
for d tanhβ > 1 [13] with high probability over the choice of the graph.
2 Preliminaries
2.1 Swendsen-Wang Sampler
The Swendsen-Wang dynamics [40] is a Markov chain {Xt ∈ Ω : t = 0, 1, 2, . . . } whose stationary
(i.e., invariant) distribution is the distribution µ in (1). A step of the Swendsen-Wang dynamics
works at a high-level as follows: (i) the current spin configuration Xt is converted into a configura-
tion M in the random-cluster model [9] by taking the set of the monochromatic edges in the spin
configuration, (ii) then we do a percolation step on M where each edge is deleted with some prob-
ability, and finally (iii) each connected component of the percolated subgraph chooses a random
spin; this yields the new spin configuration Xt+1. Whereas the traditional Gibbs sampler modifies
the spin at one vertex in a step, the Swendsen-Wang dynamics may change the spin at every vertex
in a single step. For ferromagnetic Ising models with no external field, the transition from Xt to
Xt+1 is defined as follows:
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1. Let M be the set of monochromatic edges in Xt, i.e., M = {(u, v) ∈ E : Xt(u) = Xt(v)}.
2. For each edge (u, v) ∈ M , delete it with probability 1 − puv, where puv = 1 − exp(−2βuv).
Let M ′ denote the set of monochromatic edges that were not deleted.
3. For each connected component C of the subgraph G′ = (V,M ′), independently, choose a spin
s ∈ {−1,+1} uniformly at random and assign spin s to all vertices in C. Let Xt+1 denote
the resulting spin configuration.
One can generalize the dynamics to a model having external fields by modifying step 3 as follows
[1]:
3. For each connected component C of the subgraph G′ = (V,M ′), set
s =

+1 with probability
exp(2
∑
v∈V (C) γv)
1+exp(2
∑
v∈V (C) γv)
−1 with probability 1
1+exp(2
∑
v∈V (C) γv)
.
Then, assign all vertices in C the chosen spin s and let Xt+1 denote the resulting spin
configuration.
Figure 1 visualizes each step of the Swendsen-Wang dynamics. One can prove that the stationary
distribution of the Swendsen-Wang chain is (1).
2.2 Mixing Time and Coupling
We use the following popular notion of ‘mixing time’: given an ergodic Markov chain {Xt ∈ Ω :
t = 0, 1, 2, . . . } with stationary distribution µ, we define the mixing time Tmix as
Tmix := min
{
t
∣∣ sup
X0∈Ω,A⊂Ω
|Pr(Xt ∈ A)− µ(A)| ≤ 1
4
}
.
A classical technique for bounding the mixing time is the ‘coupling’ technique [25]. Consider
two copies (Xt, Yt) of the same Markov chain (i.e., Xt, Yt have the same transition probabilities)
defined jointly with the property that if Xt = Yt then Xt′ = Yt′ for all t
′ ≥ t. We call such
(Xt, Yt) a coupling, where Xt, Yt might be dependent and there can be many ways to design such
dependencies. Then, one can observe that
sup
X0∈Ω,A⊂Ω
|Pr(Xt ∈ A)− µ(A)|
≤ sup
X0,Y0∈Ω,A⊂Ω
|Pr(Xt ∈ A)− Pr(Yt ∈ A)|
≤ sup
X0,Y0∈Ω
Pr(Xt 6= Yt),
which implies that
Tmix ≤ min
{
t
∣∣ sup
X0,Y0∈Ω
Pr(Xt 6= Yt) ≤ 1
4
}
. (2)
We will design a coupling for obtaining a bound on the mixing time of the Swendsen-Wang chain.
4
3 Main Results
In this section, we state the main results of this paper that the Swendsen-Wang chain mixes fast
for a class of stochastic partitioned graphs.
We first define the notion of stochastic partitioned graphs. Given a positive integer r ∈ Z+, a
vector [αi] ∈ (0, 1)r with
∑
i αi = 1 and a matrix [pij ] ∈ [0, 1]r×r, a stochastic partitioned graph
(V,E) = G (n, [αi], [pij ]) on n vertices and r partitions (or communities) of size α1n, . . . , αrn is a
random graph model such that
V =
⋃
i
Vi, |Vi| = αin and Vi ∩ Vj = ∅, for i 6= j.
An edge between any pair of vertices u ∈ Vi, v ∈ Vj belongs to the graph with probability pij
independently. Let Eij = {(u, v) ∈ E | u ∈ Vi, v ∈ Vj}.
For example, if pii = 0 for all i and pij = 1 for all i 6= j, then the stochastic partitioned graph is
the complete r-partite graph. One can also check that the stochastic block model [19] is a special
case of the stochastic partitioned graph. In particular, if r = 1, p11 = p for some p ∈ [0, 1], we say
it is the Erdo˝s-Re´nyi random graph and use the notation G(n, p) to denote it. Similarly, if r = 2,
p11 = p22 = 0 and p12 = p21 = p for some p ∈ [0, 1], we say it is the bipartite Erdo˝s-Re´nyi random
graph and use the notation G(n,m, p) = (VL, VR, E) to denote it, where n,m are the sizes of the
parts VL, VR. We say a graph (V,E) has size n if |V | = n and a bipartite graph (VL, VR, E) has
size (n,m) if |VL| = n and |VR| = m.
3.1 O(log n) Mixing in Low Temperatures
We first establish the following rapid mixing property of the Swendsen-Wang chain in low temper-
ature regimes, i.e., when βuv = Ω(1). These are in particular the most interesting regimes since
the Gibbs chain (provably) mixes slower as βuv grows. Moreover, these regimes are also reasonable
in practical applications. For example, in social networks, βuv represents a positive interaction
strength between two individuals u, v and it is independent of the network size n.
Theorem 1. The mixing time Tmix of the Swendsen-Wang chain on the graph G (n, [αi], [pij ]) is
Tmix = O(log n)
with probability 1− exp(−Ω(n)) over the choice of the graph if
◦ αi = Ω(1) for all i,
◦ γv ≥ 0 for all v ∈ V (or γv ≤ 0 for all v ∈ V ),
and either (a) or (b) holds
(a) for all i ∈ [r], pii = Ω(1) and βuv = Ω(1) for (u, v) ∈ Eii.
(b) pij = Ω(1) and βuv = Ω(1) for all (u, v) ∈ Eij with i 6= j.
The proof of Theorem 1 is presented in Section 4.2, where we will show the existence of a good
coupling of the Swendsen-Wang chain. Theorem 1 implies that the Swendsen-Wang chain mixes
fast as long as the positive parameters [pij ] and [βuv] are not ‘too small’ (i.e., pij = Ω(1) and
βuv = Ω(1)) and all external fields [γv] have the same sign (the case where all external fields [γv]
are negative is symmetric). We believe that the restriction on positive external fields is inevitable
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since it is known that approximating the partition function of ferromagnetic Ising model under
mixed external fields is known to be #P-hard [15]. Despite the worst-case theoretical barrier, the
Swendsen-Wang chain still works well under mixed external fields in our experiments (see Section
5).
3.2 O(log n) Mixing in High Temperatures
The restriction on the parameters [βuv] in Theorem 1 is merely for technical reasons in our proof
techniques, and we believe that it is not necessary. This is because it is natural to expect that a
Markov chain mixes faster for higher temperatures. To support the conjecture, in the following
theorem, we prove that the Swendsen-Wang chain mixes fast even for small parameters [βuv] on
complete bipartite graphs, where its proof is much harder than that of Theorem 1.
Theorem 2. Given any constant k > 0, the mixing time Tmix of the Swendsen-Wang chain on the
complete bipartite graph (VL, VR, E) of size (n, kn) is
Tmix = O(log n)
if βuv = −12 log
(
1− B
n
√
k
)
for all (u, v) ∈ E for some non-negative constant B 6= 2 and γv = 0 for
all v ∈ V .
Note that in the above theorem we consider the scenario βuv = o(1), i.e.,
βuv = −1
2
log
(
1− B
n
√
k
)
≈ B
2n
√
k
.
The proof of Theorem 2 is presented in Section 4.3, where we will also show the existence of a
good coupling of the Swendsen-Wang chain using a similar strategy to that in [10]. The authors
of [10] establish the rapid mixing property of the Swendsen-Wang chain for the complete graph by
analyzing a one-dimensional function, the so-called simplified Swendsen-Wang (see Appendix B.1),
and utilizing known properties of Erdo˝s-Re´nyi random graphs. In the case of the complete bipartite
graphs, the simplified Swendsen-Wang becomes a two-dimensional function, which makes harder to
analyze. Furthermore, the proof of Theorem 2 requires properties of the bipartite Erdo˝s-Re´nyi ran-
dom graph G(n,m, p) which are less studied compared to the popular ‘non-bipartite’ Erdo˝s-Re´nyi
random graph G(n, p). In this paper, we also establish necessary properties of G(n,m, p) for the
proof of Theorem 2. We believe that the conclusion of Theorem 2 holds for general stochastic par-
titioned graphs. However, in this case, there exist technical challenges handling more randomness
in graphs, and we do not explore further in this paper.
4 Proofs of Theorems
4.1 Notation
Before we start the proof of Theorems 1 and 2, we first introduce some notation about configurations
of the Ising model on a stochastic partitioned graph. Given a spin configuration σ, denote by
V−(σ), V+(σ) the sets of vertices with spin −1,+1, respectively. In particular, given the Ising
model on a bipartite graph (VL, VR, E) with partitions of vertices VL, VR, edge set E ⊂ {(u, v) : u ∈
VL, v ∈ VR} and a spin configuration σ ∈ {−1, 1}|VL∪VR|, we say the configuration σ has the ‘phase’
α(σ) = (αL, αR) if the larger spin class of σ, say s ∈ {−,+} with Vs(σ) ≥ (|VL|+ |VR|)/2, satisfies
(αL, αR) =
(
Vs(σ) ∩ VL
VL
,
Vs(σ) ∩ VR
VR
)
.
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One can define the induced probability on the phase (αL, αR) under the Ising model as
Pr(αL, αR) =
∑
σ :α(σ)=(αL,αR)
µ(σ).
4.2 Proof of Theorem 1
In this section, we present the proof of Theorem 1. The main idea of the proof is that for every
configuration σ, there is a big connected component of roughly n/2 vertices which have the same
spin. Crucially, the percolation step of the Swendsen-Wang chain is extremely unlikely to remove
more than O(1) vertices from it, since almost every cut in this component has Ω(n) edges (cf.
Lemma 3). At the same time, at least half of the vertices of the remaining graph get the same spin
as the big component in expectation (using that [γv] have the same sign). Combining these two
facts, we will conclude that in O(log n) iterations of the Swendsen-Wang chain, all spins are the
same with probability Θ(1) and, then, we will be able to bound the mixing time via the coupling
technique.
We will focus on proving Theorem 1 when condition (a) holds (the proof under the condition (b)
is almost identical). In particular, we have that the [γv] have all the same sign and that there exist
constants p, α, β > 0 such that for all i ∈ [r], it holds that αi ≥ α, pii ≥ p and βuv ≥ β for
(u, v) ∈ Eii.
We will use the following lemma for the Erdo˝s-Re`nyi random graph, whose proof is given in
Appendix A.1. For a graph G = (V,E) and a subset of vertices S ⊆ V , we denote by cutG(S) the
number of edges which have exactly one endpoint in S, and by G[S] the induced subgraph of G on
the vertex set S.
Lemma 3. Let p ∈ (0, 1] be an arbitrary constant. Then, for every constant M ≥ 100/p, the
following holds with probability 1− e−Ω(n) over the choice of the graph G ∼ G(n, p).
Let U be an arbitrary subset of vertices of G with |U | ≥ n/10. Then, for every S ⊆ U such that
|S|, |U\S| ≥M2, it holds that cutG[U ](S) ≥Mn.
Let G ∼ G(n, [αi], [pij ]). Note that for i = 1, . . . , r the induced subgraph G[Vi] is distributed as
G(nαi, pii), so we may apply Lemma 3 to each i ∈ [r] and conclude that, forM := max{100/(αp), 2/β},
the following holds with probability 1− e−Ω(n) over the choice of the graph G.
∀i ∈ [r], ∀U ′i ⊆ Vi with |U ′i | ≥ |Vi|/10,
∀S ⊆ U ′i with |S|, |U ′i\S| ≥M2,
cutG[U ′i ](Si) ≥Mn.
(3)
To prove the theorem, it thus suffices to show that the Swendsen-Wang chain {Xt : t = 0, 1, . . . }
mixes in O(log n) steps for a graph G satisfying (3). For the rest of this section, the only assumption
on the graph G is (3) and, hence, all the events and associated probabilities are with respect to the
randomness of the Swendsen-Wang chain when run on the graph G.
At time t, define the spin si,t for i ∈ [r] as
si,t = arg max
s∈{−,+}
|Vs(Xt) ∩ Vi|,
i.e., si,t is the most common spin among vertices in Vi at time t. For convenience, let Ui,t := Vsi,t(Xt)
be the vertices in Vi which have the spin si,t, so that |Ui,t| ≥ |Vi|/2. The key idea is that the cut-
property (3) of the graph G ensures that, at each step of the Swendsen-Wang chain, all but O(1)
vertices in Ui,t continue to belong to Ui,t+1.
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Formally, let Mi,t = {(u, v) ∈ E | u, v ∈ Ui,t} be the set of edges between vertices in Ui,t and
denote by H = (Ui,t,Mi,t) the induced subgraph of G on the set Ui,t. Let M
′
i,t ⊆Mi,t be the random
subset of edges which were not deleted in the percolation step of the Swendsen-Wang dynamics at
time t+ 1 and consider the connected components C(1), . . . , C(d) of the subgraph H ′ = (Ui,t,M ′i,t).
For a component C, denote by |C| the cardinality of the vertex set of the component, and by C∗i,t
be the component with the largest size among C(1), . . . , C(d). We claim that for all t = 0, 1, . . . and
all i ∈ [r], it holds that
Pr(|C∗i,t| ≥ |Ui,t| −M2) ≥ 1− e−Ω(n). (4)
To prove (4), let Et be the event that there exists some set S ⊆ Ui,t with |S|, |Ui,t\S| ≥ M2 such
that all the edges in cutH(S) were deleted in the percolation step of the Swendsen-Wang dynamics
at time t+ 1. We claim that
Pr(|C∗i,t| < |Ui,t| −M2) ≤ Pr(Et).
Indeed, suppose that |C∗i,t| < |Ui,t| −M2, we will show that the event Et occurs as well. Let S be
the vertex set of the component C∗i,t. Then, since C
∗
i,t is a connected component in the percolated
subgraph H ′, we have that all the edges in cutH(S) were deleted during the percolation step of
the Swendsen-Wang chain at time t + 1. If |S| ≥ M2, then S shows that the event Et occurs.
Otherwise, if |S| < M2, because C∗i,t was the largest component in H ′, we have that there are
at least Ui,t/M
2 ≥ 2M2 components in H ′ and hence the set S˜ = C(1) ∪ · · · ∪ C(dM2e) satisfies
M4 ≥ |S˜| ≥ M2 and all the edges in cutH(S˜) were deleted during the percolation step of the
Swendsen-Wang chain at time t + 1. It remains to note that the probability of the event Et is
bounded by ∑
S⊆Ui,t;
|S|,|Ui,t\S|≥M2
∏
(u,v)∈cutH(S)
exp(−βuv) ≤ 2ne−βMn ≤ 1
2n
,
where we used (3) for U ′i = Ui,t and the bound βuv ≥ β for all (u, v) ∈ Mi,t. This completes the
proof of (4).
Since all the [γv] have the same sign, the probability that a vertex v takes the color of |C∗i,t| is
at least ≥ 1/2 and hence
E
[|Ui,t+1| ∣∣ |C∗i,t|] ≥ (|Vi|+ |C∗i,t|)/2.
Now take expectations conditioned on Ui,t. By (4), we have that with probability 1 − e−Ω(n) it
holds that |C∗i,t| ≥ |Ui,t| −M2 ≥ |Vi|/2−M2 and hence we obtain that
E
[|Ui,t+1| ∣∣ |Ui,t|] ≥ (|Vi|+ |Ui,t| −M2)/2 + o(1).
Thus, letting
Ni,t := |Vi| − |Ui,t|
we obtain that for all t = 0, 1, . . . and every i ∈ [r], it holds that
E[Ni,t+1 | Ni,t] ≤ 1
2
(Ni,t + 2M
2).
It follows that for T = d2 log ne, it holds that E[Ni,T ] ≤ 4M2 for all i ∈ [r], and hence by linearity
of expectation we have that E[
∑
i∈rNi,T ] ≤ 4M2r. Thus, by Markov’s inequality, we obtain that
with probability at least 1/2, for the state XT it holds that∑
i∈rNi,T ≤ 8M2r,
8
i.e., with probability Ω(1), at time T all but 8M2r vertices have the same spin. In the next step,
with probability ≥ (1/2)8M2r+M2 = Ω(1), all these vertices plus the at most M2 new components
that get created (cf. (4)) get the same spin as the component C∗i,T+1, i.e., with probability Ω(1),
at time T + 1, all vertices have the same spin in XT+1.
Now consider two independent copies {Xt : t = 0, 1, . . . } and {Yt : t = 0, 1, . . . } of the Swendsen-
Wang chain. With probability Ω(1), we have that the spins in XT+1 and the spins in YT+1 are
same (though the common spin value might be different in the two copies), and hence, conditioned
on this occuring, we can couple them so that in the next step it holds that XT+2 = YT+2. Thus,
by considering time intervals of length T + 2, we obtain that there exists a constant c > 0 such
that for T ′ = dcT e = O(log n), it holds that Pr(XT ′ 6= YT ′) ≤ 1/4. This completes the proof of
Theorem 1 under condition (a).
To prove Theorem 1 under condition (b), one only needs to establish the analogue of Lemma 3
for the bipartite Erdo˝s-Re`nyi random graph; the rest of the argument is then completely analogous
to the argument used for condition (a). The following lemma whose proof is given in Appendix A.2
establishes the required cut properties, thus completing the proof of Theorem 1.
Lemma 4. Let p ∈ (0, 1) and k ∈ (0, 1] be arbitrary constants. Then, for every constant M ≥
100/(kp), the following holds with probability 1−e−Ω(n) over the choice of the graph G = (VL, VR, E) ∼
G(n, kn, p).
Let UL ⊆ VL, UR ⊆ VR be arbitrary subsets of vertices of G with |UL| ≥ n/10, |UR| ≥ kn/10.
Then, for every SL ⊆ UL, SR ⊆ UR such that |SL|, |UL\SL| ≥ M2 and |SR|, |UR\SR| ≥ M2 , it
holds that cutG[UL∪UR](SL ∪ SR) ≥Mn.
4.3 Proof of Theorem 2
In this section, we present the proof of Theorem 2. We provide the proof outlines for the cases
B > 2 and B < 2, and the proofs of the key lemmas are given in the appendix. We first define
(α∗L, α
∗
R) := limn→∞ arg max(αL,αR)
Pr(αL, αR),
such (α∗L, α
∗
R) uniquely exists as we state and prove in Lemma 14 in Appendix B.1.
Rapid mixing proof for B > 2. In this case, we will show first that, for any starting state,
the Swendsen-Wang chain moves in O(1) iterations within constant distance from (α∗L, α
∗
R) with
probability Θ(1). Then, we will show that the Swendsen-Wang chain moves within O(n−1/2)
distance from (α∗L, α
∗
R) in O(log n) iterations with probability Θ(1). Finally, using this fact, we will
bound the mixing time via the coupling technique. More formally, we introduce the following key
lemmas.
Lemma 5. Let {Xt : t = 0, 1, . . . } be the Swendsen-Wang chain on a complete bipartite graph of
size (n, kn) with any constants k ≥ 1, B > 2 and any starting state X0. For any constant δ > 0,
there exists T = O(1) such that ‖α(XT )− (α∗L, α∗R)‖∞ ≤ δ with probability Θ(1).
Lemma 6. Let {Xt : t = 0, 1, . . . } be the Swendsen-Wang chain on a complete bipartite graph of
size (n, kn) with any constants k ≥ 1, B > 2. There exist constants δ, L > 0 such that the following
statement holds. Suppose that we start at state X0 such that ‖α(X0)− (α∗L, α∗R)‖∞ ≤ δ. Then, in
T = O(log n) iterations, the Swendsen-Wang chain moves to XT such that ‖α(XT )−(α∗L, α∗R)‖∞ ≤
Ln−1/2 with probability Θ(1).
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Lemma 7. Let {Xt : t = 0, 1, . . . }, {Yt : t = 0, 1, . . . } be Swendsen-Wang chains on a complete
bipartite graph of size (n, kn) with any positive constants k ≥ 1, B 6= 2. Let X0, Y0 be a pair of
configurations satisfying
‖α(X0)− (α∗L, α∗R)‖∞, ‖α(Y0)− (α∗L, α∗R)‖∞ ≤ Ln−1/2
for some constant L > 0. Then, there exists a coupling for (Xt, Yt) such that α(X1) = α(Y1) with
probability Θ(1).
Lemma 8. Let {Xt : t = 0, 1, . . . }, {Yt : t = 0, 1, . . . } be Swendsen-Wang chains on a complete
bipartite graph of size (n, kn) with any constants k ≥ 1, B > 0. For any constant ε > 0, there exist
T = O(log n) and a coupling for (Xt, Yt) such that Pr[XT 6= YT |α(X0) = α(Y0)] ≤ ε.
The proofs of the above lemmas are presented in Appendices B.2—B.4. Since the proof of
Lemma 8 is identical to that of [10, Lemma 9], we omit it. Now, we are ready to complete the
proof of Theorem 2 for B > 2.
Consider two copies Xt, Yt under the Swendsen-Wang chain. We will show that for some T =
O(log n), there exists a coupling such that Pr[XT 6= YT ] ≤ 1/4. Let δ, L be as in Lemma 5 and
Lemma 6. Then, for some T1 = O(1) with probability Θ(1), we have that
‖α(XT1)− (α∗L, α∗R)‖∞, ‖α(YT1)− (α∗L, α∗R)‖∞ ≤ δ.
Furthermore, for some T2 = O(log n) with probability Θ(1), we have that
‖α(XT1+T2)− (α∗L, α∗R)‖∞ ≤ Ln−1/2
‖α(YT1+T2)− (α∗L, α∗R)‖∞ ≤ Ln−1/2.
(5)
Conditioning on (5) and using Lemma 7, there exists a coupling that α(XT1+T2+1) = α(YT1+T2+1)
holds with probability Θ(1). Conditioning on α(XT1+T2+1) = α(YT1+T2+1) and using Lemma 8, for
any constant ε′ > 0, there exists T3 = O(log n) and another coupling such that Pr(XT1+T2+T3+1 6=
YT1+T2+T3+1) ≤ ε′. Since all events so far occur with probability Θ(1), there exists small enough
constant ε′ so that Pr(XT 6= YT ) ≤ 1/4 for some T = O(log n) under some coupling. This completes
the proof of Theorem 2 for the case B > 2.
Rapid mixing proof for B < 2. In this case, we will show that α(Xt) moves within O(n
−1/2)
distance from (α∗L, α
∗
R) in O(1) iterations. Then, we will bound the mixing time via the coupling
technique as before. More formally, we introduce the following key lemmas.
Lemma 9. Let {Xt : t = 0, 1, . . . } be the Swendsen-Wang chain on a complete bipartite graph
of size (n, kn) with any constants k ≥ 1, B < 2. There exists a constant L such that for any
starting state X0 after T = O(1) iterations, the Swendsen-Wang chain moves to state XT such that
‖α(XT )− (α∗L, α∗R)‖∞ ≤ Ln−1/2 with probability Θ(1).
The proof of Lemma 9 is presented in Appendix B.5. By combining Lemmas 7-9 and using the
same arguments used for the case B > 2, one can complete the proof of Theorem 2 for B < 2.
5 Experiments
In this section, we compare the empirical performances of the Swendsen-Wang and the Gibbs chains
for learning parameters of ferromagnetic Ising models. We construct models on real world social
graphs and synthetic stochastic partitioned graphs by assigning random parameters [βuv], [γv] on
graphs. For the choice of learning algorithm, we use the popular contrastive divergence (CD)
algorithm [18] which uses a Markov chain as its subroutine.
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(a) Facebook : γv ∼ Unif(0, 0.1) (b) Facebook : γv ∼ Unif(−0.1, 0.1)
(c) UCI : γv ∼ Unif(0, 0.1) (d) UCI : γv ∼ Unif(−0.1, 0.1)
(e) Synthetic : γv ∼ Unif(0, 0.1) (f) Synthetic : γv ∼ Unif(−0.1, 0.1)
Figure 2: x-axis value x of (a), (b), (d), (e) is a range that βuv is sampled from, i.e. βuv ∼ Unif(0, x),
and x-axis value of (c), (f) is a number of vertices in a graph. y-axis of external field error is a
normalized external field error
∑
v∈V |γv − γˆv|/|V | and y-axis of coupling error is a normalized
coupling error
∑
(u,v)∈E |βuv − βˆuv|/|E|. Each point is an average of 10 independent Ising models
while each Ising model is learned by 1000 data samples.
Data sets. For each model, we generate a data set of 1000 samples by running the Swendsen-
Wang chain. To construct a model, we use two real world social graphs which are known to have
certain partitioned structures, e.g., see [14]. The first social graph is a Facebook graph consisting
of 4039 nodes and 88234 edges, originally used in [28]. Each node of the graph corresponds to an
account of Facebook and each edge of the graph corresponds to a ‘friendship’ in Facebook. The
second social graph is a UCI graph created from an online community consisting of 1899 nodes
and 13838 edges, originally used in [36]. Each node in the graph corresponds to a student at the
University of California, Irvine and each edge in the graph corresponds to the message log from
April to October 2004, i.e. edge (u, v) exists if u sent message to v or vice versa. For the real world
social graphs, we assign γv ∼ Unif(0, 0.1),Unif(−0.1, 0.1), i.e., both positive and mixed external
field, and βuv ∼ Unif(0, x) where x ∈ [0.01, 1].3 For given x, we sample 10 i.i.d. [βuv] to obtain 10
different models.
Our synthetic stochastic partitioned graphs are bipartite random graphs of 100 to 1000 vertices
with two partitions of same size, i.e. |V1| = |V2|. We set the inter-partition edge probability p11 =
p22 = 0.007 and the intra-partition edge probability p12 = 0.003. For each graph size, we sample
10 bipartite random graphs. For synthetic graphs, we assign γv ∼ Unif(0, 0.1),Unif(−0.1, 0.1) and
3Unif(a, b) denotes the random variable chosen in the interval [a, b] uniformly at random.
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βuv ∼ Unif(0, 1).
Contrastive divergence learning. Given a data set, the most standard way to estimate/recover
parameters of a ‘hidden’ model is the log-likelihood maximization. To this end, it is known [43] that
computing the gradients of a graphical model requires the computation of marginal probabilities,
e.g., E[σuσv] and E[σv], and one can run a Markov chain to estimate them. However, this is not
efficient since the Markov chain has to be run for large enough iterations until it mixes. To address
the issue, the contrastive divergence (CD) learning algorithm [18] suggests that it suffices to run
a Markov chain for a fixed number of iterations to approximate each gradient. The underlying
intuition under CD learning is that it is not necessary to wait for mixing for each gradient update
since the parameters are changing slowly and mixing effects are amortized over iterations. The
detailed procedure of the algorithm is presented in Algorithm 1.
Algorithm 1 Contrastive Divergence Learning
1: Input: ni, η(·), k, ns, MC(·, ·), µuv, µv
2: Output: Estimated parameters [βˆuv], [γˆv]
3: Initialization: i, βˆuv, γˆv ← 0 and randomly initialize states σ1, . . . , σns of Ising model
4: while i < ni do
5: s← 0
6: while s < ns do
7: σs ← MC(σs, k)
8: s← s+ 1
9: end while
10: µˆuv ← 1ns
∑ns
s=1 σ
s
uσ
s
v
11: µˆv ← 1ns
∑ns
s=1 σ
s
v
12: βˆuv ← βˆuv + η(i)(µuv − µˆuv) for all (u, v) ∈ E
13: γˆv ← γˆv + η(i)(µv − µˆv) for all v ∈ V
14: i← i+ 1
15: end while
In Algorithm 1, we denote by MC(σ, k) a state of the Ising model generated from running k
iterations of the Markov chain MC(·, ·) starting from the state σ, and µuv = E[σuσv], µv = E[σv] are
the empirical marginals from the data set. In addition, ni, η(·), k, ns denote the number of gradient
updates, the step size (or learning rate), the number of samples and the number of MC updates,
respectively, which are hyper parameters of the CD algorithm. Since the Swendsen-Wang chain
takes O(|V |) times longer per each iteration, we use k = 1 and k = |V | for the Swendsen-Wang
chain and the Gibbs chain, respectively, for fair comparisons.
Experimental results. In our experiments, we observe that the Swendsen-Wang chain out-
performs the Gibbs chain, where the gap is significant as βuv or the graph size are large. Our
experimental results on real world graphs are reported in Figure 2a, 2c, 2b, 2d, which show that
the Swendsen-Wang chain outperforms the Gibbs chain for both errors on [γv] and [βuv]. One can
observe that the error difference between the Swendsen-Wang chain and the Gibbs chain grows as
interaction strength [βuv] increases, which is because the Gibbs chain mixes slower at low temper-
atures. Furthermore, the variance of errors of the Gibbs chain increases while the variance of the
Swendsen-Wang chain remains small. Our experimental results using synthetic graphs are similar
to those of the real world social graphs. Figures 2e, 2f show that the Swendsen-Wang chain also
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outperforms the Gibbs chain as the graph size grows. We observe that the external field error of the
Gibbs chain increases as the graph size increases while that of the Swendsen-Wang chain remains
small.
6 Conclusion
Despite the rich expressive power of graphical models, the associated expensive inference tasks
have been the key bottleneck for their large-scale applications. In this paper, we prove that the
Swendsen-Wang sampler mixes fast for stochastic partitioned attractive GMs, where our mixing
bound O(log n) is quite practical for large-scale instances. We believe that our findings have further
potential applications even for general (not necessarily, attractive) GMs if one can approximate a
non-attractive model by an attractive one; it was recently shown that any binary pairwise GM can
be approximated by an attractive binary pairwise GM on the so-called 2-cover graph having two
partitions [39]. For example, one can use the Swendsen-Wang sampler to learn parameters of the
2-cover attractive model and further fine-tune them using the Gibbs sampler on the original model.
This is an interesting future research direction.
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A Proofs of Key Lemmas for Theorem 1
A.1 Proof of Lemma 3
Let G = (V,E) ∼ G(n, p) and U be an arbitrary subset of V such that |U | ≥ n/10. Further, let
S ⊂ U be a set such that |S|, |U\S| ≥M2, where recall that M is a constant satisfying M ≥ 100/p.
Note that cutG[U ](S) is just the number of edges between the sets S and U\S and thus
E[cutG[U ](S)] = p · |S| · |U\S| ≥M2(n/10−M2)p ≥ 9Mn.
Thus, by the Chernoff bound, we obtain that the probability that cutG[U ](S) < Mn is at most
e−Mn ≤ e−10n. There are at most 2n ways to choose the set U and at most 2n ways to choose the
set S ⊆ U . Thus, the lemma follows by taking a union bound over all possible choices of the sets
U, S.
This completes the proof of the lemma.
A.2 Proof of Lemma 4
Let G = (VL, VR, E) ∼ G(n, kn, p), and UL ⊆ VL, UR ⊆ VR be arbitrary subsets of vertices with
|UL| ≥ n/10, |UR| ≥ kn/10. Further, let SL ⊆ UL, SR ⊆ UR be subsets such that |SL|, |UL\SL| ≥
M2 and |SR|, |UR\SR| ≥ M2, where recall that M is a constant satisfying M ≥ 100/(pk). For
convenience, set U := UL ∪ UR and S := SL ∪ SR. We are interested in cutG[U ](S) which is the
number of edges between the sets S and U\S. Thus,
E[cutG[U ](S)] = p(|SL| · |UR\SR|+ |SR| · |UL\SL|) ≥ 2p
(|SL| · |UR\SR| · |SR| · |UL\SL|)1/2
≥ 2p(M4(kn/10−M2)(n/10−M2))1/2 ≥ 9Mn.
Thus, by the Chernoff bound, we obtain that the probability that cutG[U ](S) < Mn is at most
e−Mn ≤ e−10n. Since k ∈ (0, 1], there are at most 2n(k+1) ≤ 22n ways to choose the sets UL, UR and
at most 2n(k+1) ≤ 22n ways to choose the sets SL, SR. Thus, the lemma follows by taking a union
bound over all possible choices of the sets UL, UR, SL, SR.
This completes the proof of the lemma.
B Proofs of Key Lemmas for Theorem 2
In this section, we provide the proofs of Lemmas 5-9. To this end, we first introduce a two-
dimensional function F which captures the behaviour of the Swendsen-Wang dynamics and intro-
duce the connection between F and the Ising model. Throughout this section, we only consider
the Ising model on the complete bipartite graph of size (n, kn) with
βuv = −1
2
log
(
1− B
n
√
k
)
, γv = 0 for all (u, v) ∈ E, v ∈ V,
where B > 0 is some constant.
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B.1 Simplified Swendsen-Wang
We first introduce the following result [21] about the giant component of the bipartite Erdo˝s-Re´nyi
random graph.
Lemma 10 ([21, Theorem 6, Theorem 12]). Consider the bipartite Erdo˝s-Re´nyi random graph
G = (VL, VR, E) = G(n, kn, p)
where p = B
n
√
k
for some constant B > 0 and k ≥ 1 is some constant. Then, the following statements
hold a.a.s.
(a) For B < 1, the largest (connected) component of G has size O(log n).
(b) For B > 1, the following event happens: G has a unique “giant” component which consists of
θRkn(1+o(1)) vertices in VR and θLn(1+o(1)) vertices in VL where θR is the unique positive
solution of
θR + exp
(
B√
k
(
exp
(
−B
√
kθR
)
− 1
))
= 1 (6)
and θL is the unique positive solution of
θL + exp
(
B
√
k
(
exp
(
−BθL√
k
)
− 1
))
= 1. (7)
The second largest component of G has size O(log2 n).
(c) For B = 1, the largest component of G has size o(n).
By simple calculations, one can observe that (6), (7) reduce to
exp(−B
√
kθR) = 1− θL exp
(
− B√
k
θL
)
= 1− θR. (8)
Now, consider the Ising model on the complete bipartite graph G = (VL, VR, E) of size (n, kn). We
briefly explain what happens in a single iteration of the Swendsen-Wang chain on G for each step
asymptotically. Given a spin configuration σ with α(σ) = (αL, αR), the step 2 of the Swendsen-
Wang dynamics starting from σ is equivalent to sampling two bipartite Erdo˝s-Re´nyi random graphs
G(αLn, αRkn, p), G((1− αL)n, (1− αR)kn, p) where p = Bn√k .
Suppose (1 − αL)(1 − αR)B ≤ 1 and αLαRB > 1. Then, by Lemma 10, there exists a single
giant component of size (θLαLn, θRαRkn) where (θL, θR) is a unique positive solution of
exp(−B
√
kαRθR) = 1− θL exp
(
− B√
k
αLθL
)
= 1− θR, (9)
and the other ‘small’ components have size o(n) a.a.s. after step 2 of the Swendsen-Wang dynamics.
One can notice that (9) is equivalent to (8) by substituting n← αLn, k ← kαRαL and B ←
√
αLαRB.
At step 3 of the Swendsen-Wang dynamics, asymptotically a half of the small components, which
have size ((1− θLαL)n/2, (1− θRαR)kn/2), receive same spin with the giant component. Now
suppose (1 − αL)(1 − αR)B,αLαRB ≤ 1. Then after the step 2 of the Swendsen-Wang dynamics,
every connected component has size O(log n). After step 3 of the Swendsen-Wang dynamics, as
each spin class asymptotically have a half of the vertices of VL, VR, it outputs a phase (1/2, 1/2)
asymptotically. We ignore the case (1 − αL)(1 − αR)B > 1 for now, i.e. we ignore the giant
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component of the smaller spin class, which will be handled in the proof of Lemma 5. Under these
intuitions, one can expect that the following function F captures the behavior of the Swendsen-
Wang chain (ignoring the giant component of the smaller spin class) on the complete bipartite
graph.
F (αL, αR) := (FL, FR) =
(
1
2
(1 + θLαL) ,
1
2
(1 + θRαR)
)
(10)
where
(θL, θR) =
{
(0, 0) for
√
αLαRB ≤ 1
the unique solution of (9) for
√
αLαRB > 1
.
We note that F is continuous on [0, 1]2. Formally, one can prove the following lemma about
the relation between the function F and the Swendsen-Wang chain; we omit its proof since it is
elementary under the above intuitions.
Lemma 11. Let {Xt : t = 0, 1, . . . } be the Swendsen-Wang chain on a complete bipartite graph
of size (n, kn) with any constants B 6= 2 and starting phase α(X0) = (αL, αR). If αLαRB 6= 1
and (1 − αL)(1 − αR)B ≤ 1, i.e., the smaller spin class is subcritical, then α(X1) = F (αL, αR) +
(o(1), o(1)) a.a.s.
From the definition of F , (αL, αR) is a fixed point of F if and only if αL =
1
2 +
1
2θLαL,
αR =
1
2 +
1
2θRαR, i.e., θL =
2αL−1
αL
, θR =
2αR−1
αR
. Substituting this relation into (9) yields that
every fixed point of F must satisfy the following equations
exp
(
B
√
k(1− 2αR)
)
=
1− αL
αL
exp
(
B√
k
(1− 2αL)
)
=
1− αR
αR
. (11)
One expects that the Swendsen-Wang chain, starting from a phase which corresponds to a fixed
point of F , will stay around the fixed point. Now we introduce two lemmas about the fixed points
of F . Lemma 12 shows that F has a unique fixed point which is Jacobian attractive. Further,
Lemma 13 guarantees that for any starting point (αL, αR),
F (t)(αL, αR) := F ◦ · · · ◦ F︸ ︷︷ ︸
t
(αL, αR)
converges to the fixed point of F as t→∞.
Lemma 12. The following hold:
1. For constant B < 2, (1/2, 1/2) is the unique fixed point of F and it is Jacobian attractive.
2. For constant B > 2, the solution α∗L, α
∗
R ∈ (1/2, 1] of (11) is the unique fixed point of F and
it is Jacobian attractive.
Lemma 13. For any point (αL, αR) ∈ [0, 1]2, F (t)(αL, αR) converges to the unique fixed point of
F as t→∞.
The proofs of the above lemmas are presented in Sections C.1 and C.2, respectively.
Finally, we provide the connection between F and the Ising model. Suppose the probability
of some phase, say (α′L, α
′
R), of the Ising model on the complete bipartite graph of size (n, kn)
dominates that of other phases, i.e., µ
(
(α′L, α
′
R) ± (Θ(1),Θ(1))
)
= 1 − o(1). Then the Swendsen-
Wang chain must converge to (α′L, α
′
R) a.a.s. Since F converges to its unique fixed point by Lemma
13, one can naturally expect that the fixed point of F is equivalent to (α′L, α
′
R). The following
lemma establishes this intuition formally.
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Lemma 14. For the Ising model on the complete bipartite graph of size (n, kn) with βuv =
−12 log
(
1− B
n
√
k
)
for some constant B > 0 and γv = 0, the ‘maximum a posteriori phase’ is
lim
n→∞ arg max(αL,αR)
Pr(αL, αR) =
{(
1
2 ,
1
2
)
for B ≤ 2
(α∗L, α
∗
R) for B > 2
where α∗L, α
∗
R ∈ (1/2, 1] is the unique solution of (11).
The proof of the above lemma is presented in Section C.3.
B.2 Proof of Lemma 5
In this section, we prove Lemma 5.
Clearly, it suffices to show the lemma for all sufficiently small δ > 0. We start by establishing
the following claim.
Claim 15. For any constant B > 2 and any fixed point (α∗L, α
∗
R) of F , the following inequality
holds
(1− α∗L)(1− α∗R)B2 < 1,
i.e., the smaller spin class of the phase corresponding to the fixed point of F is subcritical.
Proof. Using the parametrization z∗L = 2α
∗
L − 1, z∗R = 2α∗R − 1, we have
(1− α∗L)(1− α∗R)B2 =
1
4
(1− z∗L)(1− z∗R)
z∗Lz
∗
R
log
1 + z∗L
1− z∗L
log
1 + z∗R
1− z∗R
, (12)
where we used the fact that (α∗L, α
∗
R) satisfies (11). In the proof of Lemma 14, we show that (30)
holds.
This completes the proof of Claim 15.
Due to Claim 15, for all sufficiently small δ > 0, we have that (1− α∗L + δ)(1− α∗R + δ)B2 < 1.
Now, for B > 2, Lemma 13 implies that there exists a constant T1 such that
F (T1)([0, 1]2) ⊂ [α∗L − δ, α∗L + δ]× [α∗R − δ, α∗R + δ].
First, suppose F (1 − αL,0, 1 − αR,0) = (1/2, 1/2), i.e. the smaller spin class is subcritical. Then,
in T1 iterations, the Swendsen-Wang chain moves l∞-distance δ from (α∗L, α
∗
R) with probability
1 − o(1) due to Lemma 11. Now, consider the case F (1 − αL,0, 1 − αR,0) > (1/2, 1/2), i.e. two
giant components appears in both spins in the step 2 of the Swendsen-Wang dynamics. Then, giant
components merge with probability 1/2 and it results α(XT1) > (α
∗
L − δ, α∗R − δ) with probability
Θ(1). Therefore, starting from α(XT1) > (α
∗
L − δ, α∗R − δ), the Swendsen-Wang chain also moves
within l∞-distance δ from (α∗L, α
∗
R) in T1 iterations with probability 1 − o(1) due to Lemma 11.
This completes the proof of Lemma 5.
B.3 Proof of Lemma 6
In this section, we prove Lemma 6.
By Lemma 12, we have that (α∗L, α
∗
R) is a Jacobian attractive fixed point of F . Using the bound
in Claim 15, we thus obtain that there exist constants δ > 0, c < 1 such that (1−α∗L + δ)(1−α∗R +
δ)B2 < 1 and
|F (αL, αR)− (α∗L, α∗R)| ≤ c|(αL, αR)− (α∗L, α∗R)|,
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for all αL ∈ [α∗L − δ, α∗L + δ], αR ∈ [α∗R − δ, α∗R + δ]. For the proof of Lemma 6, we assume that for
some t, the event ‖α(Xt)− (α∗L, α∗R)‖∞ ≤ δ occurs (initially at t = 0, it occurs) and introduce the
following two lemmas.
Lemma 16. Consider the bipartite Erdo˝s-Re´nyi random graph G(n, kn, p) where p = B
n
√
k
for some
constants B > 0 and k ≥ 1. Let C1, C2, . . . be the connected components of G in decreasing order
of size. Then, there exist constants K1,K2 > 0 such that
(a) for B < 1, we have
E
[∑
i≥1
|Ci|2
]
≤ K1n,
(b) for B > 1, we have
E
[∑
i≥2
|Ci|2
]
≤ K2n,
Lemma 17. Consider the Swendsen-Wang dynamics on the complete bipartite graph of size (n, kn)
with some constant k ≥ 1, βuv = −12 log
(
1− B
n
√
k
)
for some constant B > 2 and γv = 0. Let
C1, C2, . . . be the connected components of G in decreasing order of size after the step 2 of the
Swendsen-Wang dynamics. Then, given the event
∑
i≥2 |Ci|2 < wKn for some w ≥ 1 and K > 0,
it holds that
Pr
(∣∣|C1 ∩ VL| − θLn∣∣, ∣∣|C1 ∩ VR| − θRkn∣∣ ≤ w√n) ≥ 1− 2K
w
− 1 + k
w2
,
where (θL, θR) is the unique positive solution of (9).
The proofs of Lemmas 16 and 17 are presented in Sections C.4 and C.5, respectively. From
(1− α∗L + δ)(1− α∗R + δ)B2 < 1, ‖α(Xt)− (α∗L, α∗R)‖∞ ≤ δ and Lemma 16, after the step 2 of the
Swendsen-Wang dynamics (starting from Xt), we have
E
[∑
i≥2
|Ci|2
]
≤ Kn
for some constant K. Hence, by Markov’s inequality, for any wt ≥ 1, we have
Pr
(∑
i≥2
|Ci|2 < wtKn
)
≥ 1− 1/wt. (13)
We will specify the value of wt later. For now, assume that the event
∑
i≥2 |Ci|2 < wtKn occurs.
Then, from Azuma’s inequality, the number Zi of vertices that receive spin i in V \ C1 in the step
3 of the Swendsen-Wang dynamics is concentrated around its expectation as
Pr
(∣∣Zi ∩ VL − E[Zi ∩ VL]∣∣ ≥ wt√Kn) ≤ 2 exp(−wt/2)
Pr
(∣∣Zi ∩ VR − E[Zi ∩ VR]∣∣ ≥ wt√Kn) ≤ 2 exp(−wt/2).
Using union bound, we obtain that
Pr
(∣∣Zi ∩ Vj − E[Zi ∩ Vj ]∣∣ ≥ wt√Kn for any i ∈ {−1, 1}, j ∈ {L,R}) ≤ 8 exp(−wt/2). (14)
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On the other hand, using Lemma 17, we can bound the deviation of the size of the giant component
as ∣∣|C1 ∩ VL| − αL(Xt)θLn∣∣, ∣∣|C1 ∩ VR| − αR(Xt)θRkn∣∣ ≤ wt√n (15)
with probability at least
1− U1
wt
− U2
w2t
for some constants U1, U2 > 0, where such U1, U2 exist as
1
2k ≤ αR(Xt)knαL(Xt)n ≤ 2k. By combining (13),
(14) and (15), we obtain
‖α(Xt+1)− F (α(Xt))‖∞ ≤ wt(1 +
√
K)n−1/2 (16)
with probability at least
(1− 1/wt)
(
1− 8 exp
(
−wt
2
)
− U1
wt
− U2
w2t
)
.
Furthermore, by combining (16) and |F (αL, αR) − (α∗L, α∗R)| ≤ c|(αL, αR) − (α∗L, α∗R)|, it follows
that
‖α(Xt+1)− (α∗L, α∗R)‖∞ ≤
c+ 1
2
‖α(Xt)− (α∗L, α∗R)‖∞ ≤ δ (17)
by setting wt as
wt :=
1− c
2
n1/2
1 +
√
K
‖α(Xt)− (α∗L, α∗R)‖∞ ≥
1− c
2
L
1 +
√
K
.
Namely, ‖α(Xt)− (α∗L, α∗R)‖∞ and wt decrease with at least multiplicative factor (c+ 1)/2. There-
fore, by applying the above arguments from t = 0, 1, . . . , there exists T = O(log n) such that
‖α(XT )− (α∗L, α∗R)‖∞ ≤ Ln−1/2,
with probability at least
T−1∏
t=0
(
1− 1
wt
)(
1− 8 exp
(
−wt
2
)
− U1
wt
− U2
w2t
)
≥
T−1∏
t=0
exp
(
−2s
wt
)
≥
∞∏
t=0
exp
(
−2s
wt
)
= exp
(
− 4s
1− c
1 +
√
K
L
∞∑
t=0
(
1 + c
2
)t)
= Θ(1),
where the first inequality is elementary to check by defining s := max(U1, U2 + 1, 10) and assuming
large enough L so that wt ≥ max(U21 , (U2 + 1)2, 100), without loss of generality.
This completes the proof of Lemma 6.
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B.4 Proof of Lemma 7
In this proof, we prove Lemma 7 for the case B > 2. One can apply the same argument for the
case B < 2. Let {VL, VR}, |VL| = n, |VR| = kn, be a partition of V such that (u, v) ∈ E if and
only if u ∈ VL, v ∈ VR or v ∈ VL, u ∈ VR. By following the proof arguments of Lemma 5.7 in
[27], one can show that after the step 2 of the Swendsen-Wang dynamics starting from X0 (and
Y0), there exists a constant C such that the following event occurs with probability 1 − O(1/n):
there are more than Cn isolated vertices in both VL, VR. Suppose the events happen from both
X0 and Y0. Then, we choose exactly Cn isolated vertices in both VL, VR (from X0, Y0) and we
consider the following coupling: in the step 3 of the Swendsen-Wang dynamics starting from X0
and Y0, assign spins to components except for the chosen isolated vertices. Let Xˆ1, Yˆ1 denote the
spin configurations except for the chosen isolated vertices. By applying the same arguments used
for deriving (13)-(15), we obtain
‖α(Xˆ1)− (α∗L − C/2, α∗R − C/2)‖∞, ‖α(Yˆ1)− (α∗L − C/2, α∗R − C/2)‖∞ ≤
1
2
L′n−1/2
for some constant L′ with probability Θ(1). Then it holds that
‖α(Xˆ1)−α(Yˆ1)‖∞ ≤ L′n−1/2 (18)
with probability Θ(1). Assume that the event (18) occurs. Now we show that there exists a
coupling such that αL(X1) = αL(Y1), αR(X1) = αR(Y1) with probability Θ(1). In this proof, we
only provide a coupling such that αL(X1) = αL(Y1) with probability Θ(1), where one can easily
extend the proof strategy to achieve αR(X1) = αR(Y1).
Now we provide a joint distribution on isolated vertices of VL in the step 3 of the Swendsen-
Wang dynamics starting from X0 and Y0 so that αL(X1) = αL(Y1) with probability Θ(1). Let
v1, . . . , vCn denote the chosen isolated vertices without spin in VL for both chains. For 1 ≤ j ≤ Cn,
let define
Zj =
{
1 if X1(vj) = 1
0 otherwise
Z ′j =
{
1 if Y1(vj) = 1
0 otherwise
.
Let Z =
∑
j Zj , Z
′ =
∑
j Z
′
j . Now we show that one can couple the spin configuration of X1 and Y1
with so that αL(X1) = αL(Y1) (and also αR(X1) = αR(Y1)) with probability Θ(1) and complete the
proof. Consider W ∼ Bin(Cn, 1/2). Then, the distribution of W is equivalent to the distribution
of Z (and Z ′). Let define a coupling (joint distribution) µ on Z,Z ′ such that
µ(Z = w,Z = w − `) = min(Pr(Z = w),Pr(Z = w − `))
for w ∈ [Cn2 , Cn2 + L′√n] where |` := n(αL(Xˆ1)−αL(Yˆ1))| ≤ L′√n. We remark that the construc-
tion of above coupling is equivalent to the coupling appears in Section 4.2 of [25]. The coupling µ
results that
µ(Z = Z ′ − `) ≥
∑
w∈[Cn2 ,Cn2 +L′
√
n]
µ(Z = w,Z ′ = w − `).
(19)
We now aim for showing that
Pr(W = w) = Ω(n−1/2) (20)
for all w ∈ [Cn2 − L′√n, Cn2 + L′√n], which leads to µ(Z = Z ′ − `) = Θ(1) due to (19).
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For w ∈ [Cn2 − L′√n, Cn2 + L′√n], it follows that
Pr (W = w) =
(
Cn
w
)(
1
2
)Cn
≥
(
Cn
Cn
2 − L′
√
n
)(
1
2
)Cn
= Θ(1)
√
Cn
(
Cn
e
)Cn
√
Cn− 2L′√n
(
Cn−2L′√n
2e
)Cn−2L′√n
2
√
Cn+ 2L′
√
n
(
Cn+2L′
√
n
2e
)Cn+2L′√n
2
(
1
2
)Cn
= Θ(n−1/2)
(Cn)n
(Cn− 2L′√n)Cn−2L
′√n
2 (Cn+ 2L′
√
n)
Cn+2L′√n
2
= Θ(n−1/2)
1(
1− 2L′
√
n
Cn
)Cn−2L′√n
2
(
1 + 2L
′√n
Cn
)Cn+2L′√n
2
≥ Θ(n−1/2) 1
e
4L′2
C
= Θ(n−1/2)
where the second equality follows from Stirling’s formula. By combining (19) and (20), we obtain
µ(Z = Z ′ − `) = Θ(1)
and therefore there exists a coupling on (Xt, Yt) such that αL(X1) = αL(Y1) with probability Θ(1).
This completes the proof of Lemma 7.
B.5 Proof of Lemma 9
From Lemma 14, we know that (α∗L, α
∗
R) = (1/2, 1/2). Throughout this proof, we use (1/2, 1/2)
instead of (α∗L, α
∗
R). First, choose a constant δ > 0 small enough so that F (1/2 + δ, 1/2 + δ) =
(1/2, 1/2), i.e. (1/2+δ, 1/2+δ) is subcritical. Then, from Lemma 13, there exists a constant T such
that F (T )([0, 1]) ≤ (1/2 + δ/2, 1/2 + δ/2). One can directly notice that that within T iterations of
the Swendsen-Wang chain, the size of the larger spin class becomes less than (1/2 + δ, 1/2 + δ) with
probability 1− o(1) by Lemma 11. Furthermore, since (1/2 + δ, 1/2 + δ) is subcritical, in the step
2 of the Swendsen-Wang dynamics at the next iteration, the larger spin class becomes subcritical,
i.e. α(XT+1) = (1/2 + o(1), 1/2 + o(1)) with probability 1 − o(1) by Lemma 11. Given the event
α(XT+1) = (1/2 + o(1), 1/2 + o(1)), after the step 2 of the Swendsen-Wang dynamics starting from
XT+1 satisfies the following:
E
[∑
i≥1
|Ci|2
]
= O(n),
where we use Lemma 16 (a). By applying the same arguments used for deriving (13) and (14), we
have
XT+2 = (1/2 +O(n
−1/2), 1/2 +O(n−1/2)), with probability Θ(1).
This completes the proof of Lemma 9.
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C Proofs of Technical Lemmas
C.1 Proof of Lemma 12
In this proof, we first show that F has the unique fixed point (1/2, 1/2) for B < 2 and (α∗L, α
∗
R) for
B > 2. Before starting the proof, we note that αL < 1/2, αR > 1/2 (or αL > 1/2, αR < 1/2) cannot
be a solution of (11). To help the proof, we use the substitution zL = 2αL − 1 and zR = 2αR − 1.
By substituting zL, zR into (11), we have
zL =
√
k
B
log
1 + zR
1− zR zR =
1
B
√
k
log
1 + zL
1− zL , (21)
i.e. any fixed point of F must satisfies (21). First, consider the case that B < 2. One can easily
check that (1/2, 1/2) is a fixed point of F and αL, αR < 1/2 cannot be a fixed point of F . Now,
suppose that there exists a solution zL, zR > 0 of (21), i.e. there exists αL, αR > 1/2 satisfying
(11). Using the inequality log 1+x1−x > 2x for x > 0 and (21), we have
zL >
4
B2
zL zR >
4
B2
zR.
Since we assumed that B < 2, the above inequalities leads to contradiction and results that
(1/2, 1/2) is the only fixed point of F for B < 2. Now, consider the case that B > 2. We
first define functions g(x), y(x) as below:
y(x) :=
1
B
√
k
log
1 + x
1− x g(x) :=
√
k
B
log
1 + y(x)
1− y(x) .
Then x is a fixed point of g if and only if (zL, zR) = (x, y(x)) is a solution of (21). Now we show
that there exists the unique fixed point x > 0 of g. Suppose there exist two fixed points x1, x2
of g. By mean value theorem, there exists x′ between x1, x2 such that dgdx(x
′) = 1. However, the
derivative of g(x) with respect to x is
dg
dx
(x) =
4k
1− x2
1
B2k − log2 1+x1−x
and at x = x′ we have
4k
1− x2 = B
2k − log2 1 + x
1− x. (22)
One can observe that LHS of (22) is increasing with x but RHS of (22) is decreasing with x,
i.e. there are at most two fixed points of g and therefore there are at most two solutions of (11).
(1/2, 1/2) is a solution of (11) but it is not a fixed point of F . However, since F : [0, 1]2 → [0, 1]2
and F is continuous, by Brouwer’s fixed point theorem, F has a fixed point. Furthermore, for
(αL, αR) ≤ (1/2, 1/2), we have F (αL, αR) ≥ (1/2, 1/2). Using this facts, one can conclude that F
has a unique fixed point (α∗L, α
∗
R) > (1/2, 1/2) for B > 2.
Now, we show that the fixed point of F is Jacobian attractive. Consider the Jacobian D(F ) of
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F , given by
D(F ) =

∂FL
∂αL
∂FL
∂αR
∂FR
∂αL
∂FR
∂αR

=
1
2
1
1− (1− θL)(1− θR)B2αLαR
 θL (1− θL)θRB
√
kαL
(1− θR)θLBαR/
√
k θR
 (23)
where (θL, θR) is a solution of (9). For B < 2, D(F ) is a zero matrix at (1/2,1/2), i.e. the largest
eigen value of D(F ) is zero. Therefore the fixed point of F is Jacobian attractive for B < 2.
Suppose B > 2. Using (9) and by direct calculation of the largest eigenvalue, the largest eigenvalue
λ of D(F ) can be bounded as below:
|λ| < 1
2
θL + θR
1− (1−θL)(1−θR)θLθR log(1− θL) log(1− θR)
. (24)
Since we are interested in λ at the fixed point, we only need to consider θL, θR > 0. Now we show
that RHS of (24) is strictly smaller than 1 to prove that F is Jacobian attractive at (α∗L, α
∗
R).
Consider the following function h
h(θL, θR) := 2− θL − θR − 2(1− θL)(1− θR)
θLθR
log(1− θL) log(1− θR).
One can notice that h(θL, θR) > 0 if and only if RHS of (24) is strictly smaller than 1. We bound
h using the following claim.
Claim 18. For 0 < x < 1, the following inequality holds:
−1− x
x
log(1− x) < √1− x.
Proof. Let
f(x) :=
√
1− x
x
log(1− x).
It suffices to show that −1 < f(x) for 0 < x < 1. We have limx→0+ f(x) = −1. Furthermore, f is
strictly increasing for 0 < x < 1 since
df
dx
(x) = − 2− x
2x2
√
1− x log(1− x)−
1
x
√
1− x > 0,
where the last inequality can be verified by using the Taylor series of log(1− x). This implies that
−1 < f(x) for 0 < x < 1, completing the proof of Claim 18.
Using Claim 18, we have
h(θL, θR) > 2− θL − θR − 2
√
(1− θL)(1− θR) ≥ 0
for 0 < θL, θR < 1. This implies that RHS of (24) is strictly smaller than 1 and therefore |λ| < 1,
i.e. (α∗L, α
∗
R) is Jacobian attractive fixedpoint of F for B > 2. This completes the proof of Lemma
12.
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C.2 Proof of Lemma 13
In this proof, we first show that F is monotonically increasing function. From the formulation (23)
of the Jacobian of F , every entries of D(F ) is non-negative, i.e. F is monotonically increasing, if
and only if the following inequality holds
1− (1− θL)(1− θR)B2αLαR > 0. (25)
Since θL = θR = 0 if and only if
√
αLαRB ≤ 1, we only need to consider the case that √αLαRB >
1 (we can ignore the case
√
αLαR = 1 for proving that F is monotonically increasing as F is
continuous). Using (9), LHS of (25) can be represented as
1− (1− θL)(1− θR)
θLθR
log(1− θL) log(1− θR).
By Claim 18, we have
1− (1− θL)(1− θR)
θLθR
log(1− θL) log(1− θR) > 1−
√
(1− θL)(1− θR) > 0
for 0 < θL, θR < 1. This results that F is monotonically increasing.
Since F is monotonically increasing, F (t)(0, 0) ≤ F (t)(αL, αR) ≤ F (t)(1, 1) for any (αL, αR), i.e.
it is enough to show that sequences [F (t)(0, 0)]t and [F
(t)(1, 1)]t converge to the fixed point of F .
Let (α∗L, α
∗
R) be the fixed point of F . From the definition of F , we have F (1, 1) ≤ (1, 1). Using
the monotonicity, we have F (2)(1, 1) ≤ F (1, 1). By applying this argument repeatedly, one can
argue that [F (t)(1, 1)]t is a decreasing sequence and bounded below by the fixed point of F . By
the monotone convergence theorem and lemma 12, [F (t)(1, 1)]t converges to the fixed point of F .
Similarly [F (t)(0, 0)]t converges to the fixed point of F . This completes the proof of Lemma 13.
C.3 Proof of Lemma 14
We first formulate the probability that a phase (αL, αR) occurs. This probability can be formulated
as follows:
Pr(αL, αR) ∝
(
n
αLn
)(
kn
αRkn
)(
1− B
n
√
k
)kn2(αL(1−αR)+αR(1−αL))
≈ 1
2pin
√
αL(1− αL)αR(1− αR)k
α−αLnL (1− αL)−(1−αL)n
× α−αRknR (1− αR)−(1−αR)kn exp
(
−Bn
√
k(αL(1− αR) + αR(1− αL))
)
=
1
2pin
√
αL(1− αL)αR(1− αR)k
exp
(
n
√
kψ(αL, αR)
)
where we use Stirling’s formula for the second line and ψ is defined as
ψ(αL, αR) :=−B(αL + αR − 2αLαR)− αL√
k
logαL − 1− αL√
k
log(1− αL)
−
√
kαR logαR −
√
k(1− αR) log(1− αR).
Since ψ(αL, αR) determines the exponential order of the probability of the phase (αL, αR) and the
number of possible phases is bounded by a polynomial in n, the maximum a posteriori phase of the
Ising model is asymptotically given by the phase which achieves the maximum value of ψ.
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Now we analyze the phase (αL, αR) maximizing ψ. By taking partial derivative of ψ with
respect to αL and αR, we have
∂ψ(αL, αR)
∂αL
= −B(1− 2αR)− 1√
k
logαL +
1√
k
log(1− αL)
∂ψ(αL, αR)
∂αR
= −B(1− 2αL)−
√
k logαR +
√
k log(1− αR).
By simple calculation, one can check that ∂ψ(αL,αR)∂αL =
∂ψ(αL,αR)
∂αR
= 0 if and only if the following
relation holds
exp
(
B
√
k(1− 2αR)
)
=
1− αL
αL
exp
(
B√
k
(1− 2αL)
)
=
1− αR
αR
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which is equivalent to (11). One can easily check that αL = αR = 1/2 is a solution of (26). If
(αL, αR) is a solution of (26), then (1 − αL, 1 − αR) is a solution of (26). Furthermore, LHS and
RHS of the first (and the second) equation of (26) are decreasing with respect to αR, αL (and
αL, αR) respectively. Since (1/2, 1/2) is a solution of (26), any solution (αL, αR) of (26) satisfies
αL, αR ≥ 1/2 or αL, αR ≤ 1/2. Therefore, we only consider critical points of ψ in [1/2, 1]2. In
the proof of Lemma 12 we have shown that (26) has the only solution (1/2, 1/2) for B ≤ 2 and
(26) has only two solutions (1/2, 1/2), (α∗L, α
∗
R) for B > 2. Now we show that (1/2, 1/2), (α
∗
L, α
∗
R)
achieve the maximum value of ψ for B ≤ 2, B > 2 respectively by showing that the Hessian of ψ is
negative semidefinite at (1/2, 1/2), (α∗L, α
∗
R) for B ≤ 2, B > 2 respectively. The hessian H(ψ) of ψ
is as follows
H(ψ) =
−
1
αL(1− αL)
√
k
2B
2B −
√
k
αR(1− αR)
 .
By simple calculations, one can check that H(ψ) is negative semidefinite if and only if
2B ≤
√
1
αL(1− αL)αR(1− αR) . (27)
Since (27) holds for any B ≤ 2, (1/2, 1/2) maximizes ψ.
Now we show that (α∗L, α
∗
R) maximizes ψ for B > 2. Consider H(ψ) at (1/2, 1/2) and (α
∗
L, α
∗
R).
H(ψ) is negative semidefinite if and only if (27) holds. However, (1/2, 1/2) does not satisfies (27)
and therefore (1/2, 1/2) is not a local maximum of F . Let z∗L = 2α
∗
L − 1 and z∗R = 2α∗R − 1. Then
(27) at (α∗L, α
∗
R) is equivalent to
1
4
(1− z∗2L )(1− z∗2R )
z∗Lz
∗
R
log
1 + z∗L
1− z∗L
log
1 + z∗R
1− z∗R
≤ 1 (28)
where we additionally use the fact that (z∗L, z
∗
R) is a solution of (21). Let define h(x) :=
1−x2
x log
1+x
1−x .
We have limx→0+ h(x) = 2. The derivative of h is strictly negative as
dh
dx
(x) = −1 + x
2
x2
log
1 + x
1− x
2
x
< −2x ≤ 0 (29)
where we use an inequality log 1+x1−x > 2x for x > 0. Since (29) and limx→0+ h(x) = 2 implies
1
4
(1− z∗2L )(1− z∗2R )
z∗Lz
∗
R
log
1 + z∗L
1− z∗L
log
1 + z∗R
1− z∗R
< 1 (30)
27
and this implies (28), (α∗L, α
∗
R) is the only local maximum of ψ on [1/2, 1]
2 for B > 2. Recall that
every local maximum point (αL, αR) of ψ satisfies that αL, αR ≥ 1/2 or αL, αR ≤ 1/2. This implies
that (α∗L, α
∗
R), (1−α∗L, 1−α∗R) are only local maxima of ψ, i.e. (1−α∗L, 1−α∗R) achieves maximum
of ψ in [0, 1/2]× [0, 1] and (α∗L, α∗R) achieves maximum of ψ in [1/2, 1]× [0, 1] for B > 2. By Using
this, one can conclude that (α∗L, α
∗
R), (1− α∗L, 1− α∗R) achieve the maximum of ψ for B > 2. This
completes the proof of Lemma 14.
C.4 Proof of Lemma 16
In this section, we prove Lemma 16.
We first prove part (a). In order to bound the component sizes of G, we consider the following
branching process to explore a connected component of the bipartite Erdo˝s-Re´nyi random graph
G = (VL, VR, E) ∼ G(n, kn, p) with p = Bn√k .
1. Set t = 0. Choose u0 ∈ VL and initialize SL = SR = ∅, WL = u0,WR = ∅.
2. Set t← t+1. Choose ui ∈WL and choose random neighbors v1, . . . vri of ui from VR−SR−WR
where each neighbor of ui is chosen with probability
B
n
√
k
. Set WR = WR ∪ {v1, . . . vri},
WL = WL − {ui} and SL = SL ∪ {ui}.
3. For each vj ∈WR, choose random neighbors uj1, . . . , ujsj of vj from VL−SL−WL where each
neighbor of vj is chosen with probability
B
n
√
k
. SetWL = WL∪{uj1, . . . , ujsj}, WR = WR−{vj}
and SR = SR ∪ {vj}. Repeat the step 3 until WR = ∅.
4. Repeat steps 2-3 until WL ∪WR = ∅.
For each t-th iteration, let define a random variable Kt := |WL| at the beginning of the step 4 of
the branching process. Then the stopping time arg mint(Kt = 0) decides the number of vertices in
VL in the component of G(n, kn, p) containing u0. One can observe that Kt is bounded above by
the random variable (
∑t
i=0Ri)− t where R0 = 1 and Ri ∼ Bin
(
Bin
(
n, B
n
√
k
)
kn, B
n
√
k
)
. Similarly,
one can construct the branching process starting from u0 ∈ VR and define K ′t as Kt. Then K ′t is
bounded above by (
∑t
i=0R
′
i)− t where R′0 = 1 , R′i ∼ Bin
(
Bin
(
kn, B
n
√
k
)
n, B
n
√
k
)
.
Let C(v) be the component of G containing v. Observe that
E
[∑
i≥1
|Ci|2
]
= E
[ ∑
v∈VL∪VR
|C(v)|
]
= (1 + k)nE
[|C(v)|].
To complete the proof, it thus suffices to show that E [|C(v)|] = O(1). Define the following stopping
times τ, τ ′:
τ := arg min
t
((
t∑
i=0
Ri
)
− t = 0
)
τ ′ := arg min
t
((
t∑
i=0
R′i
)
− t = 0
)
.
Since Kt,K
′
t are bounded above by (
∑t
i=0Ri)− t, (
∑t
i=0R
′
i)− t respectively, we have
E
[|C(v)|] ≤ E[τ ] + E[τ ′].
By applying Wald’s lemma, we can conclude that
E[τ ], E[τ ′] = O(1)
and this completes the proof of part (a) of Lemma 16.
Next, we prove part (b) of Lemma 16. We first prove the following.
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Claim 19. For B > 1, (1− θL)(1− θR)B2 < 1 where θL, θR are solution of (8), i.e. the rest part
except for the giant component is subcritical.
Proof. Using (8), (1− θL)(1− θR)B2 reduces to
(1− θL)(1− θR)B2 = (1− θL)(1− θR)
θLθR
log(1− θL) log(1− θR).
By applying Claim 18 to the RHS of the above identity, we completes the proof of Claim 19.
By Claim 19, we know that the induced subgraph of vertices which are not in the giant com-
ponent, C1, is subcritical. Let ε > 0 be a small enough constant which satisfies that
(1− θL + ε)(1− θR + ε)B2 < 1. (31)
By following the proof of Theorem 9 of [21] and applying Azuma’s inequality, one can conclude
that
Pr
(|C1 ∩ VL| < (θL − ε)n) < e−Ω(n)
Pr
(|C1 ∩ VR| < (θR − ε)kn) < e−Ω(n)
for some constant c. Let E be the event that |C1 ∩ VL| > (θL − ε)n, |C1 ∩ VR| > (θR − ε)kn. By
(31) and part (a) of Lemma 16, we have
E
[∑
i≥2
|Ci|2
∣∣∣ E] = O(n).
Since Pr(E) = 1 − e−Ω(n), removing the conditioning on the event E can only affect the bound by
o(1). This yields part (b) of Lemma 16, and thus completes the proof.
C.5 Proof of Lemma 17
Call v ∈ VL ∪ VR ‘small’ if v is not in the giant component. For each v ∈ VL ∪ VR, let Sv be the
indicator random variable that v is small. Define SL :=
∑
v∈VL Sv and SR :=
∑
v∈VR Sv. From
Lemma 10, we know that
for all v ∈ VL, Pr(Sv = 1) = 1− θL.
To bound the variance of the giant component, our goal is to bound the variance of SL, SR. We
bound the second moment of SL as below:
E
[
S2L
]
=
∑
v∈VL
E
[
S2v
]
+
∑
u6=v
u,v∈VL
E[SuSv]
= E[SL] +
∑
u6=v
u,v∈VL
Pr(u, v are small)
= E[SL] +
∑
v∈VL
Pr(v is small)
∑
u6=v
u∈VL
Pr(u is small | v is small)
29
Note that for each v ∈ VL, we have that∑
u6=v
u∈VL
Pr(u is small | v is small)
=
∑
u6=v: u∈VL
u, v are in same
component
Pr(u is small | v is small) +
∑
u6=v: u∈VL
u, v are in different
components
Pr(u is small | v is small).
However, we have∑
v∈VL
Pr(v is small)
∑
u6=v: u∈VL
u, v are in same
component
Pr(u is small | v is small) ≤
∑
v∈VL
(|C(v)| − 1)
≤
∑
i≥2
|Ci|(|Ci| − 1) (32)
≤ wKn
where C(v) is a component containing a small vertex v. The last inequality of (32) follows from
the assumption
∑
i≥2 |Ci|2 < wKn. For u, v which are in different components, asymptotically we
have
Pr(u is small | v is small) = Pr(u is small) = 1− θL (33)
as |C(v)| = O(log2 n) for small vertex v by Lemma 10. Combining (32) and (33) results
E[S2L] = E[SL] +
∑
v∈VL
Pr(v is small)
∑
u6=v
Pr(u is small | v is small)
≤ (1− θL)n+ wKn+ (1− θL)2n2. (34)
(34) directly leads to
Var(SL) ≤ (1− θL + wK)n.
Using Chebyshev’s inequality, we bound the deviation of SL from its expectation as
Pr(|SL − (1− θL)n| ≥ w
√
n) ≤ 1− θL + wK
w2
. (35)
One can apply the similar argument for VR and achieve
Pr(|SR − (1− θR)kn| ≥ w
√
kn) ≤ (1− θR)k + wK
kw2
. (36)
Combining (35), (36) results
Pr({|SL − (1− θL)n| ≥ w
√
n} ∪ {|SR − (1− θR)kn| ≥ w
√
n}) ≤ 2K
w
+
1 + k
w2
.
This completes the proof of Lemma 17.
30
