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Abstract
In a thorough paper Kucharˇ has examined the canonical reduction of the most
general action functional describing the geometrodynamics of the maximally
extended Schwarzschild geometry. This reduction yields the true degrees of
freedom for (vacuum) spherically symmetric general relativity (SSGR). The
essential technical ingredient in Kucharˇ’s analysis is a canonical transforma-
tion to a certain chart on the gravitational phase space which features the
Schwarzschild mass parameter MS, expressed in terms of what are essen-
tially Arnowitt-Deser-Misner variables, as a canonical coordinate. (Kucharˇ’s
paper complements earlier work by Kastrup and Thiemann, based mostly
on Ashtekar variables, which has also explicitly isolated the true degrees of
freedom for vacuum SSGR.) In this paper we discuss the geometric interpreta-
tion of Kucharˇ’s canonical transformation in terms of the theory of quasilocal
energy-momentum in general relativity given by Brown and York. We find
Kucharˇ’s transformation to be a “sphere-dependent boost to the rest frame,”
where the “rest frame” is defined by vanishing quasilocal momentum. Fur-
thermore, our formalism is general enough to cover the case of (vacuum) two-
dimensional dilaton gravity. Therefore, besides reviewing Kucharˇ’s original
work for Schwarzschild black holes from the framework of hyperbolic geom-
etry, we present new results concerning the canonical reduction of Witten-
black-hole geometrodynamics. Finally, addressing a recent work of Louko
and Whiting, we discuss some delicate points concerning the canonical reduc-
tion of the “thermodynamical action,” which is of central importance in the
path-integral formulation of gravitational thermodynamics.
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∗Revised version (to appear in Classical and Quantum Gravity).
†email address: lau@thp16.tuwien.ac.at
1
I. INTRODUCTION
In a thorough paper (Ref. [1], hereafter referred to as KVK) Kucharˇ has examined
the canonical reduction of the most general action functional describing the geometrody-
namics of the maximally extended Schwarzschild geometry. This reduction yields the true
degrees of freedom for vacuum general relativity subject to ansatz of spherical symmetry.
The key technical ingredient in Kucharˇ’s analysis is a canonical transformation to a certain
chart on the gravitational phase space which features the Schwarzschild mass parameter
MS, expressed in terms of what are essentially Arnowitt-Deser-Misner (ADM) variables, [2]
as a canonical coordinate. (Kucharˇ’s paper complements earlier work [3] by Kastrup and
Thiemann, based mostly on Ashtekar variables, which has also explicitly isolated the true
degrees of freedom for vacuum SSGR.) Potential applications of the new reduced formalism
include examinations, from the canonical viewpoint, of spherically symmetric collapse, the
Hawking effect, and equilibrium gravitational thermodynamics. Indeed, Louko and Whiting
have already made such an application. Applying Kucharˇ’s method to a spatially bounded
exterior region of the Schwarzschild black hole, they have constructed the Schwarzschild
thermodynamical (canonical) partition function completely within the Lorentzian Hamilto-
nian framework (Ref. [4], hereafter referred to as LW). Their canonical partition function
is in agreement with previous results derived via the Euclidean-path-integral method. [5]
The starting point in LW is the “thermodynamical action,” which is of central importance
in the path-integral formulation of gravitational thermodynamics. A very delicate issue in
the analysis of LW concerns the treatment of the thermodynamical action’s boundary terms
under the canonical reduction via the KVK method.
In this paper we discuss the geometric interpretation of Kucharˇ’s canonical transfor-
mation. By appealing to notions of quasilocal energy and momentum in general relativity
which have been given by Brown and York [6,7], we interpret Kucharˇ’s canonical transfor-
mation as a “sphere-dependent boost to the rest frame,” where the “rest frame” is defined
by vanishing quasilocal momentum. It seems to us that KVK finds essentially the same
interpretation via an alternate route involving subsequent canonical transformations and a
“parameterization at infinity.” We believe that our approach complements the one given by
KVK. The center-stone of ours is the following observation. On an arbitrary (spherically
symmetric) spatial slice Σ the parameter ϕ describing the local boost between the slice Eule-
rian observers at a point and the rest-frame observers at the same point can be constructed
from the canonical variables of Σ (if known in a tiny spatial region surrounding the point of
interest). Furthermore, we work in a framework which is general enough to cover Witten’s
two-dimensional dilaton gravity (2dDG). [8] (Further still, many of our preliminary results
concerning the theory of quasilocal energy-momentum are unaffected by the inclusion of min-
imally coupled matter and hence are relevant for the two-dimensional dilaton-plus-matter
model of Callan, Giddings, Harvey, and Strominger. [9]) Therefore, besides reviewing some
of Kucharˇ’s original work for Schwarzschild black holes from the framework of hyperbolic
geometry, we present new results concerning the canonical reduction of Witten-black-hole
geometrodynamics. We show that the canonical transformation of KVK can also be made in
the context of (vacuum) 2dDG. Therefore, the potential applications of the KVK formalism,
listed in the first paragraph, are also relevant for 2dDG. Finally, with our general framework
we address some of the delicate points, first considered in LW, concerning the canonical re-
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duction of the “thermodynamical action.” Our conceptual framework supports the difficult
technical steps taken in LW. All of our results are given for both the Schwarzschild and
Witten-black-hole cases.
A few technical points demand some comment at the outset. As mentioned, the analysis
of KVK concerns the full Kruskal spacetime, the maximally extended Schwarzschild geome-
try. The canonical variables used in KVK are defined on spatial slices which cut completely
across the Kruskal diagram, and therefore have to obey appropriate boundary conditions in
the asymptotic regions. In crossing from one spatial infinity to the other, the slices of KVK
are allowed to cross the horizon in a completely general way. This introduces some technical
difficulties at the horizon, especially when one is considering Kucharˇ’s canonical transfor-
mation. However, as demonstrated in KVK, with care these difficulties may be surmounted.
We choose to confine our attention entirely to the right static region of the Kruskal diagram.
At first, we work with the time history of a static region lying between concentric spheres.
Thus we avoid many of the technical difficulties faced by Kucharˇ at the outset. We could,
of course, work in the full Kruskal diagram, but the essential points of this paper do not
demand that we do so. However, since we do chose to bypass a technical treatment of the
horizon, questions concerning how to handle such horizon difficulties remain for the Witten
black holes of 2dDG. However, notationally we adopt nearly the same conventions as KVK.
Therefore, we expect that with the present paper as a stepping stone, the interested reader
could -with minimal effort- convert any and all of the horizon arguments given in KVK into
corresponding arguments applicable to the Witten black-hole case.
The layout of this paper is as follows. In § II, the preliminary section, we describe the
relevant kinematics of our spacetime geometry. Since the spacetime geometry is spherically
symmetric, it proves convenient to work with a toy 1+1 dimensional spacetimeM. In reality,
the points of M are round spheres. In § III we derive quasilocal1 energy and momentum
expressions for the physical fields defined on a generic spatial slice Σ ofM. The method used
to derive the quasilocal expressions is a Hamilton-Jacobi analysis of an appropriate action
principle forM. In § IV we use the developed notions of quasilocal energy and momentum
to underscore the geometric significance of Kucharˇ’s canonical transformation. This section
also considers the reduction of the canonical action with the boundary conditions adopted
in this work. Finally, § V considers the canonical reduction of the thermodynamical action.
II. PRELIMINARIES
A. Spacetime M and foliations
Consider a 1+1 dimensional spacetime regionM which is bounded spatially. The region
M consists of a collection of one dimensional spacelike slices Σ. The letter Σ denotes both
a foliation of M into spacelike slices and a generic leaf of such a foliation. However, for
1We use the adjective “quasilocal” because from the four-dimensional viewpoint the energy and
momentum are associated round two-spheres. Thus these “quasilocal” quantities are associated
with points of M.
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the initial spacelike slice we reserve the special symbol t′ (also the value of the coordinate
time on the initial slice), and, likewise, for the final spacelike slice we reserve the symbol
t′′ (also the value of the coordinate time on the final slice). On spacetime M we have
coordinates (t, r), and a generic spacetime point2 is B(t, r). Every constant-t slice Σ has
two boundary points Bi (at r = ri) and Bo (at r = ro). Assume that along Σ the coordinate
r increases monotonically from Bi to Bo. We represent the timelike history Bi(t) ≡ B(t, ri)
by T¯i (unbarred T is reserved for another meaning) and refer to it as the inner boundary.
Likewise, we represent the timelike history Bo(t) ≡ B(t, ro) by T¯o and refer to it as the
outer boundary. Later on, when we deal with black-hole solutions, we will “seal” the inner
boundary. In other words, the time development at the inner boundary will be arrested, and
the point Bi will correspond to a bifurcation point in a Kruskal-like diagram. We denote
the corner points of our spacetime as follows: B′i ≡ B(t′, ri), B′o ≡ B(t′, ro), B′′i ≡ B(t′′, ri),
and B′′o ≡ B(t′′, ro).
We can also consider a radial foliation of M by a family of one-dimensional timelike
surfaces which extend from T¯i outward to T¯o (for black-hole solutions T¯i may be a degenerate
sheet). [10] These are constant-r surfaces. Like before, we loosely use the letter T¯ both to
denote the radial foliation and a generic leaf of this foliation. We call T¯ leaves sheets, whereas
we have called Σ leaves slices (this is an informal convention). Abusing the notation a bit,
we also often let the symbol T¯ denote the total timelike boundary T¯i ⋃ T¯o. However, when
the symbol T¯ has this meaning, it always appears in the phrase “the T¯ boundary.”
B. Metric decompositions
The spacetime metric is gab. The metric on a generic Σ slice is Λ
2, and the metric on
the T¯ boundary is denoted by −N¯2. In terms of the Σ foliation, the metric may be written
in ADM form [2]
gabdx
adxb = −N2dt2 + Λ2 (dr +N rdt)2 , (2.1)
with N and N r denoting the familiar lapse and shift. The vector field
ua∂/∂xa = N−1 (∂/∂t−N r∂/∂r) (2.2)
is the unit, timelike, future-pointing normal to the Σ foliation.
In terms of the T¯ foliation, the M metric takes the form
gabdx
adxb = Λ¯2dr2 − N¯2
(
dt + Λ¯tdr
)2
, (2.3)
where Λ¯ and Λ¯t are the radial lapse and radial shift. The unit, spacelike, T¯ -foliation normal
is
2One may consider each point of M to be round two-sphere with radius R(t, r), where R is the
radius function.
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n¯a∂/∂xa = Λ¯−1
(
∂/∂r − Λ¯t∂/∂t
)
. (2.4)
We also define the T¯ boundary normal n¯a on T¯i and T¯o by the requirement that it always
be outward-pointing on these boundary elements. On the outer boundary T¯o the outward
normal is n¯a = n¯a, while on the inner boundary T¯i the outward normal is n¯a = −n¯a. (For
a handful {na, n¯a, v, w, η, ϕ, E} of symbols we use this convention throughout the paper.
Regular letters represent objects associated with the boundary and have the appropriate
sign for each boundary element built in. Boldface versions of the same letters represent the
same objects but with the fixed sign appropriate for the outer boundary. Perhaps it would
have been a more natural choice to adopt the reciprocal notation and let the boldface letters
possess the sign flexibility. We have made the seemingly unnatural choice simply because it
leads to the minimal use of boldface letters. In other words, in what follows the sign-flexible
quantities happen to appear more frequently than their fixed-sign counterparts.)
By equating the coefficients of the above forms of gab, we obtain the following relations
between the “barred” and “unbarred” variables:
N¯ = N/γ (2.5a)
Λ¯ = γΛ (2.5b)
ΛN r/N = −N¯ Λ¯t/Λ¯ . (2.5c)
Here γ ≡ (1 − v2)−1/2 is the local relativistic factor associated with the velocity v ≡
ΛN r/N = −N¯ Λ¯t/Λ¯ = −v¯. [10] The timelike normal associated with the foliations Bi(t)
and Bo(t) of the boundary sheets T¯i and T¯o is u¯a∂/∂xa = N¯−1∂/∂t. Note that on the T¯
boundary the vector fields ua and u¯a need not coincide. Also, fixation of the t coordinate
gives a collection of points B(r) which foliates the slice Σ. The normal associated with this
foliation of Σ is na∂/∂xa = Λ−1∂/∂r. Again, we define a boundary normal na such that at
the inner boundary na is −na, the outward-pointing normal of Bi as embedded in Σ, while
at the outer boundary na is na, the outward-pointing normal of Bo as embedded in Σ. On
the inner and outer boundaries na and n¯a need not coincide. It is easy to verify the following
point-wise boost relations:
u¯a = γua + vγna (2.6a)
n¯a = γna + vγua , (2.6b)
where v = −v on T¯i and v = v on T¯o.
C. Extrinsic curvatures
The extrinsic curvature of a Σ slice as embedded inM is K ≡ −∇aua, where ∇a denotes
the torsion-free covariant derivative operator compatible with gab. One may also consider
spacelike slices Σ¯ which are everywhere orthogonal by assumption to the T¯ sheets. Since
the spacetime-filling extension of the T¯ sheets from T¯i to T¯o is arbitrary, the Σ¯ slices are
almost as general as the Σ slices. However, the Σ¯ slices are restricted by the requirement
that their normal vector field coincides with u¯a on the T¯ boundary. We describe such slices
as clamped. When the velocity v defined above is set to zero on the boundary, then the Σ
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slices are clamped. (In which case, there is no longer a need to make a distinction between
barred and unbarred slices.) Also define K¯ ≡ −∇au¯a, the extrinsic curvature associated with
the Σ¯ slices. The extrinsic curvature associated with the T¯ boundary elements is defined by
ϑ¯ ≡ −∇an¯a. We may also consider a foliation T generated by the ua Eulerian histories of
points in the Σ slices. At the boundary, the T sheets may be “crashing into” or “emerging
from” the actual boundary elements T¯i and T¯o. Nevertheless, one can define an extrinsic
curvature ϑ ≡ −∇ana. The value of ϑ at a particular boundary point of the T¯ boundary
is associated with the T sheet intersecting that point. We have that ϑ = −nbab, where
ab ≡ ua∇aub is the spacetime acceleration of ua. Since by assumption the metric-compatible
connection associated with M is torsion-free, −ϑ = na∇a[logN ].
With our transformation equations (2.6), one can derive the following “splitting” formu-
lae for K¯ and ϑ¯:
K¯ = γK + vγϑ− n¯a∇aη (2.7a)
ϑ¯ = γϑ+ vγK − u¯a∇aη , (2.7b)
where η ≡ tanh−1 v = 1
2
log |(1+v)/(1−v)|. Note that η = tanh−1−v on T¯i and η = tanh−1 v
on T¯o. In accord with our conventions also set η ≡ tanh−1 v.
III. ACTION AND QUASILOCAL ENERGY-MOMENTUM
We begin this section by precisely defining the type of action functional associated with
our bounded spacetime regionM which is of interest in this work. We will discuss in detail
the action’s associated variational principle, paying strict attention to all boundary terms.
This is the background work necessary to derive expressions for the quasilocal energy and
momentum associated with a generic bounded slice Σ.
A. Variational principle
Our analysis begins with the following action functional:
S1 = 1
4
α
∫
M
d2x
√−ge−2Φ
[
R+ 2ygab∇aΦ∇bΦ + 2λ2y exp [(2− y)2Φ]
]
+1
2
α
∫ t′
t′′
drΛe−2ΦK − 1
2
α
∫
T¯
dtN¯e−2Φϑ¯− 1
2
αe−2Φη
∣∣∣B′′
B′
, (3.1)
where R is the scalar curvature ofM built from the metric gab, and the scalar field Φ is the
celebrated dilaton. The variable y is an as-yet unspecified number, λ is a positive constant
with dimensions of inverse length, and α is another positive (and possibly dimensionful)
constant. The M integral in our action corresponds to a subclass of models within the
larger framework of generalized dilaton theories. [11] In (3.1) and throughout the rest of this
paper we use the following short-hand notations:
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∫ t′′
t′
=
∫
t′′
−
∫
t′
(3.2a)∫
T¯
=
∫
T¯i
+
∫
T¯o
(3.2b)
∣∣∣B′′
B′
=
∣∣∣
B′′
i
−
∣∣∣
B′
i
+
∣∣∣
B′′o
−
∣∣∣
B′o
, (3.2c)
where (3.2a) is used only when t′ and t′′ represent the initial and final slices and not in-
tegration parameters. The boundary terms in the above action ensure that its associated
variational principle features fixation of induced metric and the dilaton on the boundary.
Symbolically, we could collect the boundary terms into one expression
(
S1
)
∂M
= 1
2
α
∫
∂M
dx
√
|1g|e−2ΦK , (3.3)
where here K is used for the extrinsic curvature over the whole boundary T¯i ⋃ T¯o ⋃ t′ ⋃ t′′.
The corner-point contributions in (3.1) are included because, though the corner points are a
set of measure zero in the integration of e−2ΦK over all of ∂M, the term K becomes infinite
at the corners, since the boundary normal changes discontinuously from ua to n¯a at these
points. [10] Finally, we write S1 for the action, because we anticipate the need to append
to the action a Gibbons-Hawking subtraction term −S0 [N¯ ,Λ,Φ] (a functional of the fixed
boundary data). [12,6] In this case the full action would be S ≡ S1−S0 . We briefly consider
the more general action later in an appendix. Also, we could add to the action a matter
contribution Sm . Most of our work in this section on quasilocal energy-momentum would be
unaffected by an Sm contribution to the action, as long as the matter fields were minimally
coupled. However, an Sm contribution would affect the following sections devoted to the
canonical reduction. Therefore, for the sake of simplicity we do not consider an Sm further.
We are interested in (vacuum) spherically symmetric general relativity (SSGR). As was
first noted by Thomi, Isaak, and Ha´j´ıcˇek, [13] a suitable action for SSGR is given by (3.1)
with the choices y = 1, α = λ−2. Note that for the SSGR case, we set α equal to the
dimensionful constant λ−2. This gives our action the units of action in four dimensions. An
appendix shows that this action can be obtained via a reduction by spherical symmetry of
a covariant first-order version [14,10] of the Einstein-Hilbert action (where the four dimen-
sional action principle is associated with the time history 4M of a spatial region bounded
by concentric spheres). In this correspondence with SSGR, it turns out that the radius of a
round sphere is given by
R =
√
A
4π
=
e−Φ
λ
, (3.4)
where A stands for the proper area of the sphere.
In this paper we also consider (vacuum) two-dimensional dilaton gravity (2dDG), which
corresponds to y = 2 and α taken to be a dimensionless positive number. Often α is chosen
to be 2/π, but α remains essentially arbitrary. The arbitrariness of α for vacuum 2dDG
corresponds to the freedom to shift the dilaton by a constant Φ→ Φ−log√α′ (a freedom not
present for the SSGR action). Under such a shift, α→ α′′ = αα′. We would actually prefer
to set α = 2 for reasons which become clear later. Adding the right matter contribution
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Sm to the vacuum 2dDG action, we would obtain the CGHS model. [9] Though we do not
consider this matter contribution, the expressions for quasilocal energy-momentum that we
derive in this section are nevertheless valid for the full CGHS theory. For the SSGR case the
action S1 has dimensions of length-squared, while for 2dDG the action S1 is dimensionless.
This difference in units will propagate throughout all the formulae to follow. However, the
freedom of allowing α to be either λ−2 or a plain number will automatically keep track of
the correct units for both cases. For the SSGR case (y = 1, α = λ−2) all of our conventions
have been tailored to match those of KVK and LW.
The first step is to compute the variation of the action. One can compute the variation in
a number of ways, but the fastest way is the following. Note that R is a pure divergence, and
then perform an integration by parts on the R term in the action. This leads to cancelation
of most of the boundary terms. This short calculation and resulting form of the action are
given later in the discussion in the text preceding (4.3). Vary the resulting form of the action
(4.3) to find
δS1 = (terms giving the equations of motion)
+
∫ t′′
t′
dr (PΛδΛ + PΦδΦ) +
∫
T¯
dt
(
Π¯N¯δN¯ + Π¯ΦδΦ
)
+ αe−2ΦηδΦ
∣∣∣B′′
B′
, (3.5)
where we have defined the momenta
PΛ ≡ αe−2Φua∇aΦ (3.6a)
PΦ ≡ −αe−2ΦΛ (K + yua∇aΦ) (3.6b)
Π¯N¯ ≡ −αe−2Φn¯a∇aΦ (3.6c)
Π¯Φ ≡ αe−2ΦN¯
(
ϑ¯+ yn¯a∇aΦ
)
. (3.6d)
Inspection of the variation of the action shows that PΛ is the gravitational momentum
conjugate to Λ. Likewise, Π¯N¯ is the gravitational momentum conjugate to N¯ , where now
conjugacy is defined with respect to the T¯ boundary. The momentum conjugate to the
dilaton field is PΦ. The momentum Π¯Φ is the T¯ boundary analog of PΦ. Note that one
might try to define a momentum pΦ ≡ αe−2Φη in some sense conjugate to Φ at the corners.
However, we chose not to do this. Therefore, strictly speaking, the canonical action we
consider later has a mixed Hamiltonian-Lagrangian form. If the corner terms in the action
(3.1) had not been included, then the variational principle would have featured fixation of
η on the corner points. Fixing Φ at the corners seems to be more in harmony with the fact
that Φ is fixed on t′, t′′, and the T¯ boundary.
Our momenta PΛ and PΦ agree with the analysis of KVK. To see this take the SSGR
case and use the fact that PR = −(1/R)PΦ. One then finds precisely Kucharˇ’s momenta,
PΛ = −N−1R
(
R˙−N rR′
)
(3.7a)
PR = −N−1
[
R
(
Λ˙− (ΛN r)′
)
+ Λ
(
R˙−N rR′
)]
. (3.7b)
To get the last expression, we have used the definition of K given in the preliminary section
to find K = −(NΛ)−1
[
Λ˙− (ΛN r)′
]
. (Note, however, that due to well-entrenched notation
for the dilaton, we unfortunately must break with the KVK convention of only using Greek
letters to represent spatial densities like Λ. Though represented by a Greek letter, the dilaton
Φ is a scalar and its momentum PΦ is a density.)
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B. Quasilocal energy-momentum
As advertised, our variational principle has been rigged so that the induced metric
(Λ2,−N¯2) and the dilaton Φ are fixed as boundary data. In particular, the lapse of proper
time between the initial and final slices is fixed in the variational principle, since this infor-
mation is encoded in the T¯ boundary metric −N¯2. This is the key feature exploited in the
Brown-York theory [6,7] of quasilocal energy-momentum in general relativity. Following the
basic line of reasoning in this theory, we “read off” from the variation of the action what
geometric expressions play the role of quasilocal energy and momentum in our theory.
We begin by writing the boundary terms in the variation (3.5) of the action in the
following suggestive way:
(
δS1
)
∂M
= −
∫ t′′
t′
dr (JδΛ + ΛTδΦ)−
∫
T¯
dt
(
E¯δN¯ + N¯S¯δΦ
)
+ αe−2ΦηδΦ
∣∣∣B′′
B′
, (3.8)
where we have defined the scalars
E¯ ≡ −Π¯N¯ = αe−2Φn¯a∇aΦ (3.9a)
J ≡ −PΛ = −αe−2Φua∇aΦ (3.9b)
S¯ ≡ −Π¯Φ/N¯ = −αe−2Φ(ϑ¯+ yn¯a∇aΦ) (3.9c)
T ≡ −PΦ/Λ = αe−2Φ(K + yua∇aΦ) . (3.9d)
We interpret E¯ as the quasilocal energy associated with the u¯a observers at the boundary.
It is convenient to associate a separate energy with each boundary point of Σ¯. For instance,
E¯o ≡ E¯|Bo is the energy associated with the outer boundary point. However, properly
speaking, the full quasilocal energy associated with the Σ¯ gravitational and dilaton fields is
the sum
E¯
∣∣∣
Bo
+ E¯
∣∣∣
Bi
= αe−2Φ n¯a∇aΦ
∣∣∣
Bo
− αe−2Φ n¯a∇aΦ
∣∣∣
Bi
(3.10)
of the inner and outer boundary point contributions. Notice that the full energy above is
associated with a slice Σ¯ which has u¯a as its timelike normal at the T¯ boundary.3 Also notice
that, when evaluated on solutions to the field equations, the outer-boundary contribution to
the energy E¯o, for example, is minus the rate of change of the classical action (or Hamilton-
Jacobi principal function) with respect to a unit stretch in N¯ |T¯o , where N¯ |T¯o controls the
lapse of proper time between neighboring points on T¯o. [6]
The quasilocal energy associated with the ua observers at the boundary is
E ≡ αe−2Φ na∇aΦ , (3.11)
and sum Ei + Eo is the full quasilocal energy for a Σ slice. The energy E depends solely
on the Cauchy data of Σ in the same way that E¯ depends solely on the Cauchy data of
3Technically, E¯i + E¯o is the energy associated with any slice in the equivalence class determined
by this condition. The slice Σ¯ can be “wiggled” in the interior as long as its ends remain clamped
to the T¯ boundary. Similar comments are relevant for the Σ energy Ei + Eo.
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Σ¯. It proves useful in the next section to have an energy expression for each point4 of Σ.
However, we have a sign ambiguity, because each Σ point could be viewed as an inner or an
outer boundary point. For the sake of definiteness, define
E ≡ αe−2Φna∇aΦ = αe−2ΦΦ′/Λ . (3.12)
Of course, E = ±E, depending on whether it is evaluated at the outer or the inner boundary.
For some expressions, like E2, the sign ambiguity cancels, so we can use E2 or E2.
We consider J to be a quasilocal momentum. Notice that on-shell J |t′′ , for instance, is
minus the rate of change of the Hamilton-Jacobi principal function with respect to a unit
stretch in Λ|t′′ , where Λ|t′′ controls the lapse of proper distance between neighboring radial
leaves B of t′′. Such a variation in the boundary data corresponds to a dilation of t′′. Again,
we associate a J with each point of a generic Σ slice. At a glance, one sees that J = −PΛ
depends solely on Σ Cauchy data.
C. Boost relations and invariants
The Eulerian observers of Σ¯ at the T¯ boundary coincide with the natural observers in
the boundary. We may define a set
E¯ = αe−2Φn¯a∇aΦ (3.13a)
J¯ = −αe−2Φu¯a∇aΦ (3.13b)
S¯ = −αe−2Φ(ϑ¯+ yn¯a∇aΦ) (3.13c)
T¯ = αe−2Φ(K¯ + yu¯a∇aΦ) (3.13d)
of quasilocal quantities for such observers. Now the slice Σ need not be clamped to the T¯
boundary in our formalism. Hence, in general Σ and Σ¯ are different slices which intersect at
the same boundary point of interest. We will refer to a switch of the spatial slice spanning
a particular boundary point as a generalized boost or simply a boost. Properly speaking, a
generalized boost is a switch of the equivalence class of spanning slices. The behavior
E¯ = γE − vγJ (3.14a)
J¯ = γJ − vγE (3.14b)
S¯ = γS − vγT + αe−2Φu¯a∇aη (3.14c)
T¯ = γT − vγS − αe−2Φn¯a∇aη (3.14d)
of the quasilocal quantities under boosts follows immediately from the boost relations (2.6)
and the splittings (2.7). In (3.14c,d) the unbarred version of S¯ is
S ≡ −αe−2Φ
(
−abnb + ynb∇bΦ
)
. (3.15)
4Recall that the Σ points are spheres, at least in the SSGR case. So we are not really defining a
local energy, and certainly not a local energy density.
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Notice that E, J , S, and T have the same dependence on Σ Cauchy data that E¯, J¯ , S¯ and
T¯ have on Σ¯ Cauchy data. (However, due to the appearance of acceleration terms, both S
and S¯ do not depend solely on Cauchy data.)
Clearly the expression −E2 + J2 is invariant under boosts. We may multiply it by any
function of the dilaton field or add to it any function of the dilaton field and retain a boost-
invariant expression. Therefore, it is not completely unnatural to introduce the invariant
M = (2αλ)−1eyΦ
[
−E2 + J2 + (αλ)2 exp [−2yΦ]
]
. (3.16)
Note that M has units of length for the SSGR case and units of inverse length for 2dDG.
It turns out that on-shell (on solutions to the field equations) M is a completely conserved
quantity (constant in time and space). Moreover, for the case of SSGR we find thatM =MS,
where MS is Kucharˇ’s canonical expression for the Schwarzschild mass parameter,
MS =
P 2Λ
2R
− R
2
(
R′
Λ
)2
+
R
2
. (3.17)
From the four-dimensional spacetime perspective, the expression for MS corresponds to
several mass definitions in general relativity, when spherical symmetry is assumed. One is
the Hawking mass [16,17]
MH =
1
8π
√
A
16π
∫
B
d2x
√
σ
[
−1
2
(k2 − ℓ2) + 2R
]
, (3.18)
where 2R is the intrinsic scalar curvature of the two-surface B (in our case a round sphere),
and k is the trace of the intrinsic curvature of B as embedded in a spanning (three-
dimensional) Σ slice. Likewise, ℓ is the trace of the extrinsic curvature of B as embedded
in the timelike three-surface generated by the integral curves of the Σ normal, denoted by
uµ for four-dimensions. The boost-invariant combination 1
2
(k2 − ℓ2) is more often written
as a product of the expansions associated with the ingoing and outgoing null normals to B,
and the factor A, the area of B, ensures that the whole expression has units of energy. For
Schwarzschild MH equals the mass parameter of the solution even for finite two-spheres. For
general closed two-surfaces in general spacetimes, the Hawking expression can be “built” as
a combination of “quasilocal boost invariants.” [7,15]
For the 2dDG case set MW = 2M/α. By expressing MW in covariant form,
MW = λ
−1e−2Φ
(
λ2 − gab∇aΦ∇bΦ
)
, (3.19)
we see that it is the “local mass” of Tada and Uehara. [18] Such a quantity was also considered
by Frolov in Ref. [19]. With an argument originally given by KVK for the Schwarzschild
case, the appendix shows that MW is the canonical expression for the mass parameter of
the Witten black hole. The appendix also shows that the ADM energy [2] at spatial infinity
(associated with the preferred static-time slices) of the Witten black hole is the on-shell
value of M . This is the reason we would prefer to set α = 2.
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IV. CANONICAL THEORY
This section is devoted to the canonical form of the theory. We first sketch the Legendre
transformation which yields the canonical form of the action. We then vary the canonical
action, paying strict attention to all boundary terms. Finally, we consider the canonical
transformation of KVK and write down a new-canonical-variable version of the action (3.1)
which is particularly amenable to canonical reduction.
A. Form of the canonical action
Passage to the canonical form of the action (3.1) demands that we write the action in
1 + 1 form as a preliminary step. This is easily done with three ingredients. The first is the
splitting result (2.7b) for the T¯ boundary extrinsic curvature ϑ¯. The second is the identity
2ygab∇aΦ∇bΦ = 2y

−
(
Φ˙
N
)2
+ 2N r
(
Φ˙Φ′
N2
)
+
(
Φ′
Λγ
)2 , (4.1)
where γ is the relativistic factor of the preliminary section. The third and final ingredient is
the realization that for our two dimensional spacetime the Ricci scalar is a pure divergence,
R = −2∇a
(
Kua + abnbna
)
. (4.2)
Using these three ingredients, one can quickly cast (3.1) into the form
S1 = 1
4
α
∫
M
d2xNΛe−2ΦX +
∫
T¯
dt αe−2ΦηΦ˙ , (4.3)
where X is the expression
X = − 4
NΛ
[
ΛK
(
Φ˙−N rΦ′
)
+
N ′Φ′
Λ
]
+2y

−
(
Φ˙
N
)2
+ 2N r
(
Φ˙Φ′
N2
)
+
(
Φ′
Λγ
)2+ 2λ2y exp [(2− y)2Φ] . (4.4)
Performing the usual calculations with (4.3), one finds the following canonical action:
S1 =
∫
M
d2x
(
PΛΛ˙ + PΦΦ˙−NH−N rHr
)
+
∫
T¯
dt
(
αe−2ΦηΦ˙− N¯E¯
)
, (4.5)
where here E¯ is short-hand for γE − vγJ . It is important to realize that in the canonical
picture the equation E¯ = αe−2Φn¯a∇aΦ is not necessarily valid, for equality implicitly as-
sumes the canonical equation of motion PΛ = αe
−2Φua∇aΦ. Respectively, the Hamiltonian
constraint and the momentum constraint have the form
H = α−1e2Φ
[
PΦPΛ +
1
2
yΛ(PΛ)
2
]
+αe−2Φ
[(
2− 1
2
y
) Φ′2
Λ
− Φ
′′
Λ
+
Φ′Λ′
Λ2
− 1
2
λ2Λy exp [(2− y)2Φ]
]
(4.6a)
Hr = PΦΦ′ − ΛP ′Λ . (4.6b)
Notice that it is PΛ which appears differentiated in the momentum constraint Hr. This is
to be expected, as Λ is a scalar density.
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B. Variation of the canonical action
Straightforward manipulations establish that the variation of the canonical action is
δS1 = (terms which enforce the constraints and give the
Hamiltonian equations of motion) +
∫ t′′
t′
dr (PΛδΛ+ PΦδΦ)
−
∫
T¯
dt
[
E¯δN¯ + N¯S¯δΦ−
(
N¯J¯ + αe−2ΦΦ˙
)
δη
]
+ αe−2ΦηδΦ
∣∣∣B′′
B′
, (4.7)
where here E¯, J¯ , and S¯ are short-hand for the expressions
E¯ = γE − vγJ (4.8a)
J¯ = γJ − vγE (4.8b)
S¯ = γS − vγT + αe−2Φu¯a∇aη . (4.8c)
As mentioned, one should be careful, for while E, J , S, and T are built from the canonical
variables (Λ, PΛ; Φ, PΦ) in the same way as before (but S does not depend solely on the
canonical variables), now the momenta PΛ and PΦ need not have the forms given in (3.6)
(which are canonical equations of motion). The term which appears multiplied by the
variation δη vanishes when the canonical equation of motion for PΛ holds. Therefore, η is
not a quantity which is held fixed in our variational principle.
C. Canonical Transformation
In this subsection we perform Kucharˇ’s canonical transformation on the phase-space
pairs (Λ, PΛ; Φ, PΦ). In order to grasp the underlying hyperbolic geometry of this canonical
transformation, we first need to collect a few results and observations.
Consider a black-hole solution which extremizes the action (3.1) (either a Schwarzschild
black hole or a Witten black hole, depending on whether y is 1 or 2). Associated with this
solution, there is a preferred family of static-time slices, the collection of constant-Killing-
time level surfaces. For the Schwarzschild-black-hole case let T (t, r) denote the Killing time,
and for the Witten-black-hole case let τ(t, r) denote the Killing time. Now, given a particular
M point B, we may interpret it as a boundary point of the static-time slice Σ˜ which contains
it. Our construction defines the rest frame (u˜a, n˜a) at B, where u˜a is the normal of Σ˜ as
embedded inM and n˜a is the normal of B as embedded in Σ˜. If B is also considered to be a
point of the T¯ boundary, then in general Σ˜ does not define the same frame at B as the slice
Σ or the slice Σ¯ considered before. We know how to compute the energy E˜ and momentum
J˜ of the bounded static-time slice Σ˜,
E˜ = αe−2Φn˜a∇aΦ
J˜ = −αe−2Φu˜a∇aΦ . (4.8)
Clearly E˜ and J˜ depend on the Cauchy data of Σ˜ in the same way that E and J depend on
the Cauchy data of Σ.
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Now, it is a fact that J˜ = 0, which is why we refer to (u˜a, n˜a) as the rest frame at B.
The existence of the rest frame at B leads to our key observation: at B the parameter ϕ
associated with the boost from the frame (ua, na) defined by Σ to the rest frame (u˜a, n˜a) is
determined by the canonical variables of Σ.5 Indeed, with w ≡ J/E the boost from the Σ
frame to the rest frame is parameterized by
ϕ ≡ 1
2
log
∣∣∣∣1 + w1− w
∣∣∣∣ = 12 log
∣∣∣∣E + JE − J
∣∣∣∣ . (4.9)
Notice that u˜a = ψua+wψna with ψ = (1−w2)−1/2. We know the expression (4.9) is correct,
because our general theory of boosted quasilocal energy-momentum implies that E = ψE˜
and J = wψE˜. To get these last relations, assume that the T¯ boundary is generated by
the u˜a Eulerian history of B points (identify “tildes” with “bars” and w with v) and use
(3.14a,b). At this stage we have a sign ambiguity in our expressions, since we did not say
whether B is an inner or an outer boundary point. For the sake of definiteness in what
follows, we often want to assume that B is taken as an outer boundary point and make this
distinction notationally. Therefore, we use E, defined before in (3.12), and also w = J/E
which defines ϕ ≡ 1
2
log |(1 + w)/(1 − w)|. Notice that the sign ambiguities cancel in the
expression Eϕ = Eϕ. One should be careful when dealing with w, ψ, and ϕ. Since for
a classical solution the dilaton is a “bad” radial coordinate in the sense that Φ′ < 0, our
unreferenced energy E is negative. The (in our case positive) expression for the quasilocal
energy with the flat-space reference contribution is considered in the appendix and at length
in Ref. [6]. Therefore, since square roots are by convention positive, ψ = −E/√E2 − J2.
With our canonical expression for ϕ we straightforwardly write down a new set of con-
straints which generate proper unit displacements with respect to the static-time slices,
H = ψH +wψ(Hr/Λ) (4.10a)
H⊢ = ψ(Hr/Λ) +wψH . (4.10b)
Since these new constraints depend only on the canonical variables of Σ, we can consider
them off the constraint surface in phase space. However, when computing a Poisson bracket
{G,H}, where G is a functional of the canonical variables, one finds that all of the “danger-
ous” brackets {G,w} which arise come multiplied by either by factor of H or Hr. Therefore,
on-shell H generates proper unit displacement of the Σ slice in the u˜a direction. Likewise,
H⊢ generates proper unit displacement of the Σ slice in the n˜
a direction. As we show below,
these generators are closely related to the momenta PT and PR considered in KVK.
Define the new canonical variables in terms of the old ones as follows:
M = 1
2
αλe−yΦ(1− F ) (4.11a)
PM = (αλ)
−1eyΦF−1ΛPΛ (4.11b)
Ψ = Φ (4.11c)
PΨ = PΦ +
1
2
y(1 + F−1)ΛPΛ + αe
−2Φϕ′ , (4.11d)
5Which need to be known only in a tiny neighborhood of B.
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where M is the boost invariant (3.16) and in terms of the old variables F and ϕ are short-
hand for
F = (αλ)−2 exp [(y − 2)2Φ]
[
(αΦ′/Λ)2 − (e2ΦPΛ)2
]
(4.12a)
ϕ = 1
2
log
∣∣∣∣∣αe
−2ΦΦ′ − ΛPΛ
αe−2ΦΦ′ + ΛPΛ
∣∣∣∣∣ . (4.12b)
Notice that ϕ = 1
2
log |F−/F+|, where
F± = (αλ)
−1eyΦ(E ∓ J) . (4.13)
Evidently then, another expression for F of key importance is
F = F+F− = (αλ)
−2ey2Φ
(
E2 − J2
)
. (4.14)
For the SSGR case e−Ψ = λR and PΨ = −RPR, in the notation of KVK and LW. Also for
this case, one finds that PM = −T ′, because as shown in KVK the canonical expression
for (minus) the radial derivative of the Killing time is given by −T ′ = (RF )−1ΛPΛ. The
situation is the same for 2dDG, as in this case PM = −τ ′. We show in the appendix that
the canonical expression for (minus) the radial derivative of the Witten-black-hole Killing
time is −τ ′ = (αλ)−1e2ΦF−1ΛPΛ. One may prove that the transformation (Λ, PΛ; Φ, PΦ)→
(M,PM ; Ψ, PΨ) is canonical for our boundary conditions by verifying the identity
PΛδΛ + PΦδΦ− PMδM − PΨδΨ = δ [Λ(−J + Eϕ)]−
(
αe−2ΦδΦϕ
)′
, (4.15)
which upon integration over r shows that the difference between the old Liouville form and
the new Liouville is an exact form. Hence, the transformation is canonical.
Recall that for simplicity we wish to restrict our attention to the right-static region of
the relevant Kruskal diagram. Now, in fact, for both SSGR and 2dDG F is the canonical
expression for N˜2, where N˜ is the lapse function associated with the static-time slices. On-
shell, the event horizon of a particular black-hole solution is the locus of points determined
by F = 0. We may ensure that we are working exclusively in a static region of the Kruskal
diagram by choosing our boundary conditions appropriately and by excluding solutions for
which F = 0 somewhere on M. Where F is nonzero, the above transformation may be
inverted,
Λ =
[
λ−2F−1(Ψ′)2 exp [(y − 2)2Ψ]− F (PM)2
]1/2
(4.16a)
PΛ =
αλe−yΨFPM
[λ−2F−1(Ψ′)2 exp [(y − 2)2Ψ]− F (PM)2]1/2
(4.16b)
Φ = Ψ (4.16c)
PΦ = PΨ − 12αλye−yΨPM(1 + F )− αe−2Ψϕ′ , (4.16d)
where in terms of the new variables F and ϕ are short-hand for
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F = 1− 2(αλ)−1eyΨM (4.17a)
ϕ = 1
2
log
∣∣∣∣∣Ψ
′ − λ exp [(2− y)Ψ]FPM
Ψ′ + λ exp [(2− y)Ψ]FPM
∣∣∣∣∣ . (4.17b)
As mentioned in the introduction, KVK considers the canonical transformation and its
inverse in all regions of the Kruskal diagram for SSGR. Moreover, this reference provides
a detailed treatment of the (singular) behavior of the transformation at the horizon. We
expect that a similar treatment with essentially the same results can be carried out for the
2dDG case.
As shown in KVK for the SSGR case, the payoff obtained by using the new variables
comes when considering the constraints (4.6). Since on solutions to the constraints M is
a constant, one knows that M ′ must be a sum of constraints. Indeed, direct calculation
establishes that
M ′ = −F 1/2H . (4.18)
Since F 1/2 is the lapse N˜ , we see that −M ′ is the generator of Killing-time evolution. For
this reason, KVK uses the notation PT = −M ′ (and we would likewise set Pτ = −M ′ for
the 2dDG case). Furthermore,
PΨ = −λ−1 exp [(y − 2)Φ]F−1/2H⊢ (4.19)
is also a sum of constraints and so weakly vanishes. KVK and LW set PR = F
−1/2
H⊢. As
described in KVK, the momenta PT and PR respectively generate coordinate-scaled displace-
ments of the Σ slice along lines of constant R = R and T (or τ for 2dDG) in the Kruskal
diagram. Kucharˇ obtains these interpretations for PT and PR via a “parameterization at in-
finity” and canonical transformations subsequent to the main one (4.11). We have obtained
the exact same interpretations via a different route.
The new canonical variables are related to the new constraints (4.10) in a very simply
way: H = −F−1/2M ′ and H⊢ = −λ exp [(2− y)Ψ]F 1/2PΨ. Using these relations, we may
write the old constraints in terms of the new variables as
H = ψH−wψH⊢
Hr = Λ (ψH⊢ −wψH) , (4.20)
where here Λ is given in (4.16a) and w must be expressed in terms of the new variables.
With the list (4.16), it is not hard to show that
w = −λ(Ψ′)−1 exp [(2− y)Ψ]FPM . (4.21)
It is now straightforward, if tedious, to express the old constraints in terms of the new
variables,
H = λ
−1F−1Ψ′ exp [(y − 2)Ψ]M ′ + λF exp [(2− y)Ψ]PΨPM
[λ−2F−1(Ψ′)2 exp [(y − 2)2Ψ]− F (PM)2]1/2
(4.22)
Hr = PMM ′ + PΨΨ′ .
As noted in KVK, in terms of the new variables it is relatively simple to show that the
Poisson bracket of M with either H or Hr vanishes weakly.
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D. Canonical reduction
The goal of this subsection is to use the new canonical variables to find a reduced action
principle which -in a certain sense- corresponds to the canonical action (4.5). However,
we will be adding boundary terms to (4.5) before the reduction is made, so we should
clearly state what we have in mind to begin with and why. Several aspects of the path-
integral formulation of gravitational thermodynamics motivate fixation of N¯ and Φ on the
T¯ boundary as the features of central importance which need to be preserved as we modify
the original action (4.5). In path-integral expressions for gravitational partition functions,
the sum over histories includes only spacetimes for which the initial and final slices are
identified. In this scenario the gauge-invariant information of N¯ (the lapse of proper time
between the identified initial slice t′ and final slice t′′) is essentially the inverse temperature,
which is fixed in the canonical ensemble. [5] Regarding the fixation of the dilaton Φ on the T¯
boundary, from a four-dimensional perspective this feature allows the area of the boundary
of the system to be fixed as a boundary condition.
In what follows we modify our original canonical action (4.5) in several steps. Each
step is -at least heuristically- justified. The result will be an action S1‡ (for the SSGR case
this action is closely related to one considered by LW) which is particularly amenable to
canonical reduction via the new variables. Moreover, as we will explicitly demonstrate, the
new action S1‡ retains fixation of N¯ and Φ on the T¯ boundary, important for the above
mentioned reasons, as features of its associated variational principle. Our analysis provides
some conceptual justification for several technical steps taken in LW.
Let us go through the steps of modifying S1 . We know from (4.15) that addition of the
boundary terms
−ω[Λ, PΛ,Φ]|t
′′
t′ =
∫ t′′
t′
drΛ (J − Eϕ) (4.23)
to the canonical action (4.5) gives the new action
S1† ≡
∫
M
d2x
(
PMM˙ + PΨΨ˙−NH−N rHr
)
+
∫
T¯
dt
(
αe−2ΨηΨ˙− N¯E¯
)
, (4.24)
where here we consider all the quantities as expressed in terms of the old variables. The
vanishing of the original set of constraints is equivalent to the vanishing of M ′ and PΨ. To
take advantage of this fact, re-express the constraint terms in the action as NH +N rHr =
NMM ′ +NΨPΨ, where the new Lagrange multipliers are
NM = −F−1/2 (ψN −wψΛN r) (4.25a)
NΨ = −λ exp [(2− y)Ψ]F 1/2 (ψΛN r −wψN) . (4.25b)
At this stage the new Lagrange multipliers still depend on the old multipliers and the old
canonical variables. In particular, note that in terms of the old variables
NΨ = −α−1e2ΦN¯ (γJ − vγE) , (4.26)
where we have used the expression (4.14) and the fact that w = J/E. With the canonical
equation of motion for PΛ, one can show that N
Ψ = −α−1e2ΦN¯ J¯ = Φ˙.
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Had we merely passed to the new canonical variables, without redefining the Lagrange
multipliers, the variational principle associated with (4.24) would have featured fixation
of N¯ and Φ on the T¯ boundary automatically. However, with the Lagrange multipliers
redefined (and in a way which absorbs some of the canonical variables) all bets are off. We
must cleverly choose the T¯ boundary term appropriate for the new-variable version of the
action. In passing from the old constraints to M ′ and PΨ, we are effectively performing
the Lorentz boost from the frame (ua,na) to the rest frame (u˜a, n˜a) at each point on Σ.
A point-wise boost6 has been performed on the old constraints and Lagrange multipliers.
However, we have not included the boundary term in the boost. It seems that the correct
way to incorporate the effect of the boost into the boundary term is to reference the existing
boost parameter η against the parameter ϕ associated with the boost to the rest frame.
This is achieved by adding a T¯ boundary term to the action S1† , with the result
S1‡ ≡
∫
M
d2x
(
PMM˙ + PΨΨ˙−NMM ′ −NΨPΨ
)
+
∫
T¯
dt
(
αe−2ΨρΨ˙− N¯E¯
)
, (4.27)
On-shell, the boost parameter in the new action
ρ ≡ η − ϕ = −1
2
log
∣∣∣∣∣ E¯ + J¯E¯ − J¯
∣∣∣∣∣ (4.28)
is associated with the local boost between the rest frame (u˜a, n˜a) and the boundary frame
(u¯a, n¯a). At this stage, the terms E¯ and J¯ are still short-hand expressions for γE− vγJ and
γJ − vγE, respectively.
We now wish to express all terms in the action S1‡ solely in terms of the new variables
and freely variable NM and NΨ. Using the expressions (4.16), one can easily express the
quasilocal energy and momentum in terms of the new variables,
E =
ǫαe−2ΨΨ′
[λ−2F−1(Ψ′)2 exp [(y − 2)2Ψ]− F (PM)2]1/2
(4.29a)
J =
−αλe−yΨFPM
[λ−2F−1(Ψ′)2 exp [(y − 2)2Ψ]− F (PM)2]1/2
, (4.29b)
where the factor ǫ ≡ (n¯an¯a) takes care of the appropriate sign on each of the boundary
elements. Moreover, we must now regard N and N r (which along with Λ are hidden in
the v’s and γ’s which are in turn hidden in ρ) as depending on the new variables. It is not
difficult to invert the relations (4.25) to get the needed expressions. Also, a short calculation
shows that the boundary lapse N¯ = N/γ has a fairly nice expression in terms of the new
variables,
N¯2 = F
(
NM
)2 − λ−2 exp [(y − 2)2Ψ]F−1 (NΨ)2 . (4.30)
However, the situation at hand remains quite problematic. We would like to use the fact
that M ′ = 0 to define a radially independent m(t) ≡ M(t) with conjugate momentum
6Or, depending on the viewpoint, a sphere-wise boost.
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p(t) ≡ ∫Σ drPM(t, r). Since we have seen that PM is minus the radial derivative of the Killing
time, the momentum p would then be the difference between the Killing-time values for the
boundary points Bi and Bo. Indeed, our canonical-reduction goal is to insert the solutions
of the constraints into the action to find a reduced action which is expressed in terms of
the pair (m,p). However, PM appears in the T¯ boundary terms explicitly. Therefore, even
if we perform the r integration in the action to define p, the boundary terms still contain
factors of PM .
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A solution to the problem at hand is to make an appeal to the equations of motion. For
the moment, let us go back to considering the action S1‡ as depending on the old variables.
Notice that using the canonical equation of motion for PΛ, one may write
J¯ = −αe−2Φ(Φ˙/N¯) (4.31a)
E¯ = −ǫαe−2Φ
√
λ2 exp [(2− y)2Φ]F + (Φ˙/N¯)2 , (4.31b)
where we have appealed to the form (4.14) for F and again used ǫ to take care of the appro-
priate sign for each boundary element. Again, note that by convention we take the positive
square root in (4.31b) and E¯ is negative. It is trivial to write these new expressions for E¯ and
J¯ in terms of the new variables. Fortunately, these expressions have no dependence on PM .
Using these expressions instead of those in (4.29), we find that in terms of the new variables
our action is again (4.27); but now with (i) N¯E¯ = −ǫαe−2Ψ
√
λ2 exp [(2− y)2Ψ] N¯2F + (Ψ˙)2,
(ii) N¯2 short-hand for the expression (4.30), (iii) F short-hand for expression (4.17a), and
(iv) the parameter specifying the boost between the boundary and rest frames given by
ρ = −1
2
log
∣∣∣∣∣∣
√
λ2 exp [(2− y)2Ψ] N¯2F + (Ψ˙)2 + ǫΨ˙√
λ2 exp [(2− y)2Ψ] N¯2F + (Ψ˙)2 − ǫΨ˙
∣∣∣∣∣∣ . (4.32)
Now let us verify that the variational principle associated with (4.27) and the just-given
list (i)-(iv) does in fact possess the features that we demand. The constraints and equations
of motion are
M ′ = 0 (4.33a)
PΨ = 0 (4.33b)
M˙ = 0 (4.33c)
P˙M = N
M (4.33d)
Ψ˙ = NΨ (4.33e)
P˙Ψ = 0 . (4.33f)
7The reader might suspect that this problem was introduced when we performed the heuristically
justified reference η → ρ = (η − ϕ) to get the action S1‡ . But the boundary term in the action S1†
suffers from the same problem. Indeed, η is built from v which is in turn built from Λ, and hence
in term of the new variables η depends on PM .
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In terms of the old variables, we have already seen that the equation (4.33e) holds when the
canonical equation of motion for PΛ is assumed. Upon variation of the action, we find the
boundary terms(
δS1‡
)
∂M
=∫ t′′
t′
dr (PMδM + PΨδΨ) +
∫
T¯
dt
(
Π¯N¯δN¯ + Π¯ΨδΨ+ Π¯MδM
)
+ αe−2ΨρδΨ
∣∣∣B′′
B′
, (4.34)
where now the T¯ boundary momenta are the following:
− E¯ = Π¯N¯ = ǫαe−2Ψ
√
λ2 exp [(2− y)2Ψ]F + (Ψ˙/N¯)2 (4.35a)
Π¯Ψ =
1
2
N¯
[
yE¯(1 + F−1)− 2αe−2Ψu¯a∇aρ
]
(4.35b)
Π¯M = −ǫNM + (αλ)−1eyΨF−1N¯E¯ . (4.35c)
Note that Π¯Ψ is not the same as the Π¯Φ in the list (3.6). Although the Π¯N¯ found here is not
the expression (3.6c), it agrees with this expression on-shell. Recalling that N¯2 stands for
(4.30), one finds that Π¯M vanishes when the equation of motion (4.33e) holds. Therefore, M
need not be held fixed on the T¯ boundary in the variational principle associated with S1‡ ,
as the equations of motion ensure that the boundary terms with Π¯M vanishes for arbitrary
variations δM about a classical solution.
The reduced action I1‡ , expressed in terms of m and p defined earlier, is obtained by
solving the constraints and inserting these solutions back into the action S‡. From the result
(4.34) for the variation of the action S1‡ , we know that the reduced action,
I1‡ =
∫ t′′
t′
dtpm˙+
∫
T¯
dt αe−2Ψ
[
ǫ
√
λ2 exp [(2− y)2Ψ] N¯2F + (Ψ˙)2
−1
2
Ψ˙ log
∣∣∣∣∣∣
√
λ2 exp [(2− y)2Ψ] N¯2F + (Ψ˙)2 + ǫΨ˙√
λ2 exp [(2− y)2Ψ] N¯2F + (Ψ˙)2 − ǫΨ˙
∣∣∣∣∣∣

 , (4.36)
possesses the variational principle we desire. In the reduced action N¯ is positive and inde-
pendent, and F = 1 − 2(αλ)−1eyΨm. Also, in the expression for I1‡ the t′ and t′′ represent
integration parameters rather than spacelike slices as they did before.
V. THE THERMODYNAMICAL ACTION
For both the Schwarzschild and the Witten black hole we are interested in applying
the canonical action principle to a static exterior region with spatial boundary (including
the bifurcation point) of the relevant Kruskal diagram. Such an application of the action
principle is the appropriate one for studying the equilibrium thermodynamics of black holes.
[5] In such a scenario, with the covariant form of the action there is no inner boundary,
since the bifurcation point is a set of measure zero in the integration over M. Nevertheless,
in the canonical picture the bifurcation point is a boundary point of every spacelike slice,
which implies that the canonical coordinates must obey certain fall-off conditions as the
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bifurcation point is approached. Moreover, in the thermodynamical paradigm, when the
initial and final spacelike slice are identified, one must worry about regularity conditions at
the bifurcation point which ensure that the geometry is smooth. [12,5,20] To handle these
issues, we will use a technique due to Brown and York. [21] The basic idea is to work with an
inner boundary, but with boundary conditions which effectively seal it. The main ingredient
in this technique is a new action functional, which differs from (3.1) by boundary terms. The
purpose of this section is to introduce this new action principle and to study its canonical
reduction via the new canonical variables.
A. Alternative canonical action principle
Starting with the canonical action (4.5), we define the new action
S1∗ ≡ S1 − 12
∫
T¯i
dtN¯ S¯ + 1
2
αe−2Φη
∣∣∣B′′i
B′
i
. (5.1)
Note that only inner boundary and inner corner terms have been added to the original
action. It is easy to show that the canonical form of S1∗ has the boundary terms
(
S1∗
)
∂M
=
∫
T¯o
dt
[
αe−2ΦηΦ˙− N¯E¯
]
+
∫
T¯i
dt
[
1
2
αe−2Φη˙ − N¯
(
E¯ + 1
2
S¯
)]
. (5.2)
Using the expressions (4.8a) and (4.8c), one finds that the inner boundary term is
(
S1∗
)
T¯i
= −
∫
T¯i
dtN
[
E − vJ + 1
2
(S − vT )
]
. (5.3)
It is also relatively straightforward to compute the variation of S1∗ . With the result (4.7) it
follows that the T¯ boundary and corner contributions to the variation of S1∗ are
(δS1∗ )T¯ ,B′′,B′ =
−
∫
T¯o
dt
[
E¯δN¯ + N¯ S¯δΦ−
(
N¯ J¯ + αe−2ΦΦ˙
)
δη
]
+ αe−2ΦηδΦ
∣∣∣B′′o
B′o
−
∫
T¯i
dt
[
E¯δN¯ + 1
2
e−2Φδ
(
e2ΦN¯ S¯
)
−
(
N¯ J¯ + αe−2ΦΦ˙
)
δη
]
+ 1
2
αe−2Φδη
∣∣∣B′′i
B′
i
. (5.4)
We describe the boundary conditions at the inner boundary as completely open because
N¯ and e2ΦS¯ are held fixed, as opposed to closed or microcanonical boundary conditions
characterized by fixation of the energy E¯ and fixation of Φ (effectively the B surface area).
[21] With some work and the formulae in (4.8), one can show that the inner-boundary and
inner-corner-point contributions in the above variation may be combined into the expression
(δS1∗ )T¯i,B′′i ,B′i = −
∫
T¯i
dt
[
(E − vJ) δN + 1
2
e−2Φδ
(
Ne2ΦS − vNe2ΦT
)
− (N/γ2)Jδη
]
. (5.5)
Now we introduce fall-off conditions on the fields which seal the inner boundary. What
we have in mind is a general foliation of our spatially bounded static region M. All of
the spatial slices meet at the bifurcation point, but otherwise are essentially arbitrary. Our
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phase space is the set of fields (Λ, PΛ; Φ, PΦ) with the appropriate fall-off conditions near
the bifurcation point. The needed fall-off conditions have already been given in LW for the
specific case of the Schwarzschild geometry. For convenience and without loss of generality,
take the inner boundary, the bifurcation point, to be located at r = ri = 0 and the outer
boundary to be located at r = ro = 1. The boundary conditions given in LW are the
following:
Λ(t, r) = Λ0(t) +O(r
2) (5.6a)
Φ(t, r) = Φ0(t) + Φ2(t)r
2 +O(r4) (5.6b)
PΛ(t, r) = O(r
3) (5.6c)
PΦ(t, r) = O(r) (5.6d)
N(t, r) = N1(t)r +O(r
3) (5.6e)
N r(t, r) = N r1 (t)r +O(r
3) , (5.6f)
where O(rn) stands for a term whose magnitude as r → 0 is bounded by rn times a constant.
Also, as r → 0, the k’th derivative of such a term is similarly bounded by rn−k times
a constant for 1 ≤ k ≤ n. Note that the time development at the inner boundary has
been arrested as the lapse vanishes there. One can show that these boundary conditions
are consistent with the equations of motion. In other words, the Hamiltonian evolution
preserves the above boundary conditions, provided that the initial data obeys both the
above set of fall-off conditions and the constraints (4.6) on the initial spacelike slice Σ and
provided that the lapse and shift also obey the above fall-off conditions.8 Moreover, the
dynamical equation for Φ and the above fall-off conditions imply that Φ˙0 = 0. Imposition
of the Hamiltonian constraint (4.6a) as r → 0 yields the relation
(Λ0)
2 = −4y−1λ−2Φ2 exp [(y − 2)2Φ0] , (5.7)
which shows that Φ2 is negative for classical solutions. Let us quickly compare this result
with the Schwarzschild result found in LW. Setting R(t, r) = R0(t) + R2(t)r
2 + O(r4) near
the bifurcation point, one finds that λR0 = e
−Φ0 and λR2 = −Φ2 e−Φ0 . Therefore, for the
SSGR case the above expression is (Λ0)
2 = 4R0R2, which is the LW result.
Application of the fall-off conditions (5.6) to the inner boundary term (5.3) shows that
now the new action (5.1) has the following form:
S1∗ =
∫
M
d2x
(
PΛΛ˙ + PΦΦ˙−NH−N rHr
)
+
∫
T¯o
dt
(
αe−2ΦηΦ˙− N¯E¯
)
+ 1
2
∫ t′′
t′
dt αe−2Φ(N ′/Λ)
∣∣∣
r=0
, (5.8)
where in the last integral t′ and t′′ now represent integration parameters and not manifolds as
they have before. We refer to (5.8) as the thermodynamical action because of its importance
8Note that one must appeal to (5.7) when showing that the boundary conditions (5.6) are consis-
tent with the P˙Λ equation of motion.
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in the path-integral formulation of gravitational thermodynamics. This is the appropriate
action with which to study the canonical ensemble for spherically symmetric black holes. [5]
Using (5.5) in tandem with the fall-off conditions (5.6), one finds the following boundary
terms in the variation of the thermodynamical action:
(δS1∗ )T¯ ,B′′,B′ = 12
∫ t′′
t′
dt αe−2Φδ (N ′/Λ)
∣∣∣
r=0
−
∫
T¯o
dt
[
E¯δN¯ + N¯ S¯δΦ−
(
N¯J¯ + αe−2ΦΦ˙
)
δη
]
+ αe−2ΦηδΦ
∣∣∣B′′o
B′o
.
(5.9)
For the y = 1 case this is precisely the action and variational principle considered in LW.
Notice that we have the same boundary conditions at the outer boundary as before: N¯ and
Φ are held fixed on this surface in the variational principle associated with (5.8). As spelled
out in LW, the quantity N ′/Λ which is fixed at the bifurcation point in the variational
principle has a direct physical interpretation. In fact, N ′/Λ is the time rate of change of a
certain boost parameter. Each Σ slice defines its own timelike normal ua at the bifurcation
point. As the Σ slicing develops in time this vector is continuously boosted at the rate
(N ′/Λ)|r=0 = N1/Λ0.
B. Canonical reduction of the thermodynamical action
We want a new-variable version of the thermodynamical action which is amenable to
canonical reduction. From the work in §4 we already know how to modify/handle the
outer boundary term when passing to the new canonical variables. Except for a minor
difference, we will handle the outer boundary term in the thermodynamical action just like
in the previous section. Therefore, the last section has already addressed several of the
delicate issues concerning the canonical reduction of the thermodynamical action. However,
there is a new feature of the thermodynamical action which we need to worry about. This
new feature concerns the quantity N ′/Λ which is fixed at the bifurcation point. We have
already discussed why fixation of N¯ and Φ (now only at the outer boundary) are important
features of the variational principle. The boundary integral at the bifurcation point is also of
importance. Indeed, in the thermodynamical paradigm black-hole entropy arises from this
term. [5,20] For the Schwarzschild case LW has shown that for applications to gravitational
thermodynamics is is crucial to retain fixation of N ′/Λ at the bifurcation point when passing
to a new-variable version of the action. We also regard this feature of the action principle as
the feature of central importance which needs to be preserved. Though essentially reviewing
the work of LW, this subsection shows how the Louko-Whiting formalism extends to the
2dDG case. Therefore, our discussion has relevance for the thermodynamics of pure dilaton
gravity.
Let us present the quantities with which we will construct a new-variable version of
the thermodynamical action. The new canonical variables are the same as before, since
the transformation (4.11) remains canonical with the boundary conditions adopted for the
thermodynamical action. As before, the term −
(
αe−2ΦδΦϕ
)′
in the identity (4.15) gives two
boundary terms. The one at the outer boundary vanishes as Φ is held fixed on this boundary
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element. Moreover, ϕ vanishes as r → 0 so the inner boundary term also vanishes. Hence,
upon integration (4.15) still shows that the difference between the old and new Liouville
forms is an exact form. The new shift NΨ is again defined by (4.25b). However, following
Louko and Whiting, we define a different new lapse
N = −NM
(
yM
α
)(
αλ
2M
)2/y
. (5.10)
Recall that M has units of length for the SSGR case and units of inverse length for 2dDG.
It is easy to see that NM is dimensionless for both cases, and, therefore, for both cases N
has units of inverse length. It turns out that this choice for the lapse must be made in order
to ensure that we retain fixation of the boost rate N ′/Λ at the bifurcation point as a feature
of our variational principle. In terms of N the boundary lapse is given by
N¯2 =
(
α
yM
)2 (
2M
αλ
)4/y
FN2 − λ−2 exp [(y − 2)2Ψ]F−1
(
NΨ
)2
. (5.11)
The fall-off conditions (5.6) imply the following fall-off conditions for the new variables:
M(t, r) = 1
2
αλ exp [−yΨ0(t)] +M2(t)r2 +O(r4) (5.12a)
Ψ(t, r) = Ψ0(t) + Ψ2r
2 +O(r4) (5.12b)
PM(t, r) = O(r) (5.12c)
PΨ(t, r) = O(r) (5.12d)
N(t, r) = N0(t) +O(r
2) (5.12e)
NΨ(t, r) = NΨ2 (t)r
2 +O(r4) , (5.12f)
where
Ψ0 = Φ0 (5.13a)
Ψ2 = Φ2 (5.13b)
M2 = −12αλΦ2 exp(−yΦ0)
[
y + 4λ−2(Λ0)
−2Φ2 exp[(y − 2)2Φ0]
]
(5.13c)
N0 = −14yλ2N1Λ0(Φ2)−1 exp [(2− y)2Φ0] (5.13d)
NΨ2 = 2Φ2N
r
1 . (5.13e)
We also have that
F = 4λ−2(Φ2)
2(Λ0)
−2 exp[(y − 2)2Φ0]r2 +O(r4) . (5.13)
For the SSGR case these fall-off results for the new variables match those given in LW.
Equation (5.7) implies that
(N ′/Λ)|r=0 = −14yλ2N1Λ0(Φ2)−1 exp [(2− y)2Φ0] , (5.14)
which in turn gives N0 = N1/Λ0. Hence, we want to ensure that the Lagrange multiplier N
is fixed at the bifurcation point in our new variational principle.
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Let us now consider the new-variable version of the thermodynamical action and show
that it has the correct variational principle. We could write down a general action which
covers both the SSGR and 2dDG cases, but the expression is a bit unseemly. Therefore, let
us examine both cases separately. For the SSGR case we have
S1⋄ ≡
∫
M
d2x
(
PMM˙ + PRR˙+ 4NMM
′ −NRPR
)
+
∫ t′′
t′
dt 2M2N
∣∣∣∣∣
r=0
+
∫
T¯o
dt
[
−ρRR˙− N¯E¯
]
, (5.15)
with the boundary lapse given by
N¯2 = 16M2FN2 − F−1
(
NR
)2
. (5.16)
To get these expressions we have used the facts that e−Ψ = λR, PΨ = −RPR, and NΨ =
−NR/R (all in the notation of KVK and LW). Also, E¯ and ρ are still given by (4.31b) and
(4.32), respectively, but now one must express them in terms of R. This is precisely the
action considered in LW. For Witten’s 2dDG model we find
S1⋄ ≡
∫
M
d2x
[
PMM˙ + PΨΨ˙ + λ
−1
NM ′ −NΨPΨ
]
∫ t′′
t′
dtλ−1MN
∣∣∣∣∣
r=0
+
∫
T¯o
dt
[
αe−2ΨρΨ˙− N¯E¯
]
, (5.17)
with
N¯2 = λ−2FN2 − λ−2F−1
(
NΨ
)2
. (5.18)
In contrast to the SSGR case, for 2dDG the Lagrange multipler NM |r=0 does, apart only
from a dimensionful constant, specify the boost rate of the Σ normal ua at the bifurcation
point.
The variation of (5.15) has already been considered in LW, so we will only consider the
variation of (5.17). The equations of motion derived from (5.17) are the same as those given
in (4.33), except that now P˙M = −λ−1N. Upon variation of the action (5.17), we find the
boundary terms
(
δS1⋄
)
∂M
=
∫ t′′
t′
dr (PMδM + PΨδΨ) +
∫ t′′
t′
dtλ−1MδN
∣∣∣∣∣
r=0
+
∫
T¯o
dt
(
Π¯N¯δN¯ + Π¯ΨδΨ+ Π¯MδM
)
+ αe−2ΨρδΨ
∣∣∣B′′o
B′o
. (5.19)
In the first integral t′ and t′′ represent spacelike slices, while in the second integral they are
integration parameters. The T¯o momenta in (5.19) are essentially the same as the outer-
boundary ones in (4.35), except that now N¯ stands for (5.18) and the momenta Π¯M =
λ−1N + (αλ)−1eyΨF−1N¯E¯. Like before, plugging in the explicit formula (5.18) for N¯2, one
finds that Π¯M vanishes when the equation of motion P˙M = −λ−1N holds. Therefore, M
need not be held fixed on T¯o in the variational principle associated with S1⋄ . It is now
straightforward to pass to the reduced form of the thermodynamical action.
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VI. DISCUSSION
We conclude with some comments concerning the possible extension of the KVK and
LW formalisms to other two-dimensional models of gravity. Recently, important progress
has been made in the field of two-dimensional gravity with the realization that a huge class
of two-dimensional models can be described within the framework of the so-called Poisson-
sigma models (PSM’s) of Klo¨sch, Schaller, and Strobl. [22] For all such models there exists
an absolutely conserved quantity C (referred to as a Casimir function in the Poisson-sigma
model language) which is analogous to our M expression (3.16), and recently Kummer and
Widerin have explored the relationship between the PSM C and notions of quasilocal energy
for such models. [23] Many of our results, especially those concerning our general treatment of
quasilocal energy-momentum, seem to extend to the general PSM formalism. In particular,
the absolutely conserved quantity C can be interpreted as a quasilocal boost invariant. [24]
Extension of the canonical-reduction method of KVK to PSM theory also seems possible,
though several technical difficulties lie in the way. For instance, one encounters an almost
limitless variety of singularity structures when considering the set of all PSM’s. [22] For SSGR
the canonical transformation of KVK is singular at the horizon. Similar technical difficulties
are likely to surface when applying the KVK method to any two-dimensional model. Since
the collection of all possible Penrose diagrams obtainable from PSM’s is so large, it is
questionable whether or not a fully unified treatment for the canonical reduction of all PSMs
is possible. On the other hand, the richness of singularity structures in PSM gravitation
offers what is perhaps a promising testing ground for gravitational thermodynamics. The
appropriate thermodynamical action, as expressed in the LW formalism, would be a crucial
ingredient in any study of PSM thermodynamics via reduced canonical variables.
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APPENDIX A: REDUCTION (BY SPHERICAL SYMMETRY) OF THE
HILBERT ACTION WITH BOUNDARY TERMS
Take our two-dimensional metric gab from the preliminary section and adjoin to it the
metric of a round sphere. The result is the four-dimensional spherically symmetric metric
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4gµνdx
µdxν = −N2dt2 + Λ2 (dr +N rdt)2 +R2
(
dθ2 + sin2 θdφ2
)
. (A1)
Now every point B(r, t) of M is a round sphere of radius R(t, r). Therefore, our 1 + 1
spacetime region M has now been promoted to a four-dimensional time history 4M of a
three-dimensional spatial region which lies between concentric spheres. Slices Σ and sheets
T¯ now correspond to three-dimensional hypersurfaces of 4M. In particular, the boundary
elements T¯i and T¯o are now 2 + 1 hypersurfaces in 4M.
The action functional associated with 4M is the standard Einstein-Hilbert action, com-
plete with the TrK terms needed to ensure that the four-dimensional action principle fea-
tures fixation of the induced three-metric on all of the elements of the three-boundary ∂4M.
[14,10] In this appendix we will insert the metric ansatz (A1) into the four-dimensional
spacetime action and then integrate out the angular variables. This procedure yields a
“spherically reduced” action principle for the fields gab and R (or equivalently Φ) which are
defined on the toy 1 + 1 dimensional spacetime described in the preliminary section. The
variational principle for the spherically reduced action still features fixation of the induced
metric on the boundary, and the equations of motion derived from the reduced action are the
four-dimensional Einstein equations subject to the ansatz of spherical symmetry; however,
we do not prove this latter claim here. Ref. [13] noted for the first time that the spherically
reduced action reproduces the correct four-dimensional Einstein equations.
The four-dimensional spacetime action is [14,10]
16πS1 =
∫
4M
d4x
√−4gℜ+ 2
∫ t′′
t′
d3x
√
hK − 2
∫
T¯
d3x
√−γ¯Θ¯− 2
∫ B′′
B′
d2x
√
ση , (A2)
where ℜ is the Ricci scalar of 4M, hij is the induced three-metric on the spacelike slices t′
and t′′, and γ¯ij is the induced three-metric on the T¯ boundary elements. In (A2) we are using
integral notations similar to those listed in (3.2). Also, Kµν ≡ −hλµ 4∇λuν is the extrinsic
curvature of t′ or t′′ as embedded in 4M, where 4∇µ is the torsion-free covariant derivative
operator compatible with 4gµν . In this definition uµ is the future-pointing normal of t
′ or t′′,
and we have used spacetime coordinates for convenience, so hµν =
4gµν + uµuν . Likewise,
the extrinsic curvature of the T¯ boundary as embedded in 4M is Θ¯µν ≡ −γ¯λµ 4∇λn¯ν , where
n¯µ is the outward-pointing spacelike normal of T¯ boundary and here γ¯µν = 4gµν − n¯µn¯ν .
Finally, on the corners B′ and B′′ (each is the disjoint union of an inner and outer sphere)
the two-metric is σab and η = sinh
−1(uµn¯
µ).
Let us collect a few results needed for the reduction by spherical symmetry. The letter
Σ denotes the constant time slices associated with the line-element (A1)), and the set of
nonzero components of the Σ extrinsic curvature tensor Kij is the following:
Krr = −(NΛ)−1
[
Λ˙− (ΛN r)′
]
(A3a)
Kθθ = K
φ
φ = −(NR)−1
(
R˙−N rR′
)
(A3b)
Treating the time-radial piece gab of the full four-metric (A1) as if it were a true metric in
its own right, we can compute its curvature scalar R[g]. The result is
R = −2(NΛ)−1 (ΛKrr )• − 2(NΛ)−1
(
Λ−1N ′ − ΛN rKrr
)′
. (A4)
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Now we turn to the reduction. Let us start with the spacetime volume integral in (A2).
Consider the identity [14]
ℜ[4g] = 3R[h] +KµνKµν − (K)2 − 2 4∇µ (Kuµ + aµ) , (A5)
where aµ is the spacetime acceleration of uµ and 3R stands for the Σ curvature scalar (not
to be confused with the radius function R). Use this identity to split the volume integral in
(A2) into three pieces:
(term 1) =
∫
4M
d4x
√−4g 3R (A6a)
(term 2) =
∫
4M
d4x
√−4g
[
KijK
ij − (K)2
]
(A6b)
(term 3) = −2
∫
4M
d4x∂µ
[√−4g (Kuµ + aµ)] . (A6c)
Focus attention on
(term 3) = −2
∫
4M
d4x
{[√−4g (Kut + at)]• + [√−4g (Kur + ar)]′} , (A7)
where one has
ut = 1/N (A8a)
ur = −N r/N (A8b)
at = 0 (A8c)
ar = N−1Λ−2N ′ . (A8d)
After some work and with
√−4g = NΛR2 sin θ, this term can be written as
(term 3) =
∫
4M
d4x
√−4g
[
R+ 4KrrKθθ − 4Λ−2(logN)′(logR)′
]
+4
∫
4M
d4x sin θ
[(
ΛR2N rKθθ
)′ − (ΛR2Kθθ)•
]
, (A9)
where we have used Kθθ = K
φ
φ . Straightforward manipulations show that
(term 2) =
∫
4M
d4x sin θ
[
−2KθθKθθ − 4KrrKθθ
]
. (A10)
Recombining the three terms, we get
∫
4M
d4x
√−4gℜ =
∫
4M
d4x
√−4g
[
R+ 3R− 2KθθKθθ − 4Λ−2 (logN)′ (logR)′
]
+4
∫
4M
d4x sin θ
[(
ΛR2N rKθθ
)′ − (ΛR2Kθθ)•
]
. (A11)
Now the explicit expression for the Σ Ricci scalar is
3R = −4Λ−2R−1R′′ + 4Λ−3R−1Λ′R′ − 2Λ−2R−2(R′)2 + 2R−2 . (A12)
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With this expression and the result for Kθθ , one can show that
3R− 2KθθKθθ = 2R−2
[
gab∇aR∇bR + 1− 2Λ−1
(
Λ−1RR′
)′]
. (A13)
Therefore, after a bit of re-shuffling, one finds the following expression for the spacetime
volume term in the action:∫
4M
d4x
√−4gℜ =
∫
4M
d4x
√−4g
[
R+ 2R−2gab∇aR∇bR + 2R−2
]
+4
∫
4M
d4x sin θ
[(
ΛR2N rKθθ − Λ−1NRR′
)′ − (ΛR2Kθθ)•
]
. (A14)
Now we turn to the boundary terms in the action. First consider
2
∫ t′′
t′
d3x
√
hK = 2
∫ t′′
t′
d3x
√
hKrr + 4
∫ t′′
t′
d3xΛR2 sin θKθθ . (A15)
For the T¯ boundary terms we have
− 2
∫
T¯
d3x
√−γ¯Θ¯ = −2
∫
T¯
d3x
√−γ¯Θ¯tt − 2
∫
T¯
d3x
√−γ¯σijΘ¯ij , (A16)
where σijΘ¯
ij = Θ¯θθ + Θ¯
φ
φ. Now use the result
9
σijΘ¯
ij = γk + vγσijK
ij . (A17)
For the case at hand, σijK
ij = 2Kθθ and
k = ±2Λ−1R−1R′ (A18)
with − at the outer sphere and + at the inner sphere. Therefore, the T¯ boundary integrals
can be expressed as
− 2
∫
T¯
d3x
√−γ¯Θ¯ = −2
∫
T¯
d3x
√−γ¯Θ¯tt + 4
∫ T¯o
T¯i
d3xN sin θ
[
Λ−1RR′ − vR2Kθθ
]
. (A19)
To get (A19), we have used
√−γ¯γ = NR2 sin θ (note that the γ’s on the left-hand side are
different, the second is the relativistic factor). Also, in the above expression
∫ T¯o
T¯i
=
∫
T¯o
−
∫
T¯i
, (A20)
and v = ΛN r/N . The v in (A17) is −v on T¯i and v on T¯o.
9Proving this result is an exercise with projection operators. Note that the extrinsic curvature of
B as embedded in Σ is defined in spacetime coordinates by kµν = −σλµDλnν , where Dµ is the Σ
intrinsic covariant derivative operator compatible with hµν and σµν =
4gµν +uµuν −nµnν. On a Σ
covector like nν , the action of Dµ is Dµnν = h
λ
µh
κ
ν
4∇λnκ. Also remember that n¯µ = γnµ + vγuµ.
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Using the results (A14), (A15), and (A19), we see that with the metric ansatz (A1) the
spacetime action (A2) reduces to
16πS1 =
∫
4M
d4x
√−4g
[
R+ 2R−2gab∇aR∇bR + 2R−2
]
+2
∫ t′′
t′
d3x
√
hKrr − 2
∫
T¯
d3x
√−γ¯Θ¯tt − 2
∫ B′′
B′
d2x
√
ση . (A21)
Now define K ≡ Krr and ϑ¯ ≡ Θ¯tt. None of the quantities in the above action has any angular
dependence. Therefore, we simple integrate over the angular variables to find
S1 = 1
4
∫
M
d2x
√−gR2
[
R+ 2R−2gab∇aR∇bR + 2R−2
]
+1
2
∫ t′′
t′
drΛR2K − 1
2
∫
T¯
dtN¯R2ϑ¯− 1
2
R2η
∣∣∣B′′
B′
. (A22)
If one prefers, one can write the action in terms of the dilaton Φ = − log λR. The result is
precisely the action (3.1) from the first section with the choices y = 1 and α = λ−2.
APPENDIX B: THE WITTEN BLACK HOLE
In this appendix we have two goals in mind. The first is to compute the energy at spatial
infinity (associated with the static-time slices Σ˜) for the Witten black hole. The second is to
derive expressions, depending on the canonical variables of an arbitrary spacelike slice Σ, for
the Witten-black-hole mass parameter MW and (minus) the radial derivative of the Killing
time −τ ′. Our procedure for obtaining such expressions is nearly identical to one found in
KVK. Multiplying the expression we find for MW by α/2, one finds the boost invariant M
given in (3.16).
1. Line-element and asymptotic energy
In Kruskal-type coordinates the black-hole solution of (vacuum) 2dDG is given by the
line-element
ds2 = −
(
MW/λ− λ2x+x−
)−1
dx+dx− , (B1)
along with the following expression for the dilaton:
e−2Φ = MW/λ− λ2x+x− . (B2)
Our form of the line-element corresponds to the one given in Ref. [26], and the discussion
which follows uses the conventions of that reference. We are only interested in the right
static region of the Kruskal diagram associated with (B1).
We wish to compute the energy at infinity associated with the preferred static-time slices
Σ˜, so we first have to find these slices. Consider the new coordinates (τ, σ) defined by [26]
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λx− = −e−λ(τ−σ) (B3a)
λx+ = eλ(τ+σ) . (B3b)
Note that the coordinate patch (τ, σ) only covers the right static region of the Kruskal
diagram. In terms of these coordinates the line-element reads
ds2 =
(
1 + e−2λσMW/λ
)−1 (−dτ 2 + dσ2) . (B4)
Notice that as σ → ∞ the line element becomes flat. Further, notice that as σ → ∞ the
dilaton behaves as
Φ = −λσ − e−2λσMW/2λ+O(e−2λσ) , (B5)
where O(e−2λσ) stands for quadratic and higher powers in e−2λσ. At spatial infinity the
black-hole solution approaches the linear dilaton, the vacuum solution of the theory. For
the linear dilaton Φ = −λσ and the line element is Minkowskian.
The static-time slices Σ˜ are level surfaces of constant τ . We shall pick one and evaluate
the energy at an outer boundary point Bo. Now the normal of such a point as embedded in
Σ˜ has been denoted n˜a. Since only the static-time slices are of interest now, we shall drop
the tilde which appears on Σ˜, n˜a, and other objects. Furthermore, let us simply write na for
na, with the understanding that the rest of our analysis in this appendix deals exclusively
with an outer boundary point. The history of Bo with respect to the Eulerian observers of
the Killing time slices is the timelike sheet To defined by σ = σo ≥ −∞, where σo is a finite
constant. This means that the dilaton Φ is also fixed to a constant value Φo on To. Now it
turns out that the energy expression for Bo as embedded in the static slice diverges in the
limit that σo →∞.
In order to obtain a finite energy at spatial infinity, we must reference the energy against
the linear dilaton vacuum before taking the limit. The expression for the quasilocal energy
with reference point is
E = αe−2Φ
[
na∇aΦ− (na∇aΦ)|0
]
. (B6)
This expression has been obtain by comparison with the known expression for quasilocal
energy in general relativity, [6]
E = (8π)−1
∫
B
d2x
√
σ
(
k − k0
)
. (B7)
In this expression
√
σ is the square root of the determinant of the B metric (in our case that
of a round sphere, R2 sin θ), k is the trace of the extrinsic curvature of B as embedded in the
three-dimensional hypersurface Σ of interest, and k0 is the trace of the extrinsic curvature of
a two-surface isometric to B which is embedded in three-dimensional flat Euclidean space.10
10Such a construction is not possible for a generic two surface. Of course, such a construction is
always possible when B is a round sphere, the relevant case for this work.
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The origin of the reference term k0 can be traced to the freedom to add a subtraction term
(a functional of the fixed boundary data) to the four-dimensional spacetime action without
affecting the variational principle. [6] Likewise, the reference point contribution in (B6) arises
from the freedom to append a subtraction term −S0 to our base action (3.1). By inspecting
(B7), we see that the correct way to calculate the referenced energy is to first calculate
na∇aΦ− (na∇aΦ)|0 and then multiply by the nonlinear “determinant” factor αe−2Φ.
We shall compute the quasilocal energy for the black hole with the subtraction term
(na∇aΦ)|0 determined by the linear-dilaton vacuum. For the black-hole solution the
outward-pointing normal to points embedded in the constant τ slices is
na∂/∂xa =
(
1 + e−2λσMW/λ
)1/2
∂/∂σ . (B8)
With this one finds
na∇aΦ = −λ
(
1 + e−2λσMW/λ
)−1/2
. (B9)
A similar calculation for the case of the linear dilaton gives
na∇aΦ|0 = −λ . (B10)
Hence, for the point Bo located at a σ = σo as embedded in the constant-τ slice, the
associated referenced quasilocal energy is
E = αλ
[
e2λσ +MW/λ
] [
1−
(
1 + e−2λσMW/λ
)−1/2]∣∣∣∣
σ=σo
. (B11)
We then have that limσo→∞E =
1
2
αMW . Hence we obtain the on-shell value of M given
in (3.16) as the asymptotic energy associated with the static time slices. Note that the
asymptotic energy is MW if we make the choice α = 2 for 2dDG.
2. Canonical expressions for MW and −τ ′
Use of the dilaton itself as the radial coordinate casts the line-element (B4) in the
Schwarzschild-like form
ds2 = −Fdτ 2 + F−1 (dΦ/λ)2 , (B12)
where F ≡ 1− e2ΦMW/λ. The horizon is located at Φ = −(1/2) log(MW/λ), or equivalently
at R =
√
MW/λ3, and we know from the Kruskal form of the line-element (B1) that the
geometry is perfectly regular at the horizon (x+x− = 0). The goal now is to obtain canonical
expressions for τ ′ and MW .
To get the desired expressions follow the method of KVK and assume that τ = τ(t, r)
and Φ = Φ(t, r). It proves convenient to define a dimensionful dilaton Φ¯ ≡ Φ/λ. Now
expand the differentials dτ = τ˙dt + τ ′dr and dΦ¯ = ˙¯Φdt + Φ¯′dr and plug these into the
line-element (B12). Comparison of the result with the ADM form of the metric (2.1) gives
the following equations:
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Λ2 = −F (τ ′)2 + F−1(Φ¯′)2 (B13a)
Λ2N r = −F τ˙τ ′ + F−1 ˙¯ΦΦ¯′ (B13b)
−N2 + (ΛN r)2 = −F (τ˙ )2 + F−1( ˙¯Φ)2 . (B13c)
From these it is straightforward to obtain the following expressions for the lapse and shift:
N r =
−F τ˙τ ′ + F−1 ˙¯ΦΦ¯′
−F (τ ′)2 + F−1(Φ¯′)2 (B14a)
N =
˙¯Φτ ′ − τ˙ Φ¯′√
−F (τ ′)2 + F−1(Φ¯′)2
. (B14b)
In obtaining the formula for N , we have taken a square root. Therefore, we need to verify
that we have taken this root in such a way that the lapse is positive in the right static region
of the Kruskal diagram, since we want our spacelike slices to advance everywhere into the
future. Note that the dilaton is a “bad” radial coordinate in the sense that Φ → −∞ as
one approaches spatial infinity, whereas the preliminary section has assumed that the radial
coordinate r increases in the direction of spatial infinity. Therefore, in the right static region
t = τ and r = −Φ¯ are “good” coordinates, and, using these, we see that the lapse is positive
everywhere in the right static region. The next step is to insert the last two expressions into
the formula for the momentum
PΛ = αe
−2ΦN−1(Φ˙−N rΦ′) . (B15)
After some algebra this insertion yields the first of our desired expressions
− τ ′ = (αλ)−1e2ΦF−1ΛPΛ . (B16)
Now, using this expression for −τ ′ in the first equation of (B13), we find the canonical
expression for F ,
F = (αλ)−2
[
(αΦ′/Λ)2 − (e2ΦPΛ)2
]
. (B17)
Solving for MW , one finds the second desired expression,
MW = (αλ)
−2λe2Φ(PΛ)
2 − λ−1e−2Φ(Φ′/Λ)2 + λe−2Φ . (B18)
Notice that M = 1
2
αMW is precisely the boost invariant (3.16) with the appropriate choices
for 2dDG.
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