Abstract. Lattice rules are a family of equal-weight cubature formulas for approximating highdimensional integrals. By now it is well established that good generating vectors for lattice rules having n points can be constructed component-by-component for integrands belonging to certain weighted function spaces, and that they can achieve the optimal rate of convergence. Although the lattice rules constructed this way are extensible in dimension, they are not extensible in n, thus when n is changed the generating vector needs to be constructed anew. In this paper we introduce a new algorithm for constructing good generating vectors for embedded lattice rules which can be used for a range of n while still being extensible in dimension. By using an adaptation of the fast component-by-component construction algorithm (which makes use of fast Fourier transforms), we are able to obtain good generating vectors for thousands of dimensions and millions of points, under both product weight and order-dependent weight settings, at the cost of O(dn(log(n)) 2 ) operations. With a sufficiently large number of points and good overall quality, these embedded lattice rules can be used for practical purposes in the same way as a low-discrepancy sequence. We show for a range of weight settings in an unanchored Sobolev space that our embedded lattice rules achieve the same (optimal) rate of convergence O(n −1+δ ), δ > 0, as those constructed for a fixed number of points, and that the implied constant only gains a factor of 1.30 to 1.55.
1. Introduction. Integrals with hundreds or even thousands of dimensions occur in many practical applications in areas such as statistics and mathematical finance. After some appropriate transformations, these integrals can be formulated over the d-dimensional unit cube [0, 1] d :
where f is a function of d variables and x = (x 1 , . . . , x d ). In this paper we develop an algorithm for constructing "embedded lattice rules" for evaluating such integrals, in the mathematical setting of "weighted reproducing kernel Hilbert spaces". The details about our methods and our function space settings will be discussed in the next section. Here in the Introduction we shall give a general overview of the historical background relevant to the new construction. When d is large, it is too costly to approximate these integrals using product rules based on low-dimensional integration formulae. The Monte Carlo method is an equal-weight cubature rule of the form where the n cubature points t 0 , . . . , t n−1 are independent and identically distributed uniform random samples from [0, 1] d . The expected error for the Monte Carlo method is σ(f )/ √ n, where σ 2 (f ) is the variance of f . This leads to a rate of convergence of O(n −1/2 ) and the convergence is independent of the dimension d provided that f ∈ L 2 ([0, 1] d ). Quasi-Monte Carlo (QMC ) methods have the same form as the Monte Carlo method, but the cubature points t 0 , . . . , t n−1 , instead of being generated randomly, are chosen deterministically, in the hope of obtaining a better rate of convergence than the Monte Carlo order O(n −1/2 ). QMC error bounds are typically in the form of a Koksma-Hlawka-type inequality
where D(t 0 , . . . , t n−1 ) is the discrepancy which measures the non-uniformity of the point set, and V (f ) measures the variability of f . Error bounds of this form separate the dependence on the cubature points from the dependence on the integrand. In general we do not have control over the integrand and so we focus on choosing cubature points so that the discrepancy is as small as possible. QMC point sets with discrepancy of order O(n −1 (log n) d ) or better are collectively known as low-discrepancy point sets (see e.g. [12] ). This includes, for example, the well-known Sobol sequences and Niederreiter sequences. Note that the word "sequences" used in this context implies a special feature: the construction of the point set is independent of the number of points n and the dimension d. Thus these low-discrepancy sequences are "extensible" in the sense that if we need more cubature points or if we need to increase the dimension, we only need to compute the additional points or the additional components of the points.
Lattice rules are a family of QMC rules which were traditionally used to approximate integrals of periodic functions. The oldest and simplest form of lattice rules, now known as rank-1 lattice rules, have the point set kz n : k = 0, 1, . . . , n − 1 .
Here z = (z 1 , . . . , z d ), known as the generating vector, is a d-dimensional integer vector having no factor in common with n, and the braces around a vector indicate that each component of the vector is to be replaced by its fractional part. Lattice point sets are low-discrepancy point sets although their constructions are typically not extensible. For a long time the most popular way to construct lattice rules in higher dimensions was to take the generating vector of the Korobov form:
For a given value of n and a given value of d, an optimal value of a can be chosen by minimizing some discrepancy measure. However, this value of a is only good for the specific pair of n and d, and so if either n or d is changed, we need to obtain a new value of a. (One could use a chosen value of a for higher dimensions simply by taking higher powers of a modulo n, in which case the projections of the points over consecutive dimensions will remain stationary. Unfortunately, this does not guarantee that the discrepancy measure which we are interested in will remain small.) In 2002 Sloan and his collaborators (see e.g. [16] ) developed the "component-bycomponent (CBC)" construction: the components of z are constructed one at a time to minimize the worst-case error in some weighted function space. The details about worst-case analysis and weighted function spaces will be given in the next section. For now we can think of the worst-case error as some form of discrepancy which measures the quality of our lattice rule. Let e n,d (z) = e n,d (z 1 , . . . , z d ) denote the worst-case error for a rank-1 lattice rule with generating vector z. The CBC algorithm goes like this:
Algorithm 1 (CBC Algorithm). Given n, 1. Set z 1 = 1. 2. For each d = 2, 3, . . ., with z 1 , . . . , z d−1 fixed, choose z d from the set {1 ≤ z ≤ n − 1 : gcd(z, n) = 1} to minimize the worst-case error e n,d (z 1 , . . . , z d−1 , z d ). This construction is extensible in d in the sense that if further dimensions are needed, the algorithm can be restarted in an obvious way. It is, however, not extensible in n and so a different value of n means that a completely new z must be constructed.
It has been proved by Hickernell and Niederreiter in 2003 (see [8] ) that good generating vectors for extensible lattice sequences do exist, that is, there exists some vector z which is good for all n and all d. However their proof is non-constructive and it leaves no clues as to how to find such a vector z. Since n can be arbitrarily large, the components of the generating vector z can also be arbitrarily large, making it rather difficult to find one generating vector that is good simultaneously for all values of n. Back in 2000, Hickernell and his collaborators (see [7] ) had already experimented with the construction of extensible lattice sequences in an empirical setting. By assuming that
they designed an algorithm which finds a generating vector of the Korobov form (1.2), with the parameter a chosen by minimizing a loss function
. Lattice rules constructed in [7] are not so much "extensible" as "embedded" in their nature: the distinction being that extensible rules would leave n unbounded whilst embedded rules have n bounded. Therefore, with each d-dimensional generating vector z, we have a sequence of point sets
where each L m is the point set for a lattice rule with b m points, and all the points in L m are also points of L m+1 . For example, when b = 2, the number of points doubles as we move along the sequence, and each rule in the sequence contains all the points from the previous rule together with an equal number of new points. This embedding property is very attractive in practice because not only can we easily increase the number of points without wasting any function evaluations, but also we can estimate the error based on the results from successive rules in the sequence.
Finally we come to the point where we can discuss our new construction. Our algorithm is similar to that of [7] , but rather than making use of the Korobov form, our algorithm is based on CBC constructions and so there is no need to assume that d is bounded. For each m from m 1 to m 2 , we use Algorithm 1 to find a generating vector z (m) for a b m -point rule and we store the resulting worst-case error e b m ,d (z (m) ) for each d = 1, 2, . . .. We define a new error measure for our embedded lattice rule by 
Just as is the case for the algorithm in [7] , our new algorithm does not come with an a priori error bound, nor does it give us a fully extensible lattice sequence that can be used for arbitrarily large n. Having said that, in addition to the bonus that d need not be bounded, our algorithm does have two advantages over the algorithm of [7] . Firstly, it is proved in [10] and in [4] that the CBC algorithm can achieve a rate of convergence of O(n −1+δ ), δ > 0, if we "randomly shift" the lattice points (see below). Thus the worst-case error e b m ,d (z (m) ) can be said to be almost optimal, which means that we are using a fairly reliable normalization. The quantity X m1,m2,d (z) represents how much worse our chosen vector z is compared with the vectors z (m) which are the near-optimal choices for different n = b m . With all the benefits of having embedded rules, we would be happy with a value of X m1,m2,d (z) that is no more than 2, and this indeed turns out to be the case in all our computations. Thus in practice our construction comes with an a posteriori worst-case error bound that is of optimal order, and within a factor of 2 of that achieved by the original CBC algorithm.
The second advantage of our algorithm is that, surprisingly, it has a relatively low computational cost. Nuyens and Cools [13, 14] developed a fast implementation of the CBC algorithm by making use of fast Fourier transforms, which allows the construction with n in the millions and d in the thousands within a feasible time frame. Thus the pre-computation of z (m) for each m can be done in a fast way. In fact if we take b to be prime, our new algorithm based on minimizing X m1,m2,d (z) can also be done in a fast way, and the cost depends only on m 2 rather than the sum of all m. The total computational cost of Algorithm 2, including the pre-computations of Algorithm 1, is O(dn(log(n))
2 ) operations. The description above was a bit simplified: it is actually "randomly-shifted" rank-1 lattice rules that we construct generating vectors for. Shifted rank-1 lattice rules are QMC rules with the point set
where z is the generating vector as in a rank-1 lattice rule, and ∆ ∈ [0, 1] d is the shift. In particular, we are interested in using random shifts. There are several advantages in doing this: we only need to determine the generating vector; the error expression is simpler (see §2); and most importantly, we can obtain a probabilistic error estimate (see §5).
The paper is organized as follows. In §2 we discuss weighted reproducing kernel Hilbert spaces. We consider weighted Korobov spaces and weighted Sobolev spaces, as it is already known that the CBC algorithm leads to lattice rules which achieve the optimal rate of convergence in these spaces, under suitable conditions on the weights. In §3 we outline some important properties of embedded lattice rules. In §4 we discuss the implementation of our new algorithm under two different weight settings: the product weights and the order-dependent weights. We consider lattice rules with n = b m points, and for simplicity we consider only prime base b. In §5 we provide some notes on how to use these embedded lattice rules as a sequence and how to obtain practical error estimation by using random shifts. In §6 we carry out some numerical experiments to see how well our new lattice rules perform for some finance problems. Finally a brief summary is given in §7. In the Appendix we list one generating vector up to 360 dimensions (obtained with b = 2, m 1 = 10 and m 2 = 20) which is good for n ranging from 1024 to 1048576.
2. Function space setting. In this section we briefly review the mechanics behind worst-case analysis in a reproducing kernel Hilbert space and the concept of weighted function spaces. For more details, see e.g. [6, 17, 5] . 
dx < ∞ which also guarantees that the initial error is finite.
The worst-case error for a QMC rule Q n,d with point set P n = {t 0 , . . . , t n−1 } in H is defined by
Thus the worst-case error can be thought of as a type of discrepancy measure (see (1.1)). Using the reproducing property of K one can derive an expression for the squared worst-case error
This explicit expression is especially useful when the reproducing kernel has a simple closed form. The error expression is simpler for shift-invariant kernels. A shift-invariant kernel is one which satisfies
For any arbitrary kernel K, there is an associated shift-invariant kernel K sh defined by
Let P n + ∆ := {{t + ∆} : t ∈ P n } denote the point set obtained by adding a shift ∆ to every point in P n and then taking the fractional part of every component. One can easily derive the important property that
We want to use randomly-shifted rank-1 lattice rules in the function space with kernel K. It makes sense to study this "shift-averaged" error given by (2.2). In addition, the double sum reduces to a single sum for lattice rules, explicitly we have
We shall refer to this quantity as the worst-case error for randomly-shifted rank-1 lattice rules, and it is this worst-case error which we shall consider throughout the rest of the paper. Note that
Weighted function spaces.
In this paper we consider reproducing kernel Hilbert spaces H with kernels of the form
with η(x, y) = η(y, x). This general form of kernels has been considered in [17, 5] . The space H is a direct sum of 2 d reproducing kernel Hilbert spaces H u , where each H u is a |u|-dimensional tensor-product space with kernel K u (x u , y u ) = γ u j∈u η(x j , y j ). Functions in H u depend only on the set of variables x u := {x j : j ∈ u}. Functions f ∈ H have the natural decomposition
We associate a weight parameter γ u with each set of variables x u , which describes the level of interaction between the variables in x u . The 2 d weights γ u together model the relative importance between various sets of variables. Roughly speaking, a small γ u means that the contribution of the term f u is small compared with the other terms. To fix the scaling we set γ ∅ = 1. The limiting case of γ u = 0 implies that there is no f u term in the decomposition, or in other words, there is no interaction between the variables in x u .
The worst-case error for randomly-shifted rank-1 lattice rules (see (2.3)) is expressed in terms of the associated shift-invariant kernel
Note that ω is symmetric, i.e. ω(x) = ω(1−x). For simplicity we impose the additional condition
The initial error is then 1 and the worst-case error (2.3) then satisfies
( 2.4) (If the initial error were not 1, we could consider instead the relative error, that is, we divide e To have a function space that best describes our integrand f , we must choose the weights γ u according to the dimension structure of f . (See [3] for two notions of effective dimension, and see [19] for numerical schemes to estimate them.) When the nominal dimension is d, there are 2 d weights γ u to decide upon. Here are a few options to help limit the choices:
(i) Product weights: Here γ u := j∈u γ {j} , that is, the weight associated with the set of variables x u is automatically assigned the product of the weights for each individual variable x j in this set. The product-weight setting leads to a tensor product space H, and the worst-case error for randomly-shifted rank-1 lattice rules satisfies
(ii) Order-dependent weights: Here γ u := Γ |u| , that is, the weight associated with the set of variables x u depends only on the cardinality of u. In this case the worst-case error for randomly-shifted rank-1 lattice rules can be written as
(iii) Finite-order weights: Here γ u = 0 for all |u| > q, with some fixed number q. The finite-order-weight setting can be very useful because many high-dimensional integrals in practice do appear to have a finite order of just 2 or 3. We often combine the finite-order-weight setting with the order-dependent-weight setting.
We end this section with two important examples of such spaces. Example 1 (Weighted Korobov spaces). The weighted Korobov space consists of one-periodic functions with absolutely convergent Fourier series, see e.g. [5] . The reproducing kernel is already shift-invariant, with
where α > 1 is a smoothness parameter which corresponds to the rate of decay of the Fourier coefficients. It is known that good (unshifted or randomly-shifted) rank-1 lattice rules can be constructed using the CBC algorithm to achieve the optimal rate of convergence O(n −α/2+δ ), δ > 0 (see [10, 4] ). Note that when α is an even integer, ω can be written in terms of the Bernoulli polynomial of degree α:
Example 2 (Weighted Sobolev spaces).
The weighted Sobolev space (with smoothness one) consists of functions with square-integrable mixed first derivatives, see e.g. [17] . These functions are in general non-periodic. There are a few variants of these spaces depending on how the inner product is defined. One popular variant, now commonly referred to as the unanchored Sobolev space, corresponds to
which satisfies the condition 1 0
ω(x) dx = 0. This space has a direct association with the ANOVA decomposition of functions (see e.g. [3, 19] ). It is known that good randomly-shifted rank-1 lattice rules can be constructed using the CBC algorithm to achieve the optimal rate of convergence O(n −1+δ ), δ > 0, in a probabilistic sense (see [10, 4] ).
3. Properties of embedded lattice rules. Before we get into the ideas behind the fast implementations of CBC algorithms, we need to review some fundamental properties of embedded lattice rules.
Given an integer base b ≥ 2, a fixed dimension d, and any integer vector z ∈ Z d whose components are all co-prime with b, define
The following properties hold for all m ≥ 0. Property 1. Clearly L m is a point set for a rank-1 lattice rule with b m distinct points.
Property 2. The generating vector for the lattice point set L m can be reduced modulo b m to give the same point set, i.e.,
The points in L m are exactly those points in L m+1 whose indices k in (3.1) are multiples of b.
For a given m, we can construct a generating vector z using Algorithm 1 with n = b m so that L m is a "good" lattice point set with b m points. Due to Property 2, we can restrict our search for the components of z to a finite set as indicated in Algorithm 1, with the largest possible choice being b m − 1. Note that the goodness of the point set L m in no way implies that all smaller lattice point sets embedded in L m are good. On the contrary, it is quite possible that the same generating vector z leads to a very poor point set L for < m (as will be demonstrated in §6.1).
This brings us to Algorithm 2, where a generating vector z is constructed with the hope that the lattice point sets L m , for all values of m in a finite range m 1 ≤ m ≤ m 2 , would be good simultaneously. The assumption that m is bounded from above by m 2 means that the maximum number of points is b m2 ; hence we can restrict the components of z to be at most b m2 − 1, ensuring a finite search space. The quality of this generating vector z is assessed by the error measure X m1,m2,d (z) defined in (1.3), which compares the worst-case error of z with the worst-case error of the near-optimal generating vectors constructed by Algorithm 1 for each m in our range. Put differently, X m1,m2,d (z) measures how much worse than optimal our "one for all" vector z is, and Algorithm 2 selects a vector z so that X m1,m2,d (z) is as small as possible for m in the prescribed range. This can be described as the "mini-max" optimization of the worst-case error ratios. The quality of z as a "one for all" vector is assured as long as X m1,m2,d (z) is uniformly bounded by a small constant, say 2.
4. Fast construction of embedded lattice rules. Before we can use Algorithm 2, we need to use Algorithm 1 to find the near-optimal generating vectors for each m from m 1 to m 2 and store the worst-case errors in each dimension. The apparent cost of Algorithm 1 for n points up to dimension d is O(d 2 n 2 ), and so the cost of the pre-computations for Algorithm 2 up to n = b m2 points can be O(d 2 n 2 log(n)). Once this is done, the cost of Algorithm 2 appears to be another O(d 2 n 2 log(n)). Thus unless we can speed up the computations in some way, Algorithm 2 would be a mere theoretical exercise.
Three ideas are used to obtain a fast alternative for Algorithm 2 (the first two were already known for Algorithm 1):
(i) The nature of the CBC algorithm is iterative with respect to the dimension. Therefore we will store previous calculations, sacrificing memory for speed. This reduces the construction cost of Algorithm 1 to O(dn 2 ). (ii) The calculation of the worst-case errors resembles a structured matrix-vector product which can be computed in a fast way. Thus the construction cost of Algorithm 1 can be dramatically reduced, to O(dn log(n)), implying that the cost of the pre-computations for Algorithm 2 is O(dn(log(n))
2 ). (iii) The calculation of the worst-case error e n,d (z) for the maximum number of points n = b m2 contains within it all worst-case errors e b m ,d (z) for m ≤ m 2 . This means that, with a slight adaptation of the algorithm, the actual cost of Algorithm 2 is only O(dn log(n)) while the cost for those pre-computations based on Algorithm 1 is O(dn(log(n))
2 ). In other words, we get the embedded rule almost for free. In the next three subsections we will explain these ideas as independently of each other as possible.
Matrix-vector formulation.
Suppose we are at the point in the CBC algorithm where we want to choose the dth component z d . It makes sense to consider the squared worst-case error e (i) Product weights:
where e 2 n,0 := 0 and the products p d (k) are defined recursively by
(ii) Order-dependent weights (which may be of finite order q):
where e 2 n,0 := 0 and the products p d, (k) are defined recursively by
Let Z n := {0, 1, . . . , n − 1} denote the set of the integers modulo n, and U n the multiplicative group of integers modulo n, i.e., U n := {u ∈ Z n : gcd(u, n) = 1} , with the cardinality of U n given by the Euler totient function φ(n) = |U n |. We need to evaluate E 2 d (z d ) for every choice of z d ∈ U n , which suggests the definition of the vectors We now observe from (4.1) and (4.3) that the squared worst-case error vector E 2 d can be expressed in terms of a matrix-vector product with the matrix Ω n as
where 1 t denotes a vector of ones of length t. Algorithm 1 picks the value of z d ∈ U n which corresponds to the smallest entry in E
where Ω n (z d ) denotes the row of Ω n corresponding to the chosen z d , and the operator . * denotes the element-wise vector multiplication.
The trick now is to order the indices z ∈ U n and k ∈ Z n in (4.5) and (4.6) in a clever way to allow fast matrix-vector multiplications.
Fast matrix-vector product.
To get an idea of the general concept, we first consider the matrix Ω n for n prime. Using the Rader factorization [15, 18] , this matrix can be reordered such that it has a circulant submatrix of size (n−1)×(n−1). This is achieved by taking the indices as z = g i and k = g −i for 0 ≤ i, i ≤ n − 2, where g is a primitive root of n (i.e. g is a generator for the cyclic group U n ). We denote this particular ordering of Ω n by Ω g n . The effect of such reordering is explained most easily by an example. Take n = 11, then the possible components for the generating vector which we want to consider are U 11 = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10} .
Since n is prime, we can always find a generator for this group. For our example we choose g = 2. The ordering for the z indices we want to use is then , 4, 8, 5, 10, 9, 7, 3, 6] .
For the indices k = 0 we take the negative powers of g ) .
As was proved in [13] , we can halve the number of rows and the number of columns of the submatrix C 11 due to the symmetry ω(x) = ω(1 − x). More specifically, we can write C 11 in a reduced form (denoted by a ∼ instead of =)
) ,
where we remember that the full matrix Ω 2 11 can be obtained by doubling each partition vertically and also horizontally up to the double bar.
A matrix with a structure like the submatrix C 11 (as well as C 11 ) is called a circulant matrix and is completely defined by its first column c. Moreover, matrixvector multiplication with a circulant matrix of order n can be done in O(n log(n)) using fast Fourier transforms.
Lemma 4.1 (Fast matrix-vector product with a circulant matrix). A matrixvector product with a circulant matrix C n of order n, with first column c, takes O(n log(n)) operations instead of the usual O(n 2 ), and uses O(n) memory, when using its similarity transform combined with a fast Fourier algorithm for calculating the discrete Fourier transform F n and its inverse F −1 n :
IFFT(FFT(c) . * FFT(x)) .
A fast CBC algorithm based on this fast matrix-vector product was first introduced for n prime in [13] and later extended for composite n in [14] . The general idea for composite n is that the complete matrix Ω n can be partitioned in blocks which have a circulant or block-circulant structure. Basically, we consider a vertical partition
where g is a generator (or technically, a set of generators) for the group U n , and each A g di is constructed out of circulant (or technically, nested block circulant) matrices B g n/di . The full details can be found in [14] where it is described how the ordering is done and why a matrix-vector multiplication with Ω g n takes O(n log(n)) time using O(n) memory.
For embedded lattice rules, we shall restrict ourselves to n being a power of a prime p, because in this case the matrix Ω 
where g is a generator for U p m and B Here 5 2 denotes the ordered set [5 i mod 2 : 0 ≤ i ≤ 2 −2 − 1], i.e., half of the group U 2 in generator ordering.
We will illustrate this theorem with an example shortly. First we discuss the effect of the symmetry of ω. Note that Theorem 4.3 rests upon the partition
for ≥ 2 . Note that all these matrices (except for the last two trivial ones) have a blockcirculant-with-circulant-blocks structure, which is consistent with the two partitions in their multiplicative groups (see (4.10)). Using (4.11), the full matrix looks like this (where italic font means redundancy) ) .
We now apply the symmetry of ω by mapping each k ∈ Z n to min(n − k, k) and we get the matrix 5 1 3 7 5 5 1 3 7 5 1 3 7 7 5 1 3 7 5 1 3 3 7 5 1 3 7 5 1 2 6 2 6 6 2 6 2 2 6 2 6 6 2 6 2 2 6 2 6 6 2 6 2 2 6 2 6 6 2 6 2 If we write out the reordering from Theorems 4.2 and 4.3 explicitly by means of permutations Π g and Π g −1 on the rows and columns induced by g, we obtain
Note that the permutations do not complicate matters, since the starting vectors are all ones and we know that the vectors
have the same symmetry structure as the rows of the matrix Ω g p m , which means that we can keep a reduced version in memory and never have to refer to the unpermuted version. Also, from the resulting vector E 2 d we only need the index of the minimal entry, from which we obtain z d via the sequence g p m .
Combining this with Lemma 4.1, we observe that we only need the fast Fourier transforms of the first column of the smaller circulant matrices in the reduced matrix. This requires O(n) memory. A matrix-vector product with a vector of length n × 1 involves m + 1 (the number of divisors) smaller matrix-vector products with circulant matrices, with a total cost of
We can calculate all these circulant matrix-vector products in turn, starting from the smallest matrix up to the largest matrix, whilst accumulating the results. In each step the previous result vector is replicated p − 1 times before the next result vector is added. The summing alone has a memory complexity of O(n) and a time complexity of O(n), which is negligible against the O(n log(n)) cost of the matrix-vector products. Again we specify this as a specialized version of the general case in [14, Theorem 5] .
(There is no need for a special summing order as is the case for general n in [14] .) Theorem 4.4 (Fast matrix-vector product Ω p m p). The matrix-vector product Ω p m p for the vectors p defined in (4.7) and (4.8) can be done in the permuted space in O(n log(n)) time with O(n) memory by doing each of the matrix-vector products with the matrices B g p in a fast way.
4.3.
Exploiting the embedding structure. In Theorems 4.2 and 4.3 we used implicitly the property that a generator g for the group U p m also generates U p for all ≤ m, with the obvious adjustment for p = 2 where 5 generates U 2 in two partitions for all ≤ m. This actually follows from the fact (see e.g. [1, §24.3.4] ) that if we have a generator r for U p , then a generator g for U p , ≥ 2, can be found by taking
It can be checked that if one searches for generators in increasing numerical order starting from 2, then the first p for which the smallest generator of U p does not generate U p 2 is as high as 40487 (and the first p for which one of its generators does not generate U p 2 is p = 29). In other words, as long as p is smaller than 40487, the smallest generator of U p also generates U p for all ≥ 1. Furthermore, the most logical choice in practice is p = 2 for which we can always pick 5 as a pseudo-generator. This gives us a way to extend a matrix for p m points to a matrix for p m+1 points by simply adding one block in front.
We now show the extension to Ω , where we have recursively ) .
In §4.2 we explained how to sum up the result vectors of a matrix-vector multiplication with the matrix Ω p m in O(n log(n)) time. In fact, since n is of the form p m , any method used to sum up the intermediate result vectors would have been sufficient to get at the O(n log(n)) time complexity (see [14] ). By accumulating the result vectors from the smallest matrix upwards, we obtain intermediate result vectors which are precisely the matrix-vector products with the matrices Ω p for going from 0 up to m − 1. Thus in an attempt to compute e p m ,d , we get along the way the values of e p ,d for from 0 to m − 1 at no extra cost.
The availability of all these intermediate results is a nice side effect since then the cost for calculating X m1,m2,d , which involves e p ,d for all from m 1 to m 2 , is no worse than the cost for calculating just e p m 2 ,d . This brings us to the main result of this paper.
Theorem 4.5 (Fast construction of embedded lattice rules). Construction of embedded lattice rules up to n = p m2 points, with p prime, using Algorithm 2 can be done in O(dn log(n)) time, with O(n) memory for product weights and O(qn) memory for order-dependent weights of order q. The total construction cost including the precalculations of Algorithm 1 is therefore O(dn(log(n))
2 ).
5. Using embedded lattice rules.
5.1. Ordering of lattice points. The main advantage of having a sequence of embedded lattice rules L 0 ⊂ L 1 ⊂ L 2 ⊂ · · · is that we can increase the number of points without having to throw away already computed function values. When the base is b (not necessary prime anymore), we increase the number of points by a factor of b each step along the sequence. For ≥ 1, let ∆L := L \ L −1 denote the set of additional points from the point set L −1 to L . We recall from Property 4 that the points in L −1 are generated by the indices k which are multiples of b in Z b . Thus we can write
with L 0 = {0} and
Letting m → ∞ in (5.1) leads formally to an extensible lattice sequence L ∞ with an infinite number of points. In this paper we consider lattice point sets where the number of points is finite, that is, the union in (5.1) only goes to a predefined upper limit m 2 . But, due to the fast construction, this limit can be taken rather large.
Note that the set of additional points ∆L from the point set L −1 to L actually comprises of b − 1 shifted versions of L −1 . We put this forward as another property of embedded lattice rules (see also [7 Explicitly, we have
where the addition is interpreted as in the definition P n + ∆ := {{t + ∆} : t ∈ P n } (the inner braces indicate taking the fractional part).
With the generating vector constructed by Algorithm 2 for n ranging from b m1 to b m2 , we can start with an approximation of the integral using the point set L m1 , and then gradually add blocks of additional points ∆L m1+1 , ∆L m1+2 , . . . , ∆L m2 until we are satisfied with the error (provided that m 2 is large enough). This usage of the sequence of embedded lattice rules is justified by the knowledge that every lattice point set L m is good for m 1 ≤ m ≤ m 2 .
A more interesting usage would be to apply the lattice rule one point at a time, i.e., as a low-discrepancy sequence. Since we may end up with an incomplete lattice point set, there is no guarantee that these additional points will be well distributed over the unit cube, and we could even end up with these points all falling in one half of the cube. In fact, we are sure to get a bad ordering of the points if we generate the points from each block ∆L according to the natural order of the k indices in (5.2) . The solution to this inappropriate ordering of the points is given by replacing k/b in (5.2) with the radical inverse function, possibly in combination with Gray code ordering. These schemes provide a better ordering of the numbers k/b in the unit interval, and this property is preserved under multiplication by z (and then taking the fractional part) so that the ordering of every one-dimensional projection of the lattice points is good. Both schemes are well-known tools borrowed from the vast literature on digital sequences, see for example [12] .
The radical inverse function takes an integer in base b and mirrors it around the radix point. For an integer k = m−1
The Gray code variant uses this same transformation, but starts with a Gray code ordering in base b of the k indices (i.e., successive indices only differ in one b-ary digit). The latter is computationally more efficient since then the next index can be obtained from the previous one by a simple digit change and the actual radical inversion can be avoided.
We summarize the usage of these schemes as a property of embedded lattice rules. Note that they preserve the embedding property L 0 ⊂ L 1 ⊂ · · · of the lattice point sets, while providing a better ordering of the points within each block of additional points ∆L . More discussions can be found in [7] .
Property 6. The lattice point set L m can be used as a low-discrepancy sequence if the points are generated in the order
where ϕ b (k) denotes either the radical inverse φ b (k) of k in base b, or the corresponding Gray code variant. We end this subsection with a simple illustration for the most practical case of b = 2:
The number of points doubles as we move along the sequence, and the set of additional points ∆L is generated by {kz/2 } with k running through all the odd numbers up to 2 − 1. In Table 5 .1 we show how the points are ordered under radical inverse and the Gray code variant.
Error estimation.
There is a comprehensive discussion on error estimation in [7] including error estimation based on the embedding structure of the lattice rules. Here we only focus on the simplest form of error estimation using random shifts.
In practice, once we have found a good generating vector z, we generate a number of independent random shifts ∆ 1 , ∆ 2 , . . . , ∆ w and compute the approximations Q 1 , Q 2 , . . . , Q w , where Q i is the shifted lattice rule approximation to the integral I d (f ) based on the generating vector z and the shift ∆ i . Then we take the average
as our final approximation to I d (f ). An unbiased estimate for the standard error of our approximation is given bŷ
Using the Chebyshev inequality we can obtain a (100 − 100/v 2 )% confidence interval Q ± vσ (with v > 1). , where z (m) is the generating vector constructed using Algorithm 1 for a 2 m -point rule (which we refer to as a good "fixed" rule). Let z denote the vector resulting from Algorithm 2. Then the quantity X 10,20,d (z ) tells us how far off the vector z is compared with the vectors z (m) in terms of the maximum (over m) ratio of the worst-case errors.
We consider weighted Sobolev spaces (see Example 2.2) with both product weights and order-dependent weights. In particular, we consider equal product weights, decaying product weights, order-2 weights and order-3 weights. Our choices of weights together with the maxima of X 10,20,d over all 1 ≤ d ≤ 360 are given in Table 6 .1. The product-type weights in the table are self-explanatory: "product 0.5" means γ j = 0.5 and "product 1/j" means γ j = 1/j. We shall explain briefly our choices of order-2 and order-3 weights. Firstly, since all one-dimensional projections of our lattice rules are left-rectangle rules with all points distinct, the weight Γ 1 in an orderdependent weight setting has no essential effect on the choice of the rule. We thus set Γ 1 = 1. Secondly, if we decide to construct a rule based on order-2 weights (i.e. if Γ = 0 for > 2), then the rule is unique regardless of how we choose Γ 2 , since in this case Γ 2 only rescales the worst-case error. Therefore without lost of generality we set Γ 2 = 1. In other words, such a rule is universally applicable for all order-2 problems. For order-3 weights, the rule depends only on the ratio Γ 3 /Γ 2 . Hence we use Γ 3 to specify the importance of order-3 interactions compared with order-2 interactions. In our table "order-3 0.1" corresponds to the choice Γ 1 = Γ 2 = 1 and Γ 3 = 0.1. Note that having equal product weights γ j = r is equivalent to having order-dependent weights with Γ = r . The generating vector for the order-2 rule is given in the Appendix. From Table 6 .1, the worst-case errors for the order-2 rule in the Appendix are within a factor of 1.43 of the worst-case errors obtained with the results from the original CBC construction.
Starting from X 10,20,1 (z ) = 1, the empirical observation is that in most cases the numbers X 10,20,d (z ) increase initially as d increases, then they decrease from some dimension onward. We see from Table 6 .1 that X 10,20,d (z ) is substantially less than 1.6 for all our choices of weights. Thus we conclude that, in all our experiments, the embedded lattice rules are at most 1.6 times worse than the near-optimal rules constructed from Algorithm 1 for specific values of n. Put differently, we have rules with the optimal rate of convergence, but with a constant which is a factor of at most 1.6 times larger.
Enlarging the range of m reduces the overall quality. Fig. 6 .1 shows the profile of X 10,m2,d (z ) with increasing d for order-2 rules with m 2 = 15, 20, and 25. It is understandable that by allowing the range of n to grow, the quality of the point set is sacrificed. But we observe that the quality remains very good for all feasible values of m 2 .
Using initial segments of a good embedded lattice rule works as expected. The criterion X 10,20,d (z ) ensures that the resulting vector z * is good for a 2 m -point rule for all values of m between 10 and 20. In other words, every point set in the embedded sequence L 10 ⊂ L 11 ⊂ · · · ⊂ L 20 is good. (We refer to the smaller lattice point sets L with < 20 as the "initial segments" of the point set L 20 .) In Fig. 6.2 we plot the worst-case error ratios
for the case of the order-2 rule in the Appendix and every m = 10, . . . , 20.
As expected, the maximum of all these graphs corresponds to the graph for X 10,20,d (z ) in Fig. 6.1 . For most values of m we do better than X 10,20,d (z ) promises, but we note that all the individual curves actually stay close to X 10,20,d (z ). We also see that these curves cross each other in an erratic manner, which is important, otherwise we could redefine the error measure to make use of some assumed ordering. That said, in general it can be observed that the curves for higher m tend to be closer to the top.
For high dimensions we see that the curves for m = 10 and m = 12 depart from the general trend. This might be explained by observing that the differences Using initial segments of a good fixed lattice rule does not work. We could wonder if it would be satisfactory to just use the initial segments from a good for every m = 10, . . . , 20. It is obvious from the figure that using a large good fixed lattice rule for a maximum number of points n = 2 m2 tells you nothing about the goodness of the initial segments of this lattice rule. While X 10,20,d (z ) is bounded by 1.45 for the good embedded lattice rule, for the fixed lattice rule, the corresponding ratio is 35 times worse than the optimal fixed lattice rule for m = 12. Once again there is no direct ordering in these curves, but it is obvious that the curves corresponding to higher m are lower on the graph. For m = 20 we have a horizontal line at 1, and the line just above this constant line is the one for m = 19. It is not surprising that using half of the points of a good fixed lattice rule would also give a reasonable rule. The maximum of all these curves is clearly very bad. We can draw a very clear conclusion from this graph: the embedded lattice rule constructed by Algorithm 2 works very well in comparison with a more simple-mined strategy.
Pricing an Asian option.
We test the performance of the embedded lattice rules constructed in this paper for calculating the pricing of an Asian call option. This problem is extensively documented, both in the financial literature and in the QMC literature [9, 11, 2] . For an Asian option (also called average option) the payoff is determined by the average value of the underlier (i.e. a stock price) during its life time. We will consider a (European style) Asian option with arithmetic average of d equally spaced stock prices S j at times t j = jT /d, with expiry time T . The payoff for such a call option can be written as
where K is the strike price at the expiry time T = t d . We assume the risk-neutral measure of the Black-Scholes model for the path of the stock prices S j = S 0 exp (r − σ 2 /2) t j + σw j , where S 0 is the initial stock price, r is the risk-free interest rate, σ the volatility of the stock price and the w j are samples of a Brownian motion a times t j , i.e. w j is normally distributed with variance t j , or In Table 6 .2 we present the results obtained with order-2 weights using 10 random shifts. As a comparison we include also results obtained by the Monte Carlo method (where we also used 10 random shifts). In Fig. 6.4 we plot the graphs of the standard errors obtained by adding one point at a time. (The values of n in both Table 6 .2 and Fig. 6 .4 correspond to the number of points used from the sequence. Due to the use of 10 random shifts, the actual number of function evaluations in each case is 10n.) The results for the order-2 rule clearly show a rate of convergence close to O(n −1 ) while the Monte Carlo error decays like O(n −1/2 ). Furthermore, the graph assures us that it is quite all right to use the embedded lattice rules as a sequence, since the standard error goes down nicely (with some minor zigzag behavior, as expected) as the number of points is increased one at a time. 7. Conclusion. We presented an algorithm for constructing good embedded lattice rules that are extensible in the dimension d and can be used for any number of points n in a pre-defined range. The algorithm utilized both the component-bycomponent construction principle and the fast implementation idea. For product weights and order-dependent weights, the total construction cost is O(dn(log(n))
2 ) operations, with a linear memory dependence on n. Numerical experiments with the unanchored Sobolev space demonstrated that these rules achieve the same optimal rate of convergence O(n −1+δ ), δ > 0, as those constructed for a fixed number of points, and that the implied constant only gains a factor of 1.30 to 1.55.
