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Abstract
Optical micro-manipulation techniques has evolved into powerful tools to efficiently steer the
motion of microscopical particles on periodic and quasi-periodic potentials, driven by the external
electromagnetic field. Here, the dynamics of molecular diffusion on optical lattices is analysed
within the framework of the theory of open systems, for polar molecules coupled to a transient
electromagnetic field. Using the normal mode expansion of the field, we derive an effective, gener-
alised Langevin equation which describes the motion of the system along the molecular degrees of
freedom. The present approach is universally applicable (for molecules with non-vanishing perma-
nent dipole moment) and it opens a wide spectrum of applications in the control of the molecular
transport mechanisms on optical lattices. The numerical analysis of suitable model external fields
demonstrates the feasibility of neglecting memory terms in the resulting Langevin equation.
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I. INTRODUCTION
During the two decades following the experimental realisation of Bose-Einstein conden-
sates (BEC) in atomic gases [1–5], the confinement, cooling and optical manipulation of
atoms and molecules in magnetic and optical traps have attracted a lot of attention. Opti-
cal trapping schemes lie at the heart of the continuous progress in the field of cooling and
confinement of atoms, and for the collimating of atomic beams. These applications triggered
the development of a variety of trapping techniques such as optical tweezers (including beam
shaping), optical fibber traps, optical binding, etc. [6–19].
Furthermore, the low temperatures attainable and the possibility of fine-tuning the pa-
rameters determining the shape and depth of the trap [19], enable the precise monitoring
and control of the molecular motion. Likewise, the ability to tune the strength of inter-
molecular interactions in a continuous way, via Feshback resonances, provided unparalleled
experimental access to a rich body of collective atomic phenomena [20, 21], and it propitiated
the advent of quantum simulators [22].
Optical lattices constitute a periodic generalisation of optical traps. The periodic arrange-
ment of trapping sites is created by counter-propagating laser fields resulting in a standing
wave. The three-dimensional periodic pattern resembles the geometry of a crystal, with the
additional advantage over real materials of being free of thermal distortions and of structural
defects caused by impurities. The key parameters defining the shape of the optical lattices
are the well depth, V0, and the spatial periodicity λ. They can be controlled by modifying
the intensity and the wavelength of the electromagnetic field, respectively.
Optical lattices constitute an ideal tool for the investigation of a wide variety of collective
phenomena and quantum phase transitions such as Bose-Einstein condensation, the BCS-
BEC crossover and the Mott insulator transition [23–30]. Moreover, these structures have
been widely used in the cooling of atoms and molecules down to nanoKelvin temperatures,
the synthesis of new molecules [19], and they constitute promising candidates for the design
and implementation of quantum information and quantum simulation schemes [31]. Like-
wise, the spatial localization of the molecules allows to improve the signal to noise ratio,
compared to gas phase spectroscopy, as in matrix isolation spectroscopy experiments.
One exciting spin-off of the molecular trapping in optical lattices is the possibility to
drive their motion through the influence of an additional time-dependent electromagnetic
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field [32–35]. The intensity of this time-dependent electromagnetic field is usually much
lower than that of the standing wave. This approach have been pursued to control particle
diffusion (e.g., to achieve particle localization via the interaction with the field ~E(t)) and to
tune the emergence of chaotic behaviour [36–40].
In this Letter, we address the modelling of the classical motion of polar molecules motion
on optical lattices in presence of time-dependent electromagnetic fields, and we demonstrate
that it can be mapped onto a stochastic process governed by a generalised Langevin equation.
To this purpose, we will account for the rapid variations of the electromagnetic field (and
their influence on the molecular motion) by using its normal mode decomposition. The
electromagnetic field can be regarded as a superposition of plane waves, whose frequencies
are typically larger than 1/τ (where τ is the characteristic time scale of the motion of
the molecule on the lattice). From this perspective, molecular diffusion on optical lattices
belongs to the group of problems with a clear time scale separation (i.e., comprising both fast
and slow degrees of freedom), whose study has a long history in physics, and it constitutes
a cornerstone in the system-bath separation in statistical mechanics and thermodynamics
[41, 42].
Although it seems intuitively correct to employ suitable stochastic forces to mimic the
influence of transient electromagnetic fields on the molecular diffusion, whether such de-
scription remains valid for any waveform is not settled. Up to our knowledge, most studies
focused on the control gained over the molecular motion by the manipulation of the coupling
between two or more electronic states, induced by a classical or a quantised radiation field
[32–35]. A few investigations addressed the classical description of atomic motion under the
influence of a quantised electromagnetic field [43]. Here, we demonstrate that the stochastic
model can be derived in the context of classical physics for arbitrary field shapes, and we also
provide an analytic formula for the determination of the dissipative memory kernel. Finally,
we show that for typical field parameters non-Markovian effects are negligible. Therefore,
the numerical analysis of the molecular diffusion can be carried out at a significantly reduced
computational cost by using the molecule-field effective friction coefficient.
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II. ONE-DIMENSIONAL MODEL
A. Hamiltonian and equations of motion
In the following, we consider the motion of a molecule of mass m and permanent elec-
tric dipole moment ~d, on a one-dimensional, periodic potential energy curve, e.g., V (x) =
V0 cos
2 (λx). The properties of the lasers building up the periodic potential V (x) are not
treated explicitly. This information is masked in the controllable parameters V0 and λ, which
allow to take into account the main features of a prototypical optical lattice. The molecule
is regarded as a point particle, and the Hamiltonian of the “system” is given by
HS =
p2
2m
+ V (x). (1)
The conclusions derived within this minimal one-dimensional model can be straightforwardly
extended to higher dimensional systems.
Within the dipolar approximation, the interaction between the molecule and a time-
dependent electromagnetic field ~E(x, t) is HSB = −~d · ~E(x, t). The field ~E(x, t) is taken to
be a superposition of plane waves, thus the system-bath interaction can be rewritten as
HSB =
∑
j
αj(x)qj(t) +
∑
j
βj(x)πj(t), (2)
where qj and πj are the generalised coordinate associated to the j-normal mode of the
electromagnetic field and its conjugate momenta, respectively. The coefficients αj(x) and
βj(x) appearing in equation (2) are defined as
αj(x) =
dωj√
ε0L
sin(kjx), βj(x) =
d√
ε0L
cos(kjx). (3)
Here, the constants ε0 and L denote, respectively, the electric permitivity of the vacuum
and the quantisation length introduced to define the normal modes of the electromagnetic
field.
Likewise, the energy of the field ~E(t) can be expressed as a superposition of the energies
of the normal modes with frequencies ωj :
HB =
1
2
∑
j
(
π2j + ω
2
j q
2
j
)
. (4)
The total Hamiltonian
H =
p2
2m
+ V (x) +
1
2
∑
j

(πj + βj)2 + ω2j
(
q2j +
αj
ω2j
)2 (5)
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can be regarded as a generalisation of the Caldeira-Legget model [44]. The main differences
with respect to the standard Caldeira-Legget Hamiltonian are the non-linear character of
the couplings (mediated by the position-dependent coupling functions αj(x) and βj(x)), and
the presence of a term implying a coupling between the coordinate of the particle x and the
momenta of the harmonic bath modes.
As in the standard treatment of explicit bath, the Hamiltonian in eq. (5) contains the
sum HS + HB + HSB plus a contribution
1
2
∑
j
(
β2j + α
2
j/ω
2
j
)
that ensures V (x) to be the
bare potential along the coordinate x.
We now aim to derive an equation that describes the dynamics along the molecular
degrees of freedom, upon integration of the normal modes of the transient electromagnetic
field. The canonical equations of motion for the molecule can be combined in a single
Newton’s equation:
mx¨+
dV
dx
= −∑
j
(
α′jqj + β
′
jπj
)
−∑
j
(
βjβ
′
j +
αjα
′
j
ω2j
)
. (6)
where α′j = dα/dx and β
′
j = dβ/dx.
At the same time, for the bath modes, the Hamilton equations take the form
q˙j = πj + βj ,
π˙j = −ω2j qj − αj. (7)
The solution of the set of equations (7) can be expressed analytically using the Green’s
function approach:
qj(t) = Qj(t) +
∫ t
0
[
β ′j(x(t
′))x˙(t′)− αj(x(t′))
]
ωj
sin [ωj(t− t′)] dt′, (8)
where
Qj(t) = qj0 cos (ωjt) +
πj0
ωj
sin (ωjt) (9)
describes the harmonic oscillations in absence of system-bath couplings. From eq. (8), the
momenta of the bath oscillators can be computed as πj = q˙j − βj .
B. Langevin equation
We are interested in the reduced dynamics along the molecular degree of freedom. In-
serting the expressions obtained for qj(t) and πj(t) into equation (6), we first note, after
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some algebra, that the terms depending on products of the coupling functions αj(x), βj(x),
and their spatial derivatives α′j(x), β
′
j(x), drop out. The resulting equation of motion can
be casted in the form of a generalised Langevin equation:
mx¨+
dV
dx
+ ξ(x, t) +
π|~d|2
c2ε0L
∫ t
0
F (τ)x˙(t− τ)dτ = 0. (10)
In this formula, c is the speed of light while the force
ξ(x, t) =
∑
j
{
α′jQj(t) +
α′jαj0
ω2j
cos(ωjt) + β
′
jQ˙j(t)−
β ′jαj0
ωj
sin(ωjt)
}
(11)
describes the influence of the “random” component of the molecule-field interaction on the
molecular motion (αj0 = αj(x(t = 0))).
In equation (10), F (τ) is the inverse Fourier transform of the function ω2S˜(ω), where
S˜(ω) is the even continuation of the spectral density of the electromagnetic field:
S˜(ω) =


|E(ω)|2 , ω ≥ 0
|E(−ω)|2 , ω < 0
(12)
It can be noticed, that for smooth spectral distributions |E(ω)|2, the effective bath modes
participate in the frictional kernel F (τ) with the superhomic weight ∼ ω2 characteristic of
electromagnetic fields.
Let us note in passing, that conversely to the standard case of dissipative dynamics in
mechanical systems, the spectral density S˜(ω) contains information on the population of the
field normal modes but not on the intensity of the system-bath coupling.
Under the assumption of rapidly decaying kernels, Markov approximation holds, and
equation (10) can be casted in the form of the standard Langevin equation, for the description
of particle-resolved dynamics, or the equivalent Fokker-Planck equation, for the simulation
of the time evolution of the probability density in phase space. Within this approximation,
the friction coefficient γ is given by
γ =
πd2
c2ǫ0L
∫
∞
0
F (τ)dτ. (13)
C. Approximate and numerical evaluation of the friction kernel
To assess the influence of the different parameters determining the shape of the electro-
magnetic field, on the time-dependence of the friction kernel, we consider a few examples in
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this section. If the spectral density of the electromagnetic field vanishes outside a vicinity
of width ∆ω centred a given frequency ω0, the diffusion coefficient takes the form:
F (τ) =
1
2
∫ ω0+∆ω/2
ω0−∆ω/2
ω2|E(ω)|2 cos[ω(t)]dω . (14)
Moreover, if the function E(ω) varies smoothly in the interval
(
ω0 − ∆ω2 , ω0 + ∆ω2
)
F (τ) = ω20|E(ω0)|2
∫ ω0+∆ω/2
ω0−∆ω/2
cos[ω(t)]dω = ω20|E(ω0)|2 cos[ω0τ ]
sin
(
∆ω
2
τ
)
τ
. (15)
It is straightforward to show, by evaluating the autocorrelation function of the stochastic
force ξ(x, t), that the diffusion coefficient in this limit is given by:
D =
2|~d|2
c
ω0| ~E(ω0)|2∆ω . (16)
For radiation fields with a smooth spectral density, the dissipative kernel decays over a
period of ∼ 1/∆ω. If the wavepacket is wide enough in the frequency domain, then this time
interval may be much shorter than the characteristic time scale of the molecular motion.
We explored numerically the changes in the form of the kernel F (τ) upon modification of
the width and the central frequency of wavepackets of various shapes, in the mid infrared
region of the electromagnetic spectrum. In Figure 1, we show the results corresponding
to a Lorentzian pulse. They illustrate the general trend of the time evolution of F (τ) for
frequency limited wavepackets, which we also observed in the cases of Gaussian and square-
well pulse shapes and for multiperiodic electromagnetic fields.
It can be seen, that for different Lorentzian pulses centred at ω0 = 10
14 Hz, the friction
kernel decays faster as the wavepacket gets broader in spite of the non-standard system-bath
couplings in the present case. This behaviour is analogous to that observed in dissipative
systems where local-in-time dissipation is obtained for spectral densities of the bath which
extend far beyond the characteristic frequency of the system. On the other hand, the
characteristic time scale of the friction kernel is independent of the central frequency of the
frequency limited pulses. However, the overall magnitude of the dissipative molecule-field
coupling significantly enhances as the centre of the wavepacket is shifted to larger frequencies.
III. CONCLUSIONS
In summary, we have introduced an stochastic method for studying the molecular diffusion
on optical lattices in presence of an external time-dependent electromagnetic field, where the
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FIG. 1. (a) Weights fi(ω) of the bath oscillators for different widths of a Lorentzian laser pulse
with a central frequency of 1014 Hz. (b) Inverse Fast Fourier transforms F1 of the weight functions
fi(ω).
influence of the waveform is filtered into the form of the frictional kernel. The approach is
based on the normal mode representation of the electromagnetic field, and the field-molecule
interaction is described within the dipole approximation. The method allows to obtain
numerically converged results for the diffusion dynamics for arbitrary transient external
fields.
The present description is appropriate for wide classes of systems and properties (molecules
without a permanent dipole moment constitute nevertheless an important example of sys-
tems lying outside the domain of applicability of this methodology). In many situations, the
rapid decay of the friction kernel indicates that the numerical integration of the equations of
motion may be further simplified by treating the molecular diffusion as a Markov process.
In spite of its appeal, to the best of our knowledge, the concept of Langevin dynamics has
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not been used in the context of laser-driven molecular diffusion on optical lattices.
Although we have focused on an one-dimensional model of the classical motion of
molecules on optical lattices, extensions to three-dimensional and quantum systems are
straightforward. The present analysis paves the way to employ the mapping of molecu-
lar diffusion on optical lattice into a dissipation problem to investigate phenomena such as
field-assisted diffusion and tunnelling, taking advantage of the theoretical and computational
tools developed over the years to investigate semiclassical (field-free) molecular dynamics.
In particular, this methodology can be applied to the control of the diffusive dynamics by
tailoring the time-dependent electromagnetic field.
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