University of Central Florida

STARS
Electronic Theses and Dissertations, 20202020

Seismocardiographic Signal Variability and Pulmonary Phase
Detection in Adults
Md Khurshidul Azad
University of Central Florida

Part of the Biomechanical Engineering Commons

Find similar works at: https://stars.library.ucf.edu/etd2020
University of Central Florida Libraries http://library.ucf.edu
This Doctoral Dissertation (Open Access) is brought to you for free and open access by STARS. It has been accepted
for inclusion in Electronic Theses and Dissertations, 2020- by an authorized administrator of STARS. For more
information, please contact STARS@ucf.edu.

STARS Citation
Azad, Md Khurshidul, "Seismocardiographic Signal Variability and Pulmonary Phase Detection in Adults"
(2020). Electronic Theses and Dissertations, 2020-. 600.
https://stars.library.ucf.edu/etd2020/600

SEISMOCARDIOGRAPHIC SIGNAL VARIABILITY AND
PULMONARY PHASE DETECTION IN ADULTS

by

MD KHURSHIDUL AZAD
M.Sc. in Mechanical Engineering, University of Central Florida, 2018
B.Sc. in Mechanical Engineering, Rajshahi University of Engineering & Technology,
Bangladesh, 2009

A dissertation submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy
in the Department of Mechanical and Aerospace Engineering
in the College of Engineering and Computer Science
at the University of Central Florida
Orlando, Florida

Summer Term
2020

Major Professor: Hansen A. Mansy

© 2020 MD KHURSHIDUL AZAD

ii

ABSTRACT
Cardiovascular disease is one of the leading causes of mortality in the world. Early
detection and intervention can significantly improve disease management and patient
quality of life. Current methods of evaluating cardiac function often involve history and
physical examination (including stethoscope auscultation), electrocardiograms (ECG),
echocardiogram

imaging,

computed

tomography,

and

various

blood

tests.

Seismocardiographic signals (SCG) are the chest surface vibrations resulting from
cardiomechanical activity. SCG may be recorded using accelerometers and can be used for
monitoring and predicting cardiac health. SCG's potential utility may be impeded by its
spatial, postural, respiratory, and longitudinal variability. In this dissertation, the SCG
variability sources are documented, resulting in changes in signal features are quantified,
and optimum posture and sensor placement are discussed. Understanding SCG variability
can help account for signal variability and more precise quantification of prominent SCG
features that may be predictive of cardiac health.
In addition, non-invasive monitoring respiration is a useful patient monitoring
signal that can be performed via direct measurement of airflow utilizing a mouthpiece. In
some instances, direct access to breathing airflow may be impractical or undesirable,
especially in an ambulatory setting, and alternative approaches are needed. The respiratory
phase can be extracted noninvasively from physiological signals such as ECG or SCG. The
current study extracted respiration from several physiological signals in healthy adults and
compared it with direct respiration airflow measurements. In addition, respiratory phases
were extracted from SCG signals of HF patients, and results from traditional signal
iii

processing techniques and machine learning approaches were compared. The study
resulted in a better understanding of the sources of SCG variability and alternative
approaches to respiratory phase detection. These findings can lead to the development of
improved non-invasive, low-cost methods for the management of cardiopulmonary
conditions, timely intervention, and improved quality of life of patients.
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CHAPTER 1 - INTRODUCTION
Cardiovascular diseases are one of the leading causes of disability and death in
the United States (Virani et al., 2020). Hence, improved means for early detection of
cardiovascular disease is of great significance to engineering and medicine. Modern
clinical techniques of measuring heart function most frequently involve history and
physical examination (including stethoscope auscultation), electrocardiograms (ECG),
echocardiogram imaging, and various blood tests. While these techniques provide
valuable diagnostic information, they require the expertise of a trained clinician and
only can be used in clinical settings. Seismocardiographic (SCG) signals are chest wall
vibrations due to cardiac activity (Bozhenko, 1961). Early studies (Crow, Hannan,
Jacobs, Hedquist, & Salerno, 1994; Salerno, 1990; Taebi, 2018; Taebi & Mansy, 2017b;
Taebi, Sandler, Kakavand, & Mansy, 2017; Tavakolian et al., 2012) suggested that the
mechanical processes involved in cardiac activities such as valve closures, blood
momentum changes, cardiac muscle contraction can be the likely sources of these
vibrations. SCG signals may provide useful information regarding the cardiac function
and, therefore, may be helpful in the diagnosis and monitoring of cardiovascular
conditions. Some studies (Shafiq, Tatinati, Ang, & Veluvolu, 2016; Taebi, Bomar,
Sandler, & Mansy, 2018; Taebi & Mansy, 2017a) extracted different cardiac parameters
such as heart rate or systolic time intervals from SCG signals. Seismocardiography
(SCG) relies on accelerometers to measure vibrations on the chest wall surface and can
be used in ambulatory settings to measure heart function along with other modalities.
The phonocardiography (PCG), which is equivalent to stethoscope auscultation, uses
microphones to detect sounds due to valve closure, abnormal blood flow, and
pathological ventricular filling, but it does not always detect low frequency sounds such
1

as S3 and S4 heart sounds (Glower et al., 1992; Hosenpud & Greenberg, 2007; Siejko
et al., 2013). SCG provides this information as it detects low-frequency vibrations with
excellent resolution, and it can also be used to detect cardiac events such as
isovolumetric contraction, aortic opening, and mitral opening (Crow et al., 1994;
Tavakolian, 2016). Despite this, SCG signals are subject to noise as they pick up
respiratory activity, abdominal sounds, and body movement. Also, SCG signals vary
based on the sensor’s position on the chest, and an ideal position to detect cardiac
activity has not yet been adequately studied.
As previously mentioned, SCG provides information about infrasonic
vibrations of the chest wall surface, and Taebi et al. (Amirtahà Taebi et al., 2019;
Amirtaha Taebi & Mansy, 2017) examined the various frequencies that compose SCG
signals in healthy human adults. Taebi found that SCG signal intensities reached
maximal values during two portions of a cardiac cycle that roughly correspond to S1
and S2 sounds of PCG (referred to as SCG1 and SCG2, respectively). The SCG1 signal
provided higher signal intensity compared to SCG2, and analysis of SCG1’s power
spectral density (PSD) showed that the PSD consisted of three dominant frequencies at
9 Hz, 25 Hz, and 50 Hz. Taebi speculated that the lowest dominant frequency
corresponds to a ventricular contraction while the higher frequency corresponds to
atrioventricular valve closure. These findings demonstrate how SCG signals provide
more information at lower frequencies and can be used to provide more information
about the cardiac mechanical activity. Despite its potential utility, little information is
known regarding SCG’s variability, specifically its spatial, postural, and longitudinal
variability. These variabilities may mask important SCG morphological features with
diagnostic value, or conversely, may introduce errors in SCG interpretation. Hence,
2

SCG potential utility should be improved by decreasing variability and/or enhancing
our understanding of variability sources. The latter may help both accounts for SCG
variability but also serve as useful features to help improve the predictive diagnostic
value.
The proposed research work is focused on discussing SCG variability not fully
reported in earlier studies.

SCG spatial variability
With the availability of lightweight, low noise sensors, different sensor
locations been used in recent SCG studies (Javaid et al., 2016; Pandia et al., 2012;
Taebi, 2018; Tavakolian et al., 2012). The most common sensor location is the sternum
or its left lower border. However, in some studies, other locations have been used for
SCG signal acquisition, including over the heart apex (lateral left lower chest) and the
“aortic value listening area” at the right upper sternal border. The spatial distribution of
the SCG signal was largely neglected in the SCG related study. A recent study (Lin et
al., 2018) acquired the SCG signal at four heart auscultation locations. However, the
study didn’t consider variation due to respiration or heart rate. The current study aims
to investigate the spatial variability of SCG signal and find an optimum sensor location
to obtain better SCG features, which would help predict cardiac health.

SCG postural and longitudinal variability
Despite SCG’s high potential utility, SCG’s postural and longitudinal variation
is not well defined. Several studies (Tavakolian, 2010)(Tavakolian et al., 2012) (Shafiq
et al., 2016) reported recording SCG signal at the supine position. Other studies (Taebi,
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2018) (Javaid et al., 2016) measured the SCG signal at 45 degrees seated on an exam
table or sitting on a chair body posture. A detailed study on SCG feature variation
relative postural changes has not yet discussed in previous studies. Also, information
on how SCG signals vary over time is missing, which is extremely important when
SCG is used to monitor patients’ cardiac condition over time. This lack of information
makes it challenging to establish a baseline for SCG morphology and an acceptable
range of signal variability. To use SCG as a predictive as well as a monitoring tool for
HF patients, it is paramount to have adequate knowledge of signal variability within
healthy subjects. The current study aims to document the postural and longitudinal
variability of several SCG features that may help predict cardiac health. Besides, the
study discusses SCG variability during the breath-hold condition to quantify the effect
of breath-hold on SCG feature variability.

Pulmonary phase detection from SCG signal
Respiration is commonly monitored using direct measurement of airflow with
a mouthpiece or other access to breathing airflow. When direct access to breathing
airflow is problematic or inconvenient, an indirect approach may be needed. As
previously stated, the SCG signal tends to be affected by respiratory variation. Hence,
the respiratory signal may be extracted noninvasively from the SCG signal, which
would eliminate the need for invasive approach, especially in an ambulatory setting.
The current study investigated the accuracy of pulmonary phase extracted from SCG
signals as well as several other physiological signals by comparing with direct
respiration measurement.
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CHAPTER 2 – SPATIAL DISTRIBUTION OF
SEISMOCARDIOGRAPHIC SIGNAL
In the past, the problem of identifying an ideal location to listen for heart sounds
was also encountered in the realm of PCG, even though popular auscultation sites have
now been identified. Okada(Okada, 1982) used 36 spatially-distributed PCG
microphones to acquire heart sounds, and their results showed that sounds associated
explicitly with the closure of the aortic and pulmonic valves were loudest at the cardiac
apex and 2nd intercostal space along the right parasternal border, respectively. Cozic
(Cozic et al., 1998) et al. expanded on this by placing 22 spatially-distributed PCG
microphones on the chest surface and found that the highest amplitude was associated
with the S1 heart sound (corresponding to mitral and tricuspid valve closure) at the midclavicular 5th ICS location and tricuspid auscultation location. Kompis (M Kompis et
al., 1998; Martin Kompis et al., 2001) et al. placed PCG sensors at the neck, 3rd ICS,
5th ICS, and 7th ICS, and found that heart sounds with the highest intensity were
detected at the neck bilaterally and parasternally in the 3rd ICS on the left. However,
this result was likely due to the detection of the carotid pulse in the neck and not of
valvular activity. Also, the neck has little muscle and fat compared to the chest wall,
and this makes it easier to detect sound. More recently, Sapsanis (Sapsanis et al., 2018)
used a vest with 12 embedded PCG sensors to record heart sound and suggested that
the loudest signals were associated with S1 along the left parasternal border especially
near the 4th ICS.
This century, there have been pilot studies on the SCG genesis from the cardiac
activity and its propagation across the chest wall surface with a limited number of
subjects. Kawamura (Kawamura et al., 2007) used 64 accelerometers to measure
5

cardiac activity over the left anterior chest wall. Kawamura postulated that vibration
waves due to cardiac activity stem from a source and then spread over a plane. He
suggested that the SCG peak associated with aortic opening achieves a maximal value
near the right upper sternal border and propagates down towards the apex. Using this
setup, they also found that the SCG wave associated with mitral opening initially
reaches its maximal value near the apex and moves up towards the right upper sternal
border. Kawamura speculated that these SCG signals were due to both valve closure
and chamber contraction, and not just valve closure. Nogata (Nogata et al., 2010, 2014)
used an identical set up to Kawamura with 64 SCG sensors to study the propagation of
the chest wall vibrations, and they concluded that the SCG signal high frequency peaks
associated with the traditional S1 sound of cardiac auscultation started in the apex and
the traditional S2 sound started near the aortic valve of the right upper sternal border.
By doing a cross-correlation of adjacent SCG signals and determining the shortest path
of propagation using the Dijkstra method (Dijkstra, 1959), Nogata (Nogata et al., 2014)
created surface contour maps of SCG signal propagation over the chest surface that
showed how the loudness of SCG 1 peak moved away from the apex while the SCG 2
peaks loudness moved away from the aortic valve. Using this, Nogata (Nogata et al.,
2014) estimated that the SCG signal propagation speed across the chest wall surface
was approximately 11 m/s.
While SCG is measured on different locations on the chest surface (i.e., xiphoid
process, 4th intercostal space, mid sternum), most studies have placed SCG sensors on
the sternum (Amirtahà Taebi et al., 2019). Pandia et al. (Pandia et al., 2012) suggested
that a larger amplitude of SCG2 peak was observed at the left mid-sternal, midclavicular location. While this location was noted for louder SCG2 signal compared to
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the mid-sternal location, variations in the SCG waveform relative to other positions
were not examined. Given the reported differences in SCG signal intensity between the
sternum and the left mid-sternal, mid-clavicular location, it becomes apparent that
understanding SCG signal variations across the chest wall surface is critical for precise
feature extraction. A detailed study of the spatial distribution of SCG feature variations
on the chest surface has not yet been reported. The objective of the current study is to
a) document spatial SCG signal variability over the chest surface.
b) understand the effects of sensor location on different SCG signal features.
c) document signal quality over sensor placement.

Methods
Figure 1 summarizes the methodology employed in this study. More details are
provided in the following sections.

Figure 1 Methodology workflow.
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Accelerometer calibration
The current study used 36 uniaxial accelerometers (Model: 352C65, PCB
Piezotronics, Depew, NY) to acquire the SCG on the chest surface. Before the human
subject experiment, all 36 accelerometers were calibrated using a pre-calibrated
reference accelerometer and a mechanical wave driver (model: SF-9324, Pasco,
Roseville, CA) moving with a reference signal. Also, the waveform variability of each
accelerometer was compared relative to the reference accelerometer output. A metal
disc was attached to the driver stinger to attach the accelerometers. Figure 2 shows the
accelerometer calibration setup.
Reference accelerometer
Testing accelerometer

(a)

(b)

Figure 2 Accelerometer calibration showing (a) accelerometer placed on the metal disc
attached to the mechanical wave driver (b) top view of the metal disc is showing
accelerometers arrangement on the disc. Arrow indicates the direction of the wave
driver movement.

Due to limited space on the disc, the accelerometers were separated into a group
of 16 and a group of 20 accelerometers. The first group of accelerometers was then
attached using double-sided medical-grade tape (B205-1, 3M, Minneapolis, MN) on
the driver disc. An artificial SCG signal (Amirtaha Taebi & Mansy, 2017) having
similar characteristics of a typical SCG signal was then employed to drive the disc. All
accelerometer outputs were recorded. The experiment was repeated for the remaining
20 accelerometers. The accelerometer output is shown in figure 3.
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(a)

(b)

Figure 3 Accelerometer output recorded from (a) accelerometer 1-16 (b) accelerometer
17-36 are shown. The waveforms are plotted on top of each other, showing the
significant similarity between accelerometer outputs.
Waveform morphological variability (later discussed in SCG features) was
calculated for each accelerometer output relative to the waveform of the reference
accelerometer. The mean variability with the standard error of the 36 sensors was found
to be 0.16±0.04 milli g, which is approximately 10~15 times lower than the SCG
variability observed at the chest surface (later discussed in section 3.4).
The calibrated sensitivity of an accelerometer is given by equation 1,
𝐴𝑚𝑝𝑖

𝐶𝑎𝑙𝑖𝑏𝑟𝑎𝑡𝑒𝑑 𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦𝑖 = 𝐴𝑚𝑝

𝑟𝑒𝑓

∗ 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦𝑟𝑒𝑓

(1)

where 𝐶𝑎𝑙𝑖𝑏𝑟𝑎𝑡𝑒𝑑 𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦𝑖 and 𝐴𝑚𝑝𝑖 is the calibrated sensitivity and
amplitude of ith accelerometer while 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦𝑟𝑒𝑓 and 𝐴𝑚𝑝𝑟𝑒𝑓 is the sensitivity and
amplitude of the reference accelerometer.
The sensitivities of all 36 accelerometers are plotted with their manufacturer’s
sensitivity and compared using Bland-Altman analysis (Bland & Altman, 1999) in
figure 4.
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(a)

(b)

Figure 4(a) Calibrated sensitivities of all accelerometers are plotted along with their
manufacturer’s sensitivity, (b) Bland-Altman analysis of calibrated sensitivity and
manufacturer specified sensitivity. The difference in sensitivity values are within the
limit of agreement (±1.96*SD).
Figure 4 suggests that the calibrated sensitivities of the sensors are
approximately 1~2 % of manufacturer specified value and are within the limit of
10

agreement (±1.96*SD). There is a small positive bias (~ 0.2 mV/g) between the
calibrated sensitivity and the manufacturer’s specified sensitivity values. Peak to peak
amplitude differences between sensors are within 1% of the peak to peak amplitude of
reference accelerometer.

Experimental Measurements
SCG signals were acquired from 15 healthy male subjects after Institutional
Review Board (IRB) approval. Subject characteristics are listed in table 1.
Table 1 Subjects’ characteristics for SCG spatial distribution experiments.
Age (years)

26± 4.4

Height (cm)

174.1 ± 8.9

Weight (kg)

75.7 ± 14.5

BMI

24.9 ± 3.2

A diagram of the experimental setup, along with sensor locations, is shown in figure 5.
Eight accelerometers were placed in each of the parasternal 2nd, 3rd, 4th, and 5th
intercostal spaces (ICS) bilaterally. Two additional accelerometers were placed on the
left and right clavicle along the midclavicular line. Besides, two accelerometers were
placed at mid sternum and xiphoid process, respectively. The signals from the
accelerometers were amplified using a charge amplifier (Model: 482C, PCB
Piezotronics, Depew NY) and then acquired using a data acquisition module (Model:
NI-USB-6255, National Instruments, Austin, TX). The utilized SCG sensor is sensitive
to chest wall movement due to respiration. While this movement is an artifact that can
corrupt SCG, that artifact has a much lower frequency (0.1~0.4 Hz). This makes it easy
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to remove that artifact by low pass filtering, which is the approach implemented in this
study.
Spirometer
to
acquire breathing
ECG
Signal
Amplifier

(a)
Data Acquisition

ECG

Device

(b)

Figure 5 (a) Setup for SCG spatial distribution measurement, (b) sensor location with
index.
Two other signals were simultaneously acquired. These include ECG (in the
lead two arrangement, Model: AD 8232, SparkFun Electronics, Niwot, CO) and
respiratory flow signal (via a mouthpiece using a pressure transducer, Model: CXLdp,
Ashcroft Inc, Stratford, CT). Subjects were asked to avoid food and drinks and heavy
exercise approximately 4 hours before the experiment to help exclude potential effects
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of activity on the SCG signal. The subjects laid supine on an exam table for
approximately 10 minutes before data acquisition. The data was then acquired for
approximately 5~ 10 minutes at a sampling rate of 10 kHz.

Preprocessing
Filtering
The signal processing steps were implemented in MATLAB (2017b. The
MathWorks, Inc., MA). To reduce the background noise and baseline wandering (i.e.,
variation) due to respiration, SCG, and ECG signals were forward-backward filtered
using a 4th order Chebyshev 2 type band-pass filter (0.5-50 Hz). Also, a moving
average filter of order 5 (lowpass with cut-off ~ 2kHz) was employed to smooth further
the signal (Azad et al., n.d.; Peshala T Gamage et al., 2020). A similar method was used
to filter SCG and ECG signals in previous studies (Azad et al., n.d.; Peshala T Gamage
et al., 2020).

SCG segmentation
R peaks of the ECG signal were used to segment the SCG signal into SCG beats (also
called events in this manuscript). Here, the Pan Tomkins algorithm (Pan & Tompkins,
1985) was used to detect R peaks. Each SCG beat was selected to start 0.1 seconds
before the R peak of the corresponding ECG, while the endpoint of the SCG beat was
selected 0.1 seconds before the R peak of the following ECG complex (figure 6). Since
the R-R interval varies over time, this approach resulted in SCG beats with varying
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duration. A similar approach to segmenting the SCG signal is used in previous studies
(Azad et al., n.d.; Peshala T Gamage et al., 2020).

Figure 6 Segmentation of the SCG signal using ECG beats (Peshala T Gamage et al.,
2020).
Reducing SCG variability using unsupervised machine learning
The effect of respiratory variation on the SCG signal may lead to inaccurate
estimation of SCG features. Previous studies (Peshala T Gamage et al., 2020; Sandler
et al., 2019) have shown that the SCG morphology can be optimally clustered into two
groups that have coherent relations with the respiratory phases and such clustering
allows precise estimation of SCG features. Hence, SCG events were clustered based on
their morphology using unsupervised machine learning as suggested in previous
studies(Azad et al., n.d.; P T Gamage et al., 2018; Peshala T Gamage et al., 2020) which
used k-medoid clustering with dynamic time warping (DTW) as a variability measure.
This clustering method has shown higher accuracies over other methods for shapebased (i.e., morphology-based) clustering of time series (Paparrizos & Gravano, 2017).
After clustering, the cluster morphologies can be represented by the medoid SCG beat
(i.e., the median beat) of each cluster (Peshala T Gamage et al., 2020). Figure 7 shows
an example of the distribution of SCG clusters relative to the respiration cycle.
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Cluster 2

Cluster 1 beats
Cluster 2 beats
INS

- Inspiratory phase.

EXP

– Expiratory phase.

HLV - High lung volume phase
LLV - Low lung volume phase.

(b)

(a)
Cluster 1

Figure 7 (a) SCG clusters occurrence in a respiratory cycle (Lung volume). (b) SCG
cluster assignment in a lung volume and respiratory flow rate space. SCG beats are
represented by blue circles and red triangles showing their respiratory phase suggesting
the clusters separate at LLV-INS and HLV-EXP phase.
Figure 7 shows that SCG events don’t cluster entirely based on respiratory flow
or lung volume phases. The results suggest that most cluster 1 events happen from the
late LLV-INSP phase to the early HLV-EXP phase in the respiratory cycle, while
cluster 2 events happen from the late HLV-EXP phase to early LLV-INS phase. To
estimate SCG features, medoids of these clusters are considered to be the representative
waveforms of these clusters (Peshala T Gamage et al., 2020). Figure 8 shows an
example of SCG waveform medoids of clusters 1 and 2 from a single measurement
session.
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Figure 8 An example of SCG waveform for medoid of clusters 1 and 2. There is
noticeable morphological variability between the two cluster medoids due to
respiratory variation.
SCG features
After reducing the SCG variability using clustering, the spatial distribution of
different SCG features (or attributes) over the chest surface were analyzed. The
analyzed features (or attributes) include SCG amplitude, signal to noise ratio,
morphological variability, cardiac timing intervals (CTIs), and few other time and
frequency domain SCG features.

SCG peak to peak amplitude
Peak to peak amplitude of SCG waveform can be an essential SCG feature that
indicates the loudness of SCG signal. The spatial variability of SCG peak to peak
amplitude would allow us to estimate signal strength at different locations on the chest
surface. Figure 9 illustrates the peak to peak amplitude of an SCG waveform.
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Peak to peak amplitude

Figure 9 An example of the SCG waveform. The arrow indicates the peak to peak (i.e.,
max-min) amplitude of the SCG waveform.
SCG signal to noise ratio
Signal to noise ratio (SNR) is defined as the ratio between the signal energy and
energy of background noise. SNR is regarded as a metric to estimate the signal quality
over the background noise. The background noise is typically acquired in the absence
of the signal of interest. With regards to the signal quality of the SCG signal, the use of
SNR is challenging because the signal of interest here is the SCG signal due to cardiac
activity and is measured on the chest surface of a live human subject. Hence
measurement of chest surface background noise is difficult. A previous study (Luu &
Dinh, 2018) suggested using the cardiac quiescent phase (T-P interval of ECG) as a
period to measure noise since the heart chambers in this period are at a relaxed phase,
and comparatively lower acceleration is observed during this period. Figure 10
illustrates the waveform window considered for the systolic and cardiac quiescent
period to calculate relative SNR.

17

AO

R
AC
MC

T

Q

P

100 m sec

100 m sec
MO
IC

window of

window of

systolic

quiescent

Figure 10 SCG and simultaneously recorded ECG waveform are showing the SCG
waveform window considered during the systolic and quiescent period.

The following equation calculates the relative signal to noise ratio.
Relative SNR =

(RMS(100 ms window of SCG waveform during systolic period))
(RMS(100 ms window of SCG waveform during cardiac quiescent period))

(2)

SCG morphological variability
SCG morphological variability was quantified using intra-cluster variability and
inter-cluster variability. These measures are indicatives of beat to beat variation of SCG
and may contain useful information about respiratory effects on the SCG signal due to
the coherent relationships of clusters and respiratory phases (Azad et al., n.d.; Peshala
T Gamage et al., 2020). The following equations were used to calculate the intra and
inter-cluster variabilities. Similar variability measures are used in previous studies
(Azad et al., n.d.).
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Intra − cluster variability = 𝑛

1
𝑛1
[∑𝑖=1
𝑑𝑡𝑤(𝐶1 , 𝑋𝑖1 )
+𝑛
1
2

2
+ ∑𝑖=1
𝑑𝑡𝑤(𝐶2 , 𝑋𝑖2 )]

Inter − cluster variability = 𝑛

1
𝑛1
[∑𝑖=1
𝑑𝑡𝑤(𝐶2 , 𝑋𝑖1 )
+𝑛
1
2

2
+ ∑𝑖=1
𝑑𝑡𝑤(𝐶1 , 𝑋𝑖2 )]

𝑛

𝑛

(3)
(4)

Here, 𝑋𝑖1, 𝑋𝑖2 are the ith SCG event belonging to cluster 1 and cluster 2,
respectively while 𝐶1 and 𝐶2 are the respective cluster medoids. And 𝑛1 , 𝑛2 are the total
number of events belong to clusters 1 and 2, respectively.
In equations 3 and 4, the function dtw is used to calculate the morphological
difference between two SCG beats using Dynamic Time Warping (DTW) dissimilarity
measure. DTW is an estimate of the similarity between two time series. Initially, DTW
was used for automatic speech recognition (Sakoe & Chiba, 1978) specifically to
identify the same word spoken at different speeds. DTW calculates the optimal “global
alignment” between two-time sequences (i.e., SCG beats) by identifying the temporal
distortions between them (Sakoe & Chiba, 1978; Silva & Batista, 2016) and nonlinearly “warps” the two time series to determine a quantitative measure of their
dissimilarity (Sakoe & Chiba, 1978). Recent studies (Peshala T Gamage et al., 2020;
Paparrizos & Gravano, 2017) used this measure in similar time series clustering. The
steps for calculating the DTW distance between two time series with different lengths,
X and Y, are as follows
𝑋 = {𝑥1 , 𝑥2 , … 𝑥𝑖 , … . 𝑥𝑛 }

(5)

𝑌 = {𝑦1 , 𝑦2 , … 𝑦𝑗 , … . 𝑦𝑚 }

(6)

where n and m are the lengths of the two signals.
This distance matrix is recursively filled using the following formula,
𝐷(𝑖, 𝑗 − 1)
2
𝐷(𝑖, 𝑗) = 𝛿(𝑥𝑖 , 𝑦𝑗 ) + 𝑚𝑖𝑛 { 𝐷(𝑖 − 1, 𝑗)
where 𝛿(𝑥𝑖 , 𝑦𝑗 ) = (𝑥𝑖 − 𝑦𝑗 ) 𝑜𝑟 |𝑥𝑖 − 𝑦𝑗 |
𝐷(𝑖 − 1, 𝑗 − 1)
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(7)

An optimal alignment (warping path) 𝑊 = {𝑤1 , 𝑤2 , … . 𝑤𝑘 , … , 𝑤𝑁 } is to be found
where 𝑤𝑘 = (𝑖, 𝑗) represent the alignment between the ith point of X and the jth point of
Y.
The optimal warping path is found such that it minimizes,
𝐷𝑇𝑊(𝑋, 𝑌) = 𝑎𝑟𝑔𝑚𝑖𝑛 ∑𝑘=𝑁
𝑘=1 𝐷(𝑤)

(8)

where the warping path should satisfy the following three conditions.
Boundary constraint: 𝑤1 = (1,1), 𝑤𝑁 = (𝑛, 𝑚)
Monotonicity constraint: 𝑤𝑘 = (𝑖, 𝑗), 𝑤𝑘+1 = (𝑖 ′ , 𝑗 ′ ) where 𝑖 ′ ≥ 𝑖 and 𝑗 ′ ≥ 𝑗
Continuity constraint: 𝑤𝑘 = (𝑖, 𝑗), 𝑤𝑘+1 = (𝑖 ′ , 𝑗 ′ ) where 𝑖 ′ ≤ 𝑖 + 1 and 𝑗 ′ ≤ 𝑗 + 1
The computed 𝐷𝑇𝑊(𝑋, 𝑌) reflects the morphological dissimilarity between X
and Y. Figure 11 shows the difference between using Euclidean distance and DTW as
a dissimilarity measure.

(a)

(b)

Figure 11 An illustration of distance measure using (a) Euclidean distance (b) DTW
distance between two SCG signal. For convenience, a few points in each signal that
corresponds to other signal are shown here.

Figure 11 shows the associated points between two SCG beats when measuring
the dissimilarity between them. As can be seen in figure 11, associated points are
concurrent for Euclidean distance, and a portion of one SCG beat is not considered due
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to length difference. In DTW, associated points are related non-linearly in time based
on the morphological similarity of the SCG beats.

Cardiac timing intervals (CTIs)
Cardiac timing intervals are important parameters in the assessment of cardiac
health (Crow et al., 1994; Shafiq et al., 2016; Tavakolian, 2010). In the current study,
the spatial variability of the pre-ejection period (PEP) which is typically defined as the
time duration between the Q wave location of ECG signal and aortic opening (AO)
peak of SCG signal while left ventricle ejection period (LVEP) is defined as the period
between aortic opening (AO) peak and aortic closure (AC) peak in SCG signal are
analyzed. Figure 12 shows the identification of cardiac timing intervals using
simultaneously captured SCG and ECG waveforms.

PEP

LVEP

Figure 12 An illustration of the Pre-ejection period (PEP) and Left ventricular ejection
period (LVEP) along with ECG and SCG signal.
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SCG3 amplitude
Previous studies (Abrams, 1978; Glower et al., 1992) suggested that the
presence of the third heart sound (S3) detected in PCG measurements may indicate left
ventricular dysfunction. The corresponding high energy region in the SCG signal is
called SCG3 in this paper. A recent study (Siejko et al., 2013) which employed an
accelerometer to record precordial vibrations located S3 (i.e., similar to SCG3) by
finding the peak of the signal envelop in the frequency band (5-60 Hz) within a window
of 100-200 milliseconds after S2 peak location. A similar approach was used to locate
SCG 3 in the current study. Here, SCG1, SCG2, and SCG3 were located by seeking for
high energy peaks of the SCG signal. The energy signal of the SCG waveform was
calculated using the polynomial Chirplet Transform (PCT) as it showed better accuracy
in a previous study (Amirtaha Taebi & Mansy, 2017). An example of located SCG1,
SCG2, and SCG3 locations and respective high energy regions in the PCT distribution
is shown in figure 13.

(a)

(b)

Figure 13 (a) SCG 1, SCG 2, and SCG3 located on the SCG waveform. (b) Timefrequency distribution of SCG waveform using PCT showing high energy regions
corresponds to SCG1, SCG2, and SCG3.
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Maximum instantaneous frequency around SCG 1 and SCG 2 peak
The instantaneous frequency (IF) is a transient parameter that corresponds to
the average of the frequencies present in a signal at a given time as the signal
morphology varies in time. The IF signal of SCG may provide essential features related
to cardiac mechanical movements such as myocardial movements (correspond to low
frequency)

and

valve

fluctuations

(correspond

to

relatively

higher

frequencies)(Amirtaha Taebi & Mansy, 2017). The instantaneous frequency was
calculated using the following equation.
50

𝑓𝑖𝑛𝑠 (𝑡) =

∫0.5 𝑓.𝑃𝐶𝑇(𝑡,𝑓)𝑑𝑓

(9)

50

∫0.5 𝑃𝐶𝑇(𝑡,𝑓)𝑑𝑓

Here, 𝑓 is the frequency, and 𝑃𝐶𝑇(𝑡, 𝑓) is the energy in the time-frequency
distribution using PCT. An example of located maximum instantaneous frequencies
around SCG 1 and SCG2 in the instantaneous frequency signal is shown in figure 14.

Figure 14 Maximum instantaneous frequency around SCG1 and SCG2.
Results and discussion
For each sensor location, two medoid SCG beats were calculated after
clustering. These medoids were used to calculate the SCG features presented in the
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following parts of this section. Figure 15 shows an example of the derived two medoid
SCG beats plotted on top of each other at each sensor location in one subject.

Figure 15 Medoid SCG beats from clusters 1 and 2 plotted on top of each other at the
different sensor locations. The magnitude of the acceleration is louder around the left
sternal border. Feature points are also prominent closer to the sternal border. Signal
amplitude and feature point clarity diminish as the sensor location move laterally away
from the left sternal border, increasing error in feature point identification.

In general, for all subjects, louder acceleration signals with prominent SCG feature
points (i.e., clear peaks and nadirs) were observed near the left sternal border in the
precordial region. In contrast, low amplitude SCG with less clear SCG features were
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seen on the right side of the sternum. Also, the clarity of the SCG features diminished
towards the lateral direction away from the left sternal border. As a whole, these results
suggested that attaching a sensor on the precordium near the left sternal border would
deliver a strong SCG signal with prominent features.

The study focused further on evaluating the optimum sensor locations (or
regions) for estimating particular SCG features based on their amplitudes and localized
spatial variability. The colormap plots representing the feature amplitudes and pairwise
t-test connectivity graphs indicating the statistical significance of feature variations
between neighboring locations are presented in the following sections. For simplicity,
when calculating a feature value for a sensor location, the average feature value of the
two SCG medoid beats was used in the presented results.

SCG peak to peak amplitude
Figure 16 shows the peak to peak amplitude variation with respect to sensor
location.
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Figure 16 Peak to peak SCG amplitude variation visualized by colormap. The amplitude
of the waveform tends to increase as the sensor move towards the left sternal border for
most cases. A few subjects showed higher amplitude around the xiphoid process.

While SCG amplitude varied from subject to subject, for most subjects, the
region with high SCG amplitudes were concentrated at an approximately 3-cm wide
region near left sternal border ranging from 3rd ICS to 5th ICS.SCG amplitude varied
significantly at the right lateral border (50~80 %) compared to the left sternal border
(LSB). For some subjects, relatively high SCG amplitudes were seen in the xiphoid
region.

Signal to noise ratio
The Relative SNR (as described in SCG features) with respect to sensor
locations, are illustrated in figure 17.
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Figure 17 Relative SNR of SCG signal with respect to the sensor location. The figure
showed that SNR values increased as the sensor moved toward the left sternal border
suggest better signal quality around that region.

Figure 17 suggests that relative SNR values are higher along the left sternal
border from 3rd to 5th ICS, and it varied significantly at the right lateral border (50~80
%) relative to LSB. This is coherent with SCG peak to peak amplitude variations. Few
subjects showed higher SNR values around the xiphoid process. These results suggest
that a high energy SCG with better signal quality can be acquired by attaching the
sensor on the region near the left sternal border ranging from 3rd to 5th ICS, which may
include the xiphoid process in some subjects.

SCG morphological Variability
The SCG morphological variabilities of the SCG signal ( Intra and inter-cluster
variabilities), can contain useful features related to respiratory variation, which may
help to predict cardiac health (Sandler et al., 2019). The intra and inter-cluster
variability spatial distribution maps for all subjects are presented in figures 18 and 19.
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Figure 18 Intra - cluster variability are shown for all 15 subjects. The intra-cluster
variability values were comparable around the left sternal border region within 3 cm
laterally spread region among most subjects.

Figure 19 Inter-cluster variability are shown for all 15 subjects. The inter-cluster
variability values were consistent around the left sternal border within the 3 cm wide
region for most subjects.
Figures 18 & 19 suggest that the spatial distribution of SCG variability (intra
and inter-cluster variability) was found to be subject dependent. The SCG intra and
inter-cluster variability remained comparable (within 5%) in a 3 cm wide region along
the 4th ICS left sternal border while it varied elsewhere (10~40 %) relative to 4th ICS
28

near LSB. This variation may be caused by the differences in subject breathing patterns
and variations of soft tissue concentration on the chest surface. This can also be
illustrated in figure 20, which plotted the statistical significance of the differences
between the SCG variability values observed at adjacent locations (using p-value from
pairwise t-test). In this figure, the red lines link significantly different variability values
while blue lines link the adjacent locations with similar variabilities.

(a)

(b)

Figure 20 Pairwise test p values connectivity graph comparing sensor location for (a)
intra-cluster (b) inter-cluster variability between neighboring locations. The red lines
link significantly different values, while blue lines link the adjacent locations with
similar values. The variability values showed similarity within a 3 cm wide region
lateral to the left sternal border.
Cardiac timing intervals
The spatial distribution of the CTIs, namely, the pre-ejection period (PEP) and
left ventricle ejection period (LVEP), are shown in figures 21 and 22, respectively.
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Figure 21 PEP relative to sensor location for individual subjects. The figure suggests
that the error in PEP is lower around the left lower sternal border region compared to
the right side of the sternal border.

Figure 22 LVEP relative to sensor location for (a) individual subjects. The figure
suggests that the error in LVEP values are comparable relative to sensor locations.
The PEP values remained comparable for most of the sensor locations (0~10%)
relative to 4th ICS left lower sternal border (LLSB) except the locations on right
anterior axillary lines where they varied significantly (30~60%) relative to 4th ICS near
LSB. For LVEP, the values are most consistent (within 2~4%) along the sternal border
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around 3 cm region lateral to the border. They varied around 10~ 20% along the right
and left anterior axillary lines relative to 4th ICS. To compare PEP and LVEP values
with its neighboring locations, pairwise t-test was performed, and the statistical
significance between the neighboring sensor locations is represented as a connectivity
chart in figure 23. The red link indicates a significant difference between adjacent
locations while the blue link indicates similarity.

(a

(b

)

)
Figure 23 Pairwise t-test p values connectivity graph performed for (a) PEP and (b)
LVEP values between neighboring locations. The red lines link significantly different
values while blue lines link the adjacent locations with similar values PEP and LVEP
values were not significantly different at the left sternal border and xiphoid process.

Figure 23 suggests that the PEP and LVEP values were not significantly
different around the left sternal border in a 3 cm wide region laterally from 4th to 5th
ICS. Also, the sensor at the xiphoid process showed similar values to 4th ICS near LSB
for PEP and LVEP.
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SCG 3 amplitude variation over sensor location
The variation of SCG 3 amplitude relative to sensor location is plotted in figure
24.

Figure 24 Variation of SCG 3 amplitude relative to sensor locations.
Figure 24 suggests that SCG 3 amplitude values were similar (1~2 milli g and
were within 2~5%) around the left sternal border. The SCG 3 amplitude varied (10~
20%) relative to 4th ICS LLSB among most sensor locations. The pairwise test p values
connectivity chart for SCG 3 amplitudes between adjacent locations is plotted in figure
25.
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Figure 25 Pairwise test of SCG 3 amplitude values between neighboring locations.
The red lines link significantly different values while blue lines link the adjacent
locations with similar values SCG 3 amplitude values were similar at the left sternal
border and xiphoid process.
Figure 25 suggests that SCG 3 magnitudes are not consistent, as observed in
previous findings in the 3-cm wide region near the left sternal border. However, the
values showed similarity just at the sternal border and the xiphoid process. There may
be other regions of consistent SCG 3, but these regions are away from the pericardium
region, and with low SCG3 magnitude This may be due to the inconsistent nature of
the presence of SCG3 (Correspond to S3) in healthy subjects. However, for patients
with heart failure, different results may be expected with the strong likelihood of S3
presence in HF patients.

Maximum instantaneous frequency around SCG 1 and SCG 2 peak
The variation of maximum instantaneous frequency around SCG 1 and SCG 2
relative to sensor location is plotted in figure 26.
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Figure 26 Maximum instantaneous frequency around SCG1 and 2 peaks. The figure
suggests that the instantaneous frequency ranges from 30~35Hz around the left sternal
border.

The maximum instantaneous frequency variation around SCG 1 and 2 peaks at
the LSB were small (within 5%), and in other locations, they varied approximately
(5~10%) relative to 4th ICS near LSB. Pairwise test p-value connectivity graph for Max
IF around SCG 1 and SCG 2 peaks is plotted in figure 27. The pairwise t-test suggested
that the values are not significantly different at the left sternal border locations from 3rd
to 5th ICS and xiphoid process. Other locations were also found to be consistent such
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as right and left lateral border in the anterior axillary lines. However, the SCG in these
locations were with low signal amplitude and low feature clarity.

Figure 27 Pairwise test p-value connectivity graph for Max IF around SCG 1(top) and
SCG 2 (bottom) plotted. The red link indicates a significant difference between adjacent
locations, while the blue link indicates similar feature values. Max IF around SCG 1
and 2 peaks tend to be similar at the left sternal border.
Surface acceleration map at feature points.
Chest surface instant acceleration maps may help us understand the entire chest
surface motion during a cardiac cycle. The surface acceleration during a cardiac cycle
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at important feature points relative to the left sternal border near 4th ICS for a subject
is shown in figure 28. A similar trend was observed for other subjects as well.

AO

AC
MC

MO

IC

Figure 28 Instantaneous chest surface acceleration during mitral closure (MC),
isovolumic contraction (IC), aortic opening (AO), aortic closure (AC), and mitral
opening (MO). The positive (i.e., outward) acceleration tended to be loudest around
the left sternal border between 3rd to 5th ICS during aortic opening and closure.
During the isovolumic moment, a negative (i.e., inward) acceleration was observed
around the same surface region.
Figure 28 suggests that during the pre-ejection period, an inward motion
followed by a loud outward motion in the dorsoventral direction is observed around the
left sternal border from approximately 3rd ICS to 5th ICS. During aortic closure, the
surface acceleration showed a mild outward motion followed by an inward motion
around the same area. A recent numerical study that modeled cardiac-related precordial
vibrations (Peshala T Gamage et al., 2019) suggested a similar acceleration pattern at
the chest surface from the finite element modeling of the cardiac motion.
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Conclusion
In this study, SCG spatial variability was investigated using 36 accelerometers
attached to the chest surface in 15 healthy subjects. The spatial variations of several
features were studied to identify the optimum location for SCG sensor placement. The
magnitude of acceleration and relative signal to noise ratio was found higher around
the left lower sternal border around a 3 cm wide laterally spread region ranging from
3rd to 5th ICS and may include the xiphoid process. In this region, SCG signal
variability (i.e., intra and inter-cluster variability) tend to be around 4-5 % of SCG
signal peak to peak amplitude. The SCG features in a 3-6 cm laterally spread region
from the left sternal border found to be inconsistent and significantly different than its
adjacent locations outside this region. Several potentially important SCG features
(including the PEP and LVEP values) were found to be similar (p >0.05) at a 3 cm wide
region near the left lower sternal border. Other features including SCG 3 magnitude,
maximum instantaneous frequency around SCG 1 and 2 showed consistent values only
along the left sternal border (ranging from 3rd ICS to 5th ICS), and xiphoid process.
These results suggest that those sensor locations are optimal and should help guide
accurate SCG sensor positioning. Sensor positioning optimization, in turn, should help
advance the utility of SCG analysis for improved cardiovascular health. Further
investigation is needed over a broader population, including those with cardiovascular
disease.
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CHAPTER 3 – SCG POSTURAL AND LONGITUDINAL
VARIABILITY
SCG signals are known to contain significant variability, which may limit the
accuracy of extracting clinically useful information (Sandler, 2019). Understanding the
sources of SCG variability and quantifying their effects may help increase the SCG
potential utility for detecting and monitoring the cardiac condition. Known causes of
SCG variability include respiration (Azad et al., n.d.; Sandler et al., 2019), posture
(Javaid, Dowling, et al., 2016), and physical activity level (Javaid, Ashouri, et al.,
2016). An earlier study (Javaid, Dowling, et al., 2016) reported a variation of SCG
morphology and spectral energy for supine, seated, and standing posture in heart failure
patients. In contrast, another study (Di Rienzo et al., 2013) discussed changes in cardiac
timing intervals between supine and standing in healthy humans.

When SCG is used as a cardiac monitoring tool, SCG would be recorded in
patients longitudinally. However, SCG may vary over time even when respiration,
postures, and physical activity level are similar, suggesting that there may be additional
sources of variability (Amirtahà Taebi et al., 2019).

The objective of the current study is to document
(a) SCG variability with postural changes for the supine, 45 degree tilt,
and sitting positions, since these are the more likely postures for
patients with severe cardiac conditions.
(b) longitudinal SCG variability at each posture.
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This information may lead to a better understanding of the sources and
magnitude of SCG variability.

Methods
Experimental protocol
After IRB approval, 19 healthy subjects with no known medical history of
cardiovascular disease (8 males and 11 females, age: 20-32 years) were recruited for
the study. The subjects’ demographics are listed in table 2.

Table 2 Subjects’ information for SCG postural and longitudinal variability
experiments
Age (years

23±3.5

Height (inches)

66.3±3.5

Weight (lbs.)

152.8±27.9

BMI

24.4±3.7

Subjects were asked to refrain from food and caffeinated drinks as well as avoid
heavy exercise for at least 4 hours before the study to help exclude potential effects of
exercise and food on physiological conditions affecting SCG.
The ECG signal was acquired by the IX-B3G biopotential recorder (iWorx
Systems, Inc., Dover, NH). Seismocardiographic signals were acquired using a tri-axial
accelerometer (Model: 356A32, PCB Piezotronics, Depew, NY), which was attached
to the chest surface using double-sided medical grade tape at the 4th intercostal space
near the left lower sternal border. The accelerometer measured acceleration in the
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dorsoventral, lateral, and craniocaudal directions. The current study emphasizes the
dorsoventral-component of the acceleration (i.e., the up and down movement normal to
the chest wall). The SCG signal was amplified using a signal conditioner (Model: 482C,
PCB Piezotronics, Depew, NY) with a gain of 100. Data were collected for 5 minutes
for 3 different postural positions: a) supine, b) 45 degree head up, and c) 90 degree legs
down sitting position. A sampling frequency of 10 kHz was used for data acquisition.
This measurement was repeated for four more recording sessions over 5 months period
at irregular intervals. The acquired data were analyzed using Matlab (Matlab 2018,
Mathworks, Natick, MA). The experimental setup is shown in figure 29.

Sitting

45 degree

Supine

Figure 29 Schematic diagram of the experimental setup sensor location and subject
postures.
Filtering and SCG segmentation
A previous study (Pandia et al., 2013) suggested that the SCG signal contains
significant energy up to 50 Hz for healthy subjects. Hence, SCG and ECG signals were
forward-backward filtered using a 4th order Chebyshev 2 type band-pass filter (cut off
0.5-50 Hz) to reduce background noise and baseline wandering due to respiration. In
addition, a moving average filter of order 5 was employed to smooth the signal further.
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The SCG signal was separated into SCG events (also called heartbeats) using the R
wave locations of the ECG signal, which were detected using the Pan Tomkins
algorithm (Pan & Tompkins, 1985). Each SCG event started 0.1 seconds before the R
peak of the corresponding ECG and ended at 0.1 seconds before the next R peak. The
segmented SCG events were then downsampled to 1000 Hz.

Unsupervised machine learning to reduce respiratory variation
Precise estimation of SCG features may be impeded due to the effect of
respiratory variation on the SCG signal. Previous studies (Peshala T Gamage et al.,
2020; Sandler et al., 2019) illustrated that SCG morphology has coherent relations with
the respiratory phases, primarily when optimally clustered into two groups using
unsupervised machine learning techniques. The suggested method utilized k-medoid
clustering with dynamic time warping (DTW) as a variability measure to group the
unclustered SCG events, which illustrated higher accuracies over other methods for
shape-based (i.e., morphology-based) clustering of time series (Paparrizos & Gravano,
2017). Figure 30 shows an example of the SCG cluster distribution with respect to the
respiratory cycle.
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Cluster 1 beats

Cluster 2

Cluster 2 beats
INS- Inspiratory phase.
EXP – Expiratory phase.
HLV - High lung volume

a)

Cluster 1

b)

Figure 30 SCG cluster manifestation in a respiratory cycle (Lung volume). (b) SCG
cluster assignment in a lung volume and respiratory flow rate space. Blue circles and
red triangles showing the SCG beats with their respiratory phase suggesting the
clusters separation at LLV-INS and HLV-EXP phase.

Figure 30 shows that SCG clusters don’t separate on respiratory flow or lung
volume phases. Most cluster 1 events occur during the late LLV-INSP phase to early
HLV-EXP phase in the respiratory cycle while cluster 2 events occur from the late
HLV-EXP phase to early LLV-INS phase. Post clustering, the clustered SCG beats can
be represented by the medoid SCG beat (i.e., the median beat) of each cluster (Peshala
T Gamage et al., 2020) and can be further analyzed to estimate SCG features. Figure
31 shows an example of SCG medoid events of clusters 1 and 2 from a single data
recording session.
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Figure 31 An example of SCG waveform for medoid of clusters 1 and 2. There is
noticeable morphological variability between the two cluster medoids due to
respiratory variation.

Dynamic Time Warping (DTW) to calculate Morphological variability

SCG events are known to be nonlinearly stretched due to heart rate variability
(specifically due to respiratory sinus arrhythmia (RSA)). These high variations in heart
rate between different SCG events would lead to significant misalignment, causing
discrepancies in the clustering results if Euclidean distance is used as a variability
measure. Figure 32 is showing the variation in a few consecutive SCG event lengths.
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Figure 32 Variation of SCG signal length due to Respiratory sinus arrhythmia
To estimate a precise measure of morphological variability, the DTW method
is used, which finds the optimal “global alignment” between two-time sequences by
exploiting the temporal distortions between them (Sakoe et al., 1990). A representation
of the differences between DTW and Euclidean distance is shown in figure 33.

Figure 33 An illustration of distance measure using (a) Euclidean distance (b) DTW
distance between two SCG signal. For convenience, a few points in each signal that
corresponds to other signal are shown here.
The clustering algorithm was implemented in MATLAB and is shown below.
Algorithm:
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Inputs: Number of clusters= K. Set of SCG events: {𝑋1 , 𝑋2 , 𝑋3 , … . 𝑋𝑖 … 𝑋𝑛 } where
each event is defined by its feature vector (amplitude) as 𝑋𝑖 = {𝑥1 , 𝑥2 , 𝑥3 , … . 𝑥𝑖 … 𝑥𝑛 }. N is
the number of events.
Step 1: Initialize 𝐶1 , … . , 𝐶𝑗 , … . . 𝐶𝑘 as the medoids.
Step 2: For each 𝑋𝑖 find the nearest 𝐶𝑗 and assign 𝑋𝑖 to cluster j using DTW as
the distance measure.
Step 3: Update 𝐶𝑗 based on the clustered events from the previous step using
equation 10.
𝑛𝑗

𝐶𝑗 = 𝑎𝑟𝑔𝑚𝑖𝑛𝑦∈{𝑋1𝑗,𝑋2𝑗 ,….𝑋𝑖𝑗 …𝑋𝑛𝑗 } ∑𝑖=1 𝑑𝑡𝑤(𝑦, 𝑋𝑖𝑗 )

(10)

where, 𝑋𝑖𝑗 is the 𝑖𝑡ℎ event belongs to cluster j and 𝑛𝑗 is the number of events that
belong to j after step 2.
Step 4: Repeat step 2 and 3 until none of the cluster assignments change.
The time complexity of DTW is 𝛩(𝑙2 ), where l is the length of the SCG event
(Petitjean et al., 2014). To reduce the time complexity of clustering in the current study,
SCG events were downsampled to 1000 Hz. Before clustering, SCG events were
normalized by their maximum amplitudes, which is not expected to affect the DTW
measure.

SCG Features
After clustering, SCG feature variation relative to subject postures and over time
are analyzed using the medoids (representative SCG event) from each cluster. The
average feature value from the two clusters was used in the current study, which was
the approach suggested in an earlier study(Peshala T Gamage et al., 2020). The
analyzed features (or attributes) include:
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(a) Morphological variability
(b) Spectral variability
(c) Cardiac timing intervals

Also, the heart rate variability derived from the ECG signal is discussed as they
may be useful in predicting cardiac health (Liu et al., 2014).

Morphological variability
SCG morphological variability was estimated using intra-cluster variability and
inter-cluster variability. These SCG features characterize the beat to beat variation of
SCG and may provide useful information about respiratory effects on the SCG signal
due to the coherent relationships of clusters and respiratory phases. To quantify the
morphological variability (i.e., the intra and inter-cluster distances), the following
equations were used.
1
𝑛1
[∑𝑖=1
𝑑𝑡𝑤(𝐶1 , 𝑋𝑖1 )
+𝑛
1
2

2
+ ∑𝑖=1
𝑑𝑡𝑤(𝐶2 , 𝑋𝑖2 )]

1
𝑛1
[∑𝑖=1
𝑑𝑡𝑤(𝐶2 , 𝑋𝑖1 )
𝑛1 +𝑛2

2
+ ∑𝑖=1
𝑑𝑡𝑤(𝐶1 , 𝑋𝑖2 )]

Intra − cluster variability = 𝑛
Inter − cluster variability =

𝑛

𝑛

(3)
(4)

Here, 𝑋𝑖1, 𝑋𝑖2 are the ith SCG event belonging to cluster 1 and cluster 2,
respectively while 𝐶1 and 𝐶2 are the respective cluster medoids. And 𝑛1 , 𝑛2 are the total
number of events belong to clusters 1 and 2, respectively. In equations 3 and 4, the
function dtw is used to quantify the morphological difference between two SCG beats
using Dynamic Time Warping (DTW) dissimilarity measure, which was discussed in
the previous section. Well-separated groups are expected to have relatively low intra46

cluster distance and high inter-cluster distance. Figure 34 demonstrates the intra and
inter-cluster distance of SCG events from the cluster medoids.
𝑋𝑖1

𝑋𝑖2

𝐼𝑛𝑡𝑟𝑎 𝑐𝑙𝑢𝑠𝑡𝑒𝑟
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒
𝐼𝑛𝑡𝑒𝑟 𝑐𝑙𝑢𝑠𝑡𝑒𝑟
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒

𝐶2

𝐶1

Figure 34 An illustration of the intra-cluster distance of ith event Xi2 from its medoid
C2 and inter-cluster distance from medoid C1.

Spectral variability
Previous studies (Amirtahà Taebi et al., 2019; Amirtaha Taebi & Mansy, 2017a)
suggested that the SCG signal may consist of three dominant frequencies, namely 9
Hz, 25 Hz, and 50 Hz. The study postulated that the lowest dominant frequency might
indicate ventricular contraction while the higher frequency corresponds to
atrioventricular valve closure. SCG’s spectral variability may provide valuable insight
into myocardial movements, which may help predict cardiac health. To quantify the
SCG spectral variability, average spectral energy in different frequency bands for the
total energy from 0.5-50 Hz of SCG is analyzed. Figure 35 illustrates the average
spectral energy of SCG events with frequency bands marked (0.5-10, 11-20, 21-30, 3140, and 41-50 Hz).
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Figure 35 Average spectral energy of SCG events at different frequency bands.

Cardiac timing interval
A previous study (Di Rienzo et al., 2013) suggested cardiac timing varied with
posture. The current study investigated the pre-ejection period (PEP) and left ventricle
ejection period (LVEP) variation with respect to posture. SCG feature points were
identified according to the previous study (Richard S Crow et al., 1994). Here, PEP was
estimated from the Q point of ECG wave to SCG1, while LVEP was measured from
SCG1(AO peak) to SCG2 (AC peak). Figure 36 shows the identification of cardiac
timing using simultaneously captured SCG and ECG wave.
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PEP

LVEP

Figure 36 An illustration of the Pre-ejection period (PEP) and Left ventricular ejection
period(LVEP) along with ECG and SCG signal.

Statistical analysis
To compare the difference of means between two dependent groups, pairwise
students t-test was performed using the following equation.
𝑡=

𝜇∗√𝑛

(11)

𝜎

Here, μ is the average of the paired differences, σ is the standard deviation of
paired differences, and n is the number of samples. P-value was then found from the t
table for a certain degree of freedom. To compare the effect size of the differences
between the two groups, 'Cohen's d (Cohen, 1988) is used.
𝑑=

𝜇1 −𝜇2

(12)

𝜎𝑝𝑜𝑜𝑙𝑒𝑑
(𝑛1 −1)𝜎12 +(𝑛2 −1)𝜎22

𝜎𝑝𝑜𝑜𝑙𝑒𝑑 = √

(13)

(𝑛1 +𝑛2 −2)
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Here, μ1 and μ2 are the group averages and 𝜎𝑝𝑜𝑜𝑙𝑒𝑑 is the pooled standard
deviation. 𝜎1 , 𝜎2 are the standard deviation of group 1 and 2 with the sample size of 𝑛1
and 𝑛2 respectively.

Results and Discussion

For each recording session, two medoid SCG beats were calculated after
clustering. These medoids were used to estimate the SCG features discussed in the
following parts of this section. The study further illustrated on evaluating different
postural positions based on a specific SCG feature. The pairwise t-test and effect size
were quantified, which are indicative of the statistical significance and its effect of the
feature variations between postural positions to evaluate the optimum postural
positions. Furthermore, the variations of these features were evaluated over five
recording sessions at different intervals to estimate the longitudinal variations of these
features. This would help to find optimum features that would help monitor patients
with cardiac conditions over a longer period.

Postural Effects
Morphological waveform variability
The SCG morphological variabilities, as described in section II.E ( intra and
inter-cluster variabilities), may provide critical features related to respiratory variation
predicting cardiac health (Sandler et al., 2019). The intra and inter-cluster variability at
different postures for all subjects are plotted in figure 37.
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Figure 37 Intra and inter-cluster variability are shown for all 15 subjects. The intracluster variability values were lower than inter-cluster variability suggesting optimum
clustering.

Figure 37 suggests that the intra-cluster variability was smaller than inter-cluster
variability in all the subjects. This indicates an appropriate separation between SCG
clusters, according to a previous study(Azad et al., n.d.). The intra-cluster variability
ranges from 1~2 milli g while inter-cluster variability ranges from 2~ 5 milli g for most
subjects. To compare the intra and inter-cluster variability between postures, BlandAltman(Bland & Altman, 1999) plot were shown in figure 38.
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Figure 38 Bland-Altman analysis of intra-cluster variability between (a) sitting and
supine (b) sitting and 45 degree. Inter-cluster variability between (c) sitting and
supine (d) sitting and 45 degree. The bias was positive in all cases, suggesting that the
variability is lower in the supine and 45 degree relative to sitting.

Figure 38 suggests that both intra and inter-cluster variability tend to be higher
in sitting position compared to supine and sitting. To investigate the significance and
effect size of this variability, the pairwise test, along with 'Cohen's d effect size, was
calculated and shown in table 3.
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Table 3 Pairwise t-test and 'Cohen's d effect size to compare intra and inter-cluster
variability between postures
Paired test and effect size for
Postures
Pair 1
Pair 2
Pair 3

Supine - 45 degree
45 degree- Sitting
Supine- Sitting

intra-cluster variability
P value (2- Cohen's
d
tailed)
effect size
0.536
0.10
0.074
0.41
0.005
0.57

inter-cluster variability
P value (2- Cohen's
d
tailed)
effect size
0.694
0.06
0.043
0.59
0.005
0.73

Table 3 suggests that there is no significant difference in the intra-cluster and
inter-cluster variability values between supine and 45 degree in both intra and intercluster variability with a small effect ('Cohen's d <0.5) while between supine and sitting
significant variability exists with medium effect (0.5< Cohen's Cohen's d<.8). Between
45 degree and sitting, the intra-cluster variability was found to be not significant, while
the inter-cluster variability was significant with a medium effect. This also suggests
that SCG morphology at 45 degree had more similar in intra and inter-cluster variation
relative to supine position than sitting position. This indicates in a clinical setting, SCG
acquired in supine or 45-degree posture may give comparable variability.

Spectral distribution
As previously mentioned, spectral variability of SCG events may provide
valuable information on the myocardial movements and valve closure and can be a
useful feature in predicting cardiac health. To investigate the spectral variability relative
to postural changes, spectral energy at different frequency bands relative to total
spectral energy from 0.5-50 Hz were studied. Figure 39 showed the energy ratio at
different frequency bands with respect to total energy from 0.5-50 Hz for 3 different
postures for all subjects.
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Energy in [0.5-10 Hz] band relative to [0.5-50 Hz].
Supine 45degree Sitting

Energy ratio

0.5

0

Energy ratio

Energy ratio

Energy in [11-20 Hz] band relative to [0.5-50 Hz].
Supine 45degree Sitting
0.5

0

Energy in [21-30 Hz] band relative to [0.5-50 Hz].
Supine 45degree Sitting

0.5

0

Energy in [31-40 Hz] band relative to [0.5-50 Hz].
Supine 45degree Sitting

Energy ratio

0.5

0

Energy ratio

Energy in [41-50 Hz] band relative to [0.5-50 Hz].
Supine 45degree Sitting
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Figure 39 Energy in different frequency bands relative to [0.5-50 Hz]. Energy in [1120 Hz] tends to be maximum in most subjects.
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Figure 39 suggests that maximum energy is found around 11-20 Hz frequency
bands in most subjects. The energy ratio at different frequency bands suggests that most
SCG energy tends to be below the audible range (<20 Hz). There seems to be no
significant difference in energy ratio between postures. The energy ratio at 11-20
frequency band with respect to total energy from 0.05 to 50 Hz was found to be slightly
higher at sitting position compared to 45 degree (1.3%) and supine(7%) while at 41-50
Hz frequency band it tends to be lower than 45 degree (20%) and supine (29%). The
average energy ratio from 0.05 to 50 Hz is plotted in figure 40.

0.3

Average energy in different frequency bands relative to [0.5 to 50 Hz].
Supine
45degree
Sitting

Energy ratio

0.25
0.2
0.15
0.1
0.05
0
0-10 Hz

11-20 Hz
21-30 Hz
31-40 Hz
Frequency Bands [Hz]

41-50 Hz

Figure 40 The average energy in different frequency bands relative to [0.5-50 Hz] for
all subjects. A slight increase in the 11-20 Hz in sitting posture can be seen.

Figure 40 suggests that the energy in 11-20 Hz bands increased slightly as the
subject posture changed, while the energy in 41-50 Hz decreased as the subject posture
changed from supine to sitting. Table 4 showed the pairwise test of energy ratio at
different frequency bands for postures.
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Table 4 Paired t-test for different frequency bands relative to [0.5-50 Hz] between
postures.
Paired t-test for different frequency bands relative to [0.5-50 Hz]
Pair

Postures

Pair 1

Supine - 45
degree
Supine
Sitting
45 degree Sitting

Pair 2
Pair 3

P value for [.510 Hz]
0.687
0.815
0.914

P value for
[11-20 Hz]
0.482
0.088
0.087

P value for
[21-30 Hz]
0.705

P value for
[31-40 Hz]
0.740

P value for
[41-50 Hz]
0.187

0.859

0.102

0.088

0.852

0.053

0.179

Table 4 suggests that energy in different frequency bands between postures are
not significantly different (p>0.05). This indicates that the SCG’s frequency domain
features (indicative of myocardial movements and valve closures) remain comparable
between postures.

Cardiac timing intervals
As previously discussed, cardiac timing intervals may offer useful information
in predicting cardiac health. The cardiac timing interval parameters (PEP, LVEP, and
PEP to LVEP ratio ) with postures are shown in figure 41.
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Figure 41 Cardiac timing parameter (a) PEP, (b) LVEP, and (c) PEP to LVEP ratio are
plotted.
Figure 41 showed that PEP tends to increase as the subjects varied postures from
supine to sitting (Supine: 70±9.6 ms; 45 deg: 74±8.6 ms; Sitting: 80.6±12.2 ms) while
the LVEP decreased (Supine: 300±17.7 ms; 45 deg: 286.9±20.9 ms; Sitting: 272±20.4
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ms) in most subjects. This variation in cardiac timing followed a similar trend reported
in a previous study (Di Rienzo et al., 2013), which discussed CTI between supine and
standing posture. To compare the statistical significance of CTI variation between
postures, paired t-test for PEP and LVEP between postures are shown in table 5.

Table 5 Paired t-test for PEP and LVEP between postures
Paired t-test for

PEP

LVEP

Pair

Posture

P value (2tailed)

Cohen's d
effect size

P value
(2-tailed)

Cohen's d
effect size

Pair 1

Supine - 45 degree

1.75E-05

0.46

1.02E-07

0.73

Pair 2

45 degree- Sitting

1.10E-04

0.61

1.63E-05

0.72

Pair 3

Supine- Sitting

4.26E-07

0.97

5.75E-11

1.51

Both PEP and LVEP values varied significantly (p<0.05) between postures with
medium to a large effect (Cohen’s d >0.4). Previous studies (Šipinková et al., 1997;
Watanabe et al., 2007) indicated that the cardiac timing interval changes with respect
to posture in response to the changes in vagal and sympathetic activity. The pre-ejection
period at supine was found to be approximately 6% lower than 45 degree and
approximately 11% lower than sitting position. The left ventricle ejection period, on
the other hand, was 4% higher at supine to 45 degree and about 9% higher than that of
sitting position. Considering the significant variation in CTI relative to postural
changes, subjects should remain in the same posture when studied over a more extended
period (typically several days).
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Heart rate
Previous studies (Amirtaha Taebi et al., 2018) suggested that heart rate varies
between respiratory phases. Since the cluster assignments were influenced by
respiratory phases discussed in previous studies (Azad et al., n.d.), the corresponding
heart rate may also vary between clusters, which may provide significant diagnostic
value in predicting cardiac health. The current study investigated the heart rate variation
between clusters at different postures. Figure 42 showed the mean heart rate of 2
clusters with standard error for different postures.

Figure 42 Mean Heart rate with standard error in cluster 1(continuous line) and cluster
2 (dotted line) are shown. Cluster 1 heart rate tends to be higher than Cluster 2.
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The heart rate between clusters 1 and 2 was found to be significantly different
(P<0.05) in 18 of 19 subjects with an average effect size of 1.22 ('Cohen's d >0.8),
which indicates a large effect in heart rates between clusters.
Figure 42 suggests that the heart rate for cluster 1 was higher than that of cluster
2 (Peshala T Gamage et al., 2020). Also, the heart rate tends to increase as the posture
varied from supine to sitting. The heart rate at sitting was found to be approximately
3% higher than at 45 degree and approximately 8% higher than supine Figure 43
showed the average cluster 1 and 2 heart rate for all subjects.

Figure 43 Mean Heart rate for Cluster 1 (Left) and Cluster 2(Right) is plotted. The
average heart rate tends to be increased as the postures varied from supine to sitting
posture.

Figure 43 suggests that the average cluster 1 and 2 heart rate for all subjects tend
to increase significantly (P<0.05) as the subject varied postures from supine to sitting.
The heart rate between clusters was found to be significantly different in most subjects.
According to the previous studies (P T Gamage et al., 2018; Amirtaha Taebi et al.,
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2018), this variation of heart rate is due to the change in respiratory phase and
corresponding pressure around the heart or possibly due to the autonomic regulation of
cardiovascular function(Šipinková et al., 1997; Watanabe et al., 2007). This suggests
that cardiac activity tends to be affected by the postural change, which indicates that in
a longitudinal study, a consistent posture would be beneficial for robust features for
predicting cardiac health.

Longitudinal variability
The longitudinal studies are typically studying repeated measures of specific
parameters of interest over a more extended period on a regular or irregular interval.
Unlike a cross-sectional study, they provide essential information on the effect of time
over the measured parameters. Studying the longitudinal variability of SCG features
are of utmost importance as they may provide information over the viability of their use
as a predictive tool in monitoring cardiac health. Especially for heart failure patients,
the longitudinal study of SCG feature may help predict re-admission and facilitate early
intervention as needed. In the current study, several SCG features, including
morphological variability, spectral variability, cardiac time interval as well as heart rate,
were studied at supine, 45 degree, and at sitting postures. These parameters followed
similar trends at all postures. Due to space constraints, the current study showing the
longitudinal variability of these features at 45-degree posture. This posture was chosen
because SCG features at this posture showed comparable values with supine posture.
In addition, in a typical clinical setting for a patient with a cardiac condition, 45-degree
posture is chosen over supine most of the time to help ease breathing.
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Morphological variability
The longitudinal variability of the SCG signal gives us critical insight into
variations of SCG signals over time. Figure 44 showed the intra and inter-cluster
variability (equations 3 and 4) of all subjects over 5 different recording sessions.

Figure 44 Intra and inter-cluster variability plotted over 5 recording sessions. The intra
and inter-cluster variability remained comparable for most subjects over the five
recording sessions.
Figure 44 Intra and inter-cluster variability plotted over 5 recording sessions.
The intra and inter-cluster variability remained comparable for most subjects over the
five recording sessions.
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Figure 44 suggests that the intra-cluster variability varied between 1~2.5 milli
g while inter-cluster variability varied between 1.5~4 milli g over the five recording
sessions for most subjects. Paired t-tests were performed for intra and inter-cluster
variability to investigate the statistical significance between recording sessions. Here,
variability values (intra and inter-cluster ) for two recording sessions (recording pair)
were compared at a time, and corresponding P values were listed in Table 6.
Table 6 Pairwise t-test to compare intra-session variability between recording
sessions.
Pair

Recording pair

Pair 1

Recording 1 - Recording 2

P value (intracluster variability)
0.59

P value (intercluster variability)

Pair 2

Recording 1 - Recording 3

0.27

0.72

Pair 3

Recording 1 - Recording 4

0.29

0.86

Pair 4

Recording 1 - Recording 5

0.44

0.48

Pair 5

Recording 2 - Recording 3

0.20

0.75

Pair 6

Recording 2 - Recording 4

0.61

0.85

Pair 7

Recording 2 - Recording 5

0.64

0.37

Pair 8

Recording 3 - Recording 4

0.10

0.96

Pair 9

Recording 3 - Recording 5

0.12

0.67

Pair 10

Recording 4 - Recording 5

0.91

0.67

0.98

Table 6 suggests that the morphological variability (intra and inter-cluster
variability) values between recording sessions were not significantly different
(p>0.05) for healthy subjects. This suggests that the morphological variability can be a
suitable SCG feature in predicting cardiac health as a significant change of these
features over time would indicate a potential worsening of a cardiac condition.
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Spectral distribution
The spectral energy ratio at different frequency bands to total energy from 0.05
to 50 Hz is shown in figure 45.

Figure 45 Spectral energy ratio at different frequency bands to total energy from 0.05
to 50 Hz over 5 recording sessions. Spectral energy remained comparable over
recording sessions.
Figure 45 suggests that the spectral energy ratio at different frequency bands
followed similar trends for most subjects. This indicates that the spectral energy ratio
can be a robust feature in predicting cardiac health as they don’t show noticeable change
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over time for healthy subjects. A significant deviation would then indicate a potential
change in the patient's cardiac condition facilitating early intervention.

Cardiac timing intervals
The cardiac timing interval parameters (PEP, LVEP) in a different recording
session is shown in figure 46.

Figure 46 Cardiac timing interval for different recording sessions (a) PEP (b) LVEP
for all subjects. Both intervals tend to be comparable relative to recording sessions.
Figure 46 suggests that the cardiac timing intervals remained comparable
relative to recording sessions. PEP values varied approximately 3~4%, while LVEP
varied 3~5 % relative to recording session 1. Paired samples t-test were then performed
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to test the statistical significance of PEP and LVEP values between recording sessions
and are shown in table 7.

Table 7 Paired t-test of PEP and LVEP
Pair

Recording pair

P value for
PEP

P value for
LVEP

Pair 1

Recording 1-Recording 2

0.39

0.31

Pair 2

Recording 1-Recording 3

0.07

0.873

Pair 3

Recording 1-Recording 4

0.11

0.94

Pair 4

Recording 1-Recording 5

0.58

0.60

Pair 5

Recording 2-Recording 3

0.75

0.30

Pair 6

Recording 2-Recording 4

0.68

0.45

Pair 7

Recording 2-Recording 5

0.79

0.15

Pair 8

Recording 3-Recording 4

0.33

0.95

Pair 9
Pair 10

Recording 3-Recording 5
Recording 4-Recording 5

1.00
0.41

0.40
0.62

Table 7 suggests that the cardiac timing parameters between recording sessions
were found to be comparable and were not statistically significant (p>0.05). This
suggests that SCG cardiac timing parameters (PEP and LVEP) can be useful features
as they don’t change significantly over time for healthy subjects.

Heart rate
To investigate heart rate variation with respect to recording sessions, the mean
heart rate with standard error corresponding to each session was plotted in figure 47.
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Figure 47 Mean Heart rate with standard error over recording sessions for all subjects.
Figure 47 suggests that the mean heart rate remained similar for most subjects
over recording sessions. To compare the mean heart rate between sessions, the pairwise
t-tests were performed and listed in table 8.
Table 8 Pairwise t-test to compare the mean heart rate between recording sessions
Pair

Recording pair

Pair 1

Recording1 - Recording2

Pair 2

Recording1 - Recording3

Pair 3

Recording1 - Recording4

Pair 4

Mean
Difference

Std. Deviation
of Difference

P Value

0.2043

5.714

0.878

-2.3754

6.1158

0.108

-1.4792

7.7491

0.416

Recording1 - Recording5

-1.8893

8.5892

0.35

Pair 5

Recording2 - Recording3

-2.5797

6.3875

0.095

Pair 6

Recording2 - Recording4

-1.6835

9.7601

0.462

Pair 7

Recording2 - Recording5

-2.0936

8.2731

0.285

Pair 8

Recording3 - Recording4

0.8962

10.3009

0.709

Pair 9

Recording3 - Recording5

0.4861

7.323

0.776

Pair 10 Recording4 - Recording5

-0.4101

11.1739

0.875

Table 8 suggests that the mean heart rate did not vary significantly between
recording sessions. This suggests that for healthy subjects under similar physiological
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conditions, the cardiac activity would remain stable, resulting in similar heart rate
variation as well as SCG features. This would indicate that for an abnormal cardiac
condition (typically for HF patients), the mean heart rate and other SCG features may
vary abnormally, indicating poor cardiac health.

Conclusion
In this study, SCG signal variability was studied in supine, 45-degree head up
and sitting positions in 19 healthy subjects. Also, the subjects SCG was recorded over
multiple recording sessions to observe the longitudinal effects on the SCG features.
Results suggested that several SCG features (morphological variability, cardiac time
intervals), as well as heart rate, varied over postural change while SCG spectral energy
ratio remained similar, indicating the need to avoid postural changes when studying for
a longer period. The SCG feature values and heart rate remained comparable over
several days considered in this sample of healthy subjects. The current study only
focused on the SCG signal variability in the z-axis (dorso-ventral direction). Future
studies may include SCG signal analysis in the craniocaudal and lateral directions.
More studies are needed to quantify the SCG signal variability over more extended
periods and in a broad population, including subjects with cardiovascular disease.
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CHAPTER 4 – PULMONARY PHASE DETECTION USING SCG
SIGNAL
Tracking respiration is necessary for in-patient monitoring, especially in critical
care settings. Methods for direct respiration measurement include spirometers or
thermocouples, which measure airflow, or air temperature, respectively (Marks et al.,
1995). However, these methods require direct connections to the mouth, nose or
breathing circuit, which may provide another level of complexity for clinical
monitoring and may even present interference with the measured values (Moody et al.,
1985)(Weissman et al., 1984). A previous study (Miller et al., 2005) suggested
performing spirometry in the sitting position, which can be impractical for post-op or
ICU patients. These direct measurements may be impractical or undesirable under
other circumstances, too, such as during stress testing, ambulatory monitoring, or
surveillance for prolonged periods. Less invasive methods of monitoring respiration
may help avoid these potential limitations. Previous studies (Moody et al., 1985)
extracted respiratory signals from a multi-lead ECG signal. Other studies (Geddes et
al., 1962)(Allison et al., 1964) correlated transthoracic impedance with respiration.
Recent studies (Solar et al., 2017; Taebi & Mansy, 2017) showed that
Seismocardiographic (SCG) signals are affected by changes in lung volume, suggesting
that these physiological signals can be used for extracting respiration signals
noninvasively.
The objective of this study is to extract respiration information from tri-axial
SCG signals as well as other physiological signals, including chest wall movement,
ECG, chest galvanic skin response, and (GSR) signals. The extracted signals will be
compared with simultaneously acquired direct respiratory airflow measurements and
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the corresponding lung volume signal change. This allows the identification of signals
that correlates best with the direct respiration measurement. It is to be noted that when
GSR is performed at the chest surface, it will be similar to thoracic impendence
measurements. Figure 48 shows the physiological signals of interest plotted over 30
seconds. The signals showed similar low-frequency oscillation with similarity to the
lung volume signal.

Figure 48 Physiological signals in time domain showing (a) Respiratory airflow, (b)
Lung volume, (c) chest wall movement by a piezoelectric sensor, (d) ECG, (e) Galvanic
skin response, (f) SCG in craniocaudal axis, (g). SCG in the lateral axis, (h) SCG in the
dorsoventral axis. All other signals (c to h) appear to have components at the respiratory
frequency, which indicates that respiratory information can be extracted from these
signals.
Measurements of the signals
Fifteen healthy subjects (age: 20-32 years) as well as fifteen patients with heart
failure (age: 55-80 years, ejection fraction < 40%) participated in this study after IRB
approval. The subjects were asked to lay supine on a bed tilted to 45degrees head up
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position. For healthy subjects, a spirometer (Model: A-FH-300, iWorx Systems, Inc.,
Dover, NH) was placed into subjects’ mouth to measure respiratory flow rate. The lung
volume signal was found from the time integral of this flowrate. The chest wall
movement due to respiration was captured by a piezoelectric sensor attached to an
elastic strap (Model: RM-204, iWorx Systems, Inc., Dover, NH). Lead 2 ECG was
acquired by IX-B3G Biopotential Recorder (iWorx Systems, Inc., Dover, NH), which
also allows simultaneous acquisition of chest galvanic skin response (GSR) signal using
two separate electrodes attached next to subject’s right clavicle and left abdomen.
Seismocardiographic signals were acquired using a tri-axial accelerometer (Model:
356A32, PCB Piezotronics, Depew, NY), which was placed on the chest surface at the
4th intercostal space near the left lower sternal border. The accelerometer was attached
to the chest surface using double-sided medical-grade tape such that the measured zcomponent of the acceleration is perpendicular to the chest wall. For heart failure (HF)
patients, direct respiration measurement, and chest wall movement was not available.
Respiration signal was approximated using the GSR signal. A sampling frequency of
10 kHz was used for data acquisition. The acquired data were analyzed using the Matlab
program (Matlab 2013, Mathworks, Natick, MA). The signal means were subtracted to
remove any DC component of the signals.

Signal Analysis
Three different methods were applied to extract the respiratory signal from the
measured signals. These methods rely on calculating the: (a) baseline wandering, (b)
amplitude modulation, and (c) frequency modulation.
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Figure 49 shows the physiological signals with their upper and lower envelopes,
which indicate that baseline and amplitudes of these signals are changing with
respiration.

Figure 49 Traces of different physiological signals (a) Flow rate (b) Lung volume (c)
ECG with upper & lower envelope (d) SCG-craniocaudal with upper & lower envelope
(e) SCG-lateral with upper & lower envelope (f) SCG-dorsoventral with upper & lower
envelope. ECG and SCG envelopes suggest that the baseline wandering of these signals
have a period similar to respiration.

Calculating baseline wandering and amplitude modulation of ECG & SCG
signals
The baseline of the signals was extracted by a bandpass filtering around the
respiratory frequency (bandpass 0.1 0.25 Hz). Note that removal of low frequencies (<
0.1 Hz) is vital to reduce very low frequency signal components.
The upper and lower envelope of ECG and SCG signals were used to calculate
the amplitude modulation of ECG and SCG as:
𝐴𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒 𝑀𝑜𝑑𝑢𝑙𝑎𝑡𝑖𝑜𝑛 = 𝑈𝑝𝑝𝑒𝑟 𝑒𝑛𝑣𝑒𝑙𝑜𝑝𝑒 − 𝐿𝑜𝑤𝑒𝑟 𝑒𝑛𝑣𝑒𝑙𝑜𝑝𝑒 of the signal

(14)

Figures 50 and 51 show the baseline wandering and amplitude modulation of
ECG and SCG signals plotted along with the respiratory flow and lung volume changes.
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Figure 50 Traces of (a) Flow (b) Lung volume (c) ECG baseline (d) SCG-craniocaudal
baseline (e) SCG-lateral baseline (f) SCG-dorsoventral baseline signal

Figure 51 Traces of (a) Flow (b) Lung volume (c) amplitude modulation from ECG (d)
amplitude modulation from SCG-craniocaudal (e) amplitude modulation from SCGlateral (f) amplitude modulation from SCG-dorsoventral signal.
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Figure 51 suggests that some signals tend to synchronize better with the lung
volume waveform. Hence, the lung volume will be chosen as the “reference signal”
(i.e., gold standard) in the rest of this article.

Calculating frequency modulation of ECG & SCG signals
The R-R interval of ECG signals is known to vary with respiration. Also, earlier
studies (B. E. Solar et al., 2017; Taebi, 2018; Taebi & Mansy, 2017) suggested that
SCG-SCG intervals also tend to vary with respiration. This frequency modulation can
be used to extract respiration information from these signals. To calculate the frequency
modulation, the R-peak of ECG events were identified. Next, the corresponding SCG
peaks were found (figure 52). The interval between every two consecutive peaks
provides a measure of the beat to beat time. These intervals were plotted with respect
to time and compared with lung volume signals (figure 53).

Figure 52 Traces of ECG signal and SCG (craniocaudal, lateral dorso-ventral direction)
signal to calculate the R-R interval of ECG beats and SCG 1-SCG 1 interval of SCG
beats.
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Figure 53 Lung volume signal, and Traces of frequency modulated signal for (c) ECG,
(d) SCG craniocaudal, (e) SCG lateral, (f) SCG dorsoventral directions. The frequency
modulated signal showed similar periodicity as the respiratory signal

Phase match between lung volume and other signals
To investigate how well the baseline wandering, amplitude, and frequency
modulation (of ECG and SCG), as well as measured chest wall movement and GSR
signals, match the reference signal (i.e., lung volume), signals were compared in the
time domain. To compare any two signals (e.g., a test vs. reference signal), the zero
crossings of the signals were compared. Here, the sign (positive or negative) of each
signal was determined and a “Sign match index” was calculated at each data point as:
Sign match index=Sign of reference signal*Sign of the test signal
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(15)

If the “Sign match index” value is positive at a particular time, the reference
signal and the test signal have the same sign indicating a match in the signal phase. A
negative match index would then be indicative of phase mismatch. Figure 54 showed
an example of a phase match between lung volume (reference signal) and ECG baseline
wander (test signal) for 10 seconds

Figure 54 Traces of reference signal (Lung volume) and test signal (baseline wandering
of ECG) plotted along with their sign. The Sign match index > 0 showing the region of
phase match between the signals while a negative value indicates phase mismatch

To calculate the overall phase match between the reference and test signal, the
% Phase match was calculated as:
𝑠𝑖𝑔𝑛𝑎𝑙 𝑙𝑒𝑛𝑔𝑡ℎ

%𝑃ℎ𝑎𝑠𝑒𝑚𝑎𝑡𝑐ℎ =

∑𝑖

𝑆𝑖𝑔𝑛𝑎𝑙_𝑚𝑎𝑡𝑐ℎ_𝑖𝑛𝑑𝑒𝑥(𝑖)

𝑆𝑖𝑔𝑛𝑎𝑙 𝑙𝑒𝑛𝑔𝑡ℎ

∗ 100

(16)

Results
The %Phase match for each test signal for 15 subjects is plotted in figure 55.
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Figure 55 % Phase match results between the reference signal (lung volume) and other
signals. Amplitude modulation, baseline wander, and frequency modulation of ECG,
SCG-craniocaudal, SCG-lateral, and SCG-dorsoventral signal. Also, %Phase matches
for the chest wall movement signal using a respiration monitoring belt and GSR signal
for all 15 subjects are showed.
Figure 56 shows the median and inter-quartile ranges of %Phase match values
of the different physiological signals to lung volume.

Figure 56 The median and inter-quartile ranges %Phase match between the reference
signal (lung volume) and other signals.
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The results shown in figures 55 and 56 indicate that the %Phase match values
for different test signals varied from about 50% to 98%. The GSR signals showed the
highest accuracy in the %Phase match (approximately 96%-98%) for all cases. The
chest wall movement and SCG baseline wandering (in the craniocaudal, lateral, and
dorsoventral directions) waveform also showed promising results (approximately 85%94%, 70%-85%,65%-90%, 65%-85% respectively).

Accuracy of respiratory phase from SCG signals relative to GSR signal
Results (figure 55 and 56) suggest that the GSR signal showed the highest
agreement in phase match with direct respiration measurement. This indicates that the
GSR signal may be a suitable candidate for noninvasive detection of the respiratory
phase. The extracted respiration signals from ECG and SCG signal were then compared
to the GSR signal as the gold standard signal, which was plotted in figure 57.

Figure 57 The median and inter-quartile ranges of %Phase match between the reference
signal (GSR) and other signals (Amplitude modulation, baseline wander, and frequency
modulation of ECG, SCG-craniocaudal, SCG-lateral, and SCG-dorsoventral signal.)
for healthy subjects.
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Figure 57 showed that SCG baseline wandering in craniocaudal, lateral, and
dorsoventral direction showed a relatively higher phase match (60~80%)with GSR
signal. Also, the frequency modulation of ECG and SCG dorsoventral direction showed
similar phase match accuracy (60~80%).

Pulmonary phase detection from SCG and ECG signals of HF patients
As mentioned earlier, direct respiration measurement and chest wall movement
signals were not available for the HF patients' data. Here, the GSR signal was assumed
as the gold standard respiration signal after it showed higher similarity in phase match
with the direct respiration signal for the healthy subjects' data. Figure 58 showed the
%Phase match between the GSR signal and the extracted respiration signal from ECG
and SCG signals.

Figure 58 The median and inter-quartile ranges of %Phase match between the reference
signal (GSR) and other signals (Amplitude modulation, baseline wander, and frequency
modulation of ECG, SCG-craniocaudal, SCG-lateral, and SCG-dorsoventral signal.)
for HF patients.
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Figure 58 showed that SCG baseline wandering in craniocaudal, lateral
direction showed a relatively higher phase match (60~80%)with GSR signal, which
was found to be comparable to that of healthy subjects. Also, the frequency modulation
of ECG and SCG dorsoventral direction showed similar phase match accuracy
(60~70%).

Pulmonary phase detection using supervised machine learning
Earlier studies (Pandia et al., 2012; Taebi & Mansy, 2017; Zakeri & Tavakolian,
2015) suggested that the SCG waveform morphology varies with the respiratory
variation. Hence, it may be possible to extract the respiratory phase from SCG
morphology. Previous studies (B. Solar, 2018; Zakeri et al., 2016; Zakeri & Tavakolian,
2015) used the support vector machine algorithm to detect pulmonary phase from SCG
signal in healthy subjects. A similar approach has been employed to detect pulmonary
phase from the SCG signal for healthy subjects and heart failure patients in the current
study. Here, SVM was used with SCG features extracted from the SCG waveforms
after segmentation.

Support Vector Machine (SVM)
SVM is a highly efficient algorithm used in healthcare related ML applications,
especially in the diagnosis of several cardiac conditions (Choi & Jiang, 2010; Chua et
al., 2009; Song et al., 2005). SVM algorithm finds a hyperplane for n number of features
such that the margin between the classes is maximized (Cortes & Vapnik, 1995). A
simplified illustration of the SVM hyperplane is shown in figure 59.
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Figure 59 Simplified illustration of SVM hyperplanes

For a linearly separable data, a decision boundary can be defined as 𝑤. 𝑥𝑖 +
𝑏 = 0 where the margins are defined using the hyperplanes 𝑤. 𝑥𝑖 + 𝑏 = ±1. The
support vectors are defined as the marginal data points on the boundary. Here 𝑤, 𝑥, and
𝑏 are the weight vector, feature vector, and the bias, respectively. SVM focusses on
1

maximizing the decision margin 𝑑 = ‖𝑤‖ .

Preprocessing
The recorded SCG signal was segmented using ECG beats and labeled using
either lung volume signal or GSR signal, which is described in the following
paragraphs.

SCG segmentation
SCG signals in craniocaudal, lateral, and dorsoventral directions were
segmented using the R wave of simultaneously recorded ECG signal using the Pan
Tomkins algorithm (Pan & Tompkins, 1985), which detected the R peaks. Each SCG
beat was then selected to start 0.1 seconds before the R peak of the corresponding ECG,
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while the endpoint of the SCG beat was selected 0.1 seconds before the R peak of the
following ECG complex (figure 6). Segmented SCG beats were then stored in a Matlab
cell array.

Labeling
The segmented SCG beats were then labeled using the gold standard signal for
respiration ( lung volume signal for healthy subjects and GSR signal for HF patients).
Figure 60 illustrates the labeling SCG beats using the lung volume signal. A similar
approach was used for the SCG beats labeling using the GSR signal.

Figure 60 SCG event locations on lung volume signal. SCG events above and below
the zero-crossing were labeled as HLV and LLV events, respectively.
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SCG feature extraction
The current study utilized important time and frequency domain features that
may help identify respiratory phases from SCG waveforms. An earlier study (Zakeri et
al., 2016) used the arithmetic mean of every 4 ms of data points as their time domain
features. In addition, the study used FFT coefficients relative to frequency range 0-500
Hz as their frequency domain features. The current study used the following time and
frequency domain features.
Time domain features
a. Mean of every 4 data points
b. Median of every 4 data points
c. The standard deviation of every 4 data points
d. Peak to peak amplitude
e. Mean of the whole waveform
f. Cardiac timing interval (PEP and LVEP)
g. Length of the waveform
Frequency domain features
a. FFT coefficients for the frequency range 0-100 Hz.
Figure 61 and 62 showed the time and frequency domain features of SCG
waveforms used in the current study.
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(a)

(c)

(b)
Peak to peak amplitude

Figure 61 Illustration of few time domain features from segmented SCG waveform (a)
mean, median, and standard deviation of every 4 data points identified as the region
between red lines. (b) peak to amplitude (c) cardiac timing intervals.
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Figure 62 FFT of a segmented SCG waveform for frequency range 0-100 Hz as the
frequency domain features.
Training and Testing protocol
The segmented SCG beats were trained and tested using three different training
and testing schemes. The average accuracy of all subjects was regarded as the overall
accuracy of each scheme.
a. Subject specific (SS-1) training and testing where data was split evenly
(50% train and 50 % test) for each subject. Here both training and testing
were done for each subject separately.
b. Subject specific (SS-2) training and testing where data was split unevenly
(80% train and 20 % test) for each subject. Training and testing were similar
to the previous approach.
c. Leave one subject out (LOSO) training scheme where the training data was
used from all the subjects except the test subject.

Results
After classifying SCG events based on the extracted features, the classified
labels were compared with their original labels based on the gold standard respiration
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signals. The accuracy of each testing scheme was then calculated using the following
equation.
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =

𝑇𝑃+𝑇𝑁

(17)

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁

Here, TP indicates the number of true positives, while TN is the number of true
negatives. FP and FN are the number of false positives and false negatives, respectively.
For example, if the labeling criteria is HLV or LLV events and SCG beats are separated
into two class using SVM, TP is the number of correctly labeled SCG beats as HLV
and TN indicates the number of correctly labeled SCG beats as LLV. Also, FP and FN
are the number of incorrectly labeled beats as HLV and LLV events, respectively.
Figure 63 shows the subject specific testing accuracy for even (50% train+50% test)
and uneven (80% train+20% test) splitting of training and testing data for all 15 healthy
subjects.
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(a)

(b)

Figure 63 Subject specific testing accuracy for (a) evenly split training and testing data
(50% train and 50% test). (b) unevenly split training and testing data (80% train and
20% test).

Figure 63 suggested that for subject specific testing, the accuracy of the SVM
classifier was approximately 92~95% for most subjects. The leave one subject testing
accuracy was plotted in figure 64 for all 15 healthy subjects.
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Figure 64 Leave one subject out testing accuracy for all 15 healthy subjects.

Figure 64 suggests that the leave one subject testing accuracy varied among
subjects. The testing accuracy was approximately 81% for most subjects. Figure 65
shows the subject specific testing accuracy for even (50% train+50% test) and uneven
(80% train+20% test) splitting of training and testing data for all 15 HF patients.
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(a)

(b)

Figure 65 Subject specific testing accuracy of 15 HF patients for (a) evenly split training
and testing data (50% train and 50% test). (b) unevenly split training and testing data
(80% train and 20% test).

Figure 65 suggested that for subject specific testing for HF patients, the
accuracy of the SVM classifier was approximately 75~85% for most subjects. The leave
one subject testing accuracy for HF patients was plotted in figure 66.
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Figure 66 Leave one subject out testing accuracy for all 15 HF patients.
Figure 66 suggests that the leave one subject out testing accuracy varied among
subjects. The testing accuracy was found to be around 65~70% for most HF patients.
Average testing accuracy with standard deviation for healthy subjects and HF patients
are listed in table 9.
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Table 9 Average accuracy with standard deviation for different testing schemes for
healthy subjects and HF patients.
Subjects

Testing scheme Data split

Accuracy [%]

Healthy subjects SS-1

50 % train+50% test

91.9±4.2

SS-2

80 % train+20% test

92.±6.4

LOSO

Leave one subject out

80.3±13

SS-1

50 % train+50% test

81.5±7.2

SS-2

80 % train+20% test

81.9±9.4

LOSO

Leave one subject out

65.55±7.2

HF patients

Earlier studies reported that the effects of respiration on a physiological signal
such as ECG due to chest wall movement diminish with age (Charlton et al., 2017; Moll
& Wright, 1972; Pikkujämsä et al., 1999). An earlier study (Kleiger et al., 1987)
suggested that the variation of heart rate due to respiratory variation decreased
significantly in HF patients. Hence the accuracy of the SVM classifier for pulmonary
phase extraction from the SCG signal of HF patients (typically older in age group) was
significantly lower than that of younger healthy subjects. More subjects need to be
included to improve the current SVM classifier as well as to test other machine learning
algorithms that require more extensive data sets.

Conclusion
Earlier studies(Solar et al., 2017; Taebi & Mansy, 2017) suggested that
respiration can significantly affect SCG signals. Therefore, it is vital to know the
respiratory phase of each SCG waveform during analysis. A reliable respiration signal
from non-invasive sources would help better the separation of SCG events. In the
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current study, respiration was extracted from SCG and ECG signals using signal
processing techniques for 15 healthy subjects and 15 HF patients. In addition, the
respiration monitoring belt and GSR signal were compared with direct respiration
measurements for healthy subjects.
The results suggest that the GSR signal showed the best match in phase with
lung volume signal for healthy subjects. For HF patients, the GSR signal was used as
the gold standard signal, which was compared with the extracted respiration signal from
SCG and ECG signals. Results showed that SCG baseline wandering showed higher
accuracy (60~80%) when compared to GSR signals. The study then investigates the
extraction of the pulmonary phase using a supervised machine learning algorithm.
Several SCG features were extracted from each SCG beats. The extracted features were
labeled using direct respiration signal (lung volume) or GSR signal. The pulmonary
phase of SCG beats was then classified using the SVM classifier using subject specific
and leave one subject out testing schemes. Results suggest that subject specific accuracy
was around 92% for healthy subjects and 81% for HF patients. The leave one subject
out testing accuracy was approximately 80% for healthy subjects and 66% for HF
patients. Reduction of respiratory-related features such as RSA, poor cardiac condition,
and the low number of subjects may contribute to the lower accuracy in extracting the
respiratory phase from the SCG signals for HF patients.
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CHAPTER 5 – COMPARISON OF SCG VARIABILITY DURING
REGULAR BREATHING AND BREATH HOLD (FUTURE
WORKS)
Previous studies (Solar, Taebi, & Mansy, 2017; Taebi & Mansy, 2017a) used
respiratory information to group SCG events into their respiratory phases (respiratory
flow or lung volume phases) to help reduce this variability. However, a recent study
(Gamage, Khurshidul.Azad, Taebi, Sandler, & Mansy, 2018) suggested that SCG
waveforms were better grouped using unsupervised machine learning based on
minimum intra-group heterogeneity. This appears to stem from an observation that
SCG event grouping based on lung volume phases may yield more homogeneous data
than that based on the respiratory flow phase. There is little published information about
SCG variability during a breath hold. This study aims to quantify SCG variability
during regular breathing in comparison with that at breath hold as during breath hold,
some of the factors causing variability (such as intrathoracic pressure) are almost
constant.

Experimental setup
After IRB approval, 5 healthy male subjects with no known medical history of
cardiovascular disease were recruited for the study. The subjects’ demographics are
listed in table 10.
Table 10 Subjects’ information for SCG variability at breath hold study.
Age (years)
Height (Inches)
Weight (lbs.)
BMI

27.6±3.6
65.8±2.7
140.4±8.6
23.1±2.3

93

Subjects were asked to fast from food, caffeinated drinks, and avoid strenuous
exercise for at least 4 hours before the study to help exclude potential effects of exercise
and eating on physiological processes affecting SCG. The experimental setup is shown
in figure 67.

Figure 67 Experimental setup

Respiration flow was acquired by a spirometer (Model: SP-304, iWorx Systems,
Inc., Dover, NH). The ECG signal was acquired by IX-B3G biopotential recorder
(iWorx
Systems, Inc., Dover, NH). Seismocardiographic signals were acquired using a tri-axial
accelerometer (Model: 356A32, PCB Piezotronics, Depew, NY), which was affixed on
the chest surface using double-sided medical grade tape at the 4th intercostal space near
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the left lower sternal border. The accelerometer measured acceleration in the
dorsoventral, lateral, and craniocaudal directions. The current study focusses on the
dorsoventral-component of the acceleration (perpendicular to the chest wall). The SCG
signal was amplified using a signal conditioner (Model: 482C, PCB Piezotronics,
Depew, NY) with a gain of 100-fold.

Subjects were asked to rest on a 45 degree inclined bed head up position with
their feet extended horizontally. Data were collected continuously for 3 minutes of
regular breathing followed by 20~30 seconds of breath hold after end inspiration, then
30 seconds of regular breathing, and then 20~30 seconds of breath hold after end
expiration. During breath holding, an effort was made to maintain atmospheric
intrapulmonary pressure by keeping the mouth and glottis open. A sampling frequency
of 10 kHz was used for data acquisition. The acquired data were analyzed using Matlab
(Matlab 2013, Mathworks, Natick, MA).

Signal analysis
Filtering the Signal
SCG and ECG signals were forward-backward filtered using a 4th order
Chebyshev 2 type band-pass filter (cut off 0.5-50 Hz) to reduce background noise and
baseline wandering due to respiration. In addition, a moving average filter of order 5
was employed to smooth the signal further.
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SCG events segmentation
The SCG signal was segmented into SCG events (also called heartbeats) using
the R peaks of the ECG signal, which were detected using the Pan Tomkins algorithm
(Pan & Tompkins, 1985). Each SCG event was selected to start 0.1 seconds before the
R peak of the corresponding ECG and ends at 0.1 seconds before the next R peak.

Clustering SCG events
After segmentation, the SCG events were downsampled to 1000 Hz and were
clustered based on their morphology using unsupervised machine learning. As the
morphology of an SCG event may be best described by the signal amplitudes (at each
data point of the event), amplitude values of SCG events were used as the feature vector
input to the clustering algorithm. Here, k-medoid clustering was employed with
dynamic time warping (DTW) as a dissimilarity measure. This clustering strategy has
shown higher accuracies over other methods for shape-based (i.e., morphology-based)
clustering of time series (Paparrizos & Gravano, 2017).

Figure 68 Associated points between two time series when the dissimilarity is
measured with (a) Euclidean and (b) DTW measures
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DTW is often used in time series clustering (Paparrizos & Gravano, 2017) due
to its ability to deliver a more accurate dissimilarity measure of the signal morphologies
determining the optimal “global alignment” between two-time sequences by exploiting
the temporal distortions between them (Sakoe, Chiba, Waibel, & Lee, 1990). In
contrast, commonly used Euclidean distance may deliver suboptimal results when the
time sequences are not aligned in time, even if they have similar morphologies. A
representation of the differences between DTW and Euclidean distance is shown in
Figure 68 (Zhang, Tang, Huo, & Zhou, 2014). As SCG events are nonlinearly stretched
due to heart rate variability, high variations in heart rate between different SCG events
can cause significant misalignments, which would lead to discrepancies in the
clustering results if Euclidean distance is used as a dissimilarity measure.
Clustering algorithm
The clustering algorithm was implemented in MATLAB and is shown below.
Algorithm:
Inputs: Number of clusters= K.
Set of SCG events: {X1,X2,X3,…,Xi….,XN} where each event is defined by its feature
vector (amplitude) as Xi ={ x1,x2,x3,…,xi}.
N is the number of events
Step 1: Initialize C1,…, Cj,…Ck as the medoids
Step 2: For each Xi find the nearest Cj and assign Xi to cluster j using DTW as the
distance measure
Step 3: Update Cj based on the clustered events from the previous step using equation
10.
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𝑛

𝑗
𝐶𝑗 = 𝑎𝑟𝑔𝑚𝑖𝑛𝑦∈{𝑋1𝑗 ,𝑋2𝑗,….𝑋𝑖𝑗,….𝑋𝑛𝑗} ∑𝑖=1
𝑑𝑡𝑤(𝑦, 𝑋𝑖𝑗 )

( 10 )

where Xij is the ith event belongs to cluster j, and nj is the number of events that belong
to j after step 2.
Step 4: repeat step 2 and 3 until none of the cluster assignments change.
The time complexity of DTW is Θ(l2), where l is the length of the SCG event.
To reduce the time complexity (and the computational time) of clustering in the current
study, SCG events were downsampled to 1000 Hz. Prior to clustering, SCG events
were normalized by their maximum amplitudes, which is not expected to affect DTW
measure.
The elbow method was used to determine the optimum number of clusters by
determining the fewest number of clusters that optimizes intra-cluster variance(Gamage
et al., 2018). The intra-cluster variability was measured using equation 3, which
calculates the average sum of distances (SOD) from each event to its cluster medoid.
Here, Xij is the ith events belonging to cluster medoid Cj, and nj is the number of events
that belong to Cj. N is the total number of events used in the clustering.
1

𝑛

𝑗
𝑆𝑂𝐷 = 𝑁 ∑𝑘𝑗=1 ∑𝑖=1
𝑑𝑡𝑤(𝐶𝑗 , 𝑋𝑖𝑗 )

( 18)

As shown in figure 69, an elbow shape was observed when the number of
clusters was 2, suggesting that 2 clusters would lead to optimal intra-cluster variance
with the fewest number of clusters. Previous studies on clustering SCG events during
the breathing cycle have chosen the same number of clusters (Gamage et al., 2018).
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Figure 69 Average SOD for different number of clusters

Results and discussion
This chapter discusses the SCG cluster distributions during respiration, the
timing of the clustered SCG events (as described by the time of their respective R
peaks) was plotted on in figure 70 in relation to the respiratory flow rate and lung
volume (i.e., integral of the flowrate).
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Figure 70 The four respiratory phases labeled in a simplified lung volume waveform
Here, INSP, EXP, HLV, and LLV denote inspiration, expiration, high lung volume,
and low lung volume, respectively.

Here, four respiratory phases are shown in figure 70, where INSP, EXP, HLV,
and LLV denote inspiration, expiration, high lung volume, and low lung volume,
respectively. Figure 71 shows the cluster distribution on these four respiratory phases
where SCG events belong to cluster 1 and cluster 2 are labeled as the blue ‘o’ circles
and red ‘∇’ triangles, respectively. These cluster distribution results showed that
clusters are not separated based on the respiratory flow rate (i.e., by the phase of
inspiration vs. expiration) or by lung volume. The regions HLV-INS and LLV-EXP
were well separated compared to HLV-EXP and LLV-INS, which showed more
mixed clustering distributions. A recent study showed similar clustering patterns
during normal breathing(Gamage et al., 2018).
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Figure 71 Cluster distribution in lung volume and flowrate space for all 5 subjects.
The blue circle represents cluster 1, while red triangles show cluster 2 locations. The
lung volume and flow rate axes were normalized to have a range of unity.

The cluster pattern was consistent in all study subjects and may be caused by
changes in intrathoracic pressure, heart position (i.e., the relative location of SCG
sensor and heart), heart rate, or movements of the chest wall and diaphragm during
breathing.
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Acquiring SCG during different breath hold may help elucidate possible
factors affecting SCG morphology. This may be possible since there are much smaller
variations in intrathoracic pressure, heart position, and chest wall movement during
breath hold compared to during normal breathing. Therefore, SCG was acquired at
two different breath hold states, namely, end inspiration and end expiration, which
correspond to low and high intrathoracic pressures, respectively. Here, subjects were
asked to breathe regularly without taking deep breaths then perform breath hold with
glottis open at end inspiration or end expiration. This was done to maintain
intrathoracic pressures differences that are comparable to those of normal breathing.
The acquired SCG morphology during breath hold was compared with that of normal
breathing before and after clustering. The following section discusses this comparison
in detail.
To quantify how two waveform groups are dissimilar, the intra and intercluster DTW distances were used. The following equations were used to calculate the
intra and inter-cluster DTW distances.
1

𝑛

𝑛

1

𝑛

𝑛

1
2
𝐼𝑛𝑡𝑟𝑎 − 𝑐𝑙𝑢𝑠𝑡𝑒𝑟 𝐷𝑇𝑊 = 𝑛1+𝑛2 [∑𝑖=1
𝑑𝑡𝑤(𝐶1 , 𝑋𝑖1 ) + ∑𝑖=1
𝑑𝑡𝑤(𝐶2 , 𝑋𝑖2 )]
1
2
𝐼𝑛𝑡𝑒𝑟 − 𝑐𝑙𝑢𝑠𝑡𝑒𝑟 𝐷𝑇𝑊 = 𝑛1+𝑛2 [∑𝑖=1
𝑑𝑡𝑤(𝐶1 , 𝑋𝑖2 ) + ∑𝑖=1
𝑑𝑡𝑤(𝐶2 , 𝑋𝑖1 )]

(3)
(4)

Here, Xi1, Xi2 are the ith SCG events that belong to clusters 1 and 2,
respectively, while C1 and C2 are the respective cluster medoids. And n1, n2 are the
total number of events that belong to clusters 1 and 2, respectively. Well separated
clusters are expected to have relatively low intra-cluster DTW distance and high intercluster DTW distance.
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The intra and inter-cluster DTW distances for normal breathing and breath
hold are shown in figure 72.

Figure 72 Intra and inter-cluster variability in all subjects for (a) the two clusters
obtained from SCG during normal breathing. (b) end inspiration vs. end expiration
during a breath hold. The blue bars in the bottom figure are lower than those in the top
figure, suggesting that SCG had smaller variability during a breath hold.

The top graph shows the distance for the two clusters identified from the
regular breathing data. The bottom graph shows the distance for another two SCG
groups, namely, the end expiration and end inspiration during a breath hold.
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Figure 72 suggests that the intra-group DTW distances for the breath hold
groups are significantly smaller than those for normal breathing, which implies that
SCG during a breath hold has less variability to that of regular breathing. This result
may be due to the less variation of intrathoracic pressure and heart location during a
breath hold. Also, the inter-group variability was higher than intra-group distance,
suggesting appropriate separation between groups for both figure 72 (a) and (b).
Furthermore, the inter-group DTW distance between normal breathing
clusters and breath hold SCG were compared and shown in figure 73.
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Figure 73 Inter-group DTW distance for end inspiration and expiration breath hold
and (a) Cluster 1 and (b) Cluster 2. Cluster 1 and 2 were extracted from the normal
breathing data using machine learning. This data suggests that Cluster 2 tended to be
more similar to end expiration, while no clear trend was seen for Cluster 1.

Figure 73 shows that the inter-group distance between breath hold at end
inspiration and expiration on the one hand and (a) cluster 1 and (b) cluster 2 on the other
hand. Figure 73 (b) shows that cluster 2 tended to have a smaller distance to end
expiration than end inspiration. This result is consistent with the fact that cluster 2 (see
Figure 71) occurs at LLV, which includes end expiration. Figure 73 (a) suggests that
cluster 1 may be closer to either end inspiration or expiration breath hold. This may be
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because consistent control of end inspiration is harder (than end expiration) since it
involves an effort by the diaphragm and chest muscles that may not be consistently
reproducible.
To investigate the SCG intra-group variability, intra-group distances were
calculated under breath hold conditions and for normal breathing before and after
clustering. These results are shown in figure 74.

Figure 74 Intra-group DTW distances before and after clustering and under breath
hold conditions.

Figure 74 suggested that the average intra-group variability reduced
significantly by 19% (P<0.05) after clustering and by 42% (P<0.05) during a breath
hold. This decrease in variability suggests possible utility for SCG measurements
under breath hold conditions. A recent study (Sandler et al., 2019) reported a similar
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decrease in intra-group variability for normal breathing. It is to be noted that for
critically ill patients, breath hold conditions are challenging to produce for an
extended period. However, several short recordings of breath hold may be possible.
Those can be patched to extract enough SCG events to perform signal analysis

Conclusion
This study investigated SCG signal variability during normal breathing and
breath hold. The SCG acquired during normal breathing was optimally clustered using
unsupervised machine learning to reduce SCG morphological variability. The
clustering results suggested that SCG waveforms were optimally separated into two
groups that showed consistent relations with respiratory phases. The two breath hold
states (end inspiration and expiration), which correspond to different physiological
conditions (e.g., relative heart location shape and position, intrathoracic pressure), were
found to have different SCG wave morphologies.
Intra-group SCG variability was compared for the un-clustered, clustered, and
breath hold cases. Results showed that the variability was reduced by 19% after
clustering and 42% during a breath hold. Further studies in a larger number of subjects
may help elucidate these differences in healthy subjects and patients with cardiac
pathologies.
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