In this Letter, we propose a quantum machine learning scheme for the classification of classical nonlinear data. The main ingredients of our method are variational quantum perceptron (VQP) and a quantum generalization of classical ensemble learning. Our VQP employs parameterized quantum circuits to learn a Grover search (or amplitude amplification) operation with classical optimization, and can achieve quadratic speedup in query complexity compared to its classical counterparts. We show how the trained VQP can be used to predict future data with O(1) query complexity. Ultimately, a stronger nonlinear classifier can be established, the so-called quantum ensemble learning (QEL), by combining a set of weak VQPs produced using a subsampling method. The subsampling method has two significant advantages. First, all T weak VQPs employed in QEL can be trained in parallel, therefore, the query complexity of QEL is equal to that of each weak VQP multiplied by T . Second, it dramatically reduce the runtime complexity of encoding circuits that map classical data to a quantum state because this dataset can be significantly smaller than the original dataset given to QEL. This arguably provides a most satisfactory solution to one of the most criticized issues in quantum machine learning proposals. To conclude, we perform two numerical experiments for our VQP and QEL, implemented by Python and pyQuil library. Our experiments show that excellent performance can be achieved using a very small quantum circuit size that is implementable under current quantum hardware development. Specifically, given a nonlinear synthetic dataset with 4 features for each example, the trained QEL can classify the test examples that are sampled away from the decision boundaries using 146 single and two qubits quantum gates with 92% accuracy.
In machine learning, Perceptron can be efficiently constructed to learn a decision rule that classifies linear data with binary classes [1] . Mathematically, a labeled training dataset D with N examples is denoted as
, where x i ∈ R M represents the i-th data vector with M features and y i ∈ {−1, 1} represents the corresponding label. A perceptron aims to learn a hyperplane W ∈ R M that can accurately classify dataset D in the sense that W minimizes N i=1 −sign(y i W x i ). Perceptron can be used as a building block for various advanced machine learning methods, such as the classification of nonlinear data. This capability of classifying nonlinear data enables Perceptron to be broadly applied to a majority of practical learning tasks, e.g., image classification and data mining [2] [3] [4] [5] .
The learning model that employs multiple Perceptrons to learn nonlinear data can be built by two strategies. First, by laying out Perceptrons to mimic the neural network structure and introducing an activation function [6] , the proposed Multilayer Perceptron [7] is capable of approximating any function [8] . Second, in contrast to using one learning model to learn all the features from the training data, the proposed ensemble methods [9] employ T weak learners (Perceptrons) to learn different features from nonlinear data and combine them into a strong classifier with a combining rule, e.g., the majority voting rule [9] .
As one of the most demanded applications of quantum computers, quantum machine learning aims to solve specific learning tasks that cannot be efficiently solved by classical computers [10] . Considering the significance of Perceptron in classical machine learning, a quantum Perceptron algorithm with quantum advantages is desirable.
Previous results in quantum Perceptron requires an expensive number of qubits and unaffordable circuit size. The Quantum Perceptron proposed in [11] demands a deep circuit to conduct phase estimation, and the Quantum Perceptron proposed in [12] demands an immense number of quantum gates proportional to the size of training data. Quantum Perceptron proposed in [13] also requires an enormous number of qubits to encode classical data, and employs the Grover oracle, although it is not explicitly explained. In other words, using near-term quantum devices with a limited number of qubits and a shallow circuit depth to implement the above quantum Perceptron proposals is impractical.
In this paper, we propose variational quantum Perceptron (VQP) to resolve the aforementioned issues. Our VQP employs a classical optimizer to iteratively update the trainable parameters of a quantum learning circuit. A decision rule can be obtained with O(poly(log M ) √ N ) query complexity, where N is the sample size and M is the number of features of each example. An asymptotically quadratical speedup can be achieved over its classical counterparts if poly(log M ) N . Moreover, the number of required input qubits is O(log (M N )), logarithmically 
proportional to the number of features and the sample size. We also show that our trained VQP can predict the future label of new input data with O(1) query complexity.
Our second contribution is that we propose the quantum ensemble learning (QEL) method to solve more complex tasks, such as the nonlinear dataset. In contrast to previous studies that employ quantum Perceptron as the basic element for building neural networks to accurately classify nonlinear data [12, 14, 15] , QEL is more flexible for accomplishing such tasks and can be easily implemented on near-term quantum devices. Our numerical experiments confirm that QEL can be used to classify a nonlinear dataset on small scale quantum circuits. Multiple weaker VQPs are combined to learn different features of training dataset. By employing a subsampling method to train T weak learners in parallel whose size of the training subset is poly(log N ), the query complexity and runtime complexity of QEL are O(T poly(log M √ log N )) and O(poly(log M log(M log N )) √ log N ), respectively.
Variational Quantum Perceptron.-A crucial component of our scheme is the variational quantum Perceptron (VQP), which consists of three quantum blocks and a classical optimizer. VQP employs parametrized quantum circuits (PQC) to learn features from the training data and exploits the learned decision rule to guide a Grover-like search algorithm to identify the index of the mislabeled example. Recall that Grover search [16] (or amplitude amplification (AA) [17] ) identifies the k-th element by iteratively applying a predefined oracle U f = I − 2 |k k| and a diffusion operator U init = I − 2/N i |i i| to the input state. In VQP, a trainable PQC is used to replace the oracle U f , followed by U dis , which is specifically designed for our data structure. Both units are data-driven using a classical optimization approach. Lastly, U init is applied and one cycle is completed. The mislabeled example can be sampled with a high probability after O( √ N ) cycles, where N is the size of the input data. The implementation of VQP is illustrated in Figure 1 .
with N examples and M features in each example, VQP first constructs a mislabeled dataset
=k } by mislabeling the sign of the k-th outcome y k before multiplying it by x k . Then, D k is encoded into a quantum state |Φ k
, where w.l.o.g. j |y i x ji | 2 = 1/N, ∀i ∈ {0, 1, ..., N − 1}. We remark that this step is unavoidable in most quantum machine learning proposals. The quantum state |Φ k F,I consists of two quantum subsystems: a feature register R F with log M qubits and an index register R I with log N qubits. For simplicity, we only report treating the training dataset with uniform distribution in the main text, and cover the non-uniform distribution datasets in the supplemental material SM(A).
As discussed in [18] , combining a variational learning approach with Grover search produces additional quantum advantages, i.e., variational search has a higher probability of success than conventional Grover's algorithm in finding the solution. A similar idea is used in VQP, where parametrized quantum circuits (PQCs) are employed to learn the mislabeled index k from the data feature. With slight abuse of notation, the PQC U f is composed of two parts:
applied to the feature register R F followed by a CZ gate (the blue region in Figure 1 ), where each block U (θ i ) contains O( log M ) trainable parameterized single qubit gates and at most log M CNOT gates with the same layouts. In the optimal learning situation, U L1 yields the following target state:
(1)
) denotes the first qubit of the quantum state in the feature register R F that is indexed by i (resp. k), being |0 (resp. |1 ). Applying the CZ gate to the index register controlled by the first qubit of the feature register yields
(2) Analogous to the U f in Grover search, the trainable and data-driven U f in Eqn. (2) also conditionally flips the phase of the mislabeled target.
In contrast to Grover search, VQP has an additional feature register that encodes information about the data features. Naively applying the diffusion operation U init = I − 2/N i |i I i| I will not work because entanglement exists between the index and feature registers. To fix this problem, a disentangled operator U dis is needed before
is constructed by another PQC that contains L 2 blocks. In the optimal solution, U dis yields the following disentangled state:
where
j=0 x j |j F is some quantum state of the feature register with j |x j | 2 = 1. Since the quantum state in Eqn. (3) is separable, the diffusion operator U init can be applied to R I , and the probability amplitude of |k I will be increased as it is in Grover search. Mathematically, the state defined in Eqn.
, with |B I := 1/ √ N − 1 i =k |i I and |A I := |k I . The generated state after applying U init is
where sin θ := 1/N . This completes the first iteration of VQP. Denote U as the composition of U † dis , CZ, U dis , and U init [19] . The probability amplitude of the objective |A will be sin((2 + 1)θ) after subsequently applying U times. Therefore, when
, the probability of |A is maximized to 1, and the VQP is learned successfully. Note that we leave discussion of the classical optimization process to the supplementary materials SM(B).
Robustness of VQP.-There are two crucial factors that influence the performance of VQP, namely, the imperfection of the trained U L1 and that of U dis . Notably, the aforementioned two factors can be reduced to one problem as follows. How many blocks of a parametrized quantum circuit are required to generate a desired quantum state? It is shown in [20] , that employing O(poly(log M )) blocks in PQCs is capable of approximating any quantum state up to -error in trace distance. The following theorem guarantees that a small error of the generated state in VQP does not significantly influence performance. The proof is given in supplementary materials SM(C). Theorem 1. Suppose that, for an optimal VQP, the success probability of identifying the mislabeled index k, after S ∼ O( √ N ) iterations, is p. After training, the success probability using such a noisy VQP satisfies q = |(1 − )| S p.
VQP Application in Prediction.-Once the training of U L1 has finished, VQP can be directly employed to predict future instances with query complexity equal to O(1). To achieve this, we propose the following prediction method, inspired by the SWAP test [21] . We denoted the new input asx. The new input and the mislabeled data −y k x k are first encoded into an entangled quantum state as follows:
(5) Applying the trained U L1 ⊗ I I and I ⊗ H to |ψ F,I gives
where |ψ F = U L1 M −1 j=0x j |j F . We rewrite |ψ F as follows:
where |α| 2 + |β| 2 = 1. Ifx is close to y k x k , namely
x − y k x k 2 < , we have β → 1 and |ψ
We fix a success probability threshold C T . The new input datax will then be identified as mislabeled, i.e., the classified label is −1, if the probability of obtaining the outcome 10 is larger than C T after measuring the first qubit of the feature register and the index register.
We remark that, without the additional H gate in Eqn. (6), U L1 alone followed by measuring the aforementioned qubits will not be able to classify the new input data since U L1 only introduces a global phase when acting upon the mislabeled state. The introduced SWAP test in Eqn. (6) allows us to circumvent this issue.
Classification of Nonlinear Data.-Hampered by the linearity of quantum mechanics, a critical question in quantum machine learning is how to efficiently learn a nonlinear and large size dataset (industrial dataset). The literature mainly focuses on building quantum neural networks and developing techniques to encompass crucial nonlinearity into quantum circuits [12, 14, [22] [23] [24] [25] . However, these proposals are still far from implementable in near-term quantum devices. In this Letter, we address this problem using the quantum generalization of a classical ensemble learning method. A homogeneous quantum ensemble learning (QEL) is employed [9] , in which all weak learners of QEL are constructed by VQP.
Given a training dataset D of size N , T smaller datasets {D t } T t=1 are first created via the subsampling method [26] , i.e., each D t is constructed by randomly sampling rN examples from D with the ratio r ∈ (0, 1) [27] .
are then employed to train T weak VQPs {V t } T t=1 with success probabilities {p t } T t=1 , respectively. Note that this step can be accomplished in parallel. The sampling ratio r then determines the trade-off between the accuracy of the data classification and the overall efficiency.
Nonlinear data are classified as follows. Fix the threshold C T for T weak learners. For each new inputx, the trained weak VQPs {V t } T t=1 are used to predict its labels, where the predicted labels and the corresponding success probabilities are denoted as {y t } T t=1 and {p t } T t=1 , respectively. A scale parameter S c is introduced to increase the belief of the predicted label. For each weak learner, when y k = y t , the belief is S c × y t |p t − C T |, with S c > 1, otherwise the belief is 0 with S c = 0 [28] . Given an input x, the strong classifier H is defined as H(x) = sign( T t=1 S c ×y t |p t −C T |), with H(x) ∈ {−1, 1}. The query complexity of our proposed QEL is equal to the query complexity of training each of the weak VQP V t by multiplying a small constant T : O(T poly(log M ) |D t |), where M is the feature size and |D t | is the size of the training dataset for V t . The runtime complexity of QEL is O(poly(log M log(M |D t |)) |D t |), where poly(log(M |D t |)) represents the runtime of encoding classical data into quantum circuits. This is because all T VQP {V t } T t=1 can be trained in parallel and the oracle only includes poly(log M ) gates. When the dataset D t is large, our approach will have a huge advantage over classical subsampling ensemble learning, whose query complexity is O(|D t |). Additionally, our method allows the size of the dataset D t to be traded for the efficiency of preparing a quantum state from classical data. This could potentially resolve the most critical issue confronting quantum machine learning. 8] . The dataset D can be encoded into a quantum state with three index qubits and two feature qubits. We create a dataset D 8 in which we deliberately mislabel the 8th example (i.e., y 8 = 1). Following the encoding method of VQP, the dataset D 8 is encoded into the quantum state |Φ 8 . The numerical simulations are implemented in Python in conjunction with the pyQuil library [29] . The detailed setting used in our experiment is as follows. The oracle U is queried O( |D|) ≈ 3 times. The number of quantum circuit blocks in training U f , U dis is set to L 1 = L 2 = 3 and L 1 = L 2 = 5, respectively. The number of iterations used in the classical optimization in training U f , U dis is set at 100 and the number of measurements in each iteration is set at 20. The bandwidth parameter of MMD loss and the learning rate are set as 0.3 and 0.02, respectively (see supplemental material SM(B) for details). We plot, in Figure 2 , the MMD loss and the successful probability of sampling the mislabeled index versus the number of classical iterations, and show that increasing the number of blocks contributes to fast convergence and higher successful probability. MMD loss and the successful probability after the full iteration is 0.1767 and 0.1158, 72.59% and 78.46%, for the case
A test dataset including 100 examples is employed to evaluate the performance of the trained U L1 . All test examples are sampled from the distribution V to guarantee y i W x i > 0, where V ∼ [cos α, sin α, cos β, sin β] and (α, β) ∈ ([0, π/2], [π, 3π/2]) for y i = 1 and (α, β) ∈ ([π, 3π/2], [0, π/2]) for y i = −1. According to the prediction method, we set the threshold C T as 0.50, 0.60, and 0.65. The test accuracy for the L 1 = L 2 = 3 case is 100%, 100%, and 97%, respectively, and for the L 1 = L 2 = 5 case, it is 100%, 100%, and 96.5%, respectively.
We investigate how our VQP performs under quantum circuit gate noise. As shown in Figure 3 , when the gate noise probability is n 2 = 0.025%, the MMD loss still converge and the successful probability of sampling the mislabeled index degrades only slightly compared with the noise free case. However, the performance of our VQP becomes poor when the circuit noise is n 1 = 0.1%.
Our second experiment demonstrates how well our QEL classifies a synthetic nonlinear dataset. Consider the
with |x i | = 4 and y i ∈ {−1, 1}. This nonlinear dataset D is constructed as follows: with (θ 1i , θ 2i ) ∈ ([0, π], [0, π]), the data x i = [cos θ 1i , sin θ 1i , cos θ 2i , sin θ 2i ] and the label is y i = −1 if and only if θ 1i ∈ [π/3, 2π/3], otherwise y i = 1.
The number of weak learners {V t } T t=1 is set to T = 4, and the size of the data subset D t is set to |D t | = 8, i.e., the subsampling ratio is r = 0.0008. The first two features of the training data and 4 sub-datasets are shown in Figure  4 such a nonlinear dataset. The number of index qubits and feature qubits of each V t is 3 and 2, respectively. The number of blocks is set as L 1 = L 2 = 3. The bandwidth parameter of MMD loss and the learning rate are set as 0.3 and 0.02, respectively. After training, a new test dataset with 300 examples is constructed. We employ the belief majority voting rule to build a strong classifier H, in which the scale parameter S c is set to 5. As explained in supplementary materials SM(D) that a higher threshold for y k = −1 and a lower threshold for y k = 1 will make VQP focus on the local features, thus the C T is set as 0.1 and 0.5 for y k = 1 and y k = −1, respectively. As illustrated in Table II , the classification accuracy of the combined strong classifier will increase and outperform the single weak learner. Since the training data of all sub-datasets are far away from the class margins, the strong classifier cannot accurately classify the test points located in this region. To further validate the performance of QEL, as illustrated in Figure 4 Discussion and Conclusion.-In this Letter, we have proposed VQP, which achieves quadratic speedup in query complexity over its classical counterparts. We have also proposed QEL for the classification of nonlinear data, using a set of weaker VQP as building blocks. Our QEL scheme has great overall query complexity and runtime complexity at the state preparation stage. Our numerical experiments show that excellent performance can be achieved even with a small quantum circuit size. We believe this will provide immediate and practical applications for near term quantum devices. 
In the main text, an assumption of the training data
j=0 |x ji | 2 = 1/N , with ∀i ∈ {0, 1, ..., N − 1}. In this case, the diffusion operator
⊗ log N is implemented by applying a Hadamard gate to each index qubit. Such an assumption can be removed by substituting Hadamard gates with O(poly( log N )) blocks of quantum circuits dedicated to learning an amplitude amplification operation.
Amplitude amplification can be viewed as a generalization of Grover search [17] . Specifically, given a dataset X = {x 1 , x 2 , ..., x 2 N }, there exists a boolean function f mapping X into {0, 1}, with f (x i ) → {0, 1}, ∀x i ∈ X . The dataset X can be divided into two subsets, denoted as S 1 and S 2 , where x i ∈ S 1 satisfies f (x i ) = 1, and, alternatively, x j ∈ S 2 satisfies that f (x j ) = 0. Suppose that a quantum algorithm A, that encodes X into a superposition state A |0
Analogous to the Grover search algorithm, applying two oracles U f |x i = (−1) f (xi) |x i and U init = −AI 0 A −1 with I 0 = (I − |0 log N 0| log N ), Θ(1/ P S1 ) times, an element inS 1 will be found with a probability close to 1.
Given a general training data
i=0 |x ji | 2 , is constructed before encoding it to a quantum state. We then use amplitude amplification operation A to construct the diffusion operator U init = −AI 0 A −1 , where A can be effectively implemented by a parameterized quantum circuit. and RZ, are firstly applied to each qubit, followed by log M − 1 CNOT gates.
SM (B): PARAMETERIZED QUANTUM CIRCUITS AND OPTIMIZING METHOD
The parameterized quantum circuit (PQC), which is composed of trainable single qubit gates (e.g., the rotation gates along three axis) and CNOT gates, is employed to construct U f and U dis . As a promising scheme for NISQ devices, PQC has been extensively investigated for accomplishing the generative [30] [31] [32] and discriminative [22, 23, 33, 34] tasks via variational hybrid quantum/classical algorithms [35] . One typical PQC is called the multiple-layer PQC (MPQC), where the arrangement of quantum gates in each block is identical [30, 31] . Denote the operation generated by the i-th block as U (θ i ), and let the number of trainable parameters be proportional to the number of qubits |θ i | ∼ O(poly(log M )). Denote the generated quantum state from MPQC as
where the L is the total number of blocks. In this Letter, MPQC that is employed to construct U f and U dis has the circuit arrangement as shown in Figure 5 . Consequently, the total number of trainable parameters in our VQP is 3 log M (L 1 + L 2 ).
The training method used in VQP is a hybrid quantumclassical algorithm. Specifically, a classical optimizer iteratively updates the parameters {θ i } of all blocks, which enforce U f and U dis to learn their target forms. Mathematically, suppose the entangled quantum state of the index and feature qubits is |Ψ F,I = N i=1 M j=1 α ji |j |i , where α ji represents the probability amplitude of the state |j |i with j,i |α ji | 2 = 1. The probability for the index i ∈ {1, 2, ..., N } is
For the purpose of sampling the mislabeled index k with the highest probability, the targeted probability distribution is set to be p(x = k) = 1 and zero otherwise. In VQP, the maximum mean discrepancy (MMD) loss is employed as the classical optimizer, which measures the distance between q(x) and p(x) by updating θ. The MMD loss is defined as
where φ(x) maps the data x to a high-dimensional reproducing kernel Hilbert space and K(x, y) = φ(x)φ(y) is a Gaussian kernel [36] , and the mixture Gaussian kernel is K(x, y) = exp(−|x − y| 2 /2σ i ) with the bandwidth σ i . In the training process, a gradient and unbiased estimation method, proposed by [37] , is employed to minimize the MMD loss. The learning rate r used in gradient method is a hyper-parameter that controls how quick the parameters are updated, i.e., θ = θ − r * ∂L/∂θ.
SM (C): PROOF OF THEOREM 1
Proof. Since U dis only locally interacts with the feature register and the number of blocks is limited, the fully disentangled state in Eqn. (3) cannot be generated. Instead, w.l.o.g., the generated state has the following form
(10)
where b = |B|, a = |A|, and |Φ k⊥ represents the orthogonal complement to |Φ k . Applying U init to Eqn. (10) yields
After S iterations, the generated state of
can be expressed as
Therefore, the sampling probability of the targeted state |Φ 
SM (D): A TOY EXAMPLE
Now we devise a toy model of VQP, where the analytic result can be calculated and compared with the simulation results. Specifically, the dataset D contains four training examples with the number of features
with (x 1 , y 1 ) = (1, 0, 1), (x 2 , y 2 ) = (1, 0, 1), (x 3 , y 3 ) = (1, 0, 1), and (x 4 , y 4 ) = (0, 1, −1), respectively. The fourth example is selected as the mislabeled example, where the training data D 4 is illustrated in Figure 6 (a) . Notably, any hyperplane that locates at the orange region can accurately classify the training data.
In the training process, the L 1 is setting to be 1. Since the number of feature is 2, where one feature qubit is sufficient, the block of U L1 does not contain CNOT gate and only contains three rotational single qubit gates R X , R Y , and R Z . For accessing U L1 to see what decision rule has been learned after optimizing, the disentangled operator U dis is explicitly predefined by a Toffoli gate to disentangle the entanglement between the feature register and the index register. The implementation quantum circuits is illustrated in Figure 6 (b) .
Analytically, as proved in [38] , with total 4 examples and 1 mislabeled data, the objection is expected to be sampled after one iteration using Grover search. Mathematically, the quantum state of the training data D 4 is |Φ 4 F,I = 1 2 (|0 F |00 I + |0 F |01 I + |0 F |10 I + |1 F |11 I ) .
For the purpose of activating the feature qubit. i.e.,
FIG. 7:
The training loss and probability of the mislabeled index.
|1 F only for the mislabeled index state |11 I , all trainable parameters of U L1 is expected to be zero, acting as Identity gate. Then, the generated state after interacting with U f is denoted as U f |Φ k = |0 F |00 I + |0 F |01 I + |0 F |10 I − |1 F |11 I . Then after applying U dis and U init , the quantum state can be expressed as U init U dis U f |Φ k = |0 F |11 I , where the sampling probability of |11 I is expected to be 1.
The training loss function is illustrated in the Figure  7 , where the probability of sampling the mislabeled data reaches 99.5% after 100 iterations. The three trainable parameters are 0.02, 0.01, and 0.16, which approximate the identity gates as we expected.
The test dataset D test contains 200 examples, where each example (x i , y i ) satisfies x i = {cos(θ i ), sin(θ i )}, with θ i ∈ [0, 2π), and y i = −1 if θ i ∈ [0, π) while y i = 1 if θ i ∈ [π, 2π). With setting the threshold C T as 0.55, 0.6, and 0.65, respectively, the classification accuracy are 96.00%, 98.50%, and 99.50%, as shown in Figure 8 (a) (b) and (c).
The decision rule learned by VQP, as highlighted by blue lines, can be treated as a distance classifier. If the input is close to the decision boundary, the prediction is more sensitive to the threshold and the confidence is low. In contrast, the input that is close to the mislabeled data can be accurately predicted with a high confidence.
Since the learned U L1 can be treated as an Identity gate, it cannot distinguish −x i and x i with directly measuring U f |x i and −U f |x i . As shown in Figure 8 (d) , the probability of conditionally seeing F 1 = 1 is symmetric, where the phase difference is vanished. (That is why we employ a SWAP test in prediction method.) illustrates the probability to activate the first qubit of the feature register for different inputs.
