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Consider the empirical spectral distribution of complex random n×nmatrix whose entries
are independent and identically distributed random variableswithmean zero and variance
1/n. In this paper, via applying potential theory in the complex plane and analyzing
extreme singular values, we prove that this distribution converges, with probability one,
to the uniform distribution over the unit disk in the complex plane, i.e. the well known
circular law, under the finite fourth moment assumption on matrix elements.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let {Xkj}, k, j = · · · , n be a double array of independent and identically distributed (i.i.d.) complex random variables with
EX11 = 0 and E|X11|2 = 1. The complex eigenvalues of the matrix n−1/2X = n−1/2(Xkj) are denoted by λ1, . . . , λn. The
two-dimensional empirical spectral distribution µn(x, y) is defined as
µn(x, y) = 1n
n∑
k=1
I(Re(λk) ≤ x, Im(λk) ≤ y). (1.1)
The study ofµn(x, y) is related to understanding the randombehavior of slowneutron resonances in nuclear physics. See [1].
Since the 1950’s it has been conjectured that, under the unit variance condition, µn(x, y) converges to the so-called circular
law, i.e. the uniform distribution over the unit disk in the complex plane. Up to now, this conjecture is only proved in some
partial cases.
The first answer for complex normal matrices was given in [1] based on the joint density function of the eigenvalues
of n−1/2X. Huang in [2] reported that this result was obtained in an unpublished paper of Silverstein in 1984. After more
than one decade, Edelman [3] also showed that the expected empirical spectral distribution converges to the circular law
for real normal matrices. It is Girko who investigated the circular law for a general matrix with independent entries for the
first time in [4]. But Girko imposed, not only moment conditions, but also strong smooth conditions on matrix entries. Later
on, he further published a series of papers (for example, [5]) about this problem. However, as pointed out in [6] and [7],
Girko’s argument includes serious mathematical gaps. The rigorous argument of the conjecture was given by Bai in his 1997
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celebrated paper [6] for general random matrices. In addition to the finite (4 + ε)th moment condition Bai still assumed
that the joint density of the real and imaginary part of the entries is bounded. Again, the result was further improved by
Bai and Silverstein under the assumption E|X11|2+η < ∞ in their comprehensive book [8], but the finiteness condition of
the density of matrix entries is still there. Recently, Götze and Tikhomirov [7] gave a proof of the convergence of Eµn(x, y)
to the circular law under the strong moment assumption that the entries have sub-Gaussian tails or are sparsely non-zero
instead of the condition about the density of the entries in [6].
The difficulty of the circular law conjecture is that the methodologies used in Hermitian matrices, such as moment
method, Stietjes transform and orthogonal polynomials, do not workwell in non-Hermitian ones. It seems that the so-called
Girko–Bai’s method is the only available one when studying circular law conjecture.
Girko tried to solve the problem of circular law in [4]. The key idea of his proof is the representation of logarithmic
potential of µn(x, y) via family of logarithmic integrals under spectral measures of shifted Hermitian matrices:
Uµn(x,y) = −1
n
log
∣∣det (n−1/2X− zI)∣∣
= −1
2
∫ ∞
0
log x vn(dx, z),
where I is the identity matrix, vn(x, z) is the empirical spectral distribution of the Hermitian matrix (n−1/2X− zI)(n−1/2X−
zI)∗. Girko [4] and Bai [6] proved that convergence of Uµn(x,y) implies the convergence of corresponding measures using
characteristic functions of real and imaginary parts of eigenvalues of the matrix n−1/2X. Bai reduced the conjecture to
estimating the smallest singular value of n−1/2X − zI in [6]. However, one should note that some uniform estimate of
the smallest singular values of n−1/2X − zI with respect to z will be required if the method in [6] is employed. Götze and
Tikhomirov in [7] used the logarithmic potential of Eµn convoluted by a smooth distribution to provide a proof for the
convergence of Eµn to the circular law with entries being sub-Gaussian or sparsely non-zero.
In this paper, the conjecture, the convergence of µn(x, y) to the circular law with probability one, is established under
the assumption that the underlying random variables have finite fourth moment. Compared with [4,6,7], we work on the
logarithmic potential of µn(x, y) directly.
The main result of this paper is formulated as follows.
Theorem 1. Suppose that {Xjk} are i.i.d. complex random variables with EX11 = 0, E|X11|2 = 1 and E|X11|4 < ∞. Then, with
probability one, the empirical spectral distribution function µn(x, y) converges to the uniform distribution over the unit disk in
two dimensional space.
Remark 1. The bounded density condition in [4,6] and the sub-Gaussian assumption in [7] are not needed any more.
Theorem1will be handledby convergence of logarithmic potential in conjunctionwith estimates for the smallest singular
value of n−1/2X−zI, which is very crucial because our starting point is to prove the convergence of the logarithmic potential.
If the smallest singular value were too small, then the logarithmic potential could be negatively small.
The research of the smallest singular values originates from von Neumann and his colleagues. They guessed that
sn(X) ∼ n−1/2 with high probability, (1.2)
with sn(X) being the smallest singular value of X. Recently, Rudelson and Vershynin in [9] proved that for real random
matrices with i.i.d. subgaussian entries and for any ε ≥ 0
P(sn(X) ≤ εn−1/2) ≤ ε + cn 0 < c < 1. (1.3)
We will adapt Rudelson and Vershynin’s method to obtain the order of the smallest singular value for complex matrices
perturbed by a constant matrix.
Formally, let W = X + An, where An is a fixed complex matrix and X = (Xjk), a random matrix. Denote the singular
values ofW by s1, . . . , sn arranged in the non-increasing order. Particularly, the smallest singular value is
sn(W) = inf
x∈Cn:‖x‖2=1
‖Wx‖2,
where ‖ · ‖2 means Euclidean norm, and we denote the spectral norm of a matrix by ‖ · ‖.
Theorem 2. Let {Xjk} be i.i.d. complex random variables with EX11 = 0, E|X11|2 = 1 and E|X11|3 < B. Let K ≥ 1. Then for every
ε ≥ 0,
P(sn(W) ≤ εn−1/2) ≤ Cε + cn + P(‖W‖ > Kn1/2), (1.4)
where C > 0 and c ∈ (0, 1) depend only on K , B, E (Re(X11))2, E (Im(X11))2, and E Re(X11)Im(X11).
Remark 2. In Theorem 2, ε is arbitrary. It can depend on n. K is a constant not smaller than 1. In Section 3 when we apply
(1.4) in the proof of Theorem 1, we will select ε = n−1−δ, K > 4.
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Remark 3. Theorem 2 includes Theorem 5.1 in [9] as a special case, where An = 0, the random variables are real and have
finite fourth moment. Moreover, if X is a subgaussian matrix and ‖An‖ ≤ C√n, by Lemma 2.4 of [9] or Fact 2.4 of [10], (1.3)
holds with X replaced byW, i.e.,
P(sn(W) ≤ εn−1/2) ≤ ε + cn 0 < c < 1.
This exponential rate is better than the polynomial rate in Tao and Vu [11].
Furthermore, for general randommatrices, similar to steps (3.3)–(3.4) in Section 3 one can conclude that
Corollary 1. In addition to the assumptions of Theorem 2, suppose that |Xij| ≤ √nεn and ‖An‖ ≤ C√n with 0 ≤ C <∞, then
for any ε ≥ 0
P(sn(W) ≤ εn−1/2) ≤ Cε + n−l, (1.5)
where l is any positive number and εn → 0 with the convergence rate slower than any preassigned one as n→∞.
Remark 4. Taking ε = 0, Corollary 1 then leads to a polynomial bound for the singularity probability:
P(Wn is singular) ≤ n−l,
with l being any positive number.
Remark 5. For random sign matrices Tao and Vu [12] showed that for every A > 0 there exists B > 0 so that
P(sn(X) ≤ n−B) ≤ n−A.
Recently, Tao and Vu [11] reported a result concerning the smallest singular value of a perturbed matrix too. Under some
mild conditions, they proved that
P(sn(W) ≤ n−B) ≤ n−A.
Compared with their results, (1.5) gives an explicit dependence between the bound on sn(W) and probability, while the
relationship between A and B in [12] and [11] is implicit. In addition, (1.5) holds for general randommatrices, while Tao and
Vu’s theorem basically applies to discrete randommatrices.
Remark 6. In this paper, we will use the letters B, K1, K2 to denote some finite absolute constants.
The argument of Theorem 2 is presented in the next section and the proof of the circular law is given in the third section.
The proofs of several auxiliary results of Section 2 are deferred to the Appendix.
Update. After our paper was posted to arXiv on May 27, 2007, Tao and Vu posted their paper [13] to arXiv on August 21,
2007. They proved the circular law under (2 + δ)-th moment condition by Girko–Bai’s method. On September 25, 2007,
Götze and Tikhomirov in [14] claimed the convergence of Eµn(x, y) to the circular law under the condition which is a little
stronger than the second moment condition. Finally on July 30, 2008, Tao and Vu in [15] claimed that they had proved the
circular law under the second moment condition.
2. Smallest singular value
In this section the smallest singular value of the matrix X perturbed by a constant matrix will be characterized. We begin
first with the estimation of the so-called small ball probability.
2.1. Small ball probability
The small ball probability is defined as
Pε(b) := sup
v∈C
P(|Sn − v| ≤ ε), (2.1)
where
Sn =
n∑
k=1
bkηk (2.2)
with η1, . . . , ηn being i.i.d. random variables and b = (b1, . . . , bn) ∈ Cn (see [16]). Actually, the small probability Pε(b)
depends on the distribution of ηj’s. For simplicity, we just suppress its dependence on ηj’s. If each ηk is perturbed by a
constant ak ∈ C, then Pε(b) does not change, i.e.
Pε(b) = sup
v∈C
P
(∣∣∣∣∣ n∑
k=1
bk(ηk − ak)− v
∣∣∣∣∣ ≤ ε
)
, (2.3)
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We first establish a small ball probability for big ε via central limit theorem for complex random variables η1, . . . , ηn.
Before we state the next result, let us introduce some more notation and terminology. Re(z) and Im(z) will denote the
real and imaginary part of a complex number z. Write η1k = Re(ηk), η2k = Im(ηk), σ 21 = σ 21k = E(η1k − Eη1k)2, σ 22 =
σ 22k = E(η2k − Eη2k)2, σ12 = σ12k = E(η1k − Eη1k)(η2k − Eη2k) for k = 1, 2, . . . , n. For real random variables ξ and η, if
(E(ξ − Eξ)(η − Eη))2 = E(ξ − Eξ)2E(η − Eη)2 > 0, then we will say that ξ and η are linearly correlated.
Theorem 3. Let η1, . . . , ηn be i.i.d. complex random variables with variances at least 1, E|η1|3 < B and let b1, . . . , bn be complex
numbers such that 0 < K1 ≤ |bk| ≤ K2 for all k. Then for every ε > 0,
Pε(b) ≤ C√n
(
ε
K1
+
(
K2
K1
)3)
, (2.4)
where C is a finite constant depending only on B, σ1, σ2 and σ12.
The proof is put in the Appendix.
Theorem 3 only yields a polynomial rate n−1/2. Next, an improved small ball probability is needed for our future use. To
this end, we need some concepts from [9]. For completeness, we repeat these concepts as follows.
Denote the unit sphere in Cn by Sn−1.
Definition 1. Let α ∈ (0, 1) and τ ≥ 0. The essential least common denominator of a vector b ∈ Cn, denoted by D(b) =
Dα,τ (b), is defined to be the infimum of t > 0 so that all coordinates of the vector tb are of distance at most α from nonzero
integers except τ coordinates.
Definition 2. Suppose that γ , ρ ∈ (0, 1). A vector b ∈ Cn is sparse if |supp(b)| ≤ γ n. A vector b ∈ Sn−1 is compressible if b
is within Euclidean distance ρ from the set of all sparse vectors. All vectors b ∈ Sn−1 except compressible vectors are called
incompressible. Let Sparse = Sparse(γ ), Comp = Comp(γ , ρ) and Incomp = Incomp(γ , ρ) denote, respectively, the sets
of sparse, compressible and incompressible vectors.
Definition 3. For some K1, K2 > 0, the spread part of a vector b ∈ Cn is defined as
bˆ = (√nbk)k∈σ(b) ,
where the subset σ(b) ⊆ {1, . . . , n} is given by {k : K1 ≤ √n|bk| ≤ K2}. Similarly, for j = 1, 2, define
bˆj =
(√
nbjk
)
k∈σ(b) , |bˆj| =
(√
n|bjk|
)
k∈σ(b) , ˆ|b| =
(√
n|bk|
)
k∈σ(b) ,
where b1k and b2k denote, respectively, the real part and imaginary part of bk.
Similar to the real case, the complex incompressible vectors are also evenly spread, i.e. many coordinates are of the order
n−1/2.
Lemma 1. Let b ∈ Incomp(γ , ρ). Then there is a set σ1(b) ⊂ {1, . . . , n} of cardinality |σ1(b)| ≥ cn with c ≥ ρ2γ /4 so that
for j = 1 or 2,
ρ
2
√
2n
≤ |bjk| ≤ 1√
γ n
for all k ∈ σ1(b). (2.5)
The proof of Lemma 1 and the following result which refines Theorem 3, are put in the Appendix.
Theorem 4. Let b = (b1, . . . , bn) ∈ Cn whose spread part bˆ is well defined (for some fixed truncation levels K1, K2 > 0).
Suppose 0 < α < K1/6K2 and 0 < β < 1/2.
(1) Suppose that η1, . . . , ηn are i.i.d. real random variables, or imaginary random variables, or complex ones with linearly
correlated Re(ηk) and Im(ηk), k = 1, 2, . . . , n. If E|ηk − Eηk|2 = 1 and E|ηk|3 < B, for any ε ≥ 0, then
Pε(b) ≤ C√
β
(
ε + 1√
nmax{Dα,βn(bˆ1),Dα,βn(bˆ2)}
)
+ C exp(−cα2βn), (2.6)
where C, c > 0 depend only on B, K1, K2.
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(2) Let η1, . . . , ηn be i.i.d. complex random variables with E|ηk − Eηk|2 = 1 and E|ηk|3 < B, then (2.6) holds or
Pε(b) ≤ C√
β
(
ε + 1√
nDα,βn( ˆ|b|)
)
+ C exp(−cα2βn) (2.7)
where C, c > 0 depend only on B, K1, K2, σ1, σ2 and σ12.
To treat the compressible vector, the following lemma is needed. Its proof is in the Appendix.
Lemma 2. Suppose that η1, . . . , ηn are i.i.d. centered complex random variables with E|ηk|2 = 1 and E|ηk|3 ≤ B. Let {ajk, j,
k = 1, . . . , n} be complex numbers. Then for 0 < λ < 1 and any vector b = (b1, . . . , bn) ∈ Sn−1 there is µ ∈ (0, 1) such that
the sum Snj =∑nk=1 bk(ηk − ajk) satisfy
P(|Snj| > λ) ≥ µ
where µ depends only on λ and B.
2.2. Proof of Theorem 2
The whole argument is similar to that of [9] and we only sketch the proof. For more details one can refer to [9].
Since Sn−1 can be decomposed as the union of Comp and Incomp, we then consider the smallest singular value on each
set separately.
By Lemma 2 there are c1 > 0 and v ∈ (0, 1) depending on µ only so that
P(‖Wb‖2 < c1
√
n) ≤ vn, b ∈ Sn−1.
Actually, the proof is similar to that of Proposition 3.4 in [10]. The only difference is that we should use our Lemma 2 instead
of Lemma 3.6 in [10]. Therefore similar to Lemma 3.3 in [9], there exist γ , ρ, c2, c3 > 0 so that
P
(
inf
b∈Comp(γ ,ρ)
‖Wb‖2 ≤ c2n1/2
)
≤ e−c3n + P(‖W‖ > Kn1/2), (2.8)
where K ≥ 1.
Let X1, . . . ,Xn denote the column vectors ofW and Hk the span of all columns except the k-th column. One can check
that Lemma 3.5 in [9] is still true in complex cases and hence
P
(
inf
b∈Incomp(γ ,ρ)
‖Wb‖2 ≤ ερn−1/2
)
≤ 1
γ n
n∑
k=1
P(dist(Xk,Hk) < ε)
≤ 1
γ n
n∑
k=1
P(|〈Yk,Xk〉| < ε), (2.9)
where Yk is any unit vector orthogonal to Hk and can be chosen to be independent of Xk. Here 〈·, ·〉 is the canonical inner
product in Cn.
When all {Xjk} are real random variables, or when Re(Xjk) and Im(Xjk) are linearly correlated or when Re(Xjk) = 0 we
have
P(|〈Yk,Xk〉| < ε and UK ) ≤ P (Yk ∈ Comp and UK )+ P(|〈Yk,Xk〉| < ε, Yk ∈ Incomp and UK ), (2.10)
where UK denotes the event that ‖W‖ ≤ Kn1/2. One can check that Lemma 3.6 in [9] applies to complex cases and hence
P(Yk ∈ Comp and UK ) ≤ e−c4n,
where c4 is a constant depending only on B, K , σ1, σ2 and σ12. Further,
P(|〈Yk,Xk〉| < ε, Yk ∈ Incomp and UK ) ≤
2∑
j=1
P
(
Vjk,UK ,Dα,βn(Yˆjk) < ecn and Yk ∈ Incomp
)
+
2∑
j=1
E
[
I
(
Dα,βn(Yˆjk) ≥ ecn and Yk ∈ Incomp
)
P (|〈Yk,Xk〉| < ε|Yk)
]
where V1k and V2k denote, respectively, the events that the real part and imaginary part of the vector Yk ∈ Incomp satisfy
(2.5) in Lemma 1, Yˆ1k and Yˆ2k denote, respectively, the spread part of the real part and imaginary part of the vector Yk. By
(2.6) in Theorem 4, (2.3) we have
I
(
Dα,βn(Yˆjk) ≥ ecn
)
P (|〈Yk,Xk〉| < ε|Yk) ≤ c5ε + c6e−c7n,
where c5, c6, c7 are positive constants depending only on B, σ1, σ2 and σ12.
650 G. Pan, W. Zhou / Journal of Multivariate Analysis 101 (2010) 645–656
On the other hand,
P
(
V1k, UK , Dα,βn(Yˆ1k) < ecn and Yk ∈ Incomp
)
≤
∑
D∈D
P(Yk ∈ SD, UK and V1k).
Here the level set SD ⊆ Sn−1 is defined as
SD := {Yk ∈ Incomp : D ≤ Dα,n0/2(Yˆ1k) < 2D}
and
D = {D : D0 ≤ D < ecn, D = 2k, k ∈ Z},
where α and D0 are some constants. For more details about α and D0, see [9]. Further, one can similarly prove that Lemma
5.8 in [9] holds in our case and therefore we obtain
P(Yk ∈ SD and UK ) ≤ e−n,
which, combined with the fact that the cardinal number |D| is of order n, then implies that
P
(
V1k, UK , Dα,βn(Yˆ1k) < ecn and Yk ∈ Incomp
)
≤ e−c8n,
where c8 > 0. Similarly, one may also show that
P
(
V2k, UK , Dα,βn(Yˆ2k) < ecn and Yk ∈ Incomp
)
≤ e−c8n.
Picking up the above argument one can conclude that
P
(|〈Yk,Xk〉| < ε and ‖W‖ ≤ Kn1/2) ≤ Cε + e−c′n,
which further gives that
P
(
inf
x∈Incomp(γ ,ρ)
‖Wx‖2 ≤ ερn−1/2
)
≤ C
δ
(ε + cn)+ P(‖W‖ > Kn1/2), (2.11)
where C > 0 and c ∈ (0, 1) depend only on K , B, σ1, σ2 and σ12.
For all the remaining cases, i.e. Re(Xjk)Im(Xjk) 6≡ 0, and Re(Xjk), Im(Xjk) are not linearly correlated, one has
P(|〈Yk,Xk〉| < ε and Uk) ≤ P
(
Dα,βn(|Yk|) < ecn and UK
)+ E [I (Dα,βn(|Yk|) ≥ ecn) P (|〈Yk,Xk〉| < ε|Yk)] , (2.12)
and one can similarly obtain (2.11) for complex cases. Theorem 2 follows from (2.8)–(2.12) immediately.
3. The convergence of logarithmic potential and circular law
In this part the logarithmic potential will be used to show that the circular law is true. According to the Lower Envelope
Theorem and the Unicity Theorem (see Theorem 6.9, p. 73, and Corollary 2.2, p. 98, in [17]), it suffices to show that the
corresponding potential converges to the potential of the circular law.
To make use of Theorem 2 one needs to bound the maximum singular value ofW. To this end, we would like to present
an important fact which was proved in [18], that is, if (1) EXjk = 0, (2) |Xjk| ≤ √nεn, (3) E|Xjk|2 ≤ 1 and 1 ≥ E|Xjk|2 → 1 and
(4) E|Xjk|l ≤ c(√nεn)l−3 for l ≥ 3, where εn → 0 with the convergence rate slower than any preassigned one as n → ∞.
Then for any K > 4
P(‖XX∗‖ > Kn) = o(n−l), (3.1)
where l is any positive number (proved for real case in [18], for complex case see Chapter 5 of [8]).
Let the randommatrix Xˆ = (Xˆjk)with Xˆjk = XjkI(|Xjk| ≤ √nεn). Then one can show that
P(Xˆ 6= X, i.o.) = 0, (3.2)
see Lemma 2.2 of [18] (the argument of the complex case is similar to that of the real one). Here the notation i.o. means
infinitely often. Thus it is sufficient to consider the randommatrix Xˆ in order to prove the conjecture.
Taking An = EXˆ− z√nI in Theorem 2 one can obtain that
P(sn(Xˆ− z
√
nI) ≤ εn−1/2) ≤ Cε + cn + P(‖Xˆ− z√nI‖ > Kn1/2), (3.3)
where EXˆ = (EXˆkj). Here one should note that from (3.3) re-scaling the underlying random variables is trivial. Moreover
‖EXˆ− z√nI‖ ≤ |z|√n+ E|X11|
4
nε3n
.
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Therefore, applying (3.1) and choosing an appropriate K in (3.3), we have
P(sn(Xˆ− z
√
nI) ≤ εn−1/2) ≤ Cε + cn + n−l (3.4)
where both C > 0 and c ∈ (0, 1) depend only on K , E|X11|3, E (Re(X11))2, E (Im(X11))2, and ERe(X11)Im(X11).
In the sequel, to simplify the notation, we still use the notation X instead of Xˆ and µn(x, y) instead of the empirical
spectral distribution corresponding to Xˆ. But one should keep in mind that {Xkj} are non-centered and |Xkj| ≤ √nεn.
Let
Hn = (n−1/2X− zI)(n−1/2X− zI)∗
for each z = s + it ∈ C. Here (·)∗ denotes the transpose and complex conjugate of a matrix. Let vn(x, z) be the empirical
spectral distribution of the Hermitian matrix Hn.
Before we prove the convergence of the logarithmic potential of µn(x, y), we will characterize the relation between the
potential of the circular lawµ(x, y) and the integral of logarithmic function with respect to v(x, z), the limiting distribution
of vn(x, z) as below.
Lemma 3.∫ ∫
log
1
|x+ iy− z|dµ(x, y) = −
1
2
∫ ∞
0
log x v(dx, z).
Proof. Let x+ iy = reiθ , r > 0. One can then verify that∫ pi
−pi
log |z − reiθ |dθ =
{
2pi log r if |z| ≤ r,
2pi log |z| if |z| > r. (3.5)
It follows that∫ ∫
log
1
|x+ iy− z|dµ(x, y) =
{
2−1(1− |z|2) if |z| ≤ 1,
− log |z| if |z| > 1. (3.6)
On the other hand by Lemma 4.4 in [6] one has
d
ds
∫ ∞
0
log xv(dx, z) = g(s, t),
where
g(s, t) =
{ 2s
s2 + t2 if s
2 + t2 > 1
2s otherwise.
Therefore for any z = s+ it, z1 = s1 + it with |z1| > 1, we have∫ ∞
0
log xv(dx, z)−
∫ ∞
0
log xv(dx, z1)+ log |z1|2 =
∫ s
s1
g(u, t)du+ log |z1|2. (3.7)
Let s1 →∞ and then |z1| → ∞. Therefore, from Lemma 4.2 of [6] the left and right end point, x1 and x2, of the support of
v(·, z1) satisfy
xj
|z1|2 = 1+ o(1), j = 1, 2,
which implies that∫ ∞
0
log xv(dx, z1)− log |z1|2 =
∫ x2
x1
log
x
|z1|2 v(dx, z1)→ 0,
as s1 →∞. In addition,∫ s
s1
g(u, t)du+ log |z1|2 =
{|z|2 − 1 if |z| ≤ 1
log |z|2 if |z| > 1. (3.8)
Thus Lemma 3 is complete. 
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We now proceed to prove the convergence of the potential of µn(x, y). The potential of µn(x, y) is
Uµn(x,y) = −1
n
log
∣∣det (n−1/2X− zI)∣∣
= − 1
2n
log |det(Hn)|
= −1
2
∫ ∞
0
log xvn(dx, z), (3.9)
where I is the identity matrix. We will prove∫ ∞
0
log xvn(dx, z)
a.s.−→
∫ ∞
0
log xv(dx, z)
as n→∞. Observe that by the fourth moment condition
λmax(Hn) ≤ 2(λmax(n−1XX∗)+ |z|2) a.s.−→ 8+ 2|z|2,
where λmax(Hn) denotes the maximum eigenvalue of Hn. It follows that for any δ > 0 and sufficiently large n∣∣∣∣∫ ∞
n−4−2δ
log x (vn(dx, z)− v(dx, z))
∣∣∣∣ =
∣∣∣∣∣
∫ 8+2|z|2+δ
n−4−2δ
log x (vn(dx, z)− v(dx, z))
∣∣∣∣∣
≤ (| log(n−4−2δ)| + log(8+ 2|z|2 + δ)) ‖vn(x, z)− v(x, z)‖
a.s.−→ 0.
Here we do not present the proof of the convergence of vn(x, z) to v(x, z) with the desired convergence rate for each z.
Indeed, the rank inequality (see Theorem 11.43 in [8]) can be used to re-centralize Xjk and then Lemma 10.15 in [8] provides
the convergence rate under the assumption E|X11|2+δ <∞.
On the other hand, by (3.4) and Borel–Cantelli’s lemma,
1
2n
log |det(Hn)| I(sn(X− z
√
nI) < n−3/2−δ) a.s.−→ 0.
Here we take ε = n−1−δ, δ > 0 in (3.4). One should observe that ε in Theorem 5.1 in [9] can be dependent on n, so does ε
in Theorem 2. Moreover, from Lemma 4.2 in [6] one can conclude that∫ n−4−2δ
0
log xv(dx, z)→ 0.
Therefore
Uµn(x,y)
a.s.−→ −1
2
∫ ∞
0
log xv(dx, z). (3.10)
Again by the fourth moment condition
|λ1(X)| ≤
(
λmax(n−1XX∗)
)1/2 a.s.−→ 2.
So for all large n, almost surely µn is compactly supported on the disk {z : |z| ≤ 2+ δ}. Here we have used the fact that all
the eigenvalues of an n× nmatrix are dominated by the largest singular value of the samematrix. Consequently Theorem 1
follows from Lemma 3 combined with the Lower Envelope Theorem and the Unicity Theorem for logarithmic potential of
measures (see Theorem 6.9, p. 73, and Corollary 2.2, p. 98, in [17]).
4. Conclusion
In this paper, it is proved that the empirical spectral measure of the non-Hermitian matrix n−1/2(Xkj), k, j = 1, . . . , n
converges to the uniform distribution on the unit disc as n→∞ under the assumption that Xkj’s are i.i.d. random variables
with EXkj = 0, E|Xkj|2 = 1 and E|Xkj|4 <∞. It is still open as towhether the finite fourthmoment condition can be removed.
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Appendix
Proof of Theorem 3. Suppose first that Re(ηk) and Im(ηk) are linearly correlated, k = 1, . . . , n. Then ηk − Eηk = ξk(1 +
ib0)/(1+b20)1/2 a.s., where ξk = (1+b20)1/2Re(ηk−Eηk) and b0 is an absolute real constant.Write b˜k = bk(1+ib0)/(1+b20)1/2
which satisfies K1 ≤ |b˜k| ≤ K2. Let b˜1k = Re(b˜k) and b˜2k = Im(b˜k). Noting that
sup
v∈C
P(|Sn − v| ≤ ε) ≤ sup
v∈C
P
(∣∣∣∣∣ n∑
k=1
b˜1kξk − Re(v)
∣∣∣∣∣ ≤ ε,
∣∣∣∣∣ n∑
k=1
b˜2kξk − Im(v)
∣∣∣∣∣ ≤ ε
)
and either
∑n
k=1 b˜
2
1k ≥ nK 21 /2 or
∑n
k=1 b˜
2
2k ≥ nK 21 /2, we can complete the proof for the linearly correlated case by Berry–
Esseen’s inequality.
The case where Re(ηk) = 0 or Im(ηk) = 0 a.s. follows from the Berry–Esseen inequality directly.
Now suppose Re(ηk) and Im(ηk) are not linearly correlated, and P (Re(ηk) = 0) < 1, P (Im(ηk) = 0) < 1. Let bk =
b1k + ib2k and v = v1 + iv2. Define ηˆ1k = b1kη1k − b2kη2k and ηˆ2k = b1kη2k + b2kη1k. Obviously,∑nk=1 E|ηˆjk − Eηˆjk|3 ≤∑n
k=1 E|bk(ηk − Eηk)|3 ≤ 8B‖b‖33, j = 1, 2, where ‖b‖33 =
∑n
k=1 |bk|3. In order to apply the Berry–Esseen inequality, we
need to get a lower bound for E|ηˆjk − Eηˆjk|2. For j = 1, we have
E|ηˆ1k − Eηˆ1k|2 = b21kσ 21k + b22kσ 22k − 2b1kb2kσ12k
= |bk|2
(
(|b1k|σ1k/|bk| − |b2k|σ2k/|bk|)2 + 2|b1kb2k||bk|−2 (σ1kσ2k − sign(b1kb2k)σ12k)
)
.
For t ∈ [0, 1], let f (t) = (tσ1 −
√
1− t2σ2)2 + 2t
√
1− t2(σ1σ2 ± σ12). So the smallest value a = mint∈[0,1] f (t) of f (t) in
[0, 1] is attained at 0 or 1 or some t0 ∈ (0, 1). Therefore, a is a positive constant depending only on σ1, σ2 and σ12. Hence
E|ηˆ1k − Eηˆ1k|2 ≥ a|bk|2. Similarly, E|ηˆ2k − Eηˆ2k|2 ≥ a|bk|2. By Berry–Esseen’s inequality, one can then conclude that
sup
v1∈R
P
(∣∣∣∣∣ n∑
k=1
(ηˆ1k − Eηˆ1k)− v1
∣∣∣∣∣ ≤ ε√2
)
≤ Cε‖b‖2 + C
(‖b‖3
‖b‖2
)3
(A.1)
and
sup
v2∈R
P
(∣∣∣∣∣ n∑
k=1
(ηˆ2k − Eηˆ2k)− v2
∣∣∣∣∣ ≤ ε√2
)
≤ Cε‖b‖2 + C
(‖b‖3
‖b‖2
)3
, (A.2)
where C is a constant depending only on B, σ1, σ2 and σ12.
Thus (2.4) follows from (A.1), (A.2) and the following inequality
sup
v∈C
P(|Sn − v| ≤ ε) ≤ sup
v1∈R
P
(∣∣∣∣∣ n∑
k=1
(ηˆ1k − Eηˆ1k)− v1
∣∣∣∣∣ ≤ ε√2
)
+ sup
v2∈R
P
(∣∣∣∣∣ n∑
k=1
(ηˆ2k − Eηˆ2k)− v2
∣∣∣∣∣ ≤ ε√2
)
. 
Proof of Lemma 1. By Lemma 3.4 in [9], for b ∈ Incomp(γ , ρ), there is a set σ(b) of cardinality |σ(b)| ≥ 12ρ2γ n so that
ρ√
2n
≤ |bk| ≤ 1√
γ n
for all k ∈ σ(b).
Hence |b1k| ≤ 1/√γ n and |b2k| ≤ 1/√γ n if k ∈ σ(b). On the other hand, either b1k or b2k must be bigger than ρ(2
√
2n)−1.
The assertion follows. 
Proof of Theorem 4. Since Pε(b) = supv∈C P(|Sn − ESn − v| ≤ ε), we can assume that Eηk = 0.
(1) We only consider the case where the random variables {ηk} are real. The other two cases follow from the real case.
Let bk = b1k + ib2k and v = v1 + iv2. Noting that
sup
v∈C
P(|Sn − v| ≤ ε) ≤ min
(
sup
v1∈R
P
(∣∣∣∣∣ n∑
k=1
b1kηk − v1
∣∣∣∣∣ ≤ ε
)
, sup
v2∈R
P
(∣∣∣∣∣ n∑
k=1
b2kηk − v2
∣∣∣∣∣ ≤ ε
))
Then Corollary 4.9 in [9] leads to (2.6).
(2) For the moment we assume that
1 ≤ |bk| ≤ K for all k.
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Let bk = b1k + ib2k, ηk = η1k + iη2k and v = v1 + iv2. It is observed that Theorem 3 implies Theorem 4 for big values of ε
(constant order or even larger). Therefore we can suppose in what follows that
ε ≤ l1,
where l1 is a constant which will be specified later.
If the real part of η1 is linearly correlated to the imaginary part of η1, then we have (2.6). Therefore we assume in the
sequel that η11 is not linearly correlated to η21.
Set ζk = 1|bk| |ξk − ξ ′k|where ξk = b1kη1k − b2kη2k and ξ ′k is an independent copy of ξk. Then
1
2
Eζ 2k =
1
|bk|2 E|b1kη1k − b2kη2k|
2. (A.3)
As in the proof of Theorem 3
Eζ 2k ≥ 2a > 0,
where a is some positive constant depending only on σ1, σ2 and σ12.
On the other hand, Eζ 3k ≤ 64B. The Paley–Zygmund inequality [10] gives that
P(ζk >
√
a) ≥ (Eζ
2
k − a)3
(Eζ 3k )2
≥ a
3
642B2
=: β,
which is a positive constant depending only on B, σ1, σ2 and σ12. Following [9] we introduce a new random variable ζˆk
conditioned on ζk >
√
a, that is, for any measurable function g
Eg(ζˆk) = Eg(ζk)I(ζk >
√
a)
P(ζk >
√
a)
,
which entails
Eg(ζk) ≥ βEg(ζˆk). (A.4)
From Esseen’s inequality, one has
Pε(b) ≤ sup
v1∈R
P
(∣∣∣∣∣ n∑
k=1
ξk − v1
∣∣∣∣∣ ≤ ε
)
≤ C
∫ pi/2
−pi/2
|φ(t/ε)|dt, (A.5)
where
φ(t) := E exp
(
i
n∑
k=1
ξkt
)
.
With the notation φk(t) = E exp(iξkt), it is observed that
|φk(t)|2 = E cos(|bk|ζkt),
and we then have
|φ(t)| ≤
n∏
k=1
exp
(
−1
2
(1− |φk(t)|2)
)
= exp
(
−E
n∑
k=1
1
2
(1− cos(|bk|ζkt))
)
= exp (−Eg(ζkt)) ,
where
g(t) :=
n∑
k=1
sin2
(
1
2
|bk|t
)
.
This, together with (A.4), gives
|φ(t)| ≤ exp
(
−β Eg(ζˆkt)
)
.
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Consequently, (A.5) becomes
Pε(b) ≤ C
∫ pi/2
−pi/2
exp
(
−β Eg(ζˆkt/ε)
)
dt
≤ CE
∫ pi/2
−pi/2
exp
(
−βg(ζˆkt/ε)
)
dt
≤ C sup
z≥√a
∫ pi/2
−pi/2
exp (−βg(zt/ε)) dt. (A.6)
Let
M := max
|t|≤pi/2
g(zt/ε) = max
|t|≤pi/2
n∑
k=1
sin2(|bk|zt/2ε)
and the level sets of g be
T (m, r) := {t : |t| ≤ r, g(zt/ε) ≤ m}.
As in [9], one can prove that
n
4
≤ M ≤ n,
by taking ε < (pi
√
a)/4 = l1. All the remaining arguments including the analysis for the level sets T (m, r) are similar to
those of [9] and so we here omit the details. Thus, one can conclude that for every ε ≥ 0
|Pε(b)| ≤ C√
τ
(
ε + 1
Dα,τ (|b|)
)
+ C exp
(
− cα
2τ
A2
)
(A.7)
where 0 < τ < n, |b| = (|b1|, . . . , |bn|) and C, c > 0 are positive constants depending only on B, σ1, σ2 and σ12.
Finally, combining (A.7) and Lemma 2.1 in [9] one can obtain the small ball probability for complex cases (when applying
(A.7) to the spread part of the vector b one can suppose that K1 = 1 by re-scaling bk and α). Thus we complete the proof. 
Proof of Lemma 2. A simple calculation indicates that
E|Snj|2 =
∣∣∣∣∣ n∑
k=1
bkajk
∣∣∣∣∣
2
+ 1.
On the other hand by Burkholder’s inequality we have
E|Sn1|3 ≤ 4
∣∣∣∣∣ n∑
k=1
bkajk
∣∣∣∣∣
3
+ E
∣∣∣∣∣ n∑
k=1
bkηk
∣∣∣∣∣
3

≤ C
∣∣∣∣∣ n∑
k=1
bkajk
∣∣∣∣∣
3
+
(
n∑
k=1
|bk|2E|ηk|2
)3/2
+
n∑
k=1
|bk|3E|ηk|3

≤ C
∣∣∣∣∣ n∑
k=1
bkajk
∣∣∣∣∣
3
+ 1+ B
 .
Hence Paley–Zygmund’s inequality gives that
P(|Snj| > λ) ≥ (E|Snj|
2 − λ2)3
(ES3nj)2
≥ (c
2
nj + 1− λ2)3
C(c3nj + 1+ B)2
,
where
cnj =
∣∣∣∣∣ n∑
k=1
bkajk
∣∣∣∣∣ .
Take
f (t) = (t
2 + 1− λ2)3
(t3 + 1+ B)2 , t ∈ (0,∞).
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Then one can conclude that
µ := min
t∈(0,∞)
f (t) > 0
and then
P(|Snj| > λ) ≥ µ > 0
where µ depends only on λ and B. 
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