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SPÉCIALISATION DU GROUPOÏDE DE GALOIS D’UN CHAMP DE
VECTEURS
GUY CASALE AND DAMIEN DAVY
Résumé. Nous montrons un résultat de “semi-continuité” du groupoïde de Galois d’un champs de
vecteur dépendant d’un paramètre. Appliqué aux équations de Painlevé, ce résultat nous permet
de calculer le groupoïde de Galois de ces équations pour des valeurs générales des paramètres.
1. Introduction
1.1. Théories de Galois différentielles et équations de Painlevé. À la fin du dix-neuvième
siècle, les idées d’É. Galois ont été étendues aux équations différentielles linéaires par É. Picard
[26] puis ont été complétées par E. Vessiot [32]. Dans les années 1950, E. Kolchin développe cette
théorie du point de vue des extensions de corps différentiels [3, 14].
Dans [12], J. Drach avance une théorie de Galois pour les équations différentielles non-linéaires.
Malgré les erreurs qui invalident la plupart de ses définitions, il donne des indications pour calculer
le groupe de rationalité des équations de Painlevé [11]. Dans [33], E. Vessiot esquisse une définition
rigoureuse. Elle est à l’origine de la définition du groupe de Galois infinitésimal de H. Umemura [29]
généralisant le groupe de Picard-Vessiot d’un système différentiel linéaire. Le groupoïde de Galois
d’un feuilletage a été introduit par B. Malgrange dans [16]. Cette définition concerne les feuilletages
holomorphes (singuliers) sur une variété C-analytique lisse. Cet objet généralise le groupe de Galois
intrinsèque d’un système différentiel linéaire [2].
Les premières tentatives de calcul du groupoïde de Galois de la première équation de Painlevé
sont dûs à P. Painlevé [23] et J. Drach [11]. Ces calculs ont été rendus rigoureux dans [9] en utilisant
la classification des pseudo-groupes de Lie agissant sur C2 dûe à E. Cartan [6].
Dans les Leçons de Stockholm [25], P. Painlevé définit une notion de réductibilité d’une solution
d’une équation différentielle. Une équation est dite réductible si sa solution générale l’est.
Cette définition est très restrictive comme le montre P. Painlevé dans la remarque 28 de [24].
Elle a néanmoins l’intérêt de faire apparaître les différences entre la réductibilité d’une équation
(ou du feuilletage sous-jacent) et celle d’une solution particulière. L’étude de la réductibilité des
solutions particulières des équations de Painlevé est l’œuvre de l’école japonaise. H. Umemura
[28] et K. Nishioka [18] donnent un critère permettant de trouver les familles à un paramètre
de solutions réductibles d’une équation du second ordre et l’appliquent à l’étude de la première
équation de Painlevé. À la suite de ces articles, Murata [17], Watanabe [34, 35], Noumi-Okamoto
[19] et Umemura-Watanabe [30, 31] trouvent les solutions réductibles non algébriques des autres
équations de Painlevé.
Ces résultats prouvent l’irréductibilité (au sens des Leçons de Stockholm) des solutions des
équations de Painlevé pour des valeurs génériques des paramètres. Dans [24] P. Painlevé pose
la question du rapport entre une définition de l’irréductibilité d’une équation differentielle et le
groupe de rationnalité de J. Drach. Dans [10], le premier auteur répond en partie à cette question.
Considérons un champ de vecteurs rationnel X sur une variété de dimension trois modélisant une
équation différentielle du second ordre. Si le corps des invariants différentiels rationnels de X est
engendré par les invariants provenant d’une forme “temps” dx, d’une forme “volume” dvol invariante
et de X lui même alors l’équation différentielle est irréductible.
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Ces conditions ont été verifiées pour Pi dans [9], Pii(0) dans [7] et Pvi(α, β, γ, δ) pour (α, β, γ, δ) 6=
(0, 0, 0, 12 ) dans [5]. Le cas (α, β, γ, δ) = (0, 0, 0,
1
2 ) est traité dans [8].
Les équations de Painlevé apparaissent naturellement en famille. Nous utiliserons [20] comme
référence.
Pi u
′′ = 6u2 + x
Pii(α) u
′′ = 2u3 + xu + α
Piii(α, β, γ, δ) u
′′ = u
′2
u − u
′
x +
αu2+β
x + γu
3 + δu
Piv(α, β) u
′′ = u
′2
2u +
3
2u
3 + 4xu2 + 2(t2 − α)u+ βu
Pv(α, β, γ, δ) u
′′ =
(
1
2u +
1
u−1
)
u′2 − u′x + (u−1)
2
x2
(
αu+ βu
)
+ γ ux + δ
u(u+1)
u−1
Pvi(α, β, γ, δ) u
′′ = 12
(
1
u +
1
u−1 +
1
u−x
)
u′2 −
(
1
x +
1
x−1 +
1
u−x
)
u′
+u(u−1)(u−x)x2(x−1)2
(
α+ β xu2 + γ
x−1
(u−1)2 + δ
x(x−1)
(u−x)2
)
Nous nous proposons d’étudier les variations du groupoïde de Galois d’une famille d’équations
différentielles en fonction des paramètres et d’en déduire les résultats d’irreductibilité des équations
de Painlevé.
Dans le cas d’équations différentielles linéaires, ces variations ont été étudiées par L. Goldmann
[13] puis M.F. Singer [27]. En particulier, ces articles montrent que la dimension du groupe de
Picard-Vessiot d’un système linéaire différentiel dépendant de paramètres varie semi-continument
inférieurement avec les paramètres. Ces résultats ont été étendus à des situations très générales par
Y. André [1] incluant les confluences d’equations aux différences vers des équations différentielles.
1.2. Les résultats. Considérons la deuxième équation de Painlevé :
(Pii)
 u
′′ = 2u3 + xu+ α
x′ = 1
α′ = 0
Cette équation peut être vue comme un champ de vecteurs sur C4
Xii =
∂
∂x
+ v
∂
∂u
+ (2u3 + xu+ α)
∂
∂v
Pour une valeur de α fixée à α0, l’équation
(Pii(α0)) u′′ = 2u3 + xu+ α0
peut être vue comme le champ de vecteurs sur C3
Xii|α0 =
∂
∂x
+ v
∂
∂u
+ (2u3 + xu+ α0)
∂
∂v
Notre but est de comparer les groupoïdes de Galois des champs Xii|α0 pour différentes valeurs de
α0. Pour ce faire, nous les comparerons au groupoïde de Galois de Xii.
La taille du groupoïde de Galois d’un champ de vecteurs sera mesuré par son type différentiel,
noté tdiff, défini par E. R. Kolchin dans ([14]). Nous obtenons le résultat suivant :
Théorème 4.9. Soient ρ : M → S un morphisme lisse à fibres connexes entre deux variétés lisses
irréductibles, q0 ∈ S et X un champ de vecteurs rationnel tangent aux fibres de ρ. Pour q ∈ S
général,
tdiff(Gal(X |q0)) ≤ tdiff(Gal(X |q))
Une propriété de q est dite générale dans l’espace des paramètres S si elle est vraie en dehors
d’une union dénombrable de sous-variétés fermées strictes de S.
Le type différentiel du groupoïde de Galois d’une équation d’ordre 2 est toujours inférieur ou
égal à 2. Nous savons par ailleurs [7] que tdiff(Gal(Pii(0))) = 2. Le théorème précédent montre ainsi
que pour α ∈ C général, tdiff(Gal(Pii(α))) = 2. La classification d’E. Cartan des pseudo-groupes
de Lie de transformations du plan dans ([6]) donne le résultat suivant :
Théorème 5.2. Considérons l’équation du second ordre
(E)
d2u
dx2
= F
(
x, u,
du
dx
)
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où F ∈ C(x, u, v). Soient XF le champ de vecteurs associé, dvol une 3-forme rationnelle sur C3.
Notons
V ol(E) := {φ̂ ∈ Âut(C3) | φ̂∗dx = dx, φ̂∗XF = XF et φ̂∗dvol = dvol}
Si LXF dvol = 0 et tdiff(Gal(E)) = 2, alors Gal(E) = V ol(E).
Les champs Xii|α vérifiant les hypothèses du théorème, nous obtenons :
Corollaire 5.11. Pour α ∈ C général, Gal(Pii(α)) = V ol(Pii(α)).
Associé au résultat de [10] donnant un lien entre la structure du groupoïde de Galois et irréduc-
tibilité d’une équation, nous en déduisons : ,
Corollaire 5.11. Pour α ∈ C général, Pii(α) est irréductible.
Ces résultats obtenus sur la deuxième équation de Painlevé s’étendent aux autres équations de
Painlevé. Ces équations dégénèrent les unes sur les autres en suivant le diagramme (voir [20]) :
Pvi
// Pv //

Piii

Piv
// Pii // Pi
Nous utilisons cette dégénérescence pour montrer :
Théorème 5.13. Pour J = i, ii, iii, iv,v,vi et pour q général dans l’espace des paramètres de PJ ,
Gal(PJ(q)) = V ol(PJ(q)).
Grâce à [10], nous retrouvons un résultat connu (voir [15, 17, 18, 19, 28, 30, 31, 34, 35]) :
Corollaire 5.14. Pour J = i, ii, iii, iv,v,vi et pour q général dans l’espace des paramètres de PJ ,
l’équation PJ (q) est irréductible au sens de Nishioka-Umemura.
1.3. Organisation de l’article. Cet article est composé de quatre parties. Dans la première
partie, nous rappelons les définitions des objets avec lesquels nous travaillons. Nous définissons des
espaces de jets d’applications à valeurs dans les fibres d’un morphismeM → S, l’ouvert des repères
des fibres R(M/S) et le groupoïde associé Aut(M/S). Nous donnons leurs structures algébriques
et décrivons les prolongements canoniques d’un champ de vecteurs tangent aux fibres de M/S à
ces espaces de jets.
Dans une deuxième partie, nous définissons trois sous-espaces de Aut(M/S)
(1) la plus petite sous-variété tangente au prolongement du champ de vecteurs sur Aut(M/S)
et contenant l’identité
(2) le plus petit sous-groupoïde tangent au prolongement du champ de vecteurs sur Aut(M/S)
(3) la sous-variété constituée des automorphismes préservant les intégrales premières rationnelles
du prolongement du champ de vecteurs sur R(M/S)
Nous montrons que ces trois définitions coïncident en utilisant les résultats de P. Bonnet [4] et
nommons cet objet le groupoïde de Galois de X sur S.
Lorsqu’il n’y a pas de paramètres, i.e. S est un point, nous montrons que ce groupoïde est le
groupoïde de Galois de B. Malgrange défini dans [16].
Dans la troisième partie, nous comparons les "tailles" de différents groupoïde de Galois en terme
de type différentiel. Nous montrons le théorème 4.8 de spécialisation dont la conséquence immédiate
est la "semi-continuité" du type différentiel du groupoïde de Galois par rapport aux paramètres :
théorème 4.9.
Dans la dernière partie, nous donnons des applications du résultat de spécialisation aux équations
différentielles du second ordre dépendant de paramètres, notamment aux équations de Painlevé.
2. Les espaces de repères
Soient S et M deux variétés algébriques complexes, affines, lisses, connexes, de dimensions
respectives d, m + d. Soit ρ : M → S un morphisme lisse à fibres connexes. Nous noterons Mq la
fibre du morphisme en q ∈ S. La variété S sera appelée espace des paramètres.
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2.1. Le fibré principal des S-repères.
Définition 2.1. Un S-repère en p ∈ M est une application formelle r : (Cm, 0) → (M,p) telle
que :
— la matrice jacobienne D0r soit de rang m
— ρ ◦ r soit l’application constante égale à ρ(p)
Un S-repère d’ordre k est le jet d’ordre k d’un S-repère. Si S est un point, nous dirons que r est
un repère sur M .
2.1.1. Définition. Soit U un ouvert de Zarisky contenant p ∈M qui soit un revêtement non ramifié
d’un ouvert de Cm+d et qui fait commuter le diagramme :
U //

Cm+d

S // Cd
Nous appellerons U une carte deM/S en p. Il vient un système de coordonnées p = (p′, q) ∈ Cm×Cd
dans lequel un S-repère s’écrit :
(1) r(ǫ1, . . . , ǫm) =
( ∑
α∈Nm
rα1
ǫα
α!
, . . . ,
∑
α∈Nm
rαm
ǫα
α!
, q
)
où, pour 1 ≤ i ≤ m, rαi ∈ C, ǫα = ǫα11 . . . ǫαmm et α! = α1! . . . αm!. Notons 1j le multi-indice ayant
1 sur la j-ème coordonnée et 0 sur les autres. Dans ces coordonnées, D0r est la matrice
(
r
1j
i
)
ij
complétée par zéro sur les d dernières lignes. Nous noterons jac(r) = det(r1ji ). Le m-uplet de séries
(1) tronquées à l’ordre k ∈ N est un S-repère d’ordre k.
Définition 2.2. L’espace des S-repères est R(M/S) et l’espace des S-repères d’ordre k ∈ N est
Rk(M/S).
Par définition, l’espace des S-repères est la limite projective des espaces des S-repères d’ordre
k ∈ N.
2.1.2. Structure de variété pro-algébrique. La description locale de la structure algébrique deR(M/S)
se fait de la manière suivante.
Prenons U ⊂M une carte deM/S en p, de coordonnées y1, . . . , ym, z1, . . . , zd. L’ensemble des S-
repères d’ordre k ∈ N sur U est muni d’une structure de variété affine dont l’anneau de coordonnées
est
OM (U)[yαi , 1 ≤ i ≤ m, α ∈ Nm, 1 ≤ |α| ≤ k][1/ det(y1ji )],
où yαi est la fonction définie par y
α
i (r) = r
α
i . L’anneau de coordonnées de la limite projective
R(U/S) est
OM (U)[yαi , 1 ≤ i ≤ m, α ∈ Nm][1/ det(y1ji )],
Les dérivations ∂1, . . . , ∂m définies par ∂iyαj := y
α+1j
j , ∂izj = 0 donne une structure de C[∂1, . . . , ∂m]-
algèbre différentielle à cet anneau.
Cette structure admet une description globale. Le faisceau structural de RM est entièrement dé-
terminée par son image directe sur M par R(M/S)→M . Par abus, nous parlerons indifféremment
du faisceau structural de R(M/S) et de son image directe sur M .
Notons Jac le faisceau cohérent d’idéaux engendré par det(y1ji ) où y1, . . . , ym sont les coordonnés
sur une carte U de M/S. Ce faisceau en idéaux est bien défini car si y˜1, . . . , y˜m sont d’autres
coordonnées, alors det(y˜1ji ) = c det(y
1j
i ) où c est une fonction non nulle.
Définition 2.3. Le faisceau OR(M/S) des coordonnées de l’espace des S-repères est :
(Sym(C[∂1, . . . , ∂m]⊗OM )/L) [1/Jac]
où
— C[∂1, . . . , ∂m]⊗OM est un produit tensoriel de C-espaces vectoriels,
— Sym(C[∂1, . . . , ∂m]⊗OM ) est l’algèbre symétrique engendrée l’espace vectoriel précédent,
— cette algèbre a une structure de C[∂1, . . . , ∂m]-algèbre différentielle à gauche,
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— elle est quotientée par l’idéal différentiel L engendré par le noyau de Sym(1⊗C OM )→ OM
et par les ∂i ⊗OS,
— elle est enfin localisée par Jac
Le faisceau ORk(M/S) des coordonnées de l’espace des S-repères d’ordre k ∈ N est :
(Sym(C[∂1, . . . , ∂m]
≤k ⊗OM )/(L ∩ Sym(C[∂1, . . . , ∂m]≤k ⊗OM ))[1/jac]
où C[∂1, . . . , ∂m]
≤k désigne l’ensemble des polynômes en les ∂i de degré au plus k.
Les espaces des S-repères d’ordre k ∈ N sont des variétés irréductibles et l’espace des S-repères
est une variété pro-algébrique.
Nous retrouvons la structure locale, sur une carte de M/S. Soit U ⊂ M une carte de M/S de
coordonnées y1, . . . , ym, z1, . . . , zd :
Lemme 2.4. Nous avons un isomorphisme
OR(M/S)(U) ≃ OM (U)[yαi , 1 ≤ i ≤ m, α ∈ Nm, 1 ≤ |α][1/det(y1ji )]
qui est compatible aux actions de C[∂1, . . . , ∂m]. La filtration de OR(M/S)(U) par l’ordre des opéra-
teurs différentiel coïncide avec la filtration par le poids |α| des nouvelles variables yαi .
Démonstration. Commençons par définir un morphisme d’espace vectoriel à partir de l’injection
canonique :
φ : 1⊗OM (U) −→ OM (U)[yαi , 1 ≤ i ≤ m, α ∈ Nm, 1 ≤ |α|]
1⊗ P 7−→ P
Nous allons le prolonger en utilisant la structure de C[∂1, . . . , ∂m]- module puis en utilisant la struc-
ture d’anneau de l’espace d’arrivé. L’anneau C[∂1, . . . , ∂m] agit sur 1⊗OM (U) par multiplication
sur le premier facteur. Cette application se prolonge en un morphisme de C[∂1, . . . , ∂m]-module
C[∂1, . . . , ∂m]⊗OM (U) −→ OM (U)[yαi , 1 ≤ i ≤ m, α ∈ Nm, 1 ≤ |α|]
Nous en déduisons un morphisme d’algèbre
Sym(C[∂1, . . . , ∂m]⊗OM (U)) −→ OM (U)[yαi , 1 ≤ i ≤ m, α ∈ Nm, 1 ≤ |α|]
Il est encore compatible aux actions des opérateurs différentiels de M car elles doivent toutes deux
vérifier la règle de Leibniz. Le noyau du morphisme est donc invariant sous cette action. Ce noyau
contient les éléments (1⊗f)(1⊗g)− (1⊗fg), (f, g) ∈ OM (U)2. Il contient l’idéal L. Le morphisme
passe au quotient par cet idéal.
Montrons que c’est un isomorphisme. Il est surjectif. Montrons l’injectivité. Par respect de la
règle de Leibniz, un élément de ORM (U) s’écrit
P =
∑
i,α,ℓ
ci,α,ℓ(∂
α1 ⊗ yi1)ℓ1 . . . (∂αn ⊗ yin)ℓn
pour ci,α,ℓ ∈ C. Il est envoyé par φ sur
∑
i,α,ℓ
ci,α,ℓ(y
α1
i1
)ℓ1 . . . (yαnin )
ℓn . Si P est dans le noyau de φ
alors pour tout i, α, ℓ, ci,α,ℓ = 0 puisque la famille {(yα1i1 )ℓ1 . . . (yαnin )ℓn} est libre. Donc P = 0 et φ
est injectif. Après inversion du déterminant jacobien dans les anneaux de départ et d’arrivée, nous
obtenons l’isomorphisme escompté.
La restriction de φ à ORkM (U) donne la deuxième assertion. 
2.1.3. Structure de fibré principal. Notons Γ le groupe des applications formelles inversibles de
(Cm, 0) dans (Cm, 0). Pour k ∈ N, notons Γk le groupe des jets d’ordre k des éléments de Γ. Le
groupe Γ, resp. Γk, agit sur R(M/S), resp. Rk(M/S), par composition à la source. Ces actions :
R(M/S)× Γ −→ R(M/S)
(r, γ) 7−→ r ◦ γ
Rk(M/S)× Γk −→ Rk(M/S)
(jk(r), jk(γ)) 7−→ jk(r ◦ γ)
sont notées Sγ(r) := r ◦ γ et Sjkγ(jkr) := jk(r ◦ γ).
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Lemme 2.5. Les espaces des S-repères d’ordre k ∈ N sont des fibrés principaux. Autrement dit,
les applications
Rk(M/S)× Γk −→ Rk(M/S)×M Rk(M/S)
(jk(r), jk(γ)) 7−→ (jk(r), jk(r ◦ γ))
sont des isomorphismes. Ces fibrés principaux sont localement triviaux pour la topologie de Zariski.
Démonstration. Les applications réciproques sont données par
Rk(M/S)×M Rk(M/S) −→ Rk(M/S)× Γk
(jk(r1), jk(r2)) 7−→ (jk(r1), jk(r−11 ◦ r2))
Plaçons-nous dans les coordonnées données par l’ouvert U ⊂ M du lemme (2.4) et reprenons les
notations de ce lemme. Grâce aux formules de Faa Di Bruno, nous savons que les applications
induites sur les anneaux de coordonnées sont polynomiales en les yαi pour 1 ≤ i ≤ m, α ∈ Nm. La
variété M peut être recouverte par de tels ouverts. Ceci conclut la preuve du lemme. 
L’action de Γ sur OR(M/S) peut se décrire directement en suivant son action sur C[∂1, . . . , ∂m].
Pour tout γ ∈ Γ :
(2)
γ∗ : C[∂1, . . . , ∂m] −→ C[∂1, . . . , ∂m]
P 7−→ γ∗P |ǫ=0
2.2. Le groupoïde des S-automorphismes associé.
2.2.1. Définition du groupoïde.
Définition 2.6. Un S-automorphisme de p1 ∈ M vers p2 ∈ M , est une application formelle
inversible (Mρ(p1), p1) → (Mρ(p2), p2). Un S-automorphisme d’ordre k est le jet d’ordre k d’un
S-automorphisme.
Soit U ⊂ M ×M un voisinage ouvert de (p1, p2) ∈ M ×M qui soit un revêtement non ramifié
d’un ouvert de C2(m+d) et qui fasse commuter les diagrammes :
U //
pr1/pr2

Cm+d × Cm+d
pr1/pr2

M //

Cm+d

S // Cd
où pr1 et pr2 sont les projections respectives sur les premiers et derniers facteurs. Il vient un système
de coordonnées p1 = (p′1, q1) ∈ Cm×Cd, p2 = (p′2, q2) ∈ Cm×Cd dans lequel un S-automorphisme
s’écrit :
φ(p′1 + (ǫ1, . . . , ǫm), q1) =
( ∑
α∈Nm
φα1
ǫα
α!
, . . . ,
∑
α∈Nm
φαm
ǫα
α!
, q2
)
où, pour 1 ≤ i ≤ m, α ∈ Nm, φαi ∈ C. La série tronquée à l’ordre k est un S-repère d’ordre k.
Définition 2.7. L’espace des S-automorphismes est Aut(M/S) et l’espace des S-automorphismes
d’ordre k ∈ N est Autk(M/S).
Par définition, l’espace des S-automorphismes est la limite projective des espaces des S-automorphismes
d’ordre k ∈ N.
Ces espaces sont des groupoïdes où :
— la base est M
— les applications source et but sont :
s : Aut(M/S) −→ M
(Mρ(p1), p1)→ (Mρ(p2), p2) 7−→ p1
t : Aut(M/S) −→ M
(Mρ(p1), p1)→ (Mρ(p2), p2) 7−→ p2
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— l’identité est
e : M −→ Aut(M/S)
p 7−→ id : (Mρ(p), p)→ (Mρ(p), p)
— en notant Aut(M/S) ×
sMt
Aut(M/S) le produit fibré de Aut(M/S)
s→M et Aut(M/S) t→M ,
la composition partielle est
m : Aut(M/S) ×
sMt
Aut(M/S) → Aut(M/S)
(φ1, φ2) 7→ φ1 ◦ φ2
— l’inverse est
inv : Aut(M/S) → Aut(M/S)
φ 7→ φ−1
2.2.2. Structure algébrique. La description locale de la structure algébrique de Aut(M/S) se fait
de la manière suivante.
Reprenons un ouvert U ⊂M×M comme ci-dessus avec pour coordonnées x1, . . . , xm, z1, . . . , zd,
y1, . . . ym, t1, . . . , td. L’ensemble des S-automorphismes d’ordre k ∈ N sur U est muni d’une struc-
ture de variété affine dont l’anneau de coordonnées est
OM×M (U)[yαi 1 ≤ i ≤ m α ∈ Nm 1 ≤ |α| ≤ k][1/det(y1ji )]
où yαi la fonction définie par y
α
i (φ) =
∂αφi
∂xα (p
′
1). L’anneau de coordonnées de la limite projective
Aut(M/S)|U est
OM×M (U)[yαi 1 ≤ i ≤ m α ∈ Nm][1/det(y1ji )]
Notons DM/S le OM -module des opérateurs différentiels sur M OS-linéaire et pr1 : M ×M →
M la projection sur le premier facteur. Dans les coordonnées que nous nous sommes données,
DM/S(pr1(U)) est engendré parOM (pr1(U)) et les dérivations ∂∂x1 , . . . , ∂∂xm . Ces dérivations agissent
sur l’anneau de coordonnées de Aut(M/S)|U de la manière suivante : ∂∂xixj = δij , ∂∂xi zj =
0, ∂∂xi y
α
j = y
α+1j
j ,
∂
∂xi
tj = 0. Ceci donne une structure de DM/S(pr1(U))-algèbre différentielle
à cet anneau.
Passons à la description globale de la structure algébrique de Aut(M/S). Cette structure est
entièrement déterminée par son image directe sur M ×M par Aut(M/S) s×t→ M ×M . Par abus,
nous parlerons indifféremment de la structure algébrique de Aut(M/S) et de son image directe sur
M ×M .
Notons Jac le faisceau en idéaux engendré par det(y1ji ) où y1, . . . , ym sont des coordonnées
locales des fibres de ρ ◦ pr2 sur U ⊂M ×M .
Définition 2.8. Le faisceau OAut(M/S) des coordonnées de l’espace des S-automorphismes est :(
Sym(pr∗1DM/S ⊗ pr∗2OM )/L
)
[1/Jac]
où
— DM/S est le OM -module des opérateurs différentiels sur M OS-linéaire
— pr1 et pr2 sont les projections sur le premier et le deuxième facteur de M ×M
— pr∗1DM/S ⊗ pr∗2OM est un produit tensoriel d’espace vectoriel,
— Sym(pr∗1DM/S ⊗ pr∗2OM ) est l’algèbre symétrique engendrée,
— cette algèbre a une structure de DM/S-algèbre différentielle,
— elle est quotientée par l’idéal différentiel L engendré par le noyau de Sym(pr∗1OM⊗pr∗2OM )→
OM×M ,
— elle est enfin localisée en Jac
Le faisceau OAutk(M/S) des coordonnées de l’espace des S-automorphismes d’ordre k ∈ N est :(
Sym(pr∗1D≤kM/S ⊗ pr∗2OM )/(L ∩ Sym(pr∗1D≤kM/S ⊗ pr∗2OM ))
)
[1/Jac]
où D≤kM/S désigne l’ensemble des opérateurs différentiels d’ordre au plus k.
L’espace des S-automorphismes d’ordre k ∈ N devient un groupoïde algébrique. Nous retrouvons
la structure locale. Soit U ⊂ M ×S M un revêtement non-ramifié d’un ouvert de C2(m+d) comme
ci-dessus de coordonnées x1, . . . , xm, z1, . . . , zd, y1, . . . , ym, t1, . . . , td :
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Lemme 2.9. Nous avons un isomorphisme :
OAut(M/S)(U) ≃ OM×M (U)[yαi , 1 ≤ i ≤ n, α ∈ Nm, 1 ≤ |α|][1/det(y1ji )]
qui est compatible avec l’action des opérateurs différentiels. Sa restriction induit :
OAutk(M/S)(U) ≃ OM×M (U)[yαi , 1 ≤ i ≤ m, α ∈ Nm, 1 ≤ |α| ≤ k][1/det(y1ji )]
Démonstration. La preuve est la même que celle du lemme (2.4). Commençons par définir un
morphisme d’espace vectoriel à partir de l’injection canonique :
φ : pr∗1OM ⊗ pr∗2OM (U) −→ OM×M (U)[yαi , 1 ≤ i ≤ m, α ∈ Nm, 1 ≤ |α|]
f ⊗ g 7−→ f ⊗ g
Nous allons le prolonger en utilisant la structure de DM/S(pr1(U))- module puis en utilisant la
structure d’anneau de l’espace d’arrivé. Puisque DM/S(pr1(U)) agit sur pr∗1OM ⊗pr∗2OM (U), cette
application se prolonge en un morphisme de DM/S(pr1(U))-module
pr∗1DM/S ⊗ pr∗2OM (U)→ OM×M (U)[yαi , 1 ≤ i ≤ m, α ∈ Nm, 1 ≤ |α|]
Nous en déduisons un morphisme d’algèbre
Sym(pr∗1DM/S ⊗ pr∗2OM )(U)→ OM×M (U)[yαi , 1 ≤ i ≤ m, α ∈ Nm, 1 ≤ |α|]
Il est encore compatible aux actions des opérateurs différentiels de M car elles doivent toutes deux
vérifier la règle de Leibniz. Le noyau du morphisme est donc invariant sous cette action.
On vérifie comme en 2.4 que le noyau de ce morphisme est l’idéal différentiel engendré par le
noyau de Sym(pr∗1OM ⊗ pr∗2OM )→ OM×M .
La restriction de φ à OAutk(M/S) donne la deuxième assertion. 
Pour k ∈ N, le groupe Γk agit diagonalement sur le produit Rk(M/S)×Rk(M/S). Le quotient
(Rk(M/S)×Rk(M/S)) /Γk hérite de la structure algébrique de Autk(M/S). Ceci est donné par
le lemme :
Lemme 2.10. Soit k ∈ N. L’application
Φk : Rk(M/S)×Rk(M/S) −→ Autk(M/S)
(jk(r), jk(s)) 7−→ jk(s ◦ r−1)
est un morphisme surjectif. Les fibres sont les orbites sous l’action diagonale du groupe Γk.
Démonstration. Nous savons que l’application est un morphisme grâce aux formules de Faa Di
Bruno. Ce morphisme est surjectif puisque pour φ ∈ Aut(M/S), s ∈ R(M/S), jk(φ) = jk(s◦ (s−1 ◦
φ)).
Les fibres contiennent les orbites : pour (s, r) ∈ R(M/S)2, γ ∈ Γ, jk(s◦r−1) = jk(s◦γ◦γ−1◦r−1).
Les orbites contiennent les fibres : soit (r, r′, s, s′) ∈ R(M/S)4 tels que jk(s ◦ r−1) = jk(s′ ◦ r′−1).
Posons jk(γ) = jk(s−1 ◦ s′) = jk(r−1 ◦ r′). Nous avons jk(r′) = jk(r ◦ γ) et jk(s′) = jk(s ◦ γ). 
Sur le produit Rk(M/S)×Rk(M/S) sont définies les applications
— identité :
e : Rk(M/S) −→ Rk(M/S)×Rk(M/S)
jk(r) 7−→ (jk(r), jk(r))
— composition partielle :
m : Rk(M/S)×Rk(M/S) ×
pr1Mpr2
Rk(M/S)×Rk(M/S) −→ Rk(M/S)×Rk(M/S)
(jk(r1), jk(r2)), (jk(r3), jk(r1)) 7−→ (jk(r3), jk(r2))
— inverse
inv : Rk(M/S)×Rk(M/S) −→ Rk(M/S)×Rk(M/S)
(jk(r1), jk(r2)) 7−→ (jk(r2), jk(r1))
Le morphisme Φk donne une correspondance entre les relations d’équivalence de Rk(M/S) ×
Rk(M/S) (i.e. les variétés stables par ces trois applications) qui sont stables sous l’action dia-
gonale du groupe Γk et les sous-groupoïdes algébriques de Autk(M/S).
Nous terminons cette sous-section en comparant les structures différentielles du produitR(M/S)×
R(M/S) et Aut(M/S). Notons Φ l’application quotient envoyant l’un sur l’autre.
Lemme 2.11. Un I un idéal de OAut(M/S) est DM/S-invariant si et seulement si Φ∗I ⊂ OR(M/S)×R(M/S)
est (∂i ⊗ 1 + 1⊗ ∂i)-invariant pour tout 1 ≤ i ≤ m.
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2.3. Prolongements de champs de vecteurs. Soit X un champ de vecteurs rationnel sur la
variété M tangent aux fibres de ρ. Ce champ se prolonge naturellement aux espaces des S-repères
puis aux espaces des S-automorphismes.
2.3.1. Prolongements aux espaces des S-repères. Décrivons deux constructions du prolongement
du champ X .
Une description algébrique consiste à étendre la dérivation X de OM sur OR(M/S). La dérivation
X : OM → OM s’étend en un endomorphisme 1⊗X : C[∂1, . . . , ∂m]⊗OM → C[∂1, . . . , ∂m]⊗OM .
Puis en une dérivation 1 ⊗ X : Sym(C[∂1, . . . , ∂m] ⊗ OM ) → Sym(C[∂1, . . . , ∂m] ⊗ OM ). On
vérifie que 1 ⊗ X(L) ⊂ L, ce qui induit une dérivation RX sur OR(M/S). L’endomorphisme 1 ⊗
X : C[∂1, . . . , ∂m] ⊗ OM → C[∂1, . . . , ∂m] ⊗ OM préserve la filtration par l’ordre des opérateurs
différentiels. Ceci implique que RX préserve ORk(M/S). Sa restriction à cette sous-algèbre est
notée RkX . Nous voyons dans cette construction que les prolongements commutent à l’action de
C[∂1, . . . , ∂m] définie dans la sous-section (2.1.2), i.e. vérifient les égalités
(3) Rk+1X ◦ ∂i − ∂i ◦RkX = 0
Une description analytique consiste à prendre le champ tangent aux prolongements des flots
du champ X sur R(M/S). Les flots du champ X définissent des biholomorphismes dans les fibres
de ρ sur leurs ouverts de définition. Un flot au temps τ ∈ C sera noté exp(τX) indépendam-
ment de son ouvert de définition. Leurs jets définissent des S-automorphismes. Or l’espace des
S-automorphismes agit sur l’espace des S-repères par composition au but :
Aut(M/S) ×
sM
R(M/S) −→ R(M/S)
(φ, r) 7−→ φ ◦ r
Les prolongements RX et RkX de X sont définis sur R(M/S) et Rk(M/S) grâce à cette action.
Pour r ∈ R(M/S) tel que r(0) soit dans le domaine de définition de X :
RX |r := d
dτ
exp(τX) ◦ r
∣∣∣∣
τ=0
RkX |jkr :=
d
dτ
jk(exp(τX) ◦ r)
∣∣∣∣
τ=0
Lemme 2.12. Les deux manières de prolonger le champ X en RX et en RkX aux espaces des
S-repères R(M/S) et Rk(M/S) décrites ci-dessus coïncident.
Démonstration. D’après [22, pp 117–135] la construction analytique vérifient aussi les relations (3)
et ces relations définissent complètement le champ de vecteurs. 
L’action de Γ sur l’anneau de coordonnées de R(M/S) provient de son action sur le facteur de
gauche dans C[∂1, . . . , ∂m]⊗OM . (c.f. 2). La dérivation RX est induite par un endomorphisme agis-
sant sur le membre de droite du même produit tensoriel. Ces deux action commutent. Autrement
dit, pour tout γ ∈ Γ,
(4) S∗γRX = RX et
(
Sjk(γ)
)∗
RkX = RkX
2.3.2. Prolongements aux espaces des S-automorphismes. Le champ de vecteurs X peut se prolon-
ger aux espaces des S-automorphismes par la source ou par le but. Ces prolongements s’expriment
à l’aide du morphisme Φk : Rk(M/S)×Rk(M/S)→ Autk(M/S) donné dans le lemme (2.10) :
Définition 2.13. Les prolongements du champ X aux espaces des S-automorphismes par la source
et par le but sont respectivement :
RskX = dΦk.(RkX + 0) R
t
kX = dΦk.(0 +RkX)
Ces champs sont bien définis puisque les champs RkX + 0 et 0 + RkX sont invariants sous
l’action diagonale de Γk.
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3. Le groupoïde de Galois
3.1. Trois définitions d’un groupoïde. Nous présentons ici trois définitions d’une sous-variété
de Autk(M/S) associé au champ X . Cette sous-variété est un sous-groupoïde au-dessus d’un ouvert
deM . Par abus de langage, nous appellerons sous-groupoïde ce type de sous-variété. Il est commode
d’utiliser la correspondance donnée par le morphisme Φk du lemme (2.10) entre les relations d’équi-
valence de Rk(M/S)×Rk(M/S) stables sous l’action diagonale du groupe Γk et sous-groupoïdes de
Autk(M/S). Par ailleurs, il sera régulièrement nécessaire de se restreindre à des ouverts de la base
M . Si U est un tel ouvert, si G est une sous-variété de Autk(M/S) et si R est une sous-variété de
Rk(M/S)×Rk(M/S), alors les restrictions respectives au-dessus de cet ouvert seront notées G|U×U
et R|U×U , autrement dit : G|U×U := G ∩ (s× t)−1(U ×U) et R|U×U := R∩ (pr1 × pr2)−1(U ×U).
3.1.1. Définition algébrique. Voici la définition du groupoïde en tant que plus petit groupoïde
algébrique contenant le flot de X :
Définition 3.1. Le groupoïde Gak (X), est la plus petite sous-variété de Autk(M/S) telle qu’il existe
un ouvert Ua ⊂M vérifiant :
(1) RtkX ⊂ TGak(X)
(2) la restriction Gak (X)|Ua×Ua est un sous-groupoïde de Autk(M/S)|Ua×Ua
Afin de voir que cette variété est bien définie, donnons la définition d’une sous-variété mini-
male tangente de Rk(M/S)×Rk(M/S) qui soit une relation d’équivalence au-dessus d’un ouvert.
Nous allons montrer que l’existence de l’une est équivalente à l’existence de l’autre, puis que cette
deuxième variété est bien définie.
Définition 3.2. La variété Rak(X) est la plus petite sous-variété de Rk(M/S) × Rk(M/S) telle
qu’il existe un ouvert Ua ⊂ B vérifiant :
(1) 0 +RkX ⊂ TRak(X)
(2) la restriction Rak(X)|Ua×Ua est une relation d’équivalence de Rk(Ua/S)×Rk(Ua/S)
Lemme 3.3. En supposant que les variétés Gak (X) et Rak(X) existent, nous avons les égalités :
Gak (X) = Φk(Rak(X)) et Φ−1k (Gak (X)) = Rak(X).
Démonstration. Grâce à la correspondance donnée par Φk, il suffit de montrer que la variétéRak(X)
est stable sous l’action diagonale du groupe Γk. Soit jk(γ) ∈ Γk. L’action diagonale de jk(γ) est
notée ∆jk(γ).
Montrons que la sous-variété ∆jk(γ)(Rak(X)) vérifie la condition (1) de la définition (3.2). Le
champ RkX est invariant sous l’action du groupe Γk. Nous avons l’inclusion
0 +RkX = d∆jk(γ).(0 +RkX) ⊂ d∆jk(γ).TRak(X) = T (∆jk(γ)(Rak(X)))
Montrons que la sous-variété ∆jk(γ)(Rak(X)) vérifie la condition (2). Dans la sous-section (2.2.2),
nous avions défini l’identité e, la composition partiellem et l’inversion inv sur le produitRk(M/S)×
Rk(M/S). Montrons la stabilité de la sous-variété sous ces trois applications au-dessus de l’ouvert
Ua :
e(Ua) = ∆jk(γ)(e(U
a))
⊂ ∆jk(γ)(Rak(X)|Ua×Ua)
L’inversion et la composition partielle commutent avec l’action diagonale et stabilisentRak(X)|Ua×Ua ,
donc
inv ◦∆jk(γ)(Rak(X)|Ua×Ua) = ∆jk(γ) ◦ inv(Rak(X)|Ua×Ua)
⊂ ∆jk(γ)(Rak(X)|Ua×Ua)
et
m
(
∆jk(γ)(Rak(X)|Ua×Ua) ×
sRk(Ua/S)t
∆jk(γ)(Rak(X)|Ua×Ua)
)
= ∆jk(γ) ◦m
(
Rak(X)|Ua×Ua ×
sRk(Ua/S)t
Rak(X)|Ua×Ua
)
⊂ ∆jk(γ)(Rak(X)|Ua×Ua)
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En appelant la minimalité de Rak(X), il vient l’inclusion Rak(X) ⊂ ∆jk(γ)(Rak(X)). Pour tout
jk(γ) ∈ Γk, nous avons l’inclusion souhaitée ∆jk(γ−1)(Rak(X)) ⊂ Rak(X). 
Lemme 3.4. La sous-variété Rak(X) est bien définie.
Démonstration. Par le lemme (2.4), il existe un ouvert affineM◦ ⊂M tel que le fibré des S-repères
Rk(M
◦/S) soit aussi affine. Cet ouvert peut être pris de telle sorte que le prolongement RkX
soit bien défini sur Rk(M◦/S). Notons K := O(Rk(M◦/S)) ⊗
O(M◦)
C(M) l’anneau des fonctions
régulières sur Rk(M◦/S) localisé en les fonctions régulières de l’ouvert affine M◦. Notons L :=
K⊗K l’anneau des fonctions régulières de Rk(M◦/S)×Rk(M◦/S) localisé en les fonctions régulières
de l’ouvert M◦ par la source et par le but. Regardons les idéaux I de L vérifiant :
(i) L’idéal I(e(M◦)) de L associé à l’identité e(M◦) de Rk(M◦/S)×Rk(M◦/S) contient I
(ii) inv∗(I) ⊂ I et m∗(I) ⊂ I ⊗
sKt
1 + 1 ⊗
sKt
I
(iii) (0 +RkX)(I) ⊂ I
Si I1 et I2 sont deux tels idéaux de L, c’est-à-dire qui vérifient (i), (ii) et (iii), alors l’idéal
I1 + I2 vérifie encore (i). De plus inv∗, m∗ et l’action d’un champ de vecteurs X étant additifs, il
vient que I1 + I2 vérifie aussi (ii) et (iii). Par nœthérianité, il existe un idéal maximal, à nouveau
noté I, vérifiant les trois conditions ci-dessus. Notons N := V(I ∩ O(Rk(M◦/S)× Rk(M◦/S))) la
sous-variété de Rk(M◦/S)×Rk(M◦/S) correspondant à l’idéal I.
Montrons que son adhérence N est la sous-variété de Rk(M/S)×Rk(M/S) recherchée, c’est-à-
dire qu’elle vérifie (1), (2) et qu’elle est minimale.
La stabilité de l’idéal I sous inv∗ et m∗ perdure en n’inversant qu’une seule fonction de
O(M◦). L’idéal I est engendré par des éléments f1, . . . , fn, qui peuvent être pris dans l’anneau
O(Rk(M◦/S) × Rk(M◦/S)). L’idéal I vérifiant (ii), il existe des éléments αij , βij , γij , δij dans
l’anneau localisé L tels que m∗(fi) =
∑
j
αijfj ⊗
K
βij + γij ⊗
K
δijfj. Il existe un multiple com-
mun h ∈ O(M◦) des dénominateurs de tous ces éléments, c’est-à-dire, pour tout i, j, les éléments
αij , βij , γij , δij sont contenus dans l’anneau O(Rk(M◦/S) × Rk(M◦/S))
[
1
h ⊗ 1, 1⊗ 1h
]
. Cet an-
neau a de plus la particularité d’être stable sous les morphismes inv∗ et m∗ puisque l’anneau
O(Rk(M◦/S)×Rk(M◦/S)) l’est et que inv∗
(
1
h ⊗ 1
)
= 1⊗ 1h , inv∗
(
1⊗ 1h
)
= 1h ⊗ 1, m∗
(
1
h ⊗ 1
)
=(
1
h ⊗ 1
)⊗(1⊗ 1) et m∗ (1⊗ 1h) = (1⊗ 1)⊗(1⊗ 1h). Il vient alors la stabilité recherchée : en posant
I ′ = I ∩O(Rk(M◦/S)×Rk(M◦/S))
[
1
h ⊗ 1, 1⊗ 1h
]
, alors inv∗(I ′) ⊂ I ′ et m∗(I ′) ⊂ I ′⊗ 1+ 1⊗ I ′.
Autrement dit, la sous-variété N est stable par inversion et par composition partielle au-dessus
de l’ouvert M◦ − {h = 0}. De plus, l’inclusion (i) : I ∩ O(Rk(M◦/S) × Rk(M◦/S)) ⊂ I(e(M◦))
implique e(M◦−{h = 0}) ⊂ N . Donc son adhérence N dans Rk(M/S) vérifie la condition (2) avec
cet ouvert.
La condition (iii) implique que le prolongement 0 +RkX est tangent à la sous-variété N . Cette
condition est fermée. Il vient que le prolongement 0 + RkX est tangent à son adhérence, i.e. N
vérifie (1).
Il reste enfin la minimalité. Soit N ′ une sous-variété de Rk(M/S)×Rk(M/S) vérifiant (1) et (2).
Notons O′ l’ouvert deM correspondant à la condition (2). Montrons que cette sous-variété contient
N . L’intersection N ′′ = N ′ ∩N vérifie elle aussi ces deux conditions où l’ouvert correspondant à la
condition (2) est l’intersectionO′∩(M◦−{k = 0}). NotonsN ′′M◦ la restriction de N ′′ à l’ouvert affine
Rk(M
◦/S) × Rk(M◦/S) et J := I(N ′′M◦) l’idéal associé. L’inclusion des sous-variétés N ′′M◦ ⊂ N
implique l’inclusion inverse des idéaux associés (I∩O(Rk(M◦/S)×Rk(M◦/S))) ⊂ J . Ainsi, il vient
I = (I ∩ O(Rk(M◦/S) × Rk(M◦/S)))L ⊂ JL. Or, tout comme l’idéal I, l’idéal JL de l’anneau
localisé L vérifie aussi les conditions (i), (ii) et (iii). La maximalité de I implique I = JL. Ceci
donne l’inclusion J ⊂ (JL ∩ O(Rk(M◦/S)× Rk(M◦/S))) = I ∩ O(Rk(M◦/S) × Rk(M◦/S)). En
revenant aux sous-variétés associées, il vient l’inclusion inverse N ⊂ N ′′M◦ . Puis en passant aux
adhérences, il vient N ⊂ N ′′M◦ ⊂ N ′′. Finalement, nous avons montré l’égalité N = N ′′, ce qui
donne l’inclusion N ⊂ N ′ escomptée. 
3.1.2. Définition topologique. Voici la définition du groupoïde en tant que clôture de Zariski du
flot de X .
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Définition 3.5. Le groupoïde Gbk(X) est la plus petite sous-variété de Autk(M/S) qui est tangente
au prolongement RtkX et qui contient l’identité. Autrement dit, en reprenant les notations de la
définition [4, definition 1.2] Gbk(X) := V (RtkX, e(M)).
Le corollaire [4, corollary 2.6] nous dit que cette variété minimale tangente est bien définie et
qu’elle est irréductible. De plus, comme précédemment, il lui correspond une sous-variété minimale
tangente de Rk(M/S)×Rk(M/S).
Définition 3.6. La variété Rbk(X), est la plus petite sous-variété de Rk(M/S) × Rk(M/S) qui
est tangente au prolongement 0 + RkX et qui contient l’identité. Autrement dit, Rbk(X) := V (0 +
RkX, e(M)).
De la même manière que dans la preuve du lemme (3.4), nous pouvons montrer que cette variété
est invariante sous l’action diagonale et correspond par Φk au groupoïde Gbk(X) :
Lemme 3.7. Les variétés minimales tangentes vérifient Gbk(X) = Φk(Rbk(X)) et Φ−1k (Gbk(X)) =
Rbk(X).
3.1.3. Définition via les intégrales premières.
Définition 3.8. Une fonction rationnelle H ∈ C(Rk(M/S)) est une intégrale première rationnelle
du prolongement RkX si RkX.H = 0.
Le sous-corps de C(Rk(M/S)) constitué des intégrales premières rationnelles du prolongement
RkX est noté C(Rk(M/S))
RkX .
Dans cette sous-section, le groupoïde est l’ensemble des S-automorphismes qui préservent les
niveaux des intégrales premières rationnelles de RkX :
Définition 3.9. Soient (Hi)1≤i≤n une famille génératrice de C(Rk(M/S))RkX et Rk(M/S)◦ un
ouvert de Rk(M/S) sur lequel les applications Hi sont bien définies. Le groupoïde Gck(X) est la
clôture de Zariski de l’ensemble {φ ∈ Φk(Rk(M/S)◦ ×Rk(M/S)◦) | ∀i, Hi ◦ φ = Hi}.
Cette définition du groupoïde demande de faire un choix parmi les intégrales premières du
prolongement du champ X . Nous allons définir une sous-variété de Rk(M/S)× Rk(M/S) qui lui
correspond. Nous allons montrer qu’elle est intrinsèque au champ X , qu’elle est invariante sous
l’action diagonale du groupe Γk et que son image par Φk est le groupoïde. Commençons par
rappeler la définition d’intégrale première maximale donnée en annexe :
Définition 3.10. Soient N une variété irréductible et π : Rk(M/S) 99K N une application ra-
tionnelle dominante. L’application π est une intégrale première maximale de RkX si π
∗C(N) =
C(Rk(M/S))
RkX .
Voici la définition de la sous-variété dont nous avons parlé :
Définition 3.11. Soient π : Rk(M/S) 99K N une intégrale première maximale du prolongement
RkX et Rk(M/S)
◦ le domaine de définition de π. La sous-variété Rck(X) de Rk(M/S)×Rk(M/S)
est la clôture de Zariski du produit fibré associé, i.e. Rck(X) := Rk(M/S)◦ ×N Rk(M/S)◦. Cette
clôture sera aussi notée Rk(M/S)×N Rk(M/S).
Dans cette définition nous avons dû choisir une intégrale première maximale du prolongement
du champ X . Nous donnons deux lemmes qui seront utiles pour montrer que la sous-variété définie
est intrinsèque au champ X et ne dépend pas de l’intégrale première maximale choisie. Ces lemmes
seront aussi utiles dans la preuve de l’équivalence des trois définitions dans la section suivante puis
dans le théorème de spécialisation qui est donné en fin de chapitre.
Lemme 3.12. Soit f : P → N un morphisme dominant où N est une variété irréductible. Soit
O un ouvert dense de P . Il existe un ouvert W ⊂ N tel que pour tout y ∈ W , f−1(y) ∩ O est un
ouvert dense de f−1(y).
Démonstration. Soient n la dimension de la variété N , (Pi)i∈I l’ensemble des composantes irré-
ductibles de P , (Pi)i∈J l’ensemble des composantes irréductibles de P qui dominent N , (Pi)i∈J′ le
sous-ensemble des composantes irréductibles de P qui dominent N et telles que Pi −O ne domine
pas N . Soit N0 = N −
( ⋃
i∈I−J
f(Pi)
⋃ ⋃
i∈J′
f(Pi −O)
)
.
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Par définition, pour tout i ∈ J ′, y ∈ N0, f |−1Pi (y)∩O = f |−1Pi (y). Soit i ∈ J−J ′ et di la dimension
de Pi. L’ensemble Pi −O est de dimension inférieure à di − 1 car O est un ouvert dense. Une fibre
générique de la restriction f |Pi est de dimension pure di−n et la dimension d’une fibre générique de
la restriction f |Pi−O est inférieure à di− 1−n. Autrement dit, il existe un ouvert Wi ⊂ N0 tel que
pour tout y ∈ Wi, f |−1Pi (y) est de dimension pure di−n et tel que le complémentaire de f |−1Pi (y)∩O
dans f |−1Pi (y) est de dimension inférieure à di − 1 − n. Donc pour tout y ∈ Wi, f |−1Pi (y) ∩ O est
dense dans f |−1Pi (y). L’ouvert W :=
⋂
i∈J
Wi ⊂ N0 est l’ouvert recherché puisque pour tout y ∈ W ,
f−1(y) ∩O est dense dans f−1(y). 
Lemme 3.13. Soit f : P 99K N une application rationnelle dominante où N est une variété
irréductible. Soit E un ensemble général de P . Le produit fibré E ×N E est dense dans le produit
fibré P ×N P .
Démonstration. Fait : Notons P ◦ le domaine de définition de f . Il existe un ensemble général
U ⊂ P tel que pour tout x ∈ U , {x}× f−1(f(x)) est inclus dans l’adhérence de Zariski de E ×N E
dans P ◦ ×N P ◦. Cette adhérence est notée E ×N EP
◦
.
L’ensemble E est l’intersection dénombrable d’ouverts Oi ⊂ P , i ∈ N. Fixons i ∈ N. Le lemme
(3.12) appliqué au morphisme f : P ◦ → N et à l’ouvertOi donne l’existence d’un ouvertWi ⊂ N tel
que pour tout y ∈Wi, f−1(y)∩Oi est un ouvert dense de f−1(y). Pour tout x ∈ Ui := f−1(Wi)∩Oi,
f−1(f(x))∩Oi est un ouvert dense de f−1(f(x)). Notons U =
⋂
i
Ui. Pour tout x ∈ U , f−1(f(x))∩E
est dense dans f−1(f(x)) car une intersection dénombrable d’ouverts denses est dense. Ainsi, pour
tout x ∈ U ⊂ E, {x} × f−1(f(x)) = {x} × f−1(f(x)) ∩EP
◦
⊂ E ×N EP
◦
ce qui montre le fait.
Notons maintenant V = P ◦ ×N P ◦ − E ×N EP
◦
et montrons que cet ouvert de P ◦ ×N P ◦
est vide. Notons pr1 : P ◦ ×N P ◦ → P ◦ la projection sur la première coordonnée. Si x ∈ pr1(V )
alors {x}× f−1(f(x)) 6⊂ E ×N EP
◦
. Si U est l’ensemble général donné dans le fait précédent alors
pr1(V ) ∩ U = ∅. Si V était non vide alors pr1(V ) contiendrait un ouvert de P ◦ ce qui contredirait
la vacuité de son intersection avec l’ensemble général U . Donc E ×N E est dense dans P ◦ ×N P ◦
qui est lui-même dense dans P ×N P par définition. Ceci termine la preuve du lemme. 
Lemme 3.14. La sous-variété Rck(X) définie en (3.11) ne dépend pas de l’intégrale première
maximale choisie. Elle est de plus invariante sous l’action diagonale du groupe Γk.
Démonstration. Soient π : Rk(M/S) 99K N et π′ : Rk(M/S) 99K N ′ deux intégrales premières
maximales. Aux égalités C(N) = C(Rk(M/S))RkX = C(N ′) il est associé le diagramme commuta-
tif :
Rk(M/S)
π

✤
✤
✤
π′
$$ $$■
■
■
■
■
N
∼
ψ
//❴❴❴❴❴ N ′
qui induit sur des ouverts convenables : Rk(M/S)◦
π

π′
%% %%❑
❑❑
❑❑
❑❑
❑❑
N◦
∼
ψ
// N ′◦
La commutativité du dernier diagramme donne l’égalité des produits fibrésRk(M/S)◦×N◦Rk(M/S)◦ =
Rk(M/S)
◦ ×N ′◦ Rk(M/S)◦. En appliquant le lemme (3.13) à π puis à π′ avec l’ouvert Rk(M/S)◦
qui est en particulier un ensemble général, nous obtenons les égalités Rk(M/S) ×N Rk(M/S) =
Rk(M/S)◦ ×N◦ Rk(M/S)◦ = Rk(M/S)◦ ×N ′◦ Rk(M/S)◦ = Rk(M/S)×N ′Rk(M/S). Ce qui conclut
la preuve de la première assertion.
Montrons la stabilité sous l’action diagonale. Soit jk(γ) ∈ Γk. Notons ∆jk(γ) l’action diagonale
de jk(γ) sur le produit Rk(M/S) × Rk(M/S) et montrons que ∆jk(γ)(Rck(X)) = Rck(X). Soit
π : Rk(M/S) 99K N une intégrale première maximale du prolongement RkX . Notons Rk(M/S)◦
le domaine de définition de π et N ′ une copie de N de telle sorte que l’application π ◦ Sjk(γ−1)
s’écrive π◦Sjk(γ−1) : Rk(M/S) 99K N ′. Nous avons l’égalitéRk(M/S)◦.jk(γ)×N ′Rk(M/S)◦.jk(γ) =
∆jk(γ)(Rk(M/S)
◦×NRk(M/S)◦). De plus l’application π◦Sjk(γ−1) est aussi une intégrale première
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maximale puisque :
(π ◦ Sjk(γ−1))∗C(Rk(M/S)) = Sjk(γ−1)∗C(Rk(M/S))RkX
= {f ◦ Sjk(γ−1) | RkX(f) = 0, f ∈ C(Rk(M/S))}
= {h ∈ C(Rk(M/S)) | RkX(h ◦ Sjk(γ)) = 0}
= {h ∈ C(Rk(M/S)) | Sjk(γ)∗RkX(h) = 0}
= C(Rk(M/S))
RkX car Sjk(γ)
∗RkX = RkX
La non-dépendance envers l’intégrale première maximale choisie nous permet d’obtenir l’éga-
lité Rck(X) = Rk(M/S)◦ ×N ′ Rk(M/S)◦ = ∆jk(γ).Rk(M/S)◦ ×N Rk(M/S)◦. Sachant que ∆jk(γ)
est un isomorphisme de Rk(M/S) × Rk(M/S), il vient Rck(X) = Rk(M/S) ×N ′ Rk(M/S) =
∆jk(γ)(Rk(M/S)×N Rk(M/S)) = ∆jk(γ)(Rck(X)) ce qui termine la preuve. 
Nous donnons maintenant le lien entre les variétésRck(X) et Gck(X) qui montre que cette dernière
est intrinsèque à la distribution.
Lemme 3.15. Les variétés Rck(X) et Gck(X) se correspondent par la projection Φk : Rk(M/S) ×
Rk(M/S)→ Autk(M/S), i.e. Gck(X) = Φk(Rck(X)) et Φ−1k (Gck(X)) = Rck(X).
Démonstration. Soient (Hi)1≤i≤n une famille génératrice de C(Rk(M/S))RkX et π : Rk(M/S) 99K
N une intégrale première maximale du prolongement RkX . Soit Rk(M/S)◦ un ouvert de Rk(M/S)
sur lequel les applications Hi, π sont bien définies. Par définition, Rck(X) et Gck(X) sont les clôtures
respectives des ensembles Rk(M/S)◦×N Rk(M/S)◦ et {φ ∈ Φk(Rk(M/S)◦×Rk(M/S)◦) | ∀i, Hi ◦
φ = Hi}. Commençons par montrer que ces ensembles se correspondent par Φk. Soient (jk(r), jk(s)) ∈
(Rk(M/S)
◦)2 et jk(φ) = Φk(jk(r), jk(s)). Les équivalences suivantes montrent la correspondance :
∀i = 1, . . . , n, Hi ◦ φ = Hi
⇔ π(jk(r) = π(jk(s))
⇔ ∀jk(γ) ∈ Γk, (jk(r ◦ γ), jk(s ◦ γ)) ∈ (Rk(M/S)◦)2, π(jk(r ◦ γ)) = π(jk(s ◦ γ))
où la dernière équivalence découle du fait que Sjk(γ)
∗π est aussi une intégrale première maximale.
Nous avons l’inclusion Φ−1(Gck(X)) ⊃ Rck(X) car Φ−1(Gck(X)) est fermé et contient Rk(M/S)◦×N
Rk(M/S)
◦. La stabilité de la sous-variété Rck(X) sous l’action diagonale donne Φ−1k Φk(Rck(X)) =
Rck(X). L’image Φ(Rck(X)) est fermée puisque la topologie sur Autk(M/S) est la topologie quo-
tient. Nous avons l’inclusion Gck(X) ⊂ Φ(Rck(X)) car Φ(Rck(X)) est un fermé qui contient {φ ∈
Φk(Rk(M/S)
◦ × Rk(M/S)◦) | ∀i, Hi ◦ φ = Hi}. Ceci donne l’inclusion Φ−1(Gck(X)) ⊂ Rck(X) et
termine la preuve. 
3.2. Équivalence des trois définitions.
Théorème 3.16. Soient S et M deux variétés complexes, lisses, irréductibles, ρ : M → S un
morphisme lisse à fibres connexes et X un champ de vecteurs sur M tangent aux fibres de ρ.
Les trois définitions de groupoïde donnés dans la sous-section précédente sont équivalentes, i.e.
Gak (X) = Gbk(X) = Gck(X). Cette sous-variété de Autk(M/S) est appelé le groupoïde de Galois
d’ordre k. Elle est notée Galk(X/S).
Démonstration. Grâce au lemmes (3.3), (3.7) et (3.15), il suffit de montrer les égalités Rak(X) =
Rbk(X) = Rck(X). Nous montrons dans l’ordre : Rbk(X) ⊂ Rak(X), Rck(X) ⊂ Rbk(X) et Rak(X) ⊂
Rck(X).
La variétéRak(X) contient la diagonale de Rk(M/S)×Rk(M/S) et est tangente au prolongement
0 +RkX . Elle contient Rbk(X) par minimalité de cette dernière.
Soit π : Rk(M/S) 99K N une intégrale première maximale de RkX . Le théorème [4, theorem
1.1.] nous donne l’existence d’un ensemble général E ⊂ Rk(M/S) tel que pour tout jk(r) ∈ E,
π−1(π(jk(r))) est V (RkX, jk(r)) la sous-variété minimale tangente à RkX contenant jk(r). Par
définition, la sous-variété Rbk(X) contient la diagonale de Rk(M/S)× Rk(M/S) et est tangente à
0 + RkX . Pour tout jk(r) ∈ E, {jk(r)} × V (RkX, jk(r)) ⊂ Rbk(X). Donc E ×N E ⊂ {{jk(r)} ×
V (RkX, jk(r)) | jk(r) ∈ E} ⊂ Rbk(X). Grâce au lemme (3.13) nous obtenons Rck(X) = E ×N E ⊂
Rbk(X).
Il reste la dernière inclusionRak(X) ⊂ Rck(X) à montrer. Soient π : Rk(M/S) 99K N une intégrale
première maximale du prolongement RkX et Rk(M/S)◦ son domaine de définition. L’ensemble
Rk(M/S)
◦ ×N Rk(M/S)◦ est tangent au champ 0 +RkX puisque le champ RkX est tangent aux
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fibres de π. La propriété de tangence est une propriété fermée. La variété Rck(X) est tangente au
champ 0 +RkX . Montrons que cette variété est une relation d’équivalence au-dessus d’un ouvert.
Ceci nous permettra de conclure sur l’inclusion cherchée grâce à la minimalité de la variété Rak(X).
Quitte à réduire l’ouvert Rk(M/S)◦, nous pouvons supposer que son image M◦ par la projection
Rk(M/S)→M soit un ouvert de M .
Fait : Soit (jk(r1), jk(r2), jk(r3)) ∈ Rk(M◦/S)3. Il existe jk(γ) ∈ Γk tel que (jk(r1), jk(r2), jk(r3)) ∈
(Rk(M/S)
◦.jk(γ))
3.
Pour i = 1, 2, 3, les ensembles {jk(γ) ∈ Γk, jk(ri).jk(γ)−1 ∈ Rk(M/S)◦} sont trois ouverts
de Γk. Chacun d’eux est non vide grâce à la transitivité de l’action de Γk sur chaque fibre de
Rk(M
◦/S) → M◦. L’irréductibilité de Γk implique que leur intersection est non vide. Ce qui
montre le fait.
Soit (jk(r1), jk(r2), jk(r3)) ∈ Rk(M◦/S)3. Notons ∆ l’action diagonale de Γk. Le fait nous donne
l’existence d’un élément jk(γ) ∈ Γk tel que (jk(r1), jk(r2)) ∈ ∆jk(γ)(Rk(M/S)◦ × Rk(M/S)◦) et
(jk(r2), jk(r3)) ∈ ∆jk(γ)(Rk(M/S)◦ × Rk(M/S)◦). Soit N ′ une copie de N de telle sorte que
l’application π ◦ Sjk(γ−1) s’écrive π ◦ Sjk(γ−1) : Rk(M/S) 99K N ′. Le lemme (3.14) nous dit que
Rck(X)∩∆jk(γ)(Rk(M/S)◦×Rk(M/S)◦) = Rk(M/S)◦.jk(γ)×N ′ Rk(M/S)◦.jk(γ). Nous obtenons
ainsi les implications
(jk(r1), jk(r2)) ∈ Rck(X)|M◦×M◦ =⇒ π(jk(r1 ◦ γ−1)) = π(jk(r2 ◦ γ−1))
=⇒ (jk(r2), jk(r1)) ∈ Rck(X)|M◦×M◦
et
(jk(r1), jk(r2)) ∈ Rck(X)|M◦×M◦ et (jk(r2), jk(r3)) ∈ Rck(X)|M◦×M◦
=⇒ π(jk(r1 ◦ γ−1)) = π(jk(r2 ◦ γ−1)) et π(jk(r2 ◦ γ−1)) = π(jk(r3 ◦ γ−1))
=⇒ π(jk(r1 ◦ γ−1)) = π(jk(r3 ◦ γ−1))
=⇒ (jk(r1), jk(r3)) ∈ Rck(X)|M◦×M◦
qui nous donnent la stabilité de la variété Rck(X)|M◦×M◦ par inversion et par composition partielle.
Autrement dit, la variété Rck(X)|M◦×M◦ est une relation d’équivalence, ce qui conclut la preuve
de la dernière inclusion. 
Proposition 3.17. Soit v ∈ N le maximum des dimensions des sous-variétés minimales tangentes
à RkX (voir [4]). Le groupoïde de Galois d’ordre k du champ X est une variété irréductible de
dimension dim(Rk(M/S)) + v − dim(Γk).
Démonstration. Nous savons par la définition dite topologique que le groupoïde de Galois est la
sous-variété minimale tangente à 0 + RkX qui contient l’identité. Le corollaire [4, corollary 2.6]
nous dit que cette sous-variété est irréductible. Utilisons la définition avec les intégrales premières
pour le calcul de la dimension. Soit π : Rk(M/S) 99K N une intégrale première maximale. Le
théorème [4, theorem 1.1] nous dit que les fibres génériques sont de dimension v et que la variété
N est de dimension dim(Rk(M/S))− v. Le produit fibré Rk(M/S)×N Rk(M/S) est de dimension
2 dim(Rk(M/S))−(dim(Rk(M/S))−v) = dim(Rk(M/S))+v. Le groupoïde de Galois étant l’image
de ce produit fibré par Φk, il est donc de dimension dim(Rk(M/S)) + v − dim(Γk). 
3.3. Le groupoïde de Galois.
Lemme 3.18. La restriction de la projection Autk(M/S)→ Autk−1(M/S) au groupoïde de Galois
d’ordre k induit un morphisme dominant Galk(X/S)→ Galk−1(X/S).
Démonstration. Notons πk la projection Autk(M/S) → Autk−1(M/S). Il suffit de montrer que
πk(Galk(X/S)) = Galk−1(X/S). Remarquons déjà que dπk.RtkX = R
t
k−1X puisque leurs flots sont
les mêmes, à savoir : πk ◦jk(exp(τX)) = jk−1(exp(τX)). Nous savons aussi que l’image de l’identité
de Autk(M/S) par πk est l’identité de Autk−1(M/S). Nous en déduisons que π(Galk(X/S)) est une
variété contenant l’identité et tangente à Rtk−1X puisque la tangence est une propriété fermée. La
minimalité de Galk−1(X/S) implique l’inclusion π(Galk(X/S)) ⊃ Galk−1(X/S). Inversement, la
variété π−1k (Galk−1(X/S)) contient l’identité de Autk(M/S) et est tangente à R
t
kX . La minimalité
de Galk(X/S) implique l’inclusion Galk(X/S) ⊂ π−1k (Galk−1(X/S)). En prenant l’image par πk de
part et d’autre de l’inclusion cela donne l’inclusion πk(Galk(X/S)) ⊂ Galk−1(X/S) ce qui termine
la preuve. 
Ce lemme permet de donner la définition suivante :
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Définition 3.19. Le groupoïde de Galois Gal(X/S) est la limite projective de la famille des grou-
poïdes de Galois d’ordre k : (Galk(X/S))k. Lorsque l’espace des paramètres S est réduit à un point,
il est noté Gal(X).
La définition du groupoïde de Galois d’ordre k avec les intégrales premières du champ X amène
à décrire le groupoïde de Galois de la façon suivante :
Gal(X/S) = {φ ∈ Aut(M/S) | ∀k ∈ N, ∀H ∈ C(Rk(M/S))RkX , H ◦ jk(φ) = H}
Exemple 3.20. Soit Y un champ de vecteurs sur M tangent aux fibres de ρ. Il définit m fonctions
Hi ∈ C(R1(M/S)) donnant les coordonnées de j0(r∗Y ) :
j0(r
∗Y ) =
∑
i
Hi(j1r)
∂
∂ǫi
Le champ Y est invariant par le champ X, i.e. LXY = 0, si et seulement si R1X(Hi) = 0 pour
tout i. En particulier, si Y = X alors R1X(Hi) = 0 pour tout i.
Pour φ ∈ Aut(M/S), par définition des fonctions Hi, j0((φ ◦ r)∗Y ) =
∑
i
Hi(j1(φ ◦ r)) ∂∂ǫi . Ainsi
φ∗Y = Y si et seulement si Hi ◦R1(φ) = Hi pour tout i.
Exemple 3.21. Soit ω ∈ Ω1(M/S) le dual de l’espace des dérivations OS-linéaire. Cette 1-forme
définit m fonctions Hi ∈ C(R1(M/S)) par
j0(r
∗ω) =
∑
Hi(j1r)dǫi
La 1-forme ω est invariante par X, i.e. LXω = 0, si et seulement si R1X(Hi) = 0 pour tout i.
Pour φ ∈ Aut(M/S), nous avons l’équivalence φ∗ω = ω si et seulement si Hi ◦R1φ = Hi pour tout
i.
La proposition qui va suivre fait le lien avec entre notre définition de groupoïde de Galois et
celle donnée par B. Malgrange ([16]) dans le cas où l’espace des paramètres S est réduit à un point.
Commençons par un lemme. L’espace des opérateurs différentiels DM/S agit sur OAut(M/S) (voir
la sous-section 2.2.2).
Lemme 3.22. Soit I ⊂ OAut(M/S) l’idéal associé au groupoïde de Galois Gal(X/S). Cet idéal
est DM/S-invariant. Nous dirons que le groupoïde de Galois est une DM/S-sous-pro-variété de
Aut(M/S).
Démonstration. Pour tout k ∈ N, notons Ik ⊂ ORk(M/S)×Rk(M/S) l’idéal associé à la sous-variété
de Rk(M/S) × Rk(M/S) correspondante au groupoïde de Galois d’ordre k : Galk(X/S). Par le
lemme (2.11), il suffit de montrer que (∂i ⊗ 1 + 1 ⊗ ∂i)Ik ⊂ Ik+1. Pour k ∈ N, décrivons Ik en
utilisant la définition (3.9) du groupoïde de Galois d’ordre k. Si U est un ouvert affine de M ,
alors Ik(U × U) = {P ⊗ Q − Q ⊗ P | (P,Q) ∈ ORk(M/S)(U)2 et P/Q ∈ C(Rk(M/S))RkX}. Soit
(P,Q) ∈ ORk(M/S)(U)2 vérifiant P/Q ∈ C(Rk(M/S))RkX . Un petit calcul donne l’égalité
(⋆) (Q⊗Q)(∂i ⊗ 1 + 1⊗ ∂i)(P ⊗Q−Q⊗ P ) + (P ⊗Q−Q ⊗ P )(∂iQ⊗Q+Q⊗ ∂iQ))
= (Q∂iP − P∂iQ)⊗Q2 −Q2 ⊗ (Q∂iP − P∂iQ)
Or le fait que P/Q ∈ C(Rk(M/S))RkX et les relation (3) que vérifient le champ de vecteurs RkX
nous donnent Rk+1X∂i(P/Q) = ∂iRkX(P/Q) = 0. Ceci implique que
Q∂iP−P∂iQ
Q2 = ∂i(P/Q) ∈
C(Rk+1(M))
Rk+1X et donc que (Q∂iP − P∂iQ) ⊗Q2 −Q2 ⊗ (Q∂iP − P∂iQ) ∈ Ik+1(U × U). De
plus P ⊗ Q − Q ⊗ P ∈ Ik(U × U) ⊂ Ik+1(U × U) par le lemme (3.18). Donc l’égalité (⋆) nous
donne (Q⊗Q)(∂i ⊗ 1 + 1⊗ ∂i)(P ⊗Q−Q⊗ P ) ∈ Ik+1(U ×U). L’élément Q⊗Q n’est pas inclus
dans Ik+1(U × U) car sinon il devrait s’annuler sur l’identité ce qui impliquerait que Q = 0. Le
groupoïde de Galois Galk+1(X) est irréductible donc l’idéal Ik+1(U ×U) est premier. Ceci entraine
que (∂i⊗ 1+1⊗ ∂i)(P ⊗Q−Q⊗P ) ∈ Ik+1(U ×U). Ce qui donne l’inclusion recherchée et montre
que le groupoïde Gal(X/S) est une DM/S-pro-variété. 
Proposition 3.23. Nous supposons que la variété S est réduite à un point. Le groupoïde de Galois
Gal(X) est la sous-pro-variété minimal de Aut(M) vérifiant les trois propriétés suivantes :
— Gal(X) est une DM -sous-pro-variété de Aut(M)
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— Il existe un ouvert U ⊂ M au-dessus duquel tous les groupoïdes de Galois d’ordre k sont
des sous-groupoïdes algébriques de Autk(M). En suivant ([16]), si Gal(X) vérifie ces deux
premières conditions, alors Gal(X) est appelé un groupoïde de Lie.
— Les groupoïdes de Galois d’ordre k sont tangents au champ RtkX, i.e. R
t
kX ⊂ TGalk(X)
La définition présente dans [16] de groupoïde de Lie diffère légèrement de celle donnée ci-dessus.
Pour n ∈ N, notons πn la projection Aut(M)→ Autn(M). La définition de [16] dit qu’uneDM -sous-
pro-variété G de l’espace des automorphismes de M est un groupoïde de Lie s’il existe n ∈ N tel
qu’au-dessus d’un ouvert, πk(G) est un groupoïde pour k ≥ n. Mais ces deux définitions coïncident.
Les opérations de composition partielle et d’inversion commutent aux projections Autn(M) →
Autk(M) pour k ≤ n. Si l’ensemble constructible πn(G) est stable par ces opérations au-dessus
d’un ouvert alors pour k ≤ n l’ensemble constructible πk(G) est aussi stable par ces opérations
au-dessus d’un ouvert éventuellement plus petit. Quitte à prendre un plus petit ouvert pour πn(G),
nous n’aurons pas besoin de le réduire pour πk(G).
Démonstration. Le groupoïde de Galois vérifie la première et la troisième propriété. Nous allons
montrer qu’il vérifie la deuxième. Pour montrer que l’ouvert de cette deuxième condition peut être
choisi indépendamment de k nous utilisons un théorème de B. Malgrange qui est donné dans [16]
dans un cadre analytique mais qui reste valable dans un cadre algébrique. Nous montrons ensuite
la minimalité.
Pour montrer la deuxième propriété nous allons construire un groupoïde de Lie puis voir qu’il
coïncide avec le groupoïde de Galois. Notons I ⊂ OAut(M) l’idéal associé à Gal(X). Pour k ∈ N,
notons πk la projection Aut(M) → Autk(M). Pour k ∈ N, notons Gal(X)(k) la DM -sous-variété
de Aut(M) qui est définie par le faisceau d’idéaux différentiel engendré par I∩OAutk(M). Montrons
que Gal(X)(k) est un groupoïde de Lie. D’après le lemme (3.22), Gal(X) est une DM -sous-pro-
variété de Aut(M). Donc Gal(X) ⊂ Gal(X)(k) et πk(Gal(X)(k)) = πk(Gal(X)) = Galk(X). La
définition (3.5) dite algébrique du groupoïde de Galois d’ordre k de X nous dit que πk(Gal(X)(k))
est un groupoïde au-dessus d’un ouvert. Le théorème [16, 4.4.1] nous dit que Gal(X)(k) est un
groupoïde de Lie. Le théorème [16, 4.5.1] nous dit que l’intersection
⋂
k
Gal(X)(k) est encore un
groupoïde de Lie. Pour montrer que le groupoïde de Galois Gal(X) est bien un groupoïde de Lie,
il suffit de montrer qu’il coïncide avec cette intersection. Or pour tout k ∈ N, nous avons vu que
Gal(X) ⊂ Gal(X)(k) donc Gal(X) est contenu dans l’intersection. Sachant que pour tout k ∈ N,
πk(Gal(X)(k)) = πk(Gal(X)), nous obtenons l’inclusion inverse et terminons la preuve pour la
deuxième propriété.
Il reste la minimalité. Si W est une pro-variété vérifiant les trois propriétés de la proposition
alors la minimalité de W implique W ⊂ Gal(X). Or W est la limite projective d’une famille de
variété (Wk)k. Si l’inclusion est stricte alors il existe un entier k tel que l’inclusion Wk ⊂ Galk(X)
est stricte. Mais ceci contredit la minimalité de Galk(X). Il vient donc W = Gal(X). Ceci termine
la preuve de la proposition. 
Corollaire 3.24. Lorsque l’espace des paramètres S est réduit à un point, la définition (3.19) du
groupoïde de Galois de X coïncide avec celle donnée par B. Malgrange dans [16].
Démonstration. Le groupoïde de Galois défini par B. Malgrange est la sous-pro-variété minimal de
Aut(M) vérifiant les trois propriétés décrites dans la proposition (3.23). 
Pour conclure cette partie nous allons décrire une partie des équations du groupoïde de Ga-
lois d’un système linéaire. Suivant les cas particuliers effectivement considérés d’autres équations
pourront apparaitre.
Exemple 3.25. Posons S = C et M = S × Cn+1. Nous noterons q la coordonnée sur S et
t, x1, . . . xn les coordonnées sur C
n+1. Considérons un champ de vecteurs de la forme
X =
∂
∂t
+
∑
Aji (t, q)xj
∂
∂xi
où A ∈ Mn×n(C(t, q)). Ce champ de vecteurs représente le système linéaire à paramètres : dXdt =
A(t, q)X.
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L’espace des repères d’ordre 1 est R1(M/S) = M × GL(Cn+1) de coordonnées q, t, x1, . . . xn,
t1iet x1ij , j = 1, . . . , n et i = 0, . . . , n. Le prolongement du champ de vecteurs est
R1X = X +
∑(∂Aji
∂t
t1kxj +A
j
ix
1k
j
)
∂
∂x1ki
(1) Les fonctions t1i sont des intégrales premières de R1X. Elles sont préservées par Gal1(X/S).
Ceci signifie que les éléments de Gal(X/S) sont de la forme :
(Mq, p1)→ (Mq, p2) : (t, x) 7→ (t+ c, ϕq(t, x)) avec c ∈ C
(2) Plaçons nous sur V ⊂ R1(M/S) décrite par t1i = δ0i pour i = 0, . . . , n. Notons x′ la matrice
(x1ij )j=1,...,n
i=1,...,n
. Les coefficients de (x′)−1x sont des intégrales premières de R1X. Le groupoïde
les préservant est l’ensemble des transformations de la forme :
(Mq, p1)→ (Mq, p2) : (t, x) 7→ (t+ c, αq(t)x)
avec ddtαq = A(t, q)αq − αqA(t+ c, q)
Les réductions supplémentaires qui peuvent éventuellement être faites dépendront de la matrice
A. Elles seront données par des équations polynomiales en les coefficients de α,i.e. dans C[q, t][αji ].
Notez que le sous-groupoïde de Gal(X/S) des élements fixant t est le groupe de Galois intrinsèque
sur C(q, t) avec sa structure différentielle par rapport à ddt .
Exemple 3.26. Posons S = {∗} et M = C × Cn+1. Nous noterons q la coordonnée sur C et
t, x1, . . . xn les coordonnées sur C
n+1. Considérons un champ de vecteurs de la forme
X =
∂
∂t
+
∑
Aji (t, q)xj
∂
∂xi
où A ∈Mn×n(C(t, q)). Ce champ de vecteur représente le système non linéaire :{
dX
dt = A(t, q)X
dq
dt = 0
L’espace des repères d’ordre 1 est R1(M) = M ×GL(Cn+2) de coordonnées q, t, x1, . . . xn, q1i ,
t1iet x1ij , j = 1, . . . , n et i = −1, . . . , n. Le prolongement du champ de vecteurs est
R1X = X +
∑((∂Aji
∂t
t1k +
∂Aji
∂q
q1k
)
xj +A
j
ix
1k
j
)
∂
∂x1ki
(1) Les fonctions q, q1i et t1i sont des intégrales premières de R1X. Elles sont préservées par
Gal1(X). Ceci signifie que les éléments de Gal(X) sont de la forme :
(M,p1)→ (M,p2) : (q, t, x) 7→ (q, t+ c, ϕ(q, t, x))
(2) Plaçons nous sur V ⊂ R1(M) décrite par q1−1 = 1, q1i = 0 t1i = δ0i pour i = −1, . . . , n.
Notons x′ la matrice (x1ij )j=1,...,n;i=1,...,n. Les coordonnées de (x
′)−1x sont des intégrales
premières de R1X. Le groupoïde les préservant est l’ensemble des transformation de la forme :
(M,p1)→ (M,p2) : (q, t, x) 7→ (q, t+ c, α(q, t)x)
avec ∂∂tα = A(t, q)α − αA(t+ c, q)
Les réductions supplémentaires qui peuvent éventuellement être faites dépendront de la ma-
trice A. Elles seront données par des équations différentielles en les coefficients de α,i.e. dans
C[q, t][
∂kαj
i
∂qk ].
Notez que le sous-groupoïde de Gal(X) des élements fixant t est une version intrinsèque du
groupe de Galois à paramètres sur C(q) avec sa structure différentielle par rapport à ∂∂t et
∂
∂q .
4. Théorèmes de projection et de spécialisation
Ces théorèmes se proposent de comparer les "tailles" de différents groupoïde de Galois. Avant
de les énoncer nous devons préciser la manière de mesurer la "taille" d’objets de dimension infinie.
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4.1. Type différentiel du groupoïde de Galois. Pour mesurer la taille du groupoïde de Galois,
nous allons regarder la suite des dimensions donnée par la filtration par les jets d’ordre fini. Plus
généralement, E.R.Kolchin a donné dans [14] un analogue du polynôme de Hilbert dans le cadre
de l’algèbre différentielle :
Théorème 4.1. Soient (K,D1, . . . , Dm) un corps différentiel dans lequel les dérivations Di com-
mutent entre elles, des éléments η1, . . . , ηn d’une extension différentielle de (K,D1, . . . , Dm), L =
K〈η1, . . . ηn〉 le corps différentiel engendré par ces éléments et pour k ∈ N, L≤k le sous corps de L
engendré par K et les dérivées au plus k-ième de ces éléments. Il existe un polynôme P ∈ Q[x] de
degré ℓ appelé polynôme de dimension différentielle tel que :
— il existe k0 ∈ N tel que pour tout k ≥ k0, P (k) = trdegK(L≤k)
— ℓ ≤ m et le polynôme P peut s’écrire sous la forme P (k) = ∑
0≤i≤ℓ
ai
(
k+i
i
)
où ai ∈ Z
— le degré ℓ et le coefficient aℓ ne dépendent pas des éléments η1, . . . , ηn mais seulement de L
— l’entier ℓ est le type différentiel de L sur K.
— le coefficient aℓ est le degré de transcendance différentielle de L sur K.
Exemple 4.2. Soit U ⊂ C2 un ouvert affine muni de deux systèmes de coordonnées (x1, x2) et
(y1, y2). Considérons l’extension différentielle(
C,
∂
∂u
,
∂
∂v
)
⊂
(
C(Aut(U)),
∂
∂x1
,
∂
∂x2
)
=
(
C(x1, x2, y
α
1 , y
α
2 , α ∈ N2),
∂
∂x1
,
∂
∂x2
)
où ∂∂xixj = δij ,
∂
∂xi
yαj = y
α+1i
j . Le degré de transcendance de C(Autk(U)) sur C est deux fois le
cardinal de {α ∈ N2 | |α| ≤ k} plus deux :
2(1 + 2 + . . .+ (k + 1)) + 2 = 2
(
k + 2
2
)
+ 2
Corollaire 4.3. Il existe un polynôme P ∈ Q[x] de degré ℓ tel que :
— il existe k0 ∈ N tel que pour tout k ≥ k0, P (k) = dim(Galk(X/S))
— ℓ ≤ dimS(M) et le polynôme P peut s’écrire sous la forme P (k) =
∑
0≤i≤l
ai
(
k+i
i
)
où ai ∈ Z
— le coefficient aℓ est le degré de transcendance différentiel de C(Gal(X/S)) sur C
Démonstration. Soit U ⊂M ×M le revêtement non-ramifié d’un ouvert de C2(m+d) présenté dans
le lemme (2.9). Ses coordonnées sont notées x1, . . . , xm, t1, . . . , td, y1, . . . , ym, z1, . . . , zd. D’après
ce lemme, C(Aut(M/S)) = C(M ×M)(yαi , 1 ≤ i ≤ m, α ∈ Nm, 1 ≤ |α|). Les dérivations D1 :=
∂
∂x1
, . . . , Dm :=
∂
∂xm
engendrentDM/S . Elles vérifientDixj = δij , Ditj = 0, Diyαj = yα+1ij , Dizj =
0. Ainsi, (C(Aut(M/S)), D1, . . . , Dm) est une extension différentielle de (C, D1, . . . , Dm) qui est dif-
férentiellement engendrée par les 2(m+ d) d’éléments : x1, . . . , xm, t1, . . . , td, y1, . . . , ym, z1, . . . , zd.
L’idéal I associé au groupoïde de Galois est premier par la proposition (3.17) et DM/S-invariant
par le lemme (3.22). Les dérivations Di passent au quotient OAut(M/S)(U)/I(U). Le corps des
fractions du quotient C(Gal(X/S)) est différentiellement engendré par la classe des 2(m+d) d’élé-
ments x1, . . . , xm, t1, . . . , td, y1, . . . , ym, z1, . . . , zd modulo I. Le théorème (4.1) nous donne alors
l’existence du polynôme appelé polynôme de dimension différentielle. 
Définition 4.4. Le type différentiel du groupoïde de Galois du champ X sur S est le degré de son
polynôme de dimension différentielle. Il est noté tdiff(Gal(X/S)).
4.2. Le théorème de projection. Soient N une variété irréductible lisse de dimension n ≤ m,
π : M 99K N une application rationnelle dominante et ρ˜ : N → S un morphisme lisse à fibres
connexes tels que le diagramme commute
M
π // //❴❴❴
ρ
  ❇
❇❇
❇❇
❇❇
❇ N
ρ˜

S
Définition 4.5. La sous-variété des S-automorphismes d’ordre k de M adaptés au feuilletage
induit par π est notée Autk(Fπ), i.e.
Autk(Fπ) := {jk(φ) ∈ R(M/S) | jk(φ)∗(π∗ΩN ) ⊂ π∗ΩN )}
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Soient U ⊂M×M , U˜ ⊂ N×N deux voisinages ouverts qui sont respectivement des revêtements
non ramifiés d’ouverts de C2(m+d), C2(n+d) et qui font commuter le diagramme :
U //
pr1/pr2

Cm+d × Cm+d
pr1/pr2

M //
π

Cm+d

U˜ //
ρ˜

Cn+d

S // Cd
Les flèches verticales sans noms du diagramme sont les projections sur les dernières coordonnées.
Il vient un système de coordonnées p1 = (p′1, p˜1, q1) ∈ Cm−n × Cn × Cd, p2 = (p′2, p˜2, q2) ∈
Cm−n × Cn × Cd dans lequel un élément de Autk(Fπ) s’écrit :
jk(φ)((p
′
1, p˜1) + (ǫ1, . . . , ǫm), q1) =
 ∑
α∈Nm
|α|≤k
φα1
ǫα
α!
, . . . ,
∑
α∈Nm
|α|≤k
φαm−n
ǫα
α!
,
∑
α∈{0}m−n×Nn
|α|≤k
φαm−n+1
ǫα
α!
, . . . ,
∑
α∈{0}m−n×Nn
|α|≤k
φαm
ǫα
α!
, q2

où pour tout i = 1, . . . ,m, α ∈ N, φαi ∈ C. Il vient une application π∗ : Autk(Fπ) → Autk(N/S)
telle que
π∗(jk(φ))(p˜1 + (ǫm−n+1, . . . , ǫm), q1) =
 ∑
α∈{0}m−n×Nn
|α|≤k
φαm−n+1
ǫα
α!
, . . . ,
∑
α∈{0}m−n×Nn
|α|≤k
φαm
ǫα
α!
, q2

Théorème 4.6. Soit X et Y des champs de vecteurs rationnels sur M et N vérifiant dπ.X = Y .
Pour tout k ∈ N,
π∗Galk(X/S)) = Galk(Y/S)
Démonstration. Notons exp(τX) les flots du champ X et exp(τY ) les flots du champ Y . Nous
avons π ◦ exp(τX) = exp(τY ) ◦ π. L’action au but des flots jk(exp(τX)) sur Autk(M/S) préserve
Autk(Fπ). Le prolongement RtkX est tangent à Autk(Fπ). Or, l’image de l’identité de Autk(M/S)
par π∗ est l’identité de Autk(N/S). Par minimalité Galk(X/S) ⊂ Autk(Fπ). L’image de Galk(X/S)
par π∗ a un sens.
L’égalité π◦exp(τX) = exp(τY )◦π donne π∗jk(exp(τX)) = jk(exp(τY )), donc π∗RtkX = RtkY .
La sous-variété π∗(Galk(X/S)) ⊂ Aut(N/S) contient l’identité. Elle est tangente à RtkY puisque
la tangence est une propriété fermée. Par minimalité nous avons l’inclusion π∗(Galk(X/S)) ⊃
Galk(Y/S). Inversement, la variété π−1∗ (Galk(Y/S)) contient l’identité de Autk(M/S) et est tan-
gente à RtkX . La minimalité de Galk(X/S) implique l’inclusion Galk(X/S) ⊂ π−1∗ (Galk(Y/S)). En
prenant l’image par π∗ de part et d’autre de l’inclusion cela donne l’inclusion π∗(Galk(X/S)) ⊂
Galk(Y/S) ce qui termine la preuve. 
Corollaire 4.7. Soit Y un champ de vecteurs rationnel sur N vérifiant dπ.X = Y . Alors
tdiff(Gal(Y/S)) ≤ tdiff(Gal(X/S))
Démonstration. Par le théorème (4.6), pour tout k ∈ N, dim(Galk(Y/S)) = dim(π∗Galk(X/S)).
Donc dim(Galk(Y/S)) ≤ dim(Galk(X/S)). Le polynôme de dimension différentielle du groupoïde
de Galois de Y sur S croit moins vite que celui de X sur S. Ceci donne l’inégalité attendue sur les
degrés de ces polynômes. 
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4.3. Le théorème de spécialisation. Le théorème de spécialisation compare le groupoïde de
Galois d’ordre k ∈ N du champ de vecteurs X tangent aux fibres du morphisme lisse ρ : M → S
et le groupoïde de Galois d’ordre k de la restriction X |q de ce champ de vecteurs à la fibre Mq de
ρ en q ∈ S.
Remarquons que la fibre Rk(M/S)q du morphisme Rk(M/S) → S en q ∈ S est exactement
l’espace Rk(Mq) des repères d’ordre k de la fibre Mq. Remarquons aussi que la restriction (RkX)|q
du prolongement du champ de vecteurs X à la fibre Rk(Mq) et le prolongement RkX |q de la
restriction du champ de vecteurs X |q sur la fibre Rk(Mq) sont deux champs de vecteurs construits
avec les mêmes flots : les flots de la restriction X |q sur Mq. Ils sont donc égaux. En résumé :
Rk(M/S)q = Rk(Mq) et (RkX)|q = RkX |q
Théorème 4.8. Soient ρ : M → S un morphisme lisse à fibre connexes entre deux variétés lisses
irréductibles et X un champ de vecteurs rationnel tangent aux fibres de ρ, i.e. dρ.X = 0. Alors :
(1) Pour tout q ∈ S où cela a un sens :
— Galk(X |q) ⊂ Galk(X/S)|Mq×Mq
— dimS(Galk(X/S)) ≥ dimC(Galk(X |q))
(2) Pour q ∈ S général,
— Galk(X |q) = Galk(X/S)|Mq×Mq
— dimS(Galk(X/S)) = dimC(Galk(X |q))
Démonstration. Intéressons nous d’abord au cas des dimensions. Suivant P. Bonnet, [4] nous
utiliserons les notations suivantes. Pour jk(r) ∈ Rk(M/S) V (RkX, jk(r)) est la clôture de Za-
riski de la trajectoire passant par jk(r). Ce maximum est atteint sur un ensemble général E
de jets de repères. Pour q ∈ S où cela a un sens, notons vq le maximum de la dimension de
V (RkX, jk(r)) = V (RkX |q, jk(r)) pour jk(r) ∈ Rk(Mq). Remarquons déjà que vq ≤ v. L’image F
de E par Rk(M/S) → S est un ensemble général de S. Pour tout q ∈ F , l’ensemble Rk(Mq) ∩ E
est non vide. Ceci donne l’égalité vq = v pour tout q ∈ F . Par la proposition (3.17), la di-
mension du groupoïde de Galois du champ X est dim(Rk(M/S)) + v − dim(Γk). De même,
dim(Gal(RkX |q)) = dim(Rk(Mq)) + vq − dim(Γk) = dim(Rk(M/S)) − dim(S) + vq − dim(Γk).
Donc dim(Gal(X/S)) ≥ dim(Gal(X |q)) + dim(S) avec égalité pour q dans l’ensemble général F .
Pour les inclusions, nous faisons appel à la définition (3.5) dite topologique du groupoïde de
Galois. Pour q ∈ S où cela a un sens, la sous-variété Gal(X/S)|Rk(Mq)×Rk(Mq) est une sous-variété
tangente à RtkX |q et contient l’identité de Aut(Mq). Elle contient donc Gal(X |q) par minimalité
de cette dernière. Ceci nous donne les inclusions escomptées.
Enfin, montrons les égalités en faisant appel à la définition qui utilise les intégrales premières.
L’application quotient Φk : Rk(M/S) × Rk(M/S) → Autk(M/S) fait correspondre une sous-
variété R ⊂ Rk(M/S)× Rk(M/S) au groupoïde de Galois d’ordre k de X sur S. De même, pour
q ∈ S, il correspond une sous-variété Rq ⊂ Rk(Mq) × Rk(Mq) au groupoïde de Galois d’ordre
k de X |q. Il suffit de montrer que pour q ∈ S général, Rq = R ∩ (Rk(Mq) × Rk(Mq)). Soit π :
Rk(M/S) 99K N une intégrale première maximale du champ X . Soient q ∈ F , jk(r) ∈ Rk(Mq)∩E.
Nous savons que la fibre en jk(r) de la restriction π|Rk(Mq) : Rk(Mq) 99K π(Rk(Mq)), vérifie
π|−1Rk(Mq)(π|Rk(Mq)(jk(r))) = V (D, jk(r)). Cette restriction est une intégrale première maximale du
champ X |q. Donc Rq = Rk(Mq) ×N Rk(Mq). Notons O un ouvert de N inclus dans l’image de
π. Nous savons par le lemme (3.13) que R = π−1(O) ×O π−1(O). Le lemme (3.12) appliqué au
morphisme R → S, noté ρ˜, et à l’ouvert dense π−1(O) ×O π−1(O) de R nous dit que pour q ∈ S
générique, ρ˜−1(q)∩π−1(O)×Oπ−1(O) est dense dans ρ˜−1(q). Autrement dit, pour q ∈ S générique,
π|−1Rk(Mq)(O)×O π|
−1
Rk(Mq)
(O) = R∩Rk(Mq)×Rk(Mq). Au final nous en déduisons que pour q ∈ S
général, Rq = R∩Rk(Mq)×Rk(Mq) ce qui achève la preuve du théorème. 
Voici la conséquence directe du résultat de spécialisation :
Théorème 4.9. Soit q0 ∈ S. Pour q ∈ S général,
tdiff(Gal(X |q0)) ≤ tdiff(Gal(X |q))
Démonstration. Le théorème 4.8 nous dit que pour q ∈ S général
dimC(Galk(X |q)) = dimS(Galk(X/S)) ≥ dimC(Galk(X |q0))
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Ceci conclut la preuve du théorème. 
5. Equations du second ordre
Dans cette section, nous supposons que M = C3×S dont les coordonnées sont (x, u, v, q). Nous
nous intéressons à l’équation
(E)
d2u
dx2
= F
(
x, u,
du
dx
, q
)
où F ∈ C(x, u, v, q). Le groupoïde de Galois Gal((E)/C(S)) de l’équation est le groupoïde de Galois
Gal(XF/S) du champ de vecteurs associé :
XF =
∂
∂x
+ v
∂
∂u
+ F (x, u, v, q)
∂
∂v
L’équation spécialisée en q0 ∈ S tel que cela a un sens est
(E(q0))
d2u
dx2
= F
(
x, u,
du
dx
, q0
)
Le groupoïde de Galois Gal(E(q0)) de l’équation spécialisée est le groupoïde de Galois Gal(XF |q0).
5.1. Calcul du groupoïde de Galois. Commençons par un lemme qui donne une limite sur le
type différentiel du groupoïde de Galois de ces équations.
Lemme 5.1.
tdiff(Gal(XF )/S) ≤ 2
Démonstration. La 1-forme dx et la fonction q sont préservées par le champ XF : LXF dx =
0, LXF q = 0. En se rappelant les exemples (3.20) et (3.21), nous avons l’inclusion :
Gal(XF /S) ⊂ {φ ∈ Aut(M/S) | φ∗dx = dx, φ∗q = q, φ∗XF = XF }
Soient U ⊂ M un ouvert analytique, pruv la projection de U sur les coordonnées (u, v) et φ ∈
Aut(U/S). Si l’application φ préserve la 1-forme dx et la fonction q alors elle s’écrit (x, u, v, q) →
(x+ c, f1(x, u, v), f2(x, u, v), q). Après un changement de variables analytiques en diminuant éven-
tuellement l’ouvert U , le champ de vecteursXF se redresse en ∂∂x . Si φ préserve en plus le champXF
alors elle s’écrit dans les nouvelles coordonnées (x, u, v, q)→ (x+c, f1(u, v), f2(u, v), q). Autrement
dit, Gal(XF /S)|U×U est inclus dans l’ensemble
G =
{
φ ∈ Aut(U/S) ∣∣ φ(x, u, v, q) = (x+ c, f1(u, v), f2(u, v), q), c ∈ C, ∂(f1, f2)
∂(u, v)
6= 0
}
C’est l’exemple (4.2) donné dans la section (4.1). L’ensemble des jets d’ordre k ∈ N de G est une
variété analytique de dimension 2 + 2
(
k+2
2
)
+ 2 + d. Pour tout k ∈ N, la dimension de la variété
analytique Galk(XF )|U×U est la même que celle de la variété algébrique Galk(XF ). L’inclusion
précédente nous dit que dim(Galk(XF )) ≤ 2
(
k+2
2
)
+ 4 + d, ce qui achève la preuve. 
Soit U un ouvert analytique de C2. E.Cartan a donné dans ([6]) une classification analytique
des sous-groupoïdes de Aut(U) définis par des invariants différentiels et vérifiant une hypothèse de
régularité appelée involutivité. Cette hypothèse est équivalente à l’hypothèse d’involutivité présente
dans l’article [16] de B. Malgrange. Pour chaque paramètre fixé, les théorèmes (4.2.2) et (4.3.1)
de cet article appliqués à notre situation nous disent qu’il existe un ouvert O ⊂ C3 Zariski dense
au-dessus duquel le groupoïde de Galois vérifie cette hypothèse.
Théorème 5.2. Soient q0 ∈ S, dvol une 3-forme rationnelle sur C3 et O ⊂ C3 un ouvert sur
lequel dvol et XF |q0 sont bien définis. Notons V ol(E(q0)) la clôture dans Aut(C3) de
{φ ∈ Aut(O) | φ∗dx = dx, φ∗XF |q0 = XF |q0 , φ∗dvol = dvol}
Si LXF |q0dvol = 0 et tdiff(Gal(E(q0))) = 2, alors Gal(E(q0)) = V ol(E(q0)).
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Démonstration. Puisque LXF |q0dx = 0, LXF |q0XF |q0 = 0 et LXF |q0dvol = 0, nous avons l’inclusion
Gal(E(q0)) ⊂ V ol(E(q0)).
Soit U ⊂ O un ouvert analytique convenable. La preuve du lemme (5.1) permet de se ramener à
(∗) Gal(E(q0))|U×U ⊂
{
φ ∈ Aut(U) ∣∣ φ(x, u, v) = (x + c, f1(u, v), f2(u, v)), ∂(f1, f2)
∂(u, v)
6= 0
}
et dvol = dx ∧ du ∧ dv. Les fonctions f1 et f2 vérifient jac(f1, f2) = 1. Nous devons montrer
qu’aucune autre équation aux dérivées partielles sur f1 et f2 n’est compatible avec les hypothèses
du théorème.
La classification des pseudo groupes de Lie au-dessus d’un ouvert analytique de C2 aboutit à 64
sous-groupoïdes dont un récapitulatif est donné à la page 193 de [6]. Parmi ces sous-groupoïdes, 31
sont de dimension fini, i.e. de type différentiel 0, 26 dépendent de fonctions d’une seule variable,
i.e. de type différentiel 1, 7 dépendent de fonctions de deux variables, i.e. de type différentiel 2.
Ces 7 derniers sous-groupoïdes sont dénommés g, g1, g2, g3, g01, g22, g29. Le sous-groupoïde g est le
groupoïde de toutes les applications. Le sous-groupoïde g1 est celui formé des applications dont le
déterminant jacobien vaut 1 et aucun des 5 autres sous-groupoïdes n’est inclus dans g1.
Notons pruv la projection de l’ouvert U sur le plan C2 de coordonnées u et v. En reprenant
l’application pruv∗ : Aut(Fpruv )→ Aut(pruv(U)) de la sous-section (4.2), nous avons par hypothèse
tdiff(pruv∗Gal(E(q0))|U×U ) = tdiff(Gal(E(q0))|U×U ) = 2. La classification décrite ci-dessus donne
pruv∗Gal(E(q0))|U×U = g1. Les fonctions f1 et f2 de l’inclusion (∗) ne vérifient pas d’autre équation
aux dérivées partielles que ∂(f1,f2)∂(u,v) = 1. Autrement dit : Gal(E(q0))|U×U = V ol(E(q0))|U×U .
Notons V olk(E(q0)) la projection de V ol(E(q0)) sur l’espace des jets d’ordre k ∈ N. Par ce qui
précède, les sous-variétés Galk(E(q0)) et V olk(E(q0)) ont même dimension. Par irréductibilité de
cette dernière, l’inclusion Galk(E(q0)) ⊂ V olk(E(q0)) donnée en début de preuve est une égalité :
Gal(E(q0)) = V ol(E(q0)). 
Corollaire 5.3. Si le champ de vecteurs XF associé à l’équation (E) préserve une 3-forme fdx∧
du ∧ dv et s’il existe q0 ∈ S tel que tdiff(Gal(XF |q0)) = 2, alors pour q ∈ S général, Gal(E(q)) =
V ol(E(q)).
Démonstration. Par le théorème (4.9), pour q ∈ S général, tdiff(Gal(E(q))) = 2. Par le théorème
(5.2), pour ces valeurs des paramètres, Gal(E(q)) = V ol(E(q)). 
5.2. Irréductibilité d’une équation. Nous allons utiliser les résultats précédents pour obtenir
des résultats d’irréductibilité d’une équation différentielle.
Définition 5.4. (Réductibilité au sens de Nishioka-Umemura) Soient q0 ∈ S et f une solution de
(E(q0)) appartenant à une extension différentielle du corps (C(x), ddx). Cette solution est réductible
si elle appartient à une extension différentielle KN de C(x) telle qu’il existe une suite d’extensions
(C(x), ddx) ⊂ (K1, δ1) ⊂ . . . ⊂ (KN , δN ) vérifiant :
soit: Ki est algébrique sur Ki−1
soit: Ki = Ki−1(gpq) où (gpq)pq est une matrice fondamentale de solutions d’un système diffé-
rentiel linéaire à coefficients dans Ki−1.
soit: Ki = Ki−1(g) où g est une solution d’une équation différentielle d’ordre 1 sur Ki−1.
soit: Ki = Ki−1(ϕ(τ(a1, . . . , an)) | ϕ ∈ C(A)) où
— A est une variété abélienne
— τ : Cn → A est son revêtement universel
— a1, . . . , an ∈ Ki−1
Remarquons que l’extension faisant appel à un système différentiel linéaire n’est pas supposée
de Picard-Vessiot, il pourra être ajoutées de nouvelles constantes. Remarquons aussi que dans l’ex-
tension du troisième type, nous nous autorisons à résoudre n’importe quelle équation différentielle
ordinaire non-linéaire d’ordre 1.
Une équation peut avoir une solution réductible sans que nous n’ayons aucune information sur
les autres solutions :
Exemple 5.5. Pour (P,Q) ∈ C[x, u, v]2, l’équation (E) : u′′ = P (x, u, u′)u +Q(x, u, u′)u′ admet
0 pour solution réductible.
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Il nous faut alors une hypothèse de généricité sur les solutions réductibles :
Définition 5.6. Soit q0 ∈ S. Une solution f de (E(q0)) est appelée solution générale si
trdegC(x)(C(x, f, f
′)) = 2
Si l’équation (E(q0)) possède une solution réductible générale, alors (E(q0)) est dite réductible.
Sinon elle est dite irréductible.
Exemple 5.7. L’équation (E) : u′′ = 0 est réductible puisqu’elle admet f = ax+ b comme solution
réductible générale où a et b sont des constantes transcendantes sur C. Remarquons que l’extension
C(x) ⊂ C(x, a, b) n’est pas de Picard Vessiot.
Le lien entre la réductibilité d’une équation et la structure du groupoïde de Galois du champ de
vecteurs associé est donné par G.Casale dans [9].
Théorème 5.8. Soit q0 ∈ S. Si Gal(E(q0)) = V ol(E(q0) alors (E(q0)) est irréductible.
Corollaire 5.9. Si le champ de vecteurs XF associé à l’équation (E) préserve une 3-forme et s’il
existe q0 ∈ S tel que tdiff(Gal(E(q0))) = 2 alors pour q ∈ S général, l’équation (Eq) est irréductible.
Démonstration. Par le corollaire 5.3, pour q ∈ S général, Gal(E(q)) = V ol(E(q)). Par le théorème
5.8, pour ces valeurs des paramètres, (Eq) est irréductible. 
Remarque. Dans le corollaire (5.9), l’hypothèse sur le type différentiel du groupoïde de Galois de
(E(q0)) ne peut pas être remplacée par l’hypothèse d’irréductibilité de (E(q0)). En effet, l’équation
Pvi(0, 0, 0, 1/2) donnée ci-dessous est irréductible mais le type différentiel de son groupoïde de Galois
est 0 (voir [8, 35].
5.3. Les équations de Painlevé. La classification des solutions réductibles des équations de
Painlevé est connue (voir [15, 17, 18, 19, 28, 30, 31, 34, 35]). Les théorèmes précédents vont nous
permettre de montrer l’irréductibilité des équations pour des valeurs générales des paramètres. Le
résultat que nous retrouvons est un peu plus faible que le résultat connu mais la preuve n’est pas
spécialisée aux équations de Painlevé. Voici la liste de ces équations qui peut être trouvée dans
[20] :
u′′ = 6u2 + x(Pi)
u′′ = 2u3 + xu + α(Pii(α))
u′′ =
u′2
u
− u
′
x
+
αu2 + β
x
+ γu3 +
δ
u
(Piii(α, β, γ, δ))
u′′ =
u′2
2u
+
3
2
u3 + 4xu2 + 2(t2 − α)u + β
u
(Piv(α, β))
u′′ =
(
1
2u
+
1
u− 1
)
u′2 − u
′
x
+
(u− 1)2
x2
(
αu +
β
u
)
+ γ
u
x
+ δ
u(u+ 1)
u− 1(Pv(α, β, γ, δ))
u′′ =
1
2
(
1
u
+
1
u− 1 +
1
u− x
)
u′2 −
(
1
x
+
1
x− 1 +
1
u− x
)
u′
+
u(u− 1)(u− x)
x2(x − 1)2
(
α+ β
x
u2
+ γ
x− 1
(u− 1)2 + δ
x(x− 1)
(u− x)2
)
(Pvi(α, β, γ, δ))
Pour J = i, . . . ,vi, l’espace des paramètres SJ est Cd où d = 0, 1, 2, 4 dépend de l’équation
considérée.
G. Casale dans ([9]), G. Casale et J. A. Weil dans ([7]), F. Loray et S. Cantat dans ([5]) ont
respectivement calculé le groupoïde de Galois des équation Pi, Pii(0) et Pvi(α, β, γ, δ) :
Théorème 5.10. Nous avons les égalités de groupoïdes suivantes :
— Gal(Pi) = V ol(Pi)
— Gal(Pii(0)) = V ol(Pii(0))
— pour (α, β, γ, δ) ∈ C4 générique, Gal(Pvi(α, β, γ, δ)) = V ol(Pvi(α, β, γ, δ))
Corollaire 5.11. Pour α ∈ C général, Gal(Pii(α)) = V ol(Pii(α)) et Pii(α) est irréductible.
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Démonstration. Par le théorème (5.10), tdiff(Gal(Pii(0))) = 2. Le champ de vecteurs associé à
l’équation Pii préserve la 3-forme dx ∧ du ∧ dv. Par le corollaire (5.3), pour α ∈ C général,
Gal(Pii(α)) = V ol(Pii(α)). Par le théorème (5.8), pour ces valeurs du paramètre, Pii(α) est ir-
réductible. 
Pendant l’étude des équations de Painlevé, il a été découvert qu’elles dégénéraient les unes sur
les autres en suivant le diagramme suivant (voir [20]) :
Piii
!!❈
❈❈
❈❈
❈❈
❈
Pvi
// Pv
==④④④④④④④④
!!❈
❈❈
❈❈
❈❈
❈
Pii
// Pi
Piv
==④④④④④④④④
Nous allons utiliser ces dégénérescences pour obtenir les mêmes résultats sur les groupoïdes de
Galois et sur l’irréductibilité des autres équations de Painlevé.
Proposition 5.12. Pour J = i, ii, iii, iv,v,vi et q ∈ SJ général,
tdiff(Gal(PJ(q))) = 2
Démonstration. Pour J = i, ii, c’est le théorème (5.10) et le corollaire (5.11). Nous détaillons la
preuve pour l’équation Piii. Pour les autres équations, la méthode reste la même. Les changements
de variables qui permettent de faire dégénérer les équations de Painlevé les unes sur les autres sont
donnés dans [20]. Le changement de variables qui permet de faire dégénérer Piii sur Pii est :
φ : C3 × C× C∗ −→ C3 × C4
(t, f, g, a, ǫ) 7−→
(
1 + ǫ2t, 1 + 2ǫf,
2g
ǫ
, φ˜(ǫ, a)
)
où
φ˜(a, ǫ) =
(
− 1
2ǫ6
,
2a
ǫ3
+
1
2ǫ6
,
1
4ǫ6
,− 1
4ǫ6
)
Notons Xii le champ de vecteurs rationnel sur C3×C×{0} associé à Pii et Xiii le champ de vecteurs
rationnel sur C3 × C4 associé à Piii. Autrement dit
Xii =
∂
∂t
+ g
∂
∂f
+ Fii(t, f, g, a)
∂
∂g
et Xiii =
∂
∂x
+ v
∂
∂u
+ Fiii(x, u, v, α, β, γ, δ)
∂
∂v
où
— Fii(t, f, g, a) = 2f3 + tf + a
— Fiii(x, u, v, α, β, γ, δ) =
v2
u
− v
x
+
αu2 + β
x
+ γu3 +
δ
u
Le feuilletage donné par les trajectoires de Xiii est décrit par le système de formes
dα, dβ, dγ, dδ, du− vdx, dv − Fiiidx
Le tiré en arrière par φ sur C3 × C∗ × C est décrit par le système de formes
dǫ, da, df − gdt, dg − ǫ
3
2
Fiii ◦ φdt
i.e. c’est le feuilletage donné par le champ Yiii := ǫ2φ∗Xiii qui correspond à l’équation du second
ordre : f ′′ = ǫ
3
2 Fiii(φ(t, f, g, ǫ, a)). La dégénérescence de Piii sur Pii s’exprime de la manière sui-
vante : ǫ
3
2 Fiii ◦ φ|ǫ=0 = Fii, autrement dit Yiii|ǫ=0 = Xii. La situation de dégénérescence étant
décrite nous pouvons appeler les théorèmes rencontrés dans la section précédente.
Par le théorème (5.10), tdiff(Gal(Yiii|(0,0))) = 2. Le théorème (4.9) nous dit que pour (a, ǫ) général
dans l’espace des paramètres C2, tdiff(Gal(Yiii|(a,ǫ))) = 2. Choisissons (a0, ǫ0) ∈ C×C∗ l’un de ces
paramètres pour lequel la deuxième coordonnée ǫ0 est non nulle. La restriction φ|(a0,ǫ0) conjugue
Yiii|(a0ǫ0) à ǫ20Xiii|φ˜(a0,ǫ0). En appliquant le théorème de projection (4.6) à φ|(a0,ǫ0) et à φ|−1(a0,ǫ0),
il vient que le groupoïde de Galois du champ Yiii|(a0,ǫ0) est isomorphe au groupoïde de Galois
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du champ Xiii|φ˜(a0,ǫ0). Le théorème (4.9) nous dit que pour (α, β, γ, δ) général dans l’espace des
paramètres C4, tdiff(Gal(Xiii|(α,β,γ,δ))) = 2. Ceci qui conclut la preuve pour Piii.
Le changement de variables qui permet de faire dégénérer Piv sur Pii est
φ : C3 × C× C∗ −→ C3 × C2
(t, f, g, a, ǫ) 7−→
(
ǫt
22/3
− 1
ǫ3
,
22/3f
ǫ
+
1
ǫ3
,
24/3g
ǫ2
, φ˜(a, ǫ)
)
où
φ˜(ǫ, a) =
(
−2a− 1
2ǫ6
,− 1
2ǫ12
)
Soient Xiv le champs de vecteurs sur C3×C2 associé à Piv et Yiv := ǫ
22/3
φ∗Xiv champ de vecteurs
sur C3 × C × C. La dégénérescence de Piv sur Pii s’exprime de la manière suivante : Yiv|ǫ=0 =
Xii où Xii est le champ de vecteurs donné précédemment. Nous avons tdiff(Gal(Yiv|(0,0))) = 2.
En reprenant le même raisonnement il s’ensuit que pour des paramètres (α, β) ∈ C2 généraux,
tdiff(Gal(Xiv|(α,β))) = 2.
Le changement de variables qui permet de faire dégénérer Pv sur Piv est
φ : C3 × C2 × C∗ −→ C3 × C4
(t, f, g, a, b, ǫ) 7−→
(
1 + ǫ
√
2t,
ǫf√
2
,
g
2
, φ˜(a, b, ǫ)
)
où
φ˜(a, b, ǫ) =
(
1
2ǫ4
,
b
4
,− 1
ǫ4
,
a
ǫ2
− 1
2ǫ4
)
Soient Xv le champ de vecteurs sur C3 × C4 associé à Pv et Yv := ǫ
√
2φ∗Xv champ de vecteurs
sur C3 ×C2 ×C. La dégénérescence de Pv sur Piv s’exprime de la manière suivante : Yv|ǫ=0 = Xiv
où le champ Xiv est cette fois-ci défini sur C3 × C2 × {0}. Nous savons maintenant que pour
des paramètres (a, b) ∈ C2 généraux, tdiff(Gal(Yv|(a,b,0))) = 2. Choisissons en un. En reprenant
le même raisonnement avec ce paramètre il s’ensuit que pour des paramètres (α, β, γ, δ) ∈ C4
généraux, tdiff(Gal(Xv|(α,β,γ,δ))) = 2.
Enfin, le changement de variables qui permet de faire dégénérer Pvi sur Pv est
φ : C3 × C4 × C∗ −→ C3 × C4
(t, f, g, a, b, c, d, ǫ) 7−→
(
1 + ǫt, f,
g
ǫ
, φ˜(a, b, c, d, ǫ)
)
où
φ˜(a, b, c, d, ǫ) =
(
a, b,− d
ǫ2
+
c
ǫ
,
d
ǫ2
)
Soient Xvi le champs de vecteurs sur C3 × C4 associé à Pvi et Yvi := ǫφ∗Xvi champ de vecteurs
sur C3 ×C4 ×C. La dégénérescence de Pvi sur Pv s’exprime de la manière suivante : Yvi|ǫ=0 = Xv
où cette fois-ci le champ Xv est défini sur C3 × C4 × {0}. Nous savons maintenant que pour
des paramètres (a, b, c, d) ∈ C4 généraux, tdiff(Gal(Yv|(a,b,c,d,0))) = 2. Choisissons en un. En re-
prenant le même raisonnement il s’ensuit que pour des paramètres (α, β, γ, δ) ∈ C4 généraux,
tdiff(Gal(Xvi|(α,β,γ,δ))) = 2. 
Théorème 5.13. Pour J = i, ii, iii, iv,v,vi et pour q ∈ SJ général, Gal(PJ (q)) = V ol(PJ (q)).
Démonstration. Pour J = i, ii, c’est le théorème (5.10) et le corollaire (5.11).
Par la proposition (5.12), pour J =, iii, iv,v,vi et q ∈ SJ général, tdiff(Gal(PJ (q))) = 2.
Fixons J et q parmi ces valeurs. Par le théorème (5.2), il suffit de montrer que le champ associé à
l’équation PJ (q) préserve une 3-forme. Nous allons nous placer dans des coordonnées hamiltoniennes
que nous pouvons trouver dans [21]. Notons FJ,q ∈ C(x, u, v) la fonction rationnelle vérifiant
(PJ (q)) : u
′′ = FJ,q(x, u, u
′). Il existe HJ,q ∈ C(x, u, v) tel que le système associé à l’équation PJ (q)
du
dx
= v
dv
dx
= FJ,q
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soit équivalent au système hamiltonien
du
dx
=
∂HJ,q
∂v
dv
dx
= −∂HJ,q
∂u
Le tiré en arrière du champ ∂∂x + v
∂
∂u + FJ,q
∂
∂v par l’application birationnelle de C
3 : (x, u, v) 7→
(x, u,
∂HJ,q
∂v ) est le champ YJ,q :=
∂
∂x +
∂HJ,q
∂v
∂
∂u − ∂HJ,q∂u ∂∂v . Donnons la liste de ces applications :
Hiii,q =
1
x
[
2u2v2 − (2axu2 + (2b+ 1)u− 2cx)v + a(b+ d)xu]
Hiv,q = 2uv
2 − (u2 + 2xu+ 2a)v + bu
Hv,q =
1
x
[
u(u− 1)2v2 − (a(u− 1)2 + bu(u− 1)− cxu) v + 1
4
(
(a+ b)2 − d2) (u− 1)]
Hvi,q =
1
x(x − 1)
[
u(u− 1)(u− x)v2 − (a(u− 1)(u− x) + bu(u− x) + (c− 1)u(u− 1))
+
1
4
(
(a+ b+ c− 1)2 − d2) (u− x)]
où (a, b, c, d) ∈ C4. Ainsi LYJ,q (dx ∧ du ∧ dv) = 0. Ceci conclut la preuve du théorème. 
Corollaire 5.14. Pour J = i, ii, iii, iv,v,vi et pour q ∈ SJ général, l’équation PJ (q) est irréduc-
tible.
Démonstration. Par le théorème (5.13), pour J = i, ii, iii, iv,v,vi et pour q ∈ SJ général,Gal(PJ(q)) =
V ol(PJ(q)). Le théorème (5.8) termine la preuve. 
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