Skin detection is the process of discriminating skin and non-skin regions in a digital image and it is widely used in several applications ranging from hand gesture analysis to tracking body parts and face detection. Skin detection is a challenging problem which has drawn extensive attention from the research community, nevertheless a fair comparison among approaches is very difficult due to the lack of a common benchmark and a unified testing protocol. In this work, we investigate the most recent research in this field and we propose a fair comparison among approaches using several different datasets.
Introduction
Skin texture and color are important signs that people use to understand variety of culture-related aspects about each other, as: health, ethnicity, age, beauty, wealth and so on. The presence of skin color in images and videos is a signal of the presence of humans in such media. Therefore in the last two decades extensive research has focused on skin detection in video and images. Skin detection is the process of discriminating skin and non-skin regions in a digital image and consists in performing a binary classification of pixels between the classes "skin"/ "not skin" and in executing a fine segmentation to define the boundaries of the skin regions.
Skin detection is used within many application domains: it is used as a preliminary step for face detection and tracking [1] , body tracking [2] , hand gesture recognition, biometric authentication (i.e. palm print recognition) [3] , objectionable content filtering [4] , medical imaging.
A useful feature for the discrimination of skin and non-skin pixels is the pixel color; nevertheless, obtaining skin color consistency across variations in illumination, diverse ethnicity and different acquisition devices is a very challenging task. Moreover, skin detection when used as preliminary step of other applications is required to be computationally efficient, invariant against geometrics transformations, partial occlusions or changes of posture/facial expression, insensitive to complex or pseudo-skin background, robust against the quality of the acquisition device. The factor that worst influence skin detection is color constancy problem [5] : i.e. the dependency of pixel intensity on both reflection and illumination which have a nonlinear and unpredictable behavior. To be effective when the illumination conditions vary rapidly some skin detection approaches use image preprocessing strategies based on color constancy (i.e. a color correction method based on an estimate of the illuminant color) and/or dynamic adaptation techniques (i.e. the transformation of a skin-color model according to the changing illumination conditions). Static skin color approaches that rely on image preprocessing can only partially solve this problem and their performance strongly degrades in real-world application. A feasible solution consists in considering additional data acquired out the visual spectrum (i.e. infrared images [6] or spectral imaging [7] ), however the use of such sensors is not appropriate for all applications and requires higher acquisition costs which limit their use to specific problems.
Skin detection is a challenging problem and has been extensive studied from the research community. Despite the large number of methods, there are only few surveys in this topic: the works in [8] [9] are quite old and cover only the methods proposed before 2005, the survey in [10] [11] are more recent and contain a good investigation of methods, benchmarking datasets and performance related to a period of about two decades. The aim of the present work is not limited to survey the most recent research in this field (which is now enriched of methods based on deep learning [12] [13] [14] ), but also, and above all, to propose a framework for a fair comparison among approaches.
In this research, a novel framework is proposed that integrates different skin color classification approaches and compare their performance and their combination on several publicly available datasets. The major contributions of this research work is:
 A framework to evaluate and combine different skin detector approaches is presented. The source code of the framework and many of the tested methods will be made freely available for future research and comparisons. The system can be tuned according to the target application: on the basis of the application requirement, the acceptance threshold can be tuned to prune a large percentage of false accepts at a small cost of reduction in genuine accepts or vice versa a larger number of false accepts can be admitted to maximize the number of genuine accepts. The framework include training and testing protocols for most used benchmark datasets in this field.
 A fair comparison among the most recent research and methods in the skin detection field is carried out, using the same testing protocols, benchmark datasets and performance indicators. A discussion about performance can help researchers and practitioners in evaluating the approaches most suited to their requirements according to computational complexity, memory requirements, detection rate and sensitivity.
The arrangement of this paper is as follows. In section 2 related works in skin detection are presented, including a discussion about taxonomy of existing approaches and a detailed description of the approaches tested in this work. In section 3 the evaluation problem is treated, the most known datasets used for performance evaluation are listed and commented, testing protocols and performance indicators used in our experiment are discussed. In section 4 the experiments conducted using the proposed framework are reported and discussed. Finally, section 5 includes the conclusions and some future research directions.
Skin detection approaches
Several skin detection methods are based on the assumption that skin color can be recognized from background colors according to some clustering rule in a specific color space. Even if this assumption can be valid in a constrained environment where both ethnicity of the people and background colors are known, it is a very challenging task in complex images captured under unconstrained conditions and when individuals show a large spectrum of human skin coloration [9] . There are a lot of challenging factors that influence the performance of a skin detector:
 Human characteristics as ethnicity and age: skin color ranges from white to dark brown among human racial groups, the transition from fresh skin to dry skin related to the age determines a strong variation of tones.
 Acquisition conditions: factors such as camera characteristics or illumination variations strongly influence the skin appearance. Generally, a variation in the illumination level or in the light source distribution determines the presence of shadows and changes in the color of the skin.
 Skin painting: the presence of makeup or tattoo coverage affects the appearance of skin.
 Complex background: sometimes the skin detector can be deceived by the presence of objects that have skin-like color in the background.
Skin detection approaches can be classified according to several taxonomy schemes which evaluates different aspects of the methods:
1. considering the presence or not of preprocessing steps such as color correction and illumination cancelation [15] or dynamic adaptation [16] designed to reduce the effects of different acquisition conditions;
2. considering the color space used for pixel classification [9] . Most of research papers dealing with the skin detection have to face the problem of selecting the most appropriate skin color model. The performance of several different color models are compared in [9] : basic models (i.e. RGB, normalized RGB), perceptual models (i.e. HIS, HSV) perceptual uniform models (i.e. CIE-Lab, CIE-Luv) and orthogonal models (i.e. YCbCr, YIQ) with the finding that orthogonal model are characterized by a reduced redundancy/correlation among channels, therefore they are the most suited for skin detection.
3. examining the problem formulation, which can be based on the segmentation of an image in the regions where human skin is present (segmentation based approaches) or on treating each pixel as skin or non-skin without considering its neighbors (pixel-based approaches). Despite the presence of a huge number of pixel-based approaches [9] , the region-based skin color detection techniques are very few [17] [18] [19] [20] . Some recent methods [13] [14] based on convolutional neural network can be included in this category.
4. distinguish among methods for performing pixel classification (i.e. explicitly defined skin region, parametric approaches, nonparametric approaches) [21] . The first category, also named rule based, defines explicit rules to define the skin color (in an opportune color space), The other categories includes machine learning approaches that makes use non-parametric or parametric approaches to estimate the color distribution from a training set (returning a lookup table or a parametric model, respectively).
5. considering the type of classifier used for machine learning approaches: in [11] a taxonomy of 8 not exclusive groups is proposed which extends the simple division in parametric and non-parametric approaches. Statistical methods includes parametric methods based on Bayesian rule o Mixture models [22] , neural networks models [23] [24] are used for the segmentation of color images based on both color and texture information, diffusion based methods [25] [26] extends analysis on neighboring pixels to improve the classification performance: after an initial pixel based extraction a seed growing method is applied to include neighborhood in the skin region. Adaptive methods [27] are based on the tuning of models in order to adapt to specific conditions (i.e. lighting, skin tone, background); the model calibration often grants performance advantages, but at the cost of increased computation time. Hyperspectral models [28] are based on acquisition devices with hyperspectral capabilities: despite the advantage due to the presence of spectral information, these approaches will be not considered in this work since they are only applicable to specifically collected datasets. SVM based systems are parametric models based on SVM classifier: this class also overlaps adaptive methods if the SVM classifier is trained using active learning [29] . The last class includes the mixture techniques which are the mixture of different methods [30] [31].
In the last few years the research in skin detection has taken two main directions, according to the following consideration: even if in the most general applications nothing should be assumed about the background and the acquisition conditions, in many applications the difference between skin and background is large, the acquisition conditions are controlled and the skin region is quite easy to detect. For example, in many gesture recognition applications the hand images are acquired using flatbed scanners and have dark unsaturated backgrounds [32] . For this reason, in addition to many approaches that adopt sophisticated and computationally expensive techniques, several simple rule-based methods have been proposed, which are preferred in some applications since they are easier to understand, implement and reuse, more efficient, while at the same time, adequately effective. Usually simple rule-based methods are not even tested on benchmarks for pure skin detection but as a step of a more complex task (i.e. face detection, hand gesture recognition). A recent example of method belonging to this class is the work in [32] , which performs a study on different color models, drawing the conclusion that there are no apparent advantages of using a perceptual uniform color space: therefore they propose an approach based on a simple RGB lookup table. The work in [33] proposes a dynamic but very straightforward method based on parametric modeling the Cr or Cb channel from YCbCr color space through a single Gaussian: the final approach requires a limited amount of storage space, is fast and can be trained using a small training set with small time delay. In [34] a simple skin detector based on RGB histogram thresholding is employed as a preliminary fast step for motion-based skin region of interest detection. A dynamic skin color model method based on space switching is proposed in [35] , where in order to handle with natural changes in illumination, a system with three robust algorithms has been built based on different color spaces which are switched according to the statistical mean of value of the skin pixels in the image. In [36] a new 3D hybrid color space named SKN is proposed, obtained by using Principal Component Analysis and a Genetic Algorithm to discover the optimal representation of skin color over 17 color spaces, then a pixel-wise skin classification is performed employing a general purpose trained classifier (i.e. Naïve Bayes, Random Forest, Multilayer Perceptron and Support Vector Machines).
The first class of methods, based on sophisticated and computationally expensive techniques, include recently proposed approaches based on deep learning [12] [13] [14] . Convolutional neural networks have recently achieved remarkable results for a variety of computer vision tasks, including several applications based on pixel-wise prediction (i.e. scene labelling, semantic image segmentation). In [12] a patch-wise skin segmentation approach is described based on deep neural networks, which uses image patches as processing units instead of pixels; a dataset of image patches have been appositely collected for training purposes and the trained DSMs are integrated into a sliding window framework to detect skin regions of the human body parts achieving competitive performance on pixel-wise skin detection. In [14] an integration of some recurrent neural networks layers into the fully convolutional neural networks is proposed as a solution to develop an end-to-end network for human skin detection, while in [13] the authors propose a inception-like convolutional network-in-network structure, which consists of convolution and rectified linear unit layers only (without pooling and subsampling layers). All the proposed architectures report comparable or better performances than other the state-of-the-art methods, anyway a fair comparison with traditional existing approaches is always difficult due to the different testing protocols.
In this work, we evaluate and combine several skin detectors with the aim of comparing their performance and we propose an ensemble able of maximizing their classification performance. The base approaches used to create the ensemble have been selected according to their effectiveness, their availability to research scopes and their efficiency:
is a simple and efficient Gaussian mixture model for skin detection trained to classify non-skin vs. skin pixels in the RGB space.
 Bayes [22] is a fast and effective method based on a Bayesian classifier. In this work we used a classifier trained in the RGB color space using 2000 images from the ECU data set.
 SPL(τ) [37] 1 is a pixel-based skin detection approach which determines skin probability in the RGB domain using a look up table (LUT). For a testing image the probability of being skin for each pixel x is calculated, then a threshold τ is applied to decide skin/nonskin. [38] is a pixel-based and real-time approach which reduces the RGB color space to a 1D space derived from differentiating the grayscale map and the non-red encoded grayscale version. The classification is performed using a skin probability which delimits the lower and upper bounds of the skin cluster and the final decision depends on a classification threshold τ;
 Chen [39] is a statistical skin color model, which is specifically suited to be implemented on hardware. The 3D skin cube is represented as three 2D sides calculated as the difference of two color channels: sR=R-G, sG=G-B, sB=R-B. The skin cluster region is delineated in the transformed space, fixing the boundaries to the following ranges: −142<sR<18, −48< sG <92, and −32< sB <192.
 SA1(τ) [40] is a method for skin detection based on spatial analysis. Starting from a skin probability map obtained using a color pixelwise detector, the starting step to the spatial analysis is the proper selection of the high probability pixels as "skin seeds". The second step consists in finding the shortest routes from each seed to every single pixel, in order to propagate the "skinness". All the pixels not adjoined during the propagation process are labeled as non-skin. The performance depends on the threshold τ used to classify.
 SA2(τ) [41] is another recent method based on spatial analysis which uses both color and textural features to determine the presence of skin. The basic idea is to extract the textural features from the skin probability maps rather than from the luminance channel: therefore simple textural statistics are computed from each pixel's neighborhood in the probability map using kernels of different sizes (i.e the median, the minimal values, the difference between the maximum and minimum and the standard deviation). Then skin and non-skin pixels are transformed into two classes of feature vectors whose size is reduced by Linear Discriminant Analysis (LDA) to increase their discriminating power. Finally the spatial analysis method proposed in [40] and described above is used for seed extraction and propagation using the distance transform. The classification depends on a threshold τ used to classify pixels in the distance domain.
 SA3(τ) [27] is a self-adaptive method that consists in combining a local skin color model created using a probability map and spatial analysis to fix the boundaries of the skin regions. It is an evolution of approach proposed in [41] based on spatial analysis, skin color model adaptation and textural features. The main difference from previous approach is a new technique for extracting adaptive seeds, based on the analysis of the skin probability map calculated from the input color image. The performance depends on a classification threshold τ.
 DYC [42] 2 is a skin detection approach which works in the YCbCr color space and takes into account the lighting conditions. The method is based on the dynamic generation of the skin cluster range both in the YCb and YCr subspaces of YCbCr and on the definition of correlation rules between the skin color clusters. 
Skin detection evaluation: Datasets and performance indicators
To assist research in the area of skin detection, there are some well-known color image datasets provided with ground truth. The use of a standard and representative benchmark is essential to execute a fair empirical evaluation of skin detection techniques.
Datasets
In Table 2 some of the most used datasets are summarized and in this section a brief description of each of them is given. Compaq [22] is one of the first and most used large skin datasets; it consists of images collected by crawling Web: 9731 images containing skin pixels (but only 4675 skin images have been segmented and included in the ground truth) and 8965 images with no skin pixels. This dataset have been extensity used for testing and comparing methods, but without using a standard testing protocol, therefore comparisons using this dataset are not always fair. Moreover, the ground truth for this dataset has been obtained using an automatic software tool leading to imprecise results.
TDSD [43] is an old dataset containing 555 images with very imprecise annotations (automatic labeling).
The UChile [44] dbskin2 complete set includes 103 images acquired in different lighting conditions and with complex background. The ground truth has been manually annotated with medium precision (in some images the boundaries between skin and non-skin pixels are not marked precisely).
ECU [45] skin and face datasets are a collection of about 4000 color images annotated with relatively accurate ground truth. ECU dataset is quite challenging, since it includes diversity in terms of the lighting conditions, background scenes, and skin types.
The skin dataset named Schmugge [46] is a collection of 845 images taken from different face datasets (i.e. the UOPB dataset, the AR face dataset, and University of Chile database). The ground truth is very accurate since all images are labelled in 3 classes: skin/ notskin/don't care.
Feeval [47] is a dataset based on 8991 frames extracted from 25 online videos of low quality. The ground truth is not precisely annotated. Here, the performance indicator is calculated for each of the 25 videos then the results are averaged.
MCG skin database [29] contains 1000 images selected from internet in order to include confusing backgrounds, variable ambient lights and diversity of human races. The ground-truth is obtained through manually labeling, but it is not very precise since eyes, eyebrows, and even bracelets are sometimes marked as skin.
VMD [50] is obtained selecting 285 images from several public datasets for human activity recognition (i.e. LIRIS, EDds, UT, AMI and SSG). The dataset is already divided in subsets for training and testing, anyway in this work we used all the images for testing. The images cover a wide range of illumination levels and situations.
SFA dataset [51] includes images from FERET (876 images) and AR (242 images) face databases manually labelled (with medium precision). SFA includes an internal organization in folders in order to separate 1118 original images (ORI), 1118 ground truths (GT) masks, 3354 samples of skin (SKIN) and 5590 samples of nonskin (NS) ranging differently from 1 to 35×35 dimensions. We have used ORI/GT for assessing the performance.
Pratheepan [49] is a small dataset which includes 78 images downloaded randomly from Google; the dataset is divided in two subsets: FacePhoto including 32 single subject images with simple background and FamilyPhoto including 46 images with multiple subjects and complex background.
HGR [27] is a dataset for gesture recognition which contains also ground truth binary skin presence masks; the dataset includes 1558 images representing gestures from Polish and American sign language with controlled and uncontrolled background divided in 3 subsets (HGR1, HGR2A, HGR2B). In our experiments the size of the images of HGR2A and HGR2B has been reduced of a factor 0.3.
SDD [52] is a dataset of 21000 images acquired using different imaging devices, in a variety of illumination conditions and including different skin colors from people all around the world. The dataset is composed from some images extracted from videos and others belonging to popular face datasets. Images are provided in four sets: a set including mainly single face images, made for training purposes, and other three sets to be used for testing.
FvNF [53] (Face vs. NonFace) is not a real skin dataset, it is composed by 800 face and 770 non-face images, extracted from Caltech dataset [54] . This dataset has been collected and used in [53] to evaluate the capability of a skin detector method to detect the presence of a face, based on the number of pixels classified as skin. The average precision (AP) is used as performance indicator, AP [0, 100] . The AP summarizes the shape of the precision/recall curve, since it is the area under the precision-recall curve.
Performance indicators
Skin detection is a two-class classification problem, therefore standard measures for general classification problems [55] can be used for performance evaluation: including Accuracy, Precision, Recall, F-measure, Kappa, ROC-Curve, Area Under Curve, and others. Anyway, due to the particular nature of this problem which is based on pixel-level classification and on unbalanced distribution, the following measures are usually considered for performance evaluation: the confusion matrix, the F-measure, the True Positive Rate (TPR) and the False Positive Rate (FPR).
The confusion matrix is obtained comparing results with the ground-truth data to determine the number of true negatives (tn), false negatives (fn), true positives (tp) and false positives (fp). Several useful measures can be obtained from the confusion matrix, including precision=tp/(tp+fp), that is the percentage of correctly classified pixels out of all the pixels classified as skin and recall =tp/(fn+tp), that is the percentage of the ground-truth skin pixels correctly classified as skin.
The F1 measure is the harmonic mean of precision and recall and it is calculated according to the following formula F1 = /(2 + + ) , F1 [0, 1] . According to other works in the literature F1 is averaged at pixel level not at image level; in such a way the final indicator is not dependent on the image size in the different databases. Besides F1 several papers use the True Positive Rate (TPR= recall=tp/(fn+tp)) and the False Positive Rate (FPR= fp/(fp+tn) ).
Even if the F1 measure is able to evaluate algorithms only at a fixed operating threshold, and therefore it is a worse way to quantify the accuracy of an algorithm evaluation with respect to ROC curve or precision-recall curve, we use F1 is used in this work since it is widely used in the literature for skin classification and allow a better comparison. Moreover, several methods evaluated here work at fixed threshold and do not allow tuning for true positives and false positives rates.
A fair experimental comparison
A fair comparison among different approaches is very difficult due to the lack of a universal standard in evaluation: most of published works are tested on self-collected datasets which often are not available for further comparison; in many cases the testing protocol is not clearly explained, many datasets are not of high quality and the precision of the ground truth is questionable since sometimes lips, mouth, rings and bracelets have been labelled as skin. In this section, we carry out a comparison of some well-known approaches whose source code is freely available. In order to accomplish a fair comparison we do not perform re-training of methods in each dataset, conversely, we use the knowledge provided by the original authors, therefore all the datasets have been used only for testing purposes. When the performance depends on a classification threshold, we tested several values in order to select the one that performs best in all the datasets.
In Table 3 we report the performance in 10 datasets of the nine stand-alone approaches described in section 2 and four ensembles combined by the vote rule. Both the stand-alone approaches and the ensembles have been tested using different thresholds (only the best one is reported in Table 3 for sake of space, the complete version of the table is included as supplementary material):
 GMM [22] , Bayes [22] (τ[50,70,90,110,140] ), SPL [37] (τ[-2.5,-2,-1.5,-1,-0 .5]), Cheddad [38] , Chen [39] , SA1 [40] (  OldVote is the best ensemble based on vote rule proposed in [56] , it is based on the weighted vote rule among SPL (weight 0.1), GMM (weight 0.9) and SA2(weight 1). After weighting the responses from different classifiers, a pixel is classified as skin if it receives more than one vote for the class Skin. In [56] we have tested different rules for the fusion of classifiers, finding that the vote rule is the best suited for this particular problem. For each dataset the best result is highlighted and in the last column the rank (calculated as the rank of the average rank) is reported. Maybe some approaches can be advantaged in some datasets, in case that they used some images of the dataset for training (i.e. LUT creation), anyway considering the results on all the 10 datasets, the comparison is quite fair.
From the results in Table 3 it is clear that no approach overcomes the others in all the problems, on the contrary it is very difficult to find a solution that works well in all the datasets without retraining and performing a parameter tuning. The design of an ensemble method able to exploit the good performance of each of its composing approaches is a feasible solution to this problem. Our three proposed ensembles based on the vote rule grant good performance on average in almost all the datasets and reach the first 3 positions in the rank column. This is a valuable result considering that our experiments compares 13 approaches on 10 different datasets.
From a comparison among stand-alone approaches in Table 3 , the following conclusions can be drawn:
 There is a noticeable difference among performance of different approaches in each dataset. The best stand-alone method is different for each dataset, anyway SA2 and SA3 work better than others, this is the reason why we gave them the higher weights in our vote rule.
 In particular SA3 reaches the best performance in three datasets: MCG, SFA, HGR. In our opinion, it is a very valuable method in particular for problems where the background is quite simple (e.g. gesture recognition).
 The method Bayes perform very well (it is ranked third among stand-alone methods) even though it is a very simple approach with low computational requirements.
 On the contrary the statistical color model proposed by Chen is very efficient but at the expense of performance.
 The methods SPL is the best in VMD but performs very poorly in Compact.
For many approaches, the selection of an appropriate threshold is crucial for performance: the most appropriate choice depends of the specific application, since a strict value decreases the number of false positives despite of the true positive rate, vice versa a low threshold increases the true positive rate but also the number of false positives.
The ensemble that we propose as the best solution is Vote1 (1.25) ; besides F1 we also report TPR and FPR as performance indicators for Vote1 (1.25) in the MGC and UChile datasets, for an easier comparison with several methods in the literature that use these two indicators in these datasets [48] :
 UChile (TPR=0.7231, FPR=0.0915).
Conclusion and future research directions
In this work, a framework to evaluate and combine different skin detector approaches is presented and an extensive evaluation of several approaches is carried out on 10 different datasets including more than 10000 labelled images. A survey of most recent existing approaches is carried out and a new ensemble based on the combination of six methods is proposed and evaluated. Experimental results confirm that our proposed ensemble obtains a very good performance with respect to other stand-alone approaches. The proposed ensemble can be used in a wide range of skin detection applications such as body tracking, face detection, detection of objectionable content and hand gesture analysis. The performance obtained on 10 different datasets confirms that the proposed ensemble is well suited for detecting skin in a wide range of images without requiring re-training and ad hoc parameter optimization.
In conclusion, we show that skin detection is a very difficult problem, which can be hardly solved by a stand-alone approach. The performance of any stand-alone method for skin detection depends on many factors, such as the color space used, the parameters used, the nature of data, the image characteristics, the shape of the distribution, the size of samples for training, the presence of data noise, etc. Our experiments show that our ensemble suffers less of these problems, since it is able to exploit the advantages of each composing method and it is a feasible solution for problems where training is impracticable.
Future work for designing an effective skin-color detector can be done by adding a preprocessing module able to deal with the color constancy problem in order to improve the robustness to illumination changes. Another idea to improve the precision of the detection is the use of morphological operators as a post-processing step. Finally, in order to exploit the diversity in stand-alone approaches to be fused in an ensemble, recent deep learning methods can be considered in the fusion, as soon as freely available method is provided. 
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