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ABSTRACT
In this thesis, the Zakharov-Shabat scattering problem and several types of Landau-Lifschitz
scattering problems are considered. The inverse scattering problem is that of seeking one or
more coefficients in a system of differential equation from the scattering data which, generally,
consists of a reflection coefficient and bound state data.
We assume mainly that the coefficients to be determined are of half line support, i.e. they
are equal to zero on a half line. Such cases can arise on natural physical grounds, and they
can be very good approximations in case of reasonably rapid decay.
Assuming that the coefficients have half line support, we present the uniqueness of the
inverse scattering problems as well as develop several efficient numerical algorithms to recon-
struct the coefficients via a time domain approach. Also, a relation of the Zakharov-Shabat
scattering problem and the Landau-Lifschitz scattering problem is investigated. Some exact
theory for the inverse scattering problem with no support restriction is developed by means of
corresponding half line support problems.
1CHAPTER 1. Introduction
Consider the following first-order system of equations,
∂Ψ(x, ζ)
∂x
= Ω(x, ζ)Ψ(x, ζ), x ∈ R, ζ ∈ C, (1.1)
where Ω(x, ζ) is a 2 × 2 matrix that converges to Ω±∞(ζ) as x → ±∞. Several equations
which arise in many areas of physics and engineering are included in (1.1). For example, (1.1)
represents the Schro¨dinger equation, a wave equation in an inhomogeneous elastic medium, the
Zakharov-Shabat scattering problem (ZSSP), the Landau-Lifschitz scattering problem (LLSP)
and the anisotropic model of Landau-Lifschitz scattering problem (ALLSP) with specific forms
of Ω(x, ζ) (refer to Table 1.1).
Table 1.1 Scattering problems with Ω(x, ζ)
scattering problem Ω(x, ζ)
Schro¨dinger eqn.
(
0 −ζ2 + u(x)
1 0
)
Wave eqn. in elastic medium iζ
(
0 ξ−1(x)
ξ(x) 0
)
ZSSP iζ
(
1 0
0 −1
)
+
(
0 s∗(x)
−s(x) 0
)
Generalized ZSSP iζ
(
1 0
0 −1
)
+
(
0 s∗(x)
r(x) 0
)
LLSP iζ
(
q3(x) q∗(x)
q(x) −q3(x)
)
, |q(x)|2 + q3(x)2 = 1
ALLSP iζ
(
q3(x) q∗(x)
q(x) −q3(x)
)
− β
(
0 q∗(x)
−q(x) 0
)
In this thesis, we study the relation of the coefficient Ω(x, ζ) and the asymptotic behavior of
Ψ(·, ζ). In Section 1.1, we define the asymptotic behavior of the solutions to (1.1) systematically
as scattering data. To extract the scattering data is said to be the direct scattering problem.
2Conversely, the inverse scattering problem is to seek the coefficient Ω(x, ζ) from the given
scattering data.
One motivation of the inverse scattering problem is the so-called Inverse Scattering Trans-
formation which will be briefly discussed in Section 1.2.
1.1 Scattering data
Suppose that Ω(x, ζ) is smooth enough and converges to iζΩ±∞ sufficiently rapidly for
nonsingular constant matrices Ω±∞ as x→ ±∞ respectively. Then one can define the matrix
Jost solutions J+ = [µ µ] and J− = [ν ν] to (1.1) such that
J±(x, ζ)→ eiζΩ±∞x as x→ ±∞. (1.2)
Due to the nonsingularity of Ω+∞, the vector Jost solutions µ(·, ζ) and µ(·, ζ) are linearly
independent. Similarly, ν(·, ζ) and ν(·, ζ) are linearly independent. Note that µ, ν are not
the complex conjugate of µ, ν. We use ∗ for the complex conjugate and † for the Hermitian
conjugate of a matrix.
J±(x, ζ) satisfy the following Volterra integral equations,
J+(x, ζ) = eiζΩ+∞x −
∫ ∞
x
eiζΩ+∞(x−y)(Ω(y, ζ)− iζΩ+∞)J+(y, ζ)dy, (1.3)
J−(x, ζ) = eiζΩ−∞x +
∫ x
−∞
eiζΩ−∞(x−y)(Ω(y, ζ)− iζΩ−∞)J−(y, ζ)dy. (1.4)
Under suitable hypotheses they will have Neumann expansions,
J±(x, ζ) =
∞∑
n=0
J±n (x, ζ), J
±
0 (x, ζ) = e
iζΩ±∞x, (1.5)
where
J+n+1(x, ζ) = −
∫ ∞
x
eiζΩ+∞(x−y)(Ω(y, ζ)− iζΩ+∞)J+n (y, ζ)dy,
J−n+1(x, ζ) =
∫ x
−∞
eiζΩ−∞(x−y)(Ω(y, ζ)− iζΩ−∞)J−n (y, ζ)dy.
Suppose that for some functions V±(x),
|Ω(x, ζ)− iζΩ±∞| ≤ (|ζ|α + |β|)V±(x).
3Here, constants α ≥ 0 and β ∈ R are related to the structure of Ω(x, ζ)1, and |Ω(x, ζ)| denotes
the matrix L2 norm, i.e. for fixed x, ζ
|Ω(x, ζ)| =
√
λmax(Ω†(x, ζ)Ω(x, ζ)),
where λmax means the largest eigenvalue.
Let
M+(x, ζ) =
∫ ∞
x
e2|ζ||Ω+∞||y|V+(y)dy,
M−(x, ζ) =
∫ x
−∞
e2|ζ||Ω−∞||y|V−(y)dy.
Then, it is not difficult to check that
|J+n (x, ζ)| ≤ e|ζ||Ω+∞||x|
(|ζ|α + |β|)nMn+(x, ζ)
n!
,
|J−n (x, ζ)| ≤ e|ζ||Ω−∞||x|
(|ζ|α + |β|)nMn−(x, ζ)
n!
.
Assume that Ω(x, ζ)→ iζΩ±∞ sufficiently fast as x→ ±∞, for example, for ε > 0
V±(x) ≤ e−|x|1+ε , as x→ ±∞. (1.6)
Then the Neumann series (1.5) converge absolutely, thus unique Jost solutions J±(x, ζ) exist
and J±(x, ·) are entire functions in ζ-plane.
Since {µ, µ} and {ν, ν} are linearly independent, there is a matrix T (ζ) such that
J+(x, ζ) = J−(x, ζ)T (ζ), T (ζ) =
 a(ζ) b(ζ)
b(ζ) a(ζ)
 . (1.7)
Note that each component of T is an entire function assuming (1.6).
Assuming trace(Ω(x, ζ)) = 0 and λ(Ω+∞) = λ(Ω−∞) = {−1, 1}2, Liouville’s formula yields
a(ζ)a(ζ)− b(ζ)b(ζ) = 1. (1.8)
Furthermore, if Ω(x, ζ) has a symmetry such that
Ω∗(x, ζ) = σyΩ(x, ζ∗)σy, σy =
 0 −i
i 0
 , (1.9)
1For example, α = 0 is related to the ZSSP, α = 1 is for the LLSP and ALLSP. β is the parameter appearing
in the ALLSP. See Table 1.1 and Table 1.2 for the definitions of scattering problems.
2In case of Ω±∞(ζ) 6= iζΩ±∞, this condition may replace to λ(Ω∞(ζ)) = {−iζ, iζ}.
4then
a(ζ) = a∗(ζ∗), b(ζ) = −b∗(ζ∗). (1.10)
Indeed, for any solution Ψ(x, ζ) to (1.1), σyΨ∗(x, ζ)σy solves (1.1) with the coefficient Ω(x, ζ∗).
Thus
σyT ∗(ζ)σy = T (ζ∗), (1.11)
which gives (1.10). Note that the ZSSP, the LLSP, and the ALLSP satisfy the condition (1.9).
Assuming (1.10), we rewrite (1.7) as
µ(x, ζ) = a(ζ)ν(x, ζ) + b(ζ)ν(x, ζ), (1.12)
ν(x, ζ) = b∗(ζ∗)µ(x, ζ) + a(ζ)µ(x, ζ). (1.13)
The left and right reflection coefficients and transmission coefficient are defined on the real line
by
L(ζ) =
b(ζ)
a(ζ)
, R(ζ) =
b∗(ζ)
a(ζ)
, T (ζ) =
1
a(ζ)
, ζ ∈ R. (1.14)
In general, a(ζ) may have zeros on R, although there exists Ω(x, ζ) such that the corresponding
a(ζ) never vanishes on the real line. Thus we make a technical assumption,
|a(ζ)| > 0, for all ζ ∈ R. (1.15)
We have a(ζ) = 1 for Ω(x, ζ) which is constant with respect to x, say Ω(x, ζ) = iζΩ+∞, so the
condition (1.15) is satisfied. Consider a(ζ; Ω) as a function of Ω for ζ fixed in R. Then one can
show that a(ζ, ·) is continuous with respect Ω in a suitable class. Therefore (1.15) is satisfied
generically ([20]).
A bound state is a square integrable vector solution to (1.1) which occurs at a certain
ζ0 ∈ C. For simplicity of current discussion, we assume that Ω±∞ = Λ,
Λ =
 1 0
0 −1
 , (1.16)
which is the most common case.
5Let ψ(x, ζ0) be a bound state for ζ = ζ0. Since {µ(x, ζ0), µ(x, ζ0)} and {ν(x, ζ0), ν(x, ζ0)}
are fundamental sets, there are constants c1, c2, d1, and d2 such that
ψ(x, ζ0) = c1µ(x, ζ0) + c2µ(x, ζ0) (1.17)
= d1ν(x, ζ0) + d2ν(x, ζ0). (1.18)
Obviously Imζ0 6= 0 from the asymptotic behavior of the Jost solutions. Moreover, we have
c2 = d1 = 0 assuming Imζ0 > 0, thus there is a constant γr,0 such that
µ(x, ζ0) = γr,0ν(x, ζ0).
With (1.12), a(ζ0) = 0, and
γr,0 = b(ζ0). (1.19)
Similarly, one can define γl,0 as
ν(x, ζ0) = γl,0µ(x, ζ0).
(1.13) and (1.8) imply
γl,0 = b∗(ζ∗0 ) = 1/γr,0.
Note that γl,r;0 are said to be dependency constants. Conversely, it is not difficult to show that
there exist a bound state ψ(x, ζ0) and dependency constants for every zero ζ0 of a(ζ) in C+.
Now we assume that Imζ0 < 0. In this case, we have c1 = d2 = 0 in (1.17),(1.18), a∗(ζ∗0 ) = 0
and
µ(x, ζ0) = −b∗(ζ∗0 )ν(x, ζ0).
Since ζ∗0 is a zero of a(ζ) in the upper half plane, there must be a bound state µ(x, ζ∗0 ) and
a dependency constant γ˜r,0 corresponding to ζ∗0 . By aid of the symmetry property (1.9) of
Ω(x, ζ)
σyµ
∗(x, ζ0) = −iµ(x, ζ∗0 ), σyν∗(x, ζ0) = iν(x, ζ∗0 ).
Thus
b(ζ∗0 ) = γ˜r,0,
which is compatible with (1.19). Hence, dependency constant of bound state for ζ0 ∈ C− can
be obtained from bound state for ζ∗0 ∈ C+.
6In short, if ψ(x, ζ0) is a bound state, then ζ0 or ζ∗0 must be zero of a(ζ) in C+. Conversely,
if ζ0 is a zero of a(ζ) in C+, then there are two bound state ψ(x, ζ0) and ψ(x, ζ∗0 ) which are
related by
ψ(x, ζ0) = cσyψ∗(x, ζ∗0 ),
for some constant c ∈ C. One can obtain the dependency constants γl,r;0 from either of them.
In the general case, Ω±∞ 6= Λ, the eigenvalue ζ0 may not be zero of a(ζ). We will discuss
this in Section 3.4.
Suppose that
a(ζ)→ 1 as |ζ| → ∞, ζ ∈ C+, (1.20)
where C+ is the closure of C+. Since a(ζ) is an entire function, the number of zeros for a(ζ)
in C+ should be finite, say N . The normalizing constants Cl,r;n are defined by
Cl,n =
b∗(ζ∗n)
a˙(ζn)
, Cr,n =
b(ζn)
a˙(ζn)
,
assuming that ζn is a simple zero. Here ˙ denotes the derivative with respect to given variable.
The bound state data consists of {ζn, Cl,n, Cr,n}Nn=1. The assumption (1.20) will be verified for
a specific case in Section 2.2.
We remark that the decay condition (1.6) can be weakened according to the structure of
Ω(x, ζ) to have analyticity of a(ζ) in C+ only. In this case b(ζ) may not be defined in C+.
Then Cl,n and Cr,n can be understood as
Cl,n =
γl,n
a˙(ζn)
, Cr,n =
γr,n
a˙(ζn)
,
and the generic condition (1.15) is essential for the coefficient Ω(x, ζ) in (1.1) to have only
finitely many bound states.
Let
A(ζ) = a(ζ)
N∏
n=1
ζ − ζ∗n
ζ − ζn .
Then A(ζ) is an entire function and has no zeroes on C+ assuming (1.15), thus logA(ζ) and
logA∗(ζ∗) are analytic in C+ and C− respectively. Moreover logA(ζ) → 0 as ζ → ∞ in C+
7due to the assumption (1.20). By the Cauchy integral formula, for ζ ∈ C+,
logA(ζ + iε) =
1
2pii
∫ ∞
−∞
logA(ξ)
ξ − ζ − iεdξ,
0 =
1
2pii
∫ ∞
−∞
logA∗(ξ)
ξ − ζ − iεdξ.
By adding these,
logA(ζ + iε) =
1
2pii
∫ ∞
−∞
log |a(ξ)|2
ξ − ζ − iεdξ,
= − 1
2pii
∫ ∞
−∞
log(1 + |L(ξ)|2)
ξ − ζ − iε dξ.
Since a(ζ) is continuous,
a(ζ) = exp(− 1
2pii
∫ ∞
−∞
log(1 + |L(ξ)|2)
ξ − ζ − i0+ dξ)
N∏
n=1
ζ − ζn
ζ − ζ∗n
, ζ ∈ C+. (1.21)
This spectral representation allows the scattering data to be defined in serval ways. Here, we
mainly consider
{L(ζ), ζn, Cr,n}Nn=1, {R(ζ), ζn, Cl,n}Nn=1, (1.22)
as left and right scattering data respectively. As mentioned earlier, the direct scattering
problem is to find the scattering data {L(ζ), ζn, Cr,n}Nn=1 or {R(ζ), ζn, Cl,n}Nn=1 from (1.1)
and the inverse scattering problem is to seek a coefficient Ω(x, ζ) from {L(ζ), ζn, Cr,n}Nn=1 or
{R(ζ), ζn, Cl,n}Nn=1.
1.2 Inverse Scattering Transformation
In this section, we briefly review the Inverse Scattering Transformation (IST) which gives
a motivation for the scattering problem (1.1) for certain choices of Ω(x, ζ).
The Schro¨dinger equation with u(x, t),
− ψxx(x, ζ; t) + u(x, t)ψ(x, ζ; t) = ζ2ψ(x, ζ; t), (1.23)
gives a time dependent scattering problem (1.1) by setting
Ψ(x, ζ; t) =
 ψx(x, ζ; t)
ψ(x, ζ; t)
 , Ω(x, ζ; t) =
 0 −ζ2 + u(x, t)
1 0
 .
8By the similar argument discussed in Section 1.1, one can define the (right) scattering data
S(t) = {R(ζ; t), ζn(t), Cl,n(t)}Nn=1. It is well known that if u(x, t) is in the Faddeev class,
i.e.
∫ ∞
−∞
|u(x, t)|(1 + |x|)dx is finite for fixed t, then u(x, t) is uniquely determined from its
scattering data. For more detail, see e.g. [18], [26] and references therein.
Now, consider the KdV equation
ut − 6uux + uxxx = 0, (1.24)
subject to the initial condition
u(x, 0) = u0(x),
where u0(x) decays sufficiently rapidly as |x| → ∞. The IST gives the relation of u, solution
to the KdV equation and the scattering data S(t) for the Schro¨dinger equation. The KdV
equation can be solved in the following manner,
u(x, 0)
direct scattering problem−−−−−−−−−−−−−−−−−−−−−→ S(0)
solution of evolution eqn.
y ytime evolution
u(x, t)
inverse scattering problem←−−−−−−−−−−−−−−−−−−−−−− S(t)
Figure 1.1 Inverse Scattering Transformation
(1) Solve the direct scattering problem (1.23) with u(x, 0) to obtain the scattering data S(0).
(2) Compute the time evolution of scattering data S(t), which consists of
R(ζ; t) = R(ζ; 0)e8iζ
3t, ζn(t) = ζn(0), Cl,n(t) = Cl,n(0)e−8iζ
3
nt. (1.25)
(3) Solve the inverse scattering problem for u(x, t) from S(t).
This method was first presented by Gardner, Greene, Kruskal, and Miura in 1967 ([28]).
Soon after their work, Lax generalized their idea by introducing ‘Lax pair’ in [40]. The Lax
9pair consists of two linear operators L and M. Consider two linear equations
Lφ = λφ, (1.26)
φt = Mφ. (1.27)
The first equation is the scattering problem, and the second one governs the time evolution of
scattering data. The corresponding non-linear evolution equation is given by
Lt + [L,M] = 0, (1.28)
where [L,M] = LM−ML. Let
λ = ζ2, L = −∂2x + u, M = −4∂3x + 6u∂x + 3ux.
Then, one can derive (1.25) from (1.27) and the KdV equation (1.24) from (1.28).
Ablowitz, Kaup, Newell and Segur developed a more general scheme, now called the ‘AKNS
method’, in [2], [3]. Consider two linear equations
φx = Xφ, (1.29)
φt = Tφ, (1.30)
where n× n matrices X and T satisfy
Xt −Tx + [X,T] = 0. (1.31)
The operator X, in general, contains a spectral parameter ζ and (1.29) represents a scattering
problem as does (1.26). Similarly to the operator M in the Lax pair, T involves a time
evolution of scattering data. The evolution equation corresponding to the given X and T can
be extracted from the compatibility condition (1.31). In order to obtain the KdV equation,
choose
X =
 0 −λ+ u
1 0
 , T =
 ux −4λ2 + 2λu+ 2u2 − uxx
4λ+ 2u −ux
 .
For the detailed derivation of the KdV equation via the Lax pair and the AKNS method,
refer to [1] or [8]. Several other non-linear evolution equations can be derived via the Lax pair
or the AKNS method as well. See [1] and [17] for details.
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In this work, we focus on two scattering problems which arise in connection with the cubic
Schro¨dinger equation and the Landau-Lifschitz equations.
• Cubic Schro¨dinger equation
The cubic Schro¨dinger equation,
− ist + sxx + 2|s|2s = 0 (1.32)
can be rewritten in the following matrix form,
St − iΛSxx − 2iΛS3 = 0, (1.33)
where
S(x, t) =
 0 s∗(x, t)
s(x, t) 0
 .
Indeed, the complex conjugate of (1.32),
is∗t + s
∗
xx + 2|s|2s∗ = 0,
and S2 = |s|2I implies
iΛSt + Sxx + 2S2S = 0,
which is equivalent to (1.33). Define the AKNS operators
X = iζΛ + ΛS, (1.34)
T = iΛS2 − 2iζ2Λ + iSx − 2ζΛS. (1.35)
Then φx = Xφ gives the scattering problem
φx = iζΛφ+ ΛSφ, (1.36)
that is,
Ω(x, ζ; t) = iζΛ + ΛS(x, t),
in the time dependent scattering problem of (1.1). Simple calculations can show that
the AKNS equation (1.31) represents the cubic Schro¨dinger equation (1.33). The time
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evolution of the scattering data is governed by (1.30) as well. We assume that s(x, t)→ 0
as |x| → ∞ sufficiently fast, i.e.
Ω±∞(ζ; t) = iζΛ.
We write the solution φ of (1.36) which is proportional to the Jost solution µ as
φ(x, t) = f(t)µ(x; t).
As x → ∞, obviously φ → f(t)
 eiζx
0
. From (1.30) with (1.35), we obtain f(t) =
e−2iζ
2
f(0). On the other hand, (1.12) implies
φ(x, t)→ f(t)a(ζ; t)
 eiζx
0
+ f(t)b(ζ; t)
 0
e−iζx
 ,
as x→ −∞. Substitution in
φt = −2iζ2Λφ
which is the limit of (1.30), yields
f(t)a(ζ; t) = e−2iζ
2tf(0)a(ζ; 0),
f(t)b(ζ; t) = e2iζ
2tf(t)b(ζ; 0),
or,
a(ζ; t) = a(ζ; 0),
b(ζ; t) = b(ζ; 0)e4iζ
2t.
The time evolution of the scattering data is thus given by
R(ζ; t) = R(ζ; 0)e−4iζ
2t, ζn(t) = ζn(0), Cl,n(t) = Cl,n(0)e−4iζ
2
nt. (1.37)
Note that the time independent scattering problem (1.36) is referred as Zakharov-Shabat
scattering problem (ZSSP) after they derived (1.36) via the Lax pair approach in [55].
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• Landau-Lifschitz equation
The Landau-Lifshitz (LL) equation,
Qt = Q×Qxx +Q× JQ (1.38)
describes the dynamics of a ferromagnet. Here,
J = diag(J1, J2, J3),
Q = (q1, q2, q3), q21 + q
2
2 + q
2
3 = 1,
and we assume that
Q→ (0, 0, 1) as x→ ±∞.
The matrix J is related to the magnetic anisotropy, for example, isotropy, anisotropy
of easy axis and easy plane which are defined by J1 = J2 = J3, J1 = J2 < J3 and
J1 = J2 > J3 respectively. It has been attempted to solve the LL equation by the IST in
last several decades. Takhtajan ([51]) and Fogedby ([25]) solved the isotropic model of
the LL equation and Sklyanin introduced the Lax pair for the anisotropic case in terms
of the elliptic function ([50], see also [33] and references therein). In this thesis, we follow
the AKNS formulation for the anisotropy of easy axis described in [15].
X = iζ
 q3 q∗
q −q3
− β
 0 q∗
−q 0
 , (1.39)
T = i
 2(ζ2 + β2)q3 + ζτ3 (ζ + iβ)(2ζq∗ + τ∗)
(ζ − iβ)(2ζq + τ) −2(ζ2 + β2)q3 − ζτ3
 , (1.40)
where
4β2 = J3 − J1, q = q1 + q2i, (τ1, τ2, τ3) = Q×Qx, τ = τ1 + τ2i.
Then (1.31) implies (1.38). It is not hard to show that the time evolution of the scattering
data is governed by
R(ζ; t) = R(ζ; 0)e−4i(ζ
2+β2)t, ζn(t) = ζn(0), Cl,n(t) = Cl,n(0)e−4i(ζ
2
n+β
2)t. (1.41)
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Table 1.2 Scattering problems and evolution equations
scattering prob. evolution eqn. time evolution of data references
ZSSP (1.32) (1.37) [55]
LLSP (1.38), β = 0 (1.41), β = 0 [51], [25]
ALLSP (1.38), β 6= 0 (1.41), β 6= 0 [15]
We refer to ψx = Xψ with (1.39) for non-zero β as the anisotropic model of the
Landau-Lifschitz scattering problem (ALLSP) and the Landau-Lifschitz scattering prob-
lem (LLSP) for β = 0, which represents the isotropic model.
1.3 Overview
A common theme in this work is the inverse scattering problem under an assumption that
the coefficients to be determined are of half line support, i.e. they are equal to zero on a half
line. There are several reasons why this case is of special interest.
• Such cases can arise on natural physical grounds. This is very common in the case of
Schro¨dinger or acoustic scattering, and more recent work, for example, on coupled mode
wave propagation and design of fiber optic devices leads to similar support assumptions
for the Zakharov-Shabat problem ([49]).
• In the case of reasonable rapid decay it can be a good approximation to assume the
coefficient has half line (or even compact) support.
• Some exact theory for the inverse scattering problem with no support restriction can be
developed by means of corresponding half line support problems (see Chapter 4).
• There are special features of the inverse scattering theory which hold in the half line
support case which do not hold in general (see Section 2.5).
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We remark that a half line support restriction does not make it a half line inverse problem,
as this would usually be taken to mean that there is physical boundary point, and boundary
condition to be imposed at this point.
This thesis is organized as follows. In Chapter 2, we discuss the ZSSP on the half line. One
of the efficient methods to recover the coefficient is the time domain approach. We suggest
several computational algorithms to solve the ZSSP based on the time domain problem. Also we
show that the reflection coefficient alone uniquely determines the coefficient if the coefficient is
supported in the half line. We provide a numerical algorithm as well as an analytic proof.
We define a transformation F from the LLSP to the ZSSP in Chapter 3 for a smooth Q.
By introducing the step-like coefficient Q, we can define the inverse transformation, i.e. the
transformation from the ZSSP to the LLSP, as well. Then we can adapt the more well known
theory for the ZSSP to the LLSP. The transformation F can be also extended to the ALLSP.
In the previous chapters, we assume that the coefficient is supported in the half line. This
support restriction is relaxed in Chapter 4. The whole line problem can be split into two half
line problems. We discuss how the scattering data for half line problems can be extracted from
the data for the whole line problem. From a numerical point of view, this method reduces the
computational cost. The transformation F is also well defined in the whole line by the splitting
method and step-like coefficients .
Due to the transformation F, we can show that the coefficient Q in the LLSP is uniquely
determined from its scattering data as long as Q is smooth enough. However, if Q has a jump,
then the transformation is not valid any more. In Chapter 5, we focus on the LLSP with
discontinuous coefficients . An example for the non-uniqueness for the LLSP is given, and
some uniqueness theorem with restricted conditions are stated via time domain approach.
In the last chapter, we address open problems and future works.
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CHAPTER 2. Zakharov-Shabat scattering problem on the half line
2.1 Introduction
Since Zakharov and Shabat introduced ZSSP in [55], analytic theories as well as numerical
methods to reconstruct s(x) from its scattering data have been studied in various directions.
Recall the ZSSP
φx = iζΛφ+ ΛSφ, (2.1)
where,
Λ =
 1 0
0 −1
 , S =
 0 s∗
s 0
 .
We seek s(x) from standard scattering data {L(ζ), ζn, Cr,n}Nn=1, or {R(ζ), ζn, Cl,n}Nn=1, or equiv-
alently {L(ζ), T (ζ)}, {R(ζ), T (ζ)} defined in Section 1.1. One of the well known techniques
for this inverse scattering problem is using a linear integral equation, the Gel’fand-Levitan-
Marchenko (GLM) equation.
For the Jost solutions J+ = [µ µ], J− = [ν ν], let
J+(x, ζ) = eiζΛx +
∫ ∞
x
K(x, z)eiζΛzdz, (2.2)
J−(x, ζ) = eiζΛx +
∫ x
−∞
N (x, z)eiζΛzdz, (2.3)
where K = [K K] and N = [N N ] for two component column vectors K,K,N, and N . The
crucial point in the representations (2.2) and (2.3) is that the kernels, K and N are independent
of the spectral parameter ζ. Substitution of (2.2), (2.3) into (2.1) and integration by parts
give the following equations for the kernels K and N .
Kx(x, y) + ΛKz(x, y)− ΛS(x)K(x, y) = 0, x < y, (2.4)
Nx(x, y) + ΛNz(x, y)− ΛS(x)N(x, y) = 0, x > y, (2.5)
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subject to
K(2)(x, x) = −1
2
s(x), lim
y→∞K(x, y) = 0, (2.6)
N (2)(x, x) = −1
2
s(x), lim
y→−∞N(x, y) = 0. (2.7)
From the standard technique of characteristics, one can show that there are unique solutions
K and N of (2.4)-(2.7). Similarly, one can construct Goursat problems for K and N to show
the existence and uniqueness. Alternately, we can use a symmetry property of the kernels.
Recall that the symmetry of Ω(x, ζ), (1.9) gives
µ(x, ζ) = −iσyµ∗(x, ζ∗), ν(x, ζ) = −iσyν∗(x, ζ∗),
which implies
K = −iσyK∗, N = −iσyN∗,
together with (2.2) and (2.3). Picard’s method is another way to show the existence and
uniqueness of the kernels K,N , see [52] for this approach.
In order to derive the GLM equation, we rewrite (1.12) as
(T (ζ)− 1)µ(x, ζ) = ν(x, ζ) + L(ζ)ν(x, ζ)− µ(x, ζ). (2.8)
Operate on this equation with
1
2pi
∫
R
· e−iζydζ for x > y, then with (2.2) and (2.3)
1
2pi
∫
R
(T (ζ)− 1)µ(x, ζ)e−iζydζ (2.9)
=
1
2pi
∫
R
∫ x
−∞
N (x, z)
 eiζ(z−y)
0
 dzdζ (2.10)
+
1
2pi
∫
R
L(ζ)
 0
e−iζ(x+y)
 dζ (2.11)
+
1
2pi
∫
R
L(ζ)
∫ x
−∞
N (x, z)
 0
e−iζ(z+y)
 dzdζ (2.12)
− 1
2pi
∫
R
∫ ∞
x
K(x, z)
 eiζ(z−y)
0
 dzdζ. (2.13)
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Now, simplify the above integrals term by term. First, since a(ζ) and µ(x, ζ) are analytic in
C+, (2.9) will be
− 1
2pi
lim
r→∞
∫
Cr
(T (ζ)− 1)µ(x, ζ)e−iζydζ + i
∑
ResC+(T (ζ)− 1)µ(x, ζ)e−iζy,
where, Cr is the upper half circle centered at zero with radius r. Note that for ζ ∈ C+
µ(x, ζ) = eiζx
 1 + o(1)
o(1)
 , as |ζ| → ∞
and
|T (ζ)− 1| → 0, as |ζ| → ∞
for a sufficiently fast decaying s(x). For details, refer to Proposition 2.2.1. Since we assume
x > y, the integral term converges to 0. Suppose a(ζ) has only simple zeros, {ζn}Nn=1 in the
upper half plane. Then
∑
ResC+(T (ζ)− 1)µ(x, ζ)e−iζy =
∑
n
1
a˙(ζn)
µ(x, ζn)e−iζny,
The zero ζn of a(ζ) is an eigenvalue, thus we have
µ(x, ζn) = γr,nν(x, ζn),
as we derived in Section 1.1. Now use the representation (2.3) again. Then (2.9) will be
i
∑
n
γr,n
a˙(ζn)
 0
e−iζn(x+y)
+ i∑
n
γr,n
a˙(ζn)
∫ x
−∞
N(x, z)e−iζn(z+y)dz. (2.14)
Next, we define the Fourier transform by
f̂(x) =
1
2pi
∫
R
f(ζ)e−iζxdζ.
Then, the second integral, (2.11) in the right hand side will be L̂(x + y)
 0
1
 and (2.12) is
converted to ∫ x
−∞
N(x, z)L̂(z + y)dz.
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The property of the δ-function
δ(x) =
1
2pi
∫
R
e−iζxdζ
makes (2.10) to N(x, y) and (2.13) vanish. Together with (2.14), we obtain the GLM equation
N(x, y) +M(x+ y)
 0
1
+ ∫ x
−∞
N(x, z)M(z + y)dz = 0, x > y, (2.15)
where,
M(x) = L̂(x)− i
N∑
n=1
γr,n
a˙(ζn)
e−iζnx = L̂(x)− i
N∑
n=1
Cr,ne
−iζnx. (2.16)
Similarly, one can obtain the GLM equation for K and K from the right scattering data,
K(x, y) + M˜(x+ y)
 1
0
+ ∫ ∞
x
K(x, z)M˜(z + y)dz = 0, x < y, (2.17)
where,
M˜(x) =
1
2pi
∫
R
R(ζ)eiζxdζ − i
N∑
n=1
Cl,ne
iζnx. (2.18)
The existence and uniqueness of a solution to the GLM equation can be examined by use
of the Fredholm alternative, see [5] and [52]. Beals and Coifman ([12], [13]) approached this
problem via the Riemann-Hilbert problem, see also [56] for this approach.
Finally, the coefficient s(x) will be extracted from (2.6), (2.7). That is,
N (2)(x, x) = −1
2
s(x), K(2)(x, x) = −1
2
s(x).
For numerical algorithms to recover coefficient s(x), refer to [46] and references in this
paper. The case of a compactly supported s(x) without bound states was investigated by
Rakesh via a contraction mapping in a related time domain problem ([45]).
In this chapter, we restrict the support of s(x) to the right half line and we consider left
scattering data {L(ζ), ζn, Cr,n}Nn=1, or {L(ζ), T (ζ)}. A time domain inverse problem which is
equivalent to the ZSSP, (2.1) is derived in Section 2. In Section 3, we consider {L(ζ), T (ζ)} as
a scattering data for a compactly supported s(x). However, we can show that L(ζ) alone can
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reconstruct s(x) if it is supported in the right half line. That is, we can show the uniqueness
of the ZSSP without bound state information. Analytic proofs can be found in Section 4, and
one of the efficient numerical algorithms, a Darboux kind of transformation is introduced in
Section 5. In the last section, we suggest several numerical algorithms and examples for the
time domain ZSSP.
2.2 Time domain approach
Assume that s(x) is integrable, that is, s(x) ∈ L1(R). Although this assumption is much
weaker than (1.6), one can show that the Jost solutions are well defined and a(ζ) and b(ζ), the
components of transition matrix T , are analytic in the upper and lower half plane respectively
and continuous on the real axis ([4]). The proof is based on the Neumann series of the Jost
solutions as we discussed in Section 1.1.
We want to develop a hyperbolic system corresponding to (2.1). For this end, let us state
the following proposition about the asymptotic behavior of a(ζ).
Proposition 2.2.1. Suppose that s(x) ∈ L1(R). Then for ζ ∈ C+
µ(x, ζ) = eiζx
 1 + o(1)
o(1)
 , (2.19)
ν(x, ζ) = e−iζx
 o(1)
1 + o(1)
 , (2.20)
and,
a(ζ) = 1 +O(
1
ζ
), (2.21)
as |ζ| → ∞.
Proof. We rewrite (1.3) as
µ(x, ζ)e−iζx =
 1
0
+ ∫ ∞
x
 0 −s∗(y)
s(y)e−iζ(2x−2y) 0
µ(y, ζ)e−iζydy. (2.22)
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From the similar argument in Section 1.1, it is easy to show µ(x, ζ) is uniformly bounded if
s(x) decays sufficiently fast, e.g. (1.6). This condition, however, can be weakened to s(x) ∈ L1.
Indeed, one can show that µ(x, ζ) is uniformly bounded in R × C+, see [4] for details. The
Riemann-Lebesgue lemma yields∫ ∞
x
s(y)e−iζ(2x−2y)µ(1)(y, ζ)e−iζydy = o(1). (2.23)
Thus,
µ(2) = o(1).
Here, µ(1), µ(2) are components of µ. Substitution of the above representation into the first
row of (2.22) gives (2.19). Similarly, we can show (2.20) from (1.4).
To obtain (2.21), we define the Wronskian, W (u, v) for two component vectors u, v as
W (u, v) = det[u v].
Then obviously, W (ν, ν) = 0. Since trace(iζΛ+ΛS) = 0, W (µ, ν) and W (ν, ν) are independent
of x by Liouville’s formula. Furthermore, W (ν, ν) = 1 from the asymptotic behavior of J− as
x→ −∞. Together with (1.12)
W (µ, ν) = W (aν + bν, ν) (2.24)
= a. (2.25)
Assuming s(x) ∈W 1,1(R),
µ(x, ζ) = eiζx
 1 +O(1ζ )
O(1ζ )
 , (2.26)
ν(x, ζ) = e−iζx
 O(1ζ )
1 +O(1ζ )
 , (2.27)
since in this case we have a better approximation than (2.23),∫ ∞
x
s(y)e−iζ(2x−2y)µ(1)(y, ζ)e−iζydy = O(
1
ζ
).
(2.21) is given by the representations of (2.26) and (2.27) together with (2.25).
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It is not difficult to verify (2.21) for s(x) ∈ L1(R) from an inequality,
|a(ζ; s)− a(ζ; s′)| ≤ ||s− s′||1(1 + min{||s||1, ||s′||1}) for ζ ∈ C+, (2.28)
where a(ζ; s), a(ζ; s′) are the reciprocals of the transmission coefficients corresponding to the
coefficients S, S′ whose entries are s, s′ respectively. Above inequality, (2.28) was introduced
in [35] from integral representations of the Jost solutions.
One might have asymptotic representations of higher order than (2.21) with stronger con-
dition for s(x). For instance, if s(x) ∈ L1(R) ∩ L2(R) then
a(ζ) = 1 +
1
2iζ
||s||22 +O(
1
ζ2
). (2.29)
The proof is similar as the proof of Proposition 2.2.1. First show (2.29) for a smooth sn (or a
step function sn), then approximate s by sn.
Consider the solution ϕ(x, ζ) to (2.1) subject to the boundary condition
ϕ(x, ζ) =
 0
T (ζ)e−iζx
 , x < 0
for the transmission coefficient T (ζ). Here, we assume that s(x) ∈ L1(R+) ∩ L2(R+)1. With
the generic condition (1.15), T (ζ) − 1 ∈ L2(R) due to Proposition 2.2.1. Multiply e−iζΛx to
the left of each side of (2.1). Then
(e−iζΛxϕ)x = e−iζΛxΛSeiζΛx(e−iζΛxϕ).
For convenient notation, let
ϕ˜ := e−iζΛxϕ−
 0
1
 , S˜ := e−iζΛxΛSeiζΛx, (2.30)
then
ϕ˜x = S˜ϕ˜+
 e−2iζxs∗
0
 .
1We can consider s(x) ∈ L1(R) ∩ L2(R) and vanishes on x < 0
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For x > 0,
ϕ˜(x, ζ) =
∫ x
0
S˜(y, ζ)ϕ˜(y, ζ)dy +
 ∫ x0 e−2iζys∗(y)dy
0
+
 0
T (ζ)− 1
 . (2.31)
Thus,
|ϕ˜(x, ζ)| ≤
∫ x
0
|S˜(y, ζ)||ϕ˜(y, ζ)|dy + |
∫ x
0
e−2iζys∗(y)dy|+ |T (ζ)− 1|
=
∫ x
0
|s(y)||ϕ˜(y, ζ)|dy + |
∫ x
0
e−2iζys∗(y)dy|+ |T (ζ)− 1|.
Recall that | · | denotes the matrix and vector L2 norms. Since we assume that s(x) ∈
L1(R+)∩L2(R+), the second integral is bounded by a square integrable function in ζ which is
independent of x, since s(y)χ[0,x] ∈ L2 for a characteristic function χ[0,x]. From the Plancherel
theorem, || ∫ x0 e−2iζys∗(y)dy||22 ≤ c ∫ x0 |s|2 ≤ c||s||22. Thus there exists a function M(ζ) ∈ L2(R)
such that the last two terms are bounded by M(ζ). For the fixed ζ ∈ R, Gronwall’s inequality
yields
|ϕ˜(x, ζ)| ≤M(ζ)e||s||1 , (2.32)
for all x ∈ R. This shows that ϕ˜(x, ·) or ϕ(1)(x, ·), ϕ(2)(x, ·)− 1 are square integrable functions
on the real line for any x. Moreover,
ϕ˜(x, ζ)→
 R(ζ)
0
 as x→∞,
by the initial condition of ϕ. From (2.31), for x, x′ (say x′ > x)
|ϕ˜(x′, ζ)− ϕ˜(x, ζ)| ≤
∫ x′
x
|s(y)||ϕ˜(y, ζ)|dy +
∫ x′
x
|s(y)|dy.
By aid of (2.32),
|ϕ˜(x′, ζ)− ϕ˜(x, ζ)| ≤ (M(ζ)e||s||1 + 1)
∫ x′
x
|s(y)|dy.
Suppose that x, x′ are sufficiently large. Then
||ϕ˜(x′, ·)− ϕ˜(x, ·)||2 < ε
for an arbitrary ε > 0. This implies that R(ζ) ∈ L2(R), and thus L(ζ) ∈ L2(R) because
|R(ζ)| = |L(ζ)|. Now we state the following lemma from the above argument.
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Lemma 2.2.2. Let φ(x, ζ) be the solution to (2.1) subject to the boundary condition
φ(x, ζ) =
 eiζx
L(ζ)e−iζx
 , x < 0. (2.33)
If s(x) is in L1(R+) ∩ L2(R+) and satisfies the condition (1.15), then for any fixed x ∈ R,
φ(1)(x, ·)e−iζx − 1, φ(2)(x, ·)eiζx ∈ L2(R).
In particular, L(ζ) ∈ L2(R).
We remark that if s(x) ∈ L1(R+)∩L∞(R+) is assumed, then one can show directly L(ζ) ∈
L2(R) by the argument used in the proof of Proposition 2.2.1 and remark below it. Cohen and
Kappeler also showed L(ζ) is bounded, continuous and square integrable if s(x) ∈ L1(R)∩L2(R)
from integral representations of the Jost solutions in [20].
Due to Lemma 2.2.2, we can define the Fourier transform of φ(x, ·) in the distributional
sense. Let  A(x, t)
B(x, t)
 = 12pi
∫
R
φ(x, ζ)e−iζtdζ,
then (2.1) can be transformed to
Ax(x, t) +At(x, t) = s∗(x)B(x, t), Bx(x, t)−Bt(x, t) = −s(x)A(x, t), (2.34)
and the boundary condition (2.33) is changed to
A(x, t) = δ(t− x), B(x, t) = L̂(t+ x), for x < 0.
To define a time domain inverse scattering problem, we need an additional side condition.
By the propagation of singularity argument (see e.g. [21] or [16]),
A(x, t) = δ(t− x) +Au(x, t)H(t− x) +Ad(x, t)H(x− t) + smooth terms,
B(x, t) = Bu(x, t)H(t− x) +Bd(x, t)H(x− t) + smooth terms.
Here, H is the Heaviside function and ·u and ·d are functions defined on t > x and t < x
respectively. Substitution in (2.34) yields
Aux +A
u
t = s
∗Bu, Bux −But = −sAu,
Adx +A
d
t = s
∗Bd, Bdx −Bdt = −sAd,
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on the regions above and below of t = x. Matching the coefficients of the most singular terms
along the line t = x we get
Bu(x, x+)−Bd(x, x−) = 1
2
s(x). (2.35)
Thus, we have two systems of equations,
Aux +A
u
t = s
∗Bu, Bux −But = −sAu, (2.36)
Au(0, t) = 0, Bu(0, t) = L̂(t), (2.37)
on Uu := {(x, t) : x > 0, t > x}, and on Ud := {(x, t) : x > 0, t < x},
Adx +A
d
t = s
∗Bd, Bdx −Bdt = −sAd, (2.38)
Ad(0, t) = 0, Bd(0, t) = L̂(t). (2.39)
Above two systems of equations are combined by a ‘Jump condition’ (2.35).
The derivation of a time domain problem assuming no bound states is well known, see
[46], [45] and references in these papers. This time domain problem can be understood as the
special case when Ad = Bd = 0, which can be justified by the following theorem.
Theorem 2.2.3. Suppose that s(x) ∈ L1(R)∩L2(R) and is supported on the right half line in
the ZSSP. If |a(ζ)| > 0 for ζ ∈ R, then the following are equivalent.
(1) There are no bound states.
(2) T (ζ)− 1 ∈ H2+(R).
(3) L(ζ) ∈ H2+(R).
(4) For the solution φ to (2.1) with boundary condition (2.33),
φ(1)(x, ·)e−iζx − 1 ∈ H2+, φ(2)(x, ·)eiζx ∈ H2+ for any x ∈ R.
Here, H2+ denotes the Hardy space, i.e.
H2+ = {F : F is analytic on C+, sup
y>0
∫
|F (x+ iy)|2dx <∞}
or equivalently
H2+ = {F : F ∈ L2(R), F̂ (t) = 0 for t < 0}.
25
Proof. Suppose that there are no bound states. Then T (ζ)− 1 is analytic in C+ and going to
zero like O(1/ζ) as |ζ| → ∞ from the Proposition 2.2.1. Thus T (ζ)− 1 ∈ H2+. Now we claim
that ϕ˜(x, ·) defined in (2.30) is also in the Hardy space for any fixed x. Indeed, we can choose
M(ζ) in (2.32) as | ∫ x0 e−2iζys∗(y)dy|+ |T (ζ)− 1|. Since ∫ x0 e−2iζys∗(y)dy and T (ζ)− 1 are in
H2+,
sup
ζ2>0
∫
|ϕ˜(x, ζ1 + ζ2i)|2dζ1 <∞,
from (2.32). Due to the fact that ϕ(1)(x, ·) → R(·) as x → ∞ in L2, R(ζ) ∈ H2+, and so
L(ζ) ∈ H2+. Note that R(ζ) and L(ζ) are extended off the real axis by
R(ζ) =
b∗(ζ∗)
a(ζ)
, L(ζ) =
b(ζ)
a(ζ)
,
if they are defined.
To have (4) from (3), applied the same argument about ϕ˜ to φ, the solution to (2.1) with
(2.33). The converse is obvious, that is (4) implies (3). If L(ζ) is analytic in upper half plane,
a(ζ) never vanishes in C+. Hence there are no bound states.
The time domain inverse scattering problem in case of no bound states is to seek s(x) from
(2.36), (2.37) and
Bu(x, x+) =
1
2
s(x). (2.40)
The uniqueness and existence of this problem was investigated by Rakesh in [45] for a compactly
supported s(x) by defining a mapping C as
C : L2[0, X] → L2[0, X] (2.41)
s(x) 7→ 2Bu(x, x)
where, Bu solves (2.36) and (2.37) in Uu,X = {(x, t) ∈ Uu : t+x ≤ 2X} for a given L̂(t)χ[0,2X].
Theorem 2.2.4 (Rakesh [45]). The map C is well defined for any L̂(t)χ[0,2X], and it has a
unique fixed point.
Indeed, he showed Cp is a contraction map for a sufficiently large p. One can easily adapt
his result in showing the uniqueness of s(x) ∈ S0, where
S0 = {s(x) ∈ L1(R+) ∩ L2(R+) : |a(ζ)| > 0 for ζ ∈ C+}. (2.42)
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Recall that s(x) ∈ S0 can be understood as s(x) = 0 for x < 0. Suppose that s1(x), s2(x) ∈ S0
are solutions of the time domain inverse problem with a fixed L̂(t). We claim that there exists
M > 0 such that for any X ≥M
s1χ[0,X], s2χ[0,X] ∈ S0. (2.43)
Assuming this, we have s1(x) = s2(x) for x < X from Theorem 2.2.4. Since X is an arbitrary
number which is larger than M , s1(x) = s2(x) on R. It is not difficult to verify (2.43) from the
inequality (2.28). Since s1(x) ∈ S0 and a(ζ) → 1 as |ζ| → ∞ for ζ ∈ C+, there exists δ1 > 0
such that
|a(ζ; s1)| ≥ δ1, ζ ∈ C+. (2.44)
(2.28) guarantees the existence of M1 > 0 such that for any X1 ≥M1
|a(ζ; s1)− a(ζ; s1χ[0,X1])| ≤ δ1/2,
since s1(x) ∈ L1. Together with (2.44), we have
|a(ζ; s1χ[0,X1])| ≥ δ1/2 > 0, ζ ∈ C+.
Similarly, there is M2 such that for any X2 ≥M2
|a(ζ; s2χ[0,X2])| > 0, ζ ∈ C+.
Thus, (2.43) is valid for X ≥ max{M1,M2}.
To finish the proof of the uniqueness of the ZSSP for s(x) ∈ S0, we need to show that
the ZSSP is equivalent to the time domain problem, or the existence of the Fourier inverse
transform of solutions to the time domain inverse problem. This can be easily shown by
Stokes’s theorem. One can obtain
(|Au|2 + |Bu|2)x + (|Au|2 − |Bu|2)t = 0,
from (2.36). Integrating this over the region OABC (see Figure 2.1) and Stokes’ theorem give∫
OC
|Bu|2 =
∫
OA
2|Bu|2 +
∫
CB
2|Au|2 +
∫
AB
|Au|2 + |Bu|2,
27
Figure 2.1 Region OABC in t-x plane
or ∫ 2X−x
x
|Au(x, ·)|2 + |Bu(x, ·)|2 ≤
∫ 2X
0
|L̂|2 ≤ ||L̂||22.
Since we assumed no bound states, Au(x, t) and Bu(x, t) can be extended by 0 for t < x.
Thus
||Au(x, ·)||22 + ||Bu(x, ·)||22 ≤ ||L̂||22. (2.45)
We summarize the above argument as a theorem.
Theorem 2.2.5. Suppose that s(x) ∈ S0. Then the ZSSP and the time domain inverse
problem, (2.36),(2.37) and (2.40) are equivalent, and the ZSSP has at most one solution. That
is, the map
S : S0 → H2+
s(x) 7→ L(ζ)
is one to one.
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We remark that the range of S is a strict subset of H2+ since Villarroel et al. showed L̂ ∈ L1
for s(x) ∈ L1 in [52]. Even for this class, however, the surjection is unsolved yet.
2.3 ZSSP in the case of compact support
In this section, we discuss the ZSSP with compactly supported s(x) on [0, X] with and
without bound states. As mentioned earlier, several numerical algorithms to recover s(x) from
the scattering data have been developed. One of the most efficient methods in case of no bound
states is a layer stripping method, which will be discussed in Section 2.6. Here, we introduce
another method based on the jump condition (2.35) derived in Section 2.2 with {L(ζ), T (ζ)}
as a scattering data.
Since the solution to (2.1) with the boundary condition (2.33) satisfies φ(x, ζ) =
 T (ζ)eiζx
0

for x > X, the side condition (2.39) can be rewritten as
Ad(X, t) = T̂ − 1(t−X), Bd(X, t) = 0, (2.46)
for t < X. A simple change of variables t′ = X − t, x′ = X − x makes (2.38),(2.46) transform
to
A′dx′ +A
′d
t′ = −s∗(X − x′)B′d, B′dx′ −B′dt′ = s(X − x′)A′d,
A′d(0, t′) = T̂ − 1(−t′), B′d(0, t′) = 0,
on Uu, where A′
d(x′, t′) := Ad(x, t) and B′d(x′, t′) := Bd(x, t). Remove suffix ′, then with
(2.36),(2.37),
Aux +A
u
t = s
∗Bu, Bux −But = −sAu, (2.47)
Adx +A
d
t = −s∗(X − x)Bd, Bdx −Bdt = s(X − x)Ad, (2.48)
on Uu, and
Au(0, t) = 0, Bu(0, t) = L̂(t), (2.49)
Ad(0, t) = T̂ − 1(−t), Bd(0, t) = 0, (2.50)
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with the jump condition
2(Bu(x, x)−Bd(X − x,X − x)) = s(x). (2.51)
Proposition 2.3.1. For fixed scattering data L̂(t), T̂ − 1(−t) ∈ L2(0, 2X), the map
C˜ : L2(0, X) → L2(0, X)
s(x) 7→ 2(Bu(x, x)−Bd(X − x,X − x))
is well defined and Lipschitz continuous.
Proof. First, define a reflection operator R by R(s)(x) = s(X − x). Obviously R is a linear
isometry. Let C(s)(x) = 2B(x, x) from (2.47), (2.49) as in (2.41). Similarly, define C′(s)(x) =
2Bd(x, x) from (2.48),(2.50). Then
C˜(s) = C(s)−RC′R(−s),
which is well defined since Bu, Bd have L2 traces on any lines segments. Moreover, from
Rakesh’s result (see Theorem 2.2.4 and [45]) C and C′ are Lipschitz continuous. Let M,M ′ be
the Lipschitz constants. Then for s1, s2 ∈ L2(0, X)
||C˜(s1)− C˜(s2)||2 = ||C(s1)−RC′R(−s1)− C(s2) +RC′R(−s2)||2
≤ ||C(s1)− C(s2)||+ ||RC′R(−s1)−RC′R(−s2)||2
≤ M ||s1 − s2||+ ||C′R(−s1)− C′R(−s2)||2
≤ M ||s1 − s2||+M ′||R(−s1)−R(−s2)||2
= M ||s1 − s2||2 +M ′||s1 − s2||2 = N ||s1 − s2||2.
The Lipschitz constant, N depends on X, L̂, and T̂ − 1. If N < 1, then obviously C˜ is
a contraction mapping. But this is not true in general. Besides, we do not have a local
contraction property either, that is, C˜p need not be a contraction mapping in contrast with
C. Thus, we need a new idea to attack the time domain inverse scattering problem involving
bound states.
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We define a map Γr for a fixed r ∈ L2(0, 2X) as
Γr : L2(0, X) → L2(0, 2X)
s 7→ r
where, the relations of r, r and s are governed by (2.47), (2.48) with initial conditions
Au(0, t) = 0, Bu(0, t) = r(t), (2.52)
Ad(0, t) = r(t), Bd(0, t) = 0, (2.53)
and the jump condition (2.51). Then Γr is well defined. To show this, first consider (2.48) with
(2.53) on Uu,X . Recall that Uu,X = {(x, t) ∈ Uu : t + x ≤ 2X}. Since Bd(x, x) ∈ L2(0, X),
from the jump condition
Bu(x, x) =
1
2
s(x) +Bd(X − x,X − x) ∈ L2(0, X).
Now, we have the following characteristic boundary value problem on Uu,X ,
Aux +A
u
t = s
∗Bu, Bux −But = −sAu, (2.54)
Au(0, t) = 0, 0 < t < 2X, (2.55)
Bu(x, x) = 12s(x) +B
d(X − x,X − x), 0 < x < X. (2.56)
The uniqueness and existence of (2.54)-(2.56) can be shown by using standard techniques for
the system of hyperbolic equations, see e.g. [27, 21].
We seek s(x) from the knowledge of {L(ζ), T (ζ)} or equivalently {L̂(t), T̂ − 1(t)}. This
problem can be understood as solving the following nonlinear equation.
Γ
T̂−1(−t)(s) = L̂. (2.57)
One of the well known methods to solve a nonlinear equation is Newton’s method. For this,
the existence of a linearized map is essential. We define the Frechlet derivative of Γr at s in
the direction p by
DΓr(s)p = lim
h→0
Γr(s+ hp)− Γr(s)
h
.
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Theorem 2.3.2. For r ∈ L2(0, 2X), Γr is Frechlet differentiable at 0, and
DΓr(0) : L2(0, X)→ L2(0, 2X)
is given by
DΓr(0)p(x) =
1
2
p(
x
2
) +
1
2
∫ 2X
x
p(
z
2
)r(z − 2x)dz. (2.58)
For the proof, we define Φ as
Φ : L2(0, X)× L2(0, 2X)× L2(0, 2X) → L2(0, X) (2.59)
(s(x), f(t), g(t)) 7→ B(x, x)
where, A(x, t) and B(x, t) solve (2.47),
Ax +At = s∗B, Bx −Bt = −sA, in Uu,X (2.60)
subject to
A(0, t) = f(t), B(0, t) = g(t). (2.61)
Similarly, we define Φ by
Φ : L2(0, X)× L2(0, 2X)× L2(0, 2X) → L2(0, X)
(s(x), f(t), g(t)) 7→ A(x, 2X − x)
One can easily show that Φ,Φ are well defined. Also they have following properties.
Lemma 2.3.3. For s ∈ L2(0, X), f, f , g, g ∈ L2(0, 2X), Φ and Φ satisfy the following proper-
ties.
(1) Φ(s, f, g)± Φ(s, f , g) = Φ(s, f ± f, f ± g).
(2) If |h| = |k| for nonzero h, k ∈ C,
hΦ(s, f, g) = Φ(
h
k
s, kf, hg). (2.62)
(3) ||Φ(s, f, g)||2 + ||Φ(s, f, g)||2 = ||g||2 + ||f ||2.
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(4) ||Φ(s, 0, g)− Φ(0, 0, g)||2 = ||Φ(s, 0, g)− g(2x)||2 ≤ C1||s||.
(5) ||Φ(s, 0, g)− Φ(0, 0, g)||2 = ||Φ(s, 0, g)||2 ≤ C1||s||.
(6) ||1
h
Φ(hs, f, 0) +
∫ x
0
s(z)f(2x− 2z)dz||2 ≤ C2|h|2 for sufficiently small h.
Here || · || denotes L2 norm in (0, X) or (0, 2X).
Proof. From the definition of the maps Φ,Φ, (1), (2) are obvious. We can obtain
(|A|2 + |B|2)x + (|A|2 − |B|2)t = 0,
from (2.60). Then Stokes’ theorem over Uu,X together with the boundary conditions (2.61)
gives (3).
For proofs of (4), (5), consider
A′x +A
′
t = 0, B
′
x −B′t = 0, in Uu,X
with
A′(0, t) = 0, B′(0, t) = g(t), (2.63)
and (2.60) with the same boundary conditions (2.63). Trivially, Φ(0, 0, g) = g(2x) and
Φ(0, 0, g) = 0.
Let A˜ = A−A′, B˜ = B −B′, then
A˜x + A˜t = s∗B, B˜x − B˜t = −sA, (2.64)
A˜(0, t) = 0, B˜(0, t) = 0. (2.65)
We obtain
(|A˜|2 + |B˜|2)x + (|A˜|2 − |B˜|2)t = 2Re(s∗BA˜∗ − sAB˜∗)
from (2.64). Again we apply Stokes’ theorem over OABC (see Figure 2.1).∫
OA
2|B˜|2 +
∫
CB
2|A˜|2 +
∫
AB
|A˜|2 + |B˜|2 =
∫ ∫
OABC
2Re(s∗BA˜∗ − sAB˜∗). (2.66)
Define
E(x) =
∫
OA
2|B|2 +
∫
CB
2|A|2 +
∫
AB
|A|2 + |B|2.
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Then it is easy to see
E(x) = ||g||2,
for any 0 ≤ x ≤ X. Similarly, define
E˜(x) =
∫
OA
2|B˜|2 +
∫
CB
2|A˜|2 +
∫
AB
|A˜|2 + |B˜|2.
The right hand side of (2.66) can be∫ ∫
OABC
2Re(s∗BA˜∗ − sAB˜∗) ≤
∫ ∫
OABC
|s|(|A|2 + |B|2) + |s|(|A˜|2 + |B˜|2)
≤
∫ x
0
|s|E + |s|E˜.
Thus, we have
E˜(x) ≤ ||s||1||g||2 +
∫ x
0
|s|E˜.
So Gronwall’s inequality implies
E˜(x) ≤
√
X||s||||g||2e
√
X||s||.
(4) and (5) follow from
E˜(X) = 2
∫ X
0
|B(x, x)−B′(x, x)|2
+ 2
∫ X
0
|A(x, 2X − x)−A′(x, 2X − x)|2
= 2||Φ(s, 0, g)− Φ(0, 0, g)||2 + 2||Φ(s, 0, g)− Φ(0, 0, g)||2.
Now we prove the last inequality. The identity (2.62) implies
1
h
Φ(hs, f, 0) = Φ(hs, f/h, 0)
by setting k = h. Φ(hs, f/h, 0) is B(x, x) satisfying
Ax +At = (hs)∗B, Bx −Bt = −hsA,
A(0, t) = f(t)/h, B(0, t) = 0,
or
(hA)x + (hA)t = |h|2s∗B, Bx −Bt = −s(hA),
(hA)(0, t) = f(t), B(0, t) = 0.
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Let
E(x) =
∫
OA
2|B|2 +
∫
CB
2|hA|2 +
∫
AB
|hA|2 + |B|2.
Stokes’ theorem gives
E(x) ≤ ||f ||2 +
∫ ∫
OABC
2(|h|2 + 1)|s||hA||B|
≤ ||f ||2 +
∫ x
0
(|h|2 + 1)|s|E.
Thus, for all 0 ≤ x ≤ X
E(x) ≤ ||f ||2e(|h|2+1)
√
X||s||. (2.67)
Consider
A′x +A′t = 0, B′x −B′t = −sA′,
A′(0, t) = f(t), B′(0, t) = 0.
It is not difficult to show
A′(x, t) = f(t− x), B′(x, t) = −
∫ x
0
s(z)f(x+ t− 2z)dz.
Thus,
1
h
Φ(hs, f, 0) +
∫ x
0
s(z)f(2x− 2z)dz = B(x, x)−B′(x, x).
Similarly to the proof of (4), (5), we define
A˜ = hA−A′, B˜ = B −B′
E˜(x) =
∫
OA
2|B˜|2 +
∫
CB
2|A˜|2 +
∫
AB
|A˜|2 + |B˜|2.
Here, A˜ and B˜ solve
A˜x + A˜t = |h|2s∗B, B˜x − B˜t = −sA˜,
A˜(0, t) = 0, B˜(0, t) = 0.
Again we apply Stokes’ theorem.
E˜(x) ≤ 2
∫ ∫
OABC
|h|2|s||B||A˜|+ |s||A˜||B˜|
≤
∫ x
0
|h|2|s|E +
∫ x
0
(|h|2 + 1)|s|E˜.
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Gronwall’s inequality together with (2.67) yields
E˜(x) ≤ C(X, ||s||, ||f ||, |h|)|h|2.
Although C depends on |h|, if we assume |h| is small enough, say |h| < 1, then C is bounded
by some C2 which is independent of |h|. Thus
||B˜(x, x)||2 ≤ E˜(X) ≤ C2|h|2.
Proof of Theorem 2.3.2. For convenience of notation, we omit r from Γr if it is obvious. From
the definition of the Frechlet derivative
DΓ(0)p = lim
h→0
Γ(hp)− Γ(0)
h
.
It is not difficult to check that Γ(0) = 0 from directly solving the equations, and Γ(hp) satisfies
1
2
hp = Φ(hp, 0,Γ(hp))−RΦ(−Rhp, r, 0), (2.68)
from the definition of Φ and (2.56). By Lemma 2.3.3 (1) and (2), we can rewrite (2.68) as
Φ(hp, 0,
Γ(hp)
h
) =
1
2
p+R1
h
Φ(−hRp, r, 0). (2.69)
Lemma 2.3.3 (6) implies that the second term in the right hand side converges to
R
∫ x
0
Rp(z)r(2x− 2z)dz =
∫ X−x
0
p(X − z)r(2X − 2x− 2z)dz
=
1
2
∫ 2X
2x
p(
z
2
)r(z − 2x)dz,
and
||Φ(hp, 0, Γ(hp)
h
)− ρ(x)|| ≤ C|h|,
where
ρ(x) =
1
2
p(x) +
1
2
∫ 2X
2x
p(
z
2
)r(z − 2x)dz.
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Then, for |h| < 1
||Γ(hp)
h
− ρ(x
2
)||2
= ||Φ(hp, 0, Γ(hp)
h
− ρ(x
2
))||2 + ||Φ(hp, 0, Γ(hp)
h
− ρ(x
2
))||2 by Lemma 2.3.3 (3)
≤ ||Φ(hp, 0, Γ(hp)
h
)− Φ(hp, 0, ρ(x
2
))||2 + C|h| by Lemma 2.3.3 (1), (5)
= ||Φ(hp, 0, Γ(hp)
h
)− ρ(x) + ρ(x)− Φ(hp, 0, ρ(x
2
))||2 + C|h|
≤ 2||Φ(hp, 0, Γ(hp)
h
)− ρ(x)||2 + 2||Φ(hp, 0, ρ(x
2
))− ρ(x)||2 + C|h|
< C|h| by (2.70), Lemma 2.3.3 (4).
Thus we prove Theorem 2.3.2.
We may show that Γr is Frechlet differentiable at any s for s ∈ L2(0, X). Then Newton’s
method can be used to solve (2.57) by the following iteration scheme,
sn+1 = sn −DΓ(sn)−1(Γ(sn)− L̂),
provided DΓ(sn) is nonsingular and ||s − s0|| is small enough. However, DΓ(sn) is quite
complicated to compute. Indeed, we have to solve three hyperbolic system of equations per
each step. Instead, we consider the following modified Newton’s method,
sn+1 = sn −DΓ(0)−1(Γ(sn)− L̂) (2.70)
= (I −DΓ(0)−1Γ)sn +DΓ(0)−1L̂, (2.71)
where I is an identity map. To show the convergence of (2.71), we have to investigate the
injectivity and surjectivity of DΓ(0). Although this might be a well known theory, we show
here by introducing a weighted norm.
Theorem 2.3.4. The linearized map of Γr at 0 is a one to one map from L2(0, X) onto
L2(0, 2X) for any r ∈ L2(0, 2X).
Proof. First, we define a weighted L2 norm for fixed λ as
||p||2λ =
∫ X
0
|p(x)|2e2λxdx.
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Obviously, L2λ(0, X) is equivalent to L
2(0, X).
By scaling, we rewrite the linearized map of Γr as
DΓ˜ : L2(0, X) → L2(0, X)
p(x) 7→ p(x) +
∫ X
x
p(z)r(z − x)dz.
Consider the following Volterra integral equation of the second kind,
p(x) +
∫ X
x
p(z)r(z − x)dz = f(x). (2.72)
To show a bijectivity of DΓ˜, it is enough to show that the norm of map V defined by
V : L2λ(0, X) → L2λ(0, X)
p(x) 7→
∫ X
x
p(z)r(z − x)dz
is bounded by a positive constant C < 1. Indeed, the uniqueness and existence of a solution
(2.72) can be established by the Neumann series ([38]), and this implies a bijectivity of DΓ.
For any p(x) ∈ L2(0, X),
||Vp||2λ ≤ X
∫ X
0
∫ X
x
|p(z)|2|r(z − x)|2e2λxdzdx
= X
∫ X
0
|p(z)|2e2λz
∫ z
0
|r(z − x)|2e−2λ(z−x)dxdz
≤ X||r(·)e−λ(·)||2||p||2λ.
Thus,
||V||λ ≤
√
X||r(·)e−λ(·)||.
If we choose λ sufficiently large, then V is a contraction mapping, thus we prove the theorem.
In general, however, ||I−DΓ(0)−1Γ|| ≥ 1, thus we have to modify (2.71) by using a damping
factor ω.
s := (I −DΓ(0)−1Γ)sn +DΓ(0)−1L̂,
sn+1 = sn + ω(s− sn).
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Eliminating s yields
sn+1 = (I − ωDΓ(0)−1Γ)sn + ωDΓ(0)−1L̂. (2.73)
The convergence of above iteration scheme may follow from the continuously differentiability
of Γ. More precisely, we can state this as follows.
Suppose that Γ is bounded in a open ball B(s; ε) of s. Then ||I − ωDΓ(0)−1Γ|| < 1 for a
sufficiently small ω thus (2.73) converges as long as s0 ∈ B(s; ε).
We remark that if there are no bound states i.e. r = 0, then
DΓ0(0)p(x) =
1
2
p(
x
2
),
which is an isometric isomorphism. A numerical example is given in Section 2.6.
2.4 Darboux transformation
In Section 2.3 we discussed the ZSSP with bound states by considering the jump condition.
From a numerical point of view, this approach is a costly iteration method since the rate
of convergence is quite slow in general. Moreover it is not easy to extend to a semi-infinite
problem. On the other hand, the numerical scheme for the ZSSP without bound states, for
example the layer stripping method, is very fast and accurate. See Section 2.6 for numerical
details. Thus, it is natural to consider a transformation D such that
D : Sr → S0
s 7→ s[0].
Here
Sr = {s(x) ∈ L1(R+) ∩ L2(R+) : |a(ζ)| > 0 for ζ ∈ R}, (2.74)
that is, Sr is a class of coefficients of the ZSSP allowed to have bound states. Similarly to S0
defined in (2.42) s ∈ Sr can be extended by 0 on the left half line. We drop the subscript r
from Sr through this section.
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Under this transformation to be described below, the scattering data might be changed.
Let L[0] be the left reflection coefficient for s[0]. Since s[0] ∈ S0, L[0] ∈ H2+ is the only scattering
data. Thus s[0] can be recovered efficiently by the methods discussed in Section 2.2 and 2.3,
and finally s can be restored by the inverse transformation of D. D is a Darboux kind of
transformation which was first investigated in the Schro¨dinger equation ([22, 18]). For the
ZSSP, Lin showed how scattering data and coefficients are changed if a bound state is added
or removed under the transformation in [41], see also [30]. The approach which we present
here, is different than his work. We construct a 2N×2N system of equations which govern the
relation of s and s[0]. Moreover, in this procedure we do not need the normalizing constants
Cr,j . It seems a contradiction to the general fact that a coefficient can be uniquely determined
from its scattering data including bound state information. However, this condition can be
weakened if a coefficient has a support restriction2, that is, our method is derived based on a
support assumption.
Consider s ∈ S and the corresponding scattering data {L(ζ), ζn, Cr,n}Nn=1. Then L(ζ) is a
meromorphic function in C+, and it has a pole at ζn. First, we seek a function d(ζ) such that
d(ζ)L(ζ) is a reflection coefficient for a coefficient of the ZSSP without bound states. One of
the natural choices for d(ζ) is a simple product of ζ − ζn to remove the poles. Assuming that
the orders of poles are one,
L[0](ζ) = d(ζ)L(ζ), d(ζ) =
N∏
n=1
(−iζ + iζn), (2.75)
is analytic in the upper half plane. However, L[0](ζ) may not be in the Hardy space unless
L(ζ) = O(
1
ζN+1
). Nevertheless, (2.75) gives a motivation for the structure of D.
Let
D(x, ζ) :=
N∏
n=1
(−iζ + iDn(x)), (2.76)
for
Dn(x) =
 f∗n(x) gn(x)
−g∗n(x) fn(x)
 , (2.77)
2See Section 2.5 for the uniqueness without bound state data
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and
φ[0](x, ζ) := D(x, ζ)φ(x, ζ), (2.78)
where φ is the solution to the ZSSP, (2.1) with S. Here the product of matrices
∏N
n=1Dn is
defined by D1D2 · · ·DN . We assume that φ[0] solves
∂φ[0]
∂x
(x, ζ) = iζΛφ[0](x, ζ) + ΛS[0](x)φ[0](x, ζ), (2.79)
for some S[0](x) =
 0 s[0]∗(x)
s[0](x) 0
. Substitution of (2.78) into (2.79) and (2.1) give
∂D
∂x
= −iζ[D,Λ] + ΛS[0]D −DΛS, (2.80)
where [·, ·] denotes the usual commutator, i.e. [D,Λ] = DΛ− ΛD. We introduce Aj(x) which
is the coefficient of (−iζ)j in (2.76). That is,
N∏
n=1
(−iζ + iDn(x)) =
N∑
j=0
Aj(x)iN−j(−iζ)j . (2.81)
We rewrite (2.80) in terms of Aj by aid of (2.81),
N∑
j=0
dAj
dx
iN−j(−iζ)j
=
N∑
j=0
[Aj ,Λ]iN−j(−iζ)j+1 + (ΛS[0]Aj −AjΛS)iN−j(−iζ)j .
Comparing with the coefficients of (−iζ)j yields
dAj
dx
= [Aj−1,Λi] + ΛS[0]Aj −AjΛS, j = 0, 1, · · · , N, (2.82)
where A−1 = AN = I.
For given S, this system of equations can be understood as a 2N × 2N nonlinear first
order system of equations and one algebraic equation for {Aj}N−1j=0 and S[0]. That is, for
j = 0, 1, · · · , N − 1
dAj
dx
= [Aj−1,Λi]− [AN−1,Λi]Aj + [ΛS,Aj ], (2.83)
S[0] = S − Λ[AN−1,Λi]. (2.84)
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Equivalently, for given S[0]
dAj
dx
= [Aj−1,Λi]−Aj [AN−1,Λi] + [ΛS[0], Aj ], (2.85)
S = S[0] + Λ[AN−1,Λi]. (2.86)
In order to show the uniqueness and existence of Aj , s[0] (or Aj , s if s[0] is given), we define
a Banach space A as
{A = (A0, A1, · · · , AN−1) : Aj =
 q∗j rj
−r∗j qj
 , qj , rj ∈ L∞(R)},
with ||A|| := max
j
|||Aj |||∞. Recall that |Aj | is the matrix L2 norm, which is
√|qj |2 + |rj |2 in
this case. Note that the matrix Aj has the same form as Dn since the structure of Dn, (2.77)
is closed under addition and multiplication.
Lemma 2.4.1. Suppose that s ∈ L1(R). Then (2.83) is uniquely solvable in A with a initial
condition
A(x0) = A0 = (A01, A
0
1, · · · , A0N−1), |x0| <∞. (2.87)
Similarly, (2.85) has a unique solution in A provided s[0] ∈ L1(R).
Proof. We show the uniqueness and existence of (2.83) only. The similar argument may adopt
to (2.85). We introduce an operator E on A for fixed x0 ∈ R as following.
(EA)j(x) :=
∫ x
x0
[Aj−1(y),Λi]− [AN−1(y),Λi]Aj(y) + [ΛS(y), Aj(y)]dy +A0j ,
for j = 0, 1, · · · , N − 1. We rewrite (2.83) with the initial condition (2.87) as
A = EA,
where, EA = ((EA)0, · · · , (EA)N−1). Thus, we have to show the operator E has a unique
fixed point in A for the uniqueness and existence.
Let M := 2||A0||. Define a Banach space AM,h := {Aχ[x0−h,x0+h] : A ∈ A, ||A|| ≤M} for
sufficiently small h which is determined later. We claim that E is a contraction mapping on
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AM,h. Indeed, for A ∈ AM,h
|(EA)j | ≤
∫ x
x0
|[Aj−1,Λi]|+ |[AN−1,Λi]Aj |+ |[ΛS,Aj ]||dy|+M/2
≤
∫ x
x0
(2M + 2M2 + 2|s|M)|dy|+M/2
= 2M
∫ x
x0
(1 +M + |s|)|dy|+M/2.
Since s ∈ L1(R), there exists h > 0 such that for any z ∈ R,∫ z+h
z
(1 + 2M + |s|)|dy| < 1
4
.
For this h, E(AM,h) ⊂ AM,h.
For A1,A2 ∈ AM,h, let E = A1 −A2. Then
|(EA1)j − (EA2)j | ≤
∫ x
x0
|[Ej−1,Λi]|+ |[A1N−1,Λi], Ej |+ |[EN−1,Λi], A2j |+ |[ΛS,Ej ]||dy|
≤
∫ x
x0
2|Ej−1|+ 2|A1N−1||Ej |+ 2|EN−1||A2j |+ 2|s||Ej ||dy|
≤ 2||E||
∫ x
x0
(1 + 2M + |s|)|dy| < 1
2
||E||.
This shows that E is a contraction mapping on AM,h, thus we have the local uniqueness and
existence for the system (2.83). Suppose that (x1, x2) is the maximal interval of existence, and
one of end points is finite, say x2 <∞. For the global existence, we claim that the solution A
to (2.83) is bounded at x = x−2 . Given this, we can solve (2.83) with a new initial condition
A(x2). Thus, (x1, x2) is not the maximal interval, so x2 should be infinite. Similarly, x1 should
be also infinite.
Now we verify the claim. The structure of Aj gives |Aj |2I = AjA†j . Since ΛSAjA†j +
Aj(ΛSAj)† = 0, from (2.82)
d|Aj |2
dx
I = [Aj−1,Λi]A
†
j +Aj [−Λi, A†j−1],
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or
|Aj |2 ≤
∫ x
x0
4|Aj−1||Aj |dy + |A0j |2
N−1∑
p=0
|Aj |2 ≤ 4
∫ x
x0
N−1∑
j=0
|Aj−1||Aj |dy +
N−1∑
j=0
|A0j |2
≤ 4
∫ x
x0
N−1∑
j=0
|Aj |2dy +
N−1∑
j=0
|A0j |2.
Gronwall’s inequality yields
N−1∑
j=0
|Aj |2 ≤
N−1∑
j=0
|A0j |2e4|x−x0|.
Thus, ||A(x2)|| is bounded if x2 is finite.
Corollary 2.4.2. Suppose that s(x) = 0 in (2.83). Then every constant function A ∈ A
whose components are a diagonal matrix is an invariant set.
Now we have to find boundary conditions for (2.83). Suppose that φ satisfies the boundary
condition (2.33). Then φ[0] should satisfy
φ[0](x) =
N∏
n=1
(−iζ + iDn(x))
 eiζx
L(ζ)e−iζx
 , x < 0,
and
(
N∏
n=1
(−iζ + iDn(x)))2,2 =
N∏
n=1
(−iζ + iζn), x < 0,
(
N∏
n=1
(−iζ + iDn(x)))2,1 = 0, x < 0,
in order to remove the poles of L(ζ) as mentioned earlier (see (2.75)). From Corollary 2.4.2,
we have boundary conditions for (2.83) as
fn(0) = ζn, gn(0) = 0, n = 1, · · · , N. (2.88)
In this case, however, L[0](ζ) may not be a square integrable function. Besides, the first
component of φ[0] is not eiζx for x < 0. Thus we define a Darboux matrix D as
D = D(x, ζ)φ(x, ζ)
N∏
n=1
1
−iζ + iζ∗n
.
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Then under the action of D,
L[0](ζ) = L(ζ)
N∏
n=1
ζ − ζn
ζ − ζ∗n
, (2.89)
which is in H2+ as desired.
The Darboux transformation D which we defined can remove N bound states by solving a
2N × 2N system of equations, but it can be considered as N composition of D[n] which is a
transformation to remove n-th bound state. Formally, we write
D = D[1]D[1] · · ·D[N ],
where, D[n](s[n]) = s[n−1] is defined by
dDn
dx
= −[Dn,Λi]Dn + [ΛS[n], Dn], Dn(0) =
 ζ∗n 0
0 ζn
 (2.90)
S[n−1] = S[n] − Λ[Dn,Λi]. (2.91)
By considering the inverse of D[n], one can generate S[n] which has one more bound state at
ζ = ζn from S[n−1]. Obviously, the inverse of D[n] is defined through
dDn
dx
= −Dn[Dn,Λi] + [ΛS[n−1], Dn], Dn(0) =
 ζ∗n 0
0 ζn
 (2.92)
S[n] = S[n−1] + Λ[Dn,Λi]. (2.93)
We rewrite (2.90) componentwise from the structure of Dn given in (2.77) as follows.
dfn
dx
= 2|gn|2i− sgn + s∗g∗n, fn(0) = ζn, (2.94)
dgn
dx
= 2fngni+ fns∗ − f∗ns∗, gn(0) = 0. (2.95)
Note that |fn|2 + |gn|2 = |ζn|2 for all x, because d(|fn|2 + |gn|2)/dx = 0. Moreover, (2.94) says
that the real part of fn remains a constant. We separate fn, gn into real parts and imaginary
parts fn = fR + fIi, gn = gR + gIi, s = sR + sIi. It follows that
dfI
dx
= 2g2R + 2g
2
I − 2sRgI − 2sIgR, (2.96)
dgR
dx
= −2fIgR − 2fRgI + 2sIfI , (2.97)
dgI
dx
= 2fRgR − 2fIgI + 2sRfI . (2.98)
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Suppose that s is compactly supported on [0, X]. Then f2I (X)+g
2
R(X)+g
2
I (X) = (Imζ0)
2 =:
k20 for k0 > 0
3. If fI(X) = ±k0, then gn = 0 for x ≥ X from Corollary 2.4.2. Now assume that
fI(X) 6= ±k0. It is not difficult to show that (fI , gR, gI) converges to (k0, 0, 0) exponentially.
That is, (k0, 0, 0) is an asymptotically stable point for
dfI
dx
= 2g2R + 2g
2
I , (2.99)
dgR
dx
= −2fIgR − 2fRgI , (2.100)
dgI
dx
= 2fRgR − 2fIgI . (2.101)
We rewrite above two system of equations, (2.96)-(2.98) and (2.99)-(2.101) as
dy
dx
= G(y) +H(s, y), (2.102)
dy
dx
= G(y), (2.103)
respectively, where y = (fI , gR, gI)T .
Now we consider the case of s ∈ L1(R+). We can linearize (2.102) at (k0, 0, 0) as
dy
dx
= Ay + (G(y)−Ay) +H(s, y), (2.104)
where A =

0 0 0
0 −2k0 −2fR
0 2fR −2k0
.
Since s ∈ L1(R+) and |H(s, y)| ≤ 2|s||y|, the nonlinear term
(G(y)−Ay) +H(s, y) = o(y)
uniformly for x ∈ [X,∞) with sufficiently large X. This shows that (2.104) is exponentially
asymptotically stable at (k0, 0, 0)T from the well known ODE theory (see e.g [31] or [42]). It
follows from (2.91) that s[n−1] ∈ L1(R+)(or L1(R+) ∩ L2(R+)) if s[n] ∈ L1(R+)(or L1(R+) ∩
L2(R+)) since gn vanishes exponentially or is zero on [X,∞) for some X > 0.
We remark that Lemma 2.4.1 can be shown by the uniqueness and existence of (2.90).
3Recall that Imζ0 > 0
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Theorem 2.4.3. Suppose that s ∈ Sr with the scattering data {L(ζ), ζn, Cr,n}Nn=1 in the ZSSP.
Then
D : Sr → S0
s 7→ s[0]
is well defined by (2.83),(2.84) and (2.88), and it is an injective map. The corresponding left
reflection coefficient L[0](ζ) is given by (2.89).
Conversely, for given {ζn}Nn=1 ⊂ C+, s[0] ∈ S0, and L[0] one can construct a unique s ∈
Sr which generates the left reflection coefficient L = L[0]
N∏
n=1
ζ − ζ∗n
ζ − ζn and has bound states at
{ζn}Nn=1 via (2.85), (2.86) and (2.88).
With Theorem 2.2.5, we have the following uniqueness for the ZSSP as a corollary of
Theorem 2.4.3.
Corollary 2.4.4. Suppose that a coefficient s(x) in the ZSSP is in the class Sr. Then s(x) is
uniquely determined from its scattering data.
2.5 Uniqueness without bound state information
We showed the left reflection coefficient uniquely determines s(x) ∈ S0 in Section 2.2. In
case of s(x) ∈ Sr, we developed two methods to recover s(x) from the left scattering data. In
general, the reflection coefficient is not enough to reconstruct s(x) if it has bound states. For
example, the coefficient s(x) given by
s(x) = ic∗e2iζ
∗
0x/[1− |c|
2
(ζ0 − ζ∗0 )2
e2i(ζ0−ζ
∗
0 )x] (2.105)
has one bound states {ζ0, c} but the right reflection is zero ([5]). Obviously, the zero coef-
ficient has zero reflection coefficient. Similarly to the Schro¨dinger scattering problem as in
[7, 44], however, a support restriction on s(x) might be such that a reflection coefficient only
determines s(x).
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Theorem 2.5.1. Suppose that s(x) ∈ Sr. Then L(ζ) uniquely determines s(x). Similarly
R(ζ) determines s(x) in the case of support in the left half line, i.e. s(x) ∈ Sl. Here,
Sl = {s(x) ∈ L1(R−) ∩ L2(R−) : |a(ζ)| > 0 for ζ ∈ R}.
Proof. First we claim that if s ∈ Sr
L̂(t) =
N∑
n=1
iCr,ne
−iζnt, t < 0. (2.106)
Given this, we can show that the bound states data {ζn, Cr,n}Nn=1 are uniquely determined by
knowledge of L(ζ). Let
f(t) = −
N∑
n=1
Cr,ne
iζnt, g(x) = −
M∑
m=1
Dme
iξmt
be two functions hold (2.106) for fixed L̂(t). Trivially f(t) and g(t) can be extended to holo-
morphic functions. By the assumption, we have f(z) ≡ g(z). Now, we need to show that
N = M ,ζj = ξj , and Cr,j = Dj . For this, it is enough to show that {eκjz}Nn=1 is linearly
independent for any N . Assume that κi 6= κj for i 6= j. Suppose
c1e
κ1z + · · ·+ cNeκNz = 0.
Then by substituting 0 in z after differentiating
1 1 · · · 1
κ1 κ2 · · · κN
. . . . . . . . . . . . . . . . . .
κN−11 κ
N−1
2 · · · κN−1N


c1
c2
· · ·
cN

=

0
0
· · ·
0

Since the Vandermonde determinant is given by
∏
i<j(κj − κi), which is nonzero by the as-
sumption, cj = 0 for all j. Thus we have desired result.
Now we verify the claim (2.106). From (2.5), Nx(x, y) + ΓNz(x, y) = 0 for y < x < 0 since
s(x) = 0 for x < 0. Then it follows from the boundary condition (2.7) that
N(x, y) =
 G(x− y)
0
 , y < x < 0
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for some function G. Substituting this representation into the GLM equation (2.15), there
follows  G(x− y)
0
+M(x+ y)
 0
1
+ ∫ x
−∞
 0
G∗(x− y)
M(z + y)dz = 0.
Immediately G(x−y) = 0 from the first row, and it follows from the second row that M(x+y) =
0 for y < x < 0. Thus, we have (2.106) from (2.16).
Note that (2.106) can be shown by several methods. For example, the asymptotic be-
havior of L(ζ) in C+ and the residue theorem may be used for the proof. Also an integral
representation for N(x, y) derived in Proposition 1 in [52] can give another proof.
2.6 Numerical Algorithm
2.6.1 Born approximation
Let φ(x, ζ) =
 A(x, ζ)
B(x, ζ)
. Then (2.1) can be rewritten
Ax = iζA+ s∗B, (2.107)
Bx = −iζB − sA. (2.108)
Assume that s(x) is supported on [0, X], and there are no bound states. Then the scattering
data consists only of a reflection coefficient L(ζ), which is given by B(0, ζ) if the boundary
conditions
A(0, ζ) = 1, B(X, ζ) = 0 (2.109)
are assumed. For a parameter ε, let s =
∞∑
j=1
εjsj . Then the corresponding solutions are in the
form of  A
B
 = ∞∑
j=0
εj
 Aj
Bj
 .
Substituting these representation in (2.107) and (2.108), there follows
A0,x + εA1,x +O(ε2) = iζA0 + ε(iζA1 + s∗1B0) +O(ε
2),
B0,x + εB1,x +O(ε2) = −iζB0 + ε(−iζB1 − s1A0) +O(ε2),
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or, with the boundary conditions (2.109)
A0,x = iζA0, A0(0) = 1,
B0,x = −iζB0, B0(X) = 0,
A1,x = iζA1 + s∗1B0, A1(0) = 0,
B1,x = −iζB1 − s1A0, B1(X) = 0.
The first and the last equations yield
B1(x, ζ)eiζx =
∫ x
X
−s1(z)e2iζzdz,
or
B1(0, ζ) =
∫ X
0
s1(z)e2iζzdz. (2.110)
The inverse Fourier inverse transformation gives
s1(x) =
1
pi
∫ ∞
−∞
B1(0, ζ)e−2iζxdζ. (2.111)
Suppose that ε is sufficiently small. Then s1(x) ∼ s(x) and B1(0, ζ) ∼ L(ζ), thus
s(x) ∼ 1
pi
∫ ∞
−∞
L(ζ)e−2iζxdζ.
This formula which is known as the Born approximation can successfully recover s(x) as long
as s(x) is small enough, see [46] and references therein.
Another application of the Born approximation is tracking a discontinuity of s(x). Suppose
that s(x) is continuously differentiable except at the origin, that is s(0+) 6= 0. Then integration
by parts on (2.110) gives
B1(0, ζ) = − 12iζ s1(0
+)−
∫ X
0
e2iζz
2iζ
ds1(z)
dz
dz,
thus
lim
|ζ|→∞
ζL(ζ) ∼ s(0)
2
i. (2.112)
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Figure 2.2 Finite difference grid I
2.6.2 Layer stripping method
Here, we derive an algorithm to solve the ZSSP based on the layer stripping method which
is developed for the scalar problem in [48]. Recall that the time domain problem for the
non-bound state ZSSP in case of compact support is described as
Ax +At = s∗B, Bx −Bt = −sA, in Uu,X , (2.113)
A(0, t) = 0, B(0, t) = L̂(t), 0 ≤ t ≤ 2X, (2.114)
B(x, x) = 12s(x), 0 ≤ x ≤ X. (2.115)
Here, we drop the subscript ·u.
The total derivative with respect to x along the characteristic lines
dt
dx
= 1,
dt
dx
= −1 is
given by
d(·)
dx
=
∂(·)
∂x
+
∂(·)
∂t
dt
dx
.
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Thus, the equations (2.113) lead
dA
dx
= Ax +At = s∗B for
dt
dx
= 1, (2.116)
dB
dx
= Bx −Bt = −sA for dt
dx
= −1. (2.117)
Now consider a finite difference grids shown in Figure 2.2. For uniform mesh size h and 2h
for x-axis and t-axis respectively such that Nh = X, we have
(x, t) = (lh, (2m+ l)h), l,m = 0, 1, · · · , N.
We denote that
sl = s(lh), Aml = A(lh, (2m+ l)h), B
m
l = B(lh, (2m+ l)h).
Then the discrete characteristic boundary condition for (2.115) is
sl = 2B0l , (2.118)
in particular,
s0 = 2B00 = L̂(0).
There are several finite difference methods to approximate (2.116),(2.117). Here, we use
the backward Euler scheme and the central scheme.
• Backward Euler scheme
By the backward Euler scheme, the equations (2.116), (2.117) can be approximated by
Aml −Aml−1
h
= s∗lB
m
l , for
dt
dx
= 1,
Bml −Bm+1l−1
h
= −slAml , for
dt
dx
= −1.
In a matrix form,  1 −hs∗l
hsl 1

 Aml
Bml
 =
 Aml−1
Bm+1l−1
 ,
or,  Aml
Bml
 = 11 + h2|sl|2
 1 hs∗l
−hsl 1

 Aml−1
Bm+1l−1
 . (2.119)
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So, we can update Al, Bl from Al−1, Bl−1 if we know sl. On the other hand, (2.119) gives
sl together with the characteristic boundary condition (2.118). Indeed, at m = 0
B0l =
−hslA0l−1 +B1l−1
1 + h2|sl|2 (2.120)
=
−2hA0l−1B0l +B1l−1
1 + 4h2|B0l |2
. (2.121)
Suppose that h,A0l−1, and B
1
l−1 are known data. Then (2.121) is a cubic equation for
B0l . For a moment, let x = B
0
l , a = A
0
l−1, b = B
1
l−1.
x =
−2ahx+ b
1 + 4h2|x|2 =: f(x) (2.122)
Although it might be difficult to find an analytic solution of (2.122), we can approximate
the solution by a successive iteration method. Assuming x is bounded, say |x| ≤M ,
|f(x)− f(y)| = | −2ahx+ b
1 + 4h2|x|2 −
−2ahy + b
1 + 4h2|y|2 |
≤ |4bh2(|y|2 − |x|2)− 2ah(y − x)− 8ah3(y|x|2 − x|y|2)|
≤ 4|b|h22M |x− y|+ 2|a|h|x− y|+ 8|a|h3M2|x− y|
≤ C|x− y|.
If the mesh size h is sufficiently small so that C < 1, then f(x) has a unique fixed point
in |x| ≤M .
• Central Scheme
The equations (2.116), (2.117) may be approximated by the central scheme as follows.
Aml −Aml−2
2h
= s∗l−1B
m
l−1, for
dt
dx
= 1,
Bml −Bm+1l−2
2h
= −sl−1Aml−1, for
dt
dx
= −1,
or on the lth vertical line,
Aml = 2hs
∗
l−1B
m
l−1 +A
m
l−2
Bml = −2hsl−1Aml−1 +Bm+2l−2 .
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From this equations, Al, Bl can be computed from Al−1, Bl−1, Al−2, Bl−2, and sl−1. Then
sl is given by (2.118). Note that we do not need any iterations in this method in contrast
with the backward Euler scheme.
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Figure 2.3 Backward Euler scheme
Table 2.1 Residuals in backward Euler scheme
step of iteration n = 1 n = 3 n = 5
x = 0.2 0.006726526548038 0.000000000000309 0
x = 0.6 0.019308593719365 0.000000003146410 0
x = 1 0.115419150737459 0.000000477188676 0.000000000001973
Figure 2.3 and 2.4 show numerical examples of s(x) reconstructed on [0, 1] from L(ζ) by
the backward Euler scheme and the central scheme respectively. The sampled left reflection
coefficient L(ζj) for ζj = j∆ζ, j = −M, · · · ,M is generated by an ODE solver. In computing
L̂(tk) for tk = 2∆x, k = 0, · · · , N such that tN = 2, we used the fast Fourier transformation
algorithm with padding the L(ζj) by zero to an interval of [−(M + M ′)∆ζ, (M + M ′)∆ζ].
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Figure 2.4 Central scheme
The coefficient s(xk) is reconstructed at xk = k∆x, k = 0, · · · , N . In these examples, we use
∆ζ = 0.01,M = 10000,M ′ = 106, and ∆x = 0.002.
Table 2.1 shows residual at each iteration step to solve (2.122) in the backward Euler
scheme. We iterated 10 times to solve the fixed point problem at each point.
2.6.3 Modified Newton’s method
Here, we give numerical examples of the ZSSP via the following modified Newton’s method
introduced in Section 2.3.
sn+1 = (I − ωDΓ(0)−1Γ)sn + ωDΓ(0)−1L̂. (2.123)
DΓ(0) is defined in (2.58), that is, for a given transmission coefficient T (ζ),
DΓ(0)s(x) =
1
2
s(
x
2
) +
1
2
∫ 2X
x
s(
z
2
)r(z − 2x)dz,
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where r(x) = T̂ − 1(−x). Recall that s(x) allows bound states in this method. In Theorem
2.3.4, we showed that DΓ(0)−1 exists, which is given by a Volterra integral equation of the
second kind. That is, if DΓ(0)−1p(x) = s(x) then s is a solution to the following equation.
p(x) =
1
2
s(
x
2
) +
1
2
∫ 2X
x
s(
z
2
)r(z − 2x)dz. (2.124)
Recall the definition of Φ(s, f, g),
Φ : L2(0, X)× L2(0, 2X)× L2(0, 2X) → L2(0, X)
(s(x), f(t), g(t)) 7→ B(x, x)
where B(x, t) solves
Ax +At = s∗B, Bx −Bt = −sA, in Uu,X
A(0, t) = f(t), B(0, t) = g(t), 0 ≤ t ≤ 2X.
For fixed s, f , we may define the inverse map Φ−1s,f of Φ(s, f, · ). That is, Φ−1s,fp is given by
B(0, t), 0 ≤ t ≤ 2X for a solution to the following characteristic boundary value problem,
Ax +At = s∗B, Bx −Bt = −sA, in Uu,X (2.125)
A(0, t) = f(t), B(x, x) = p(x), 0 ≤ t ≤ 2X, 0 ≤ x ≤ X. (2.126)
One can show that above system of equations has a unique solution ([27, 21]). Together
with the jump condition (2.35), then Γ(s) is defined by
Γ(s) = Φ−1s,0(
1
2
s+RΦ(−Rs, r, 0)). (2.127)
Recall that R is a reflection operator defined by R(f)(x) = f(X − x) for any function f .
Numerically, Φ(s, f, g) might be computed by a finite difference method, for example, we
can use (2.119). Similarly, Φ−1s,fp, or (2.125), (2.126) can be computed via a finite difference
method. Consider a finite difference grid shown in Figure 2.5.
We write (2.125) as a difference equation by the backward Euler method.
Anl −An−1l−1
h
= s∗lB
n
l , for
dt
dx
= 1,
Bnl −Bnl−1
h
= −slAnl , for
dt
dx
= −1,
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Figure 2.5 Finite difference grid II
or
Anl = hs
∗
lB
n
l +A
n−1
l−1 ,
Bnl−1 = hslA
n
l +B
n
l .
Here, Anl , B
n
l are values of A,B at (x, t) = (lh, 2nh − lh) for l, n = 0, 1, · · · , N . For given
boundary conditions
An0 = f(2nh), B
n
n = p(nh, nh),
the numerical solution A,B to (2.125) can be computed by the following algorithm.
Algorithm 2.6.1.
For n = 1 : N
An0 = f(2nh), B
n
n = p(nh, nh)
For l = n : 1
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Anl = hs
∗
lB
n
l +A
n−1
l−1
Bnl−1 = hslA
n
l +B
n
l
End
End
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Figure 2.6 Modified Newton’s method: ω = 1/60, after 500 iterations
We summarize the modified Newton’s method as follows.
Algorithm 2.6.2.
1. For given scattering data {L(ζ), T (ζ)}, compute Fourier transform L̂(t), T̂ − 1(t) on t ≥
0, t ≤ 0 respectively.
2. Suppose sn(t) is given. Compute Γ(sn) by (2.127). Φ and Φ−1s,0 can be computed by
(2.119) and Algorithm 2.6.1.
3. Solve the Volterra integral equations (2.124) with p = Γ(sn) and p = L̂ respectively.
4. Updated sn+1 by (2.123).
58
0 50 100 150 200 250 300 350 400 450 5000
1
2
3
4
5
6
7
8
| | s n
+
1−
s n
| |
iteration
Figure 2.7 Residuals in the modified Newton’s method
Figure 2.6 shows a reconstructed s(x) from L(ζ) and T (ζ) which were generated by an
ODE solver. s(x) has at least one bound state. We set ω = 1/60 and s0 = 0 as an initial guess.
Residual at each step is shown in Figure 2.7.
Now, suppose that s(x) does not involve any bound states. Then, as pointed out at the last
paragraph in Section 2.3, DΓ0(0) is a simple isometric isomorphism. The induced modified
Newton’s method is
sn+1(x) = sn(x)−DΓ0(0)−1(Γ(sn)(x)− L̂(x)),
or
sn+1(x) = sn(x)− 2(Γ(sn)(2x)− L̂(2x)), (2.128)
since DΓ0(0)p(x) =
1
2
p(
x
2
). In this scheme, we do not need damping factor ω. Moreover, Γ(sn)
is simply given by Φ−1sn,0(
1
2
sn) from the properties of Φ introduced in Lemma 2.3.3. Figure 2.8
shows the numerical example of s(x) computed after 10 iterations. It converges very rapidly.
Residuals are given in Table 2.2.
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Figure 2.8 Modified Newton’s method: no bound states, after 10 iterations
Table 2.2 ||sn − sn−1|| in case of no bound states
n = 1 n = 2 n = 3 n = 10
23.787628105120287 2.217930116307225 0.388561843570568 0.000000003902530
2.6.4 Reconstruct coefficient without bound state information
In this section, we construct s without bound state information based on Theorem 2.5.1
and the Darboux transformation D. To extract the bound state data from L̂ is a very ill-posed
problem if N > 1 (see [53] for a numerical method), even though we know they are uniquely
determined. So, in this work we assume that s(x) has at most one bound state.
The following algorithm reconstructs s(x) from its left reflection coefficient L(ζ) provided
s ∈ Sr and it has only one bound state.
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Figure 2.9 Darboux transformation without bound state information
Algorithm 2.6.3.
1. From the given data L(ζ), compute bound state ζ1 from
ζ1 =
dL̂(t)
dt
i
L̂(t)
, t < 0. (2.129)
2. Define L[0](ζ) = L(ζ)
ζ − ζ1
ζ − ζ∗1
.
3. Reconstruct s[0](x) from L[0](ζ).
4. Restore s(x) by solving the following system of equations which is equivalent to (2.85).
df
dx
= −2i|g|2 + s[0]∗g∗ − s[0]g, f(0) = ζ1.
dg
dx
= 2if∗g + s[0]
∗
f − s[0]∗f∗, g(0) = 0.
s(x) is given by (2.86), or
s = s[0] + 2g∗i. (2.130)
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Figure 2.10 log L̂(t): slope = −iζ1
Figure 2.9 shows a reconstructed coefficient s(x) via Algorithm 2.6.3. The eigenvalue is
extracted from the slope of log L̂(t) for t < 0. Figure 2.10 shows a shape of log L̂(t). The
extracted eigenvalue is ζ1 = −0.020255867465371 + 0.932450595121938i.
We remark that s[0](x) might not be compactly supported even if s(x) is supported on
[0, X]. However, from a numerical point of view, we need information of s[0](x) only on [0, X]
to restore s(x).
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CHAPTER 3. Relations of Landau-Lifschitz scattering problems and
Zakharov-Shabat scattering problems
3.1 Introduction
In this chapter we study transformations F,Fa from the Landau-Lifschitz scattering prob-
lem for isotropic and easy axis type of anisotropic cases to the Zakharov-Shabat scattering
problem respectively. It is well known that the Landau-Lifschitz evolution equation contains
the sine-Gordon, cubic Schro¨dinger equation as particular or limiting cases ([11]). Thus, it is
natural to consider the relations of the corresponding scattering problems. Indeed, Zakharov
and Takhtadzhyan formally showed the LLSP and the ZSSP are equivalent in [54]. We justify
their results by defining F in certain classes of coefficients Q and S, and also show that the
corresponding scattering data coincide in Section 3.2.
We adapt the idea of F to the ALLSP in Section 3.3. In this case, the transformation Fa is
not injective in general, but one can show that Fa is a one to one mapping if β is fixed. Recall
that β is a parameter appearing in the ALLSP. The scattering data is also invariant under this
transformation.
Due to the transformations F,Fa developed in Section 3.2 and 3.3, the more well known
theory for the ZSSP can be adapted to the LLSP and the ALLSP. Conversely, it is worth to
consider the inverse transformations, i.e. transformations from the ZSSP to the LLSP and
ALLSP, since the regularity of the coefficient is decreasing under F,Fa. It, however, turns out
that F is not a surjective map. We overcome this by extending the class of coefficients of the
LLSP. The forward transformation in this extended class can be understood by introducing
‘step-like coefficients’, which is discussed in Section 3.4. In this sense, we can define F−1. We
justify this inverse map and discuss the inverse map F−1a from the ZSSP to the ALLSP as well
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in Section 3.5.
We mainly discuss coefficients supported on the right half line, but similar arguments
presented here may give the same results for the left half line problems.
3.2 Isotropic model
Recall the LLSP
∂ψ
∂x
= iζQψ, (3.1)
Q(x) =
 q3(x) q∗(x)
q(x) −q3(x)
 , q(x) = q1(x) + q2(x)i, |q(x)|2 + q3(x)2 = 1. (3.2)
and the ZSSP,
∂φ
∂x
= iζΛφ+ ΛSφ, (3.3)
S(x) =
 0 s∗(x)
s(x) 0
 . (3.4)
As mentioned in Section 3.1, Zakharov and Takhtajan formally showed that the gauge equiv-
alence of the LLSP and the ZSSP in [54]. In this section, we justify their result.
First, we define classes of coefficients Q and S of the LLSP and the ZSSP on the right half
line. Let
Qpr,n = {Q : Q− Λ ∈ Hpn(R+) ∩H1(R+), Q(0) = Λ, |a(ζ)| > 0 for ζ ∈ R} (3.5)
Spr,n = {S : S ∈ Lpn(R+) ∩ L1(R+), |a(ζ)| > 0 for ζ ∈ R}, (3.6)
where, Q and S are of the forms of (3.2),(3.4) respectively, and Lpn (H
p
n) is a weighted Lp (Hp)
space, i.e. a matrix or column vector A(x) is said to be in Lpn (Hp) if |A(x)|(1+ |x|)n ∈ Lp(Hp).
Recall that for a matrix A(x)
|A(x)| =
√
λmax(A†(x)A(x)),
and
|A(x)| =
√
|A(1)(x)|2 + |A(2)(x)|2,
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for a column vector A(x). In particular, S2r,0 is equivalent to Sr defined in (2.74), since |S(x)| =
|s(x)|. Similarly, we can define Qpl,n and Spl,n on the left half line. We drop all the subscripts
for notational simplicity if they are obvious. Note that the condition Q(0) = Λ is necessary
since we assume that Q has continuous extension to the whole real line and Q−Λ is supported
on the right half line. On the other hand we do not have to assume S(0) = 0. Similarly to Sr,
the coefficients in Qpr,n,Spr,n can be extended by Λ, 0 on the left half line respectively.
Now we define a transformation F from Q to S as following manner.
Fx =
1
2
QxQF, F (0) = I, (3.7)
S = −ΛF †Fx. (3.8)
Note that QQx +QxQ = 0 since Q2 = I. Thus (3.7) can be written as
Fx = −12QQxF, F (0) = I.
Now we state the main theorem in this section as follows.
Theorem 3.2.1. The map F is well defined from Q to S for any n ≥ 0 and 1 ≤ p ≤ ∞.
Moreover, the scattering data is invariant under the transformation F.
The proof is based on Lemma 3.2.3. First we state the well known uniqueness and existence
of a weak solution to first order system of equations. The proof might be found in most ODE
literature for example, see [31].
Lemma 3.2.2. For a N ×N matrix A ∈ Lpn(R+) ∩ L1(R+),
yx = Ay, y(0) = y0,
has a unique weak solution (N ×N matrix) in L∞(R+). Thus yx exists almost everywhere and
yx ∈ Lpn(R+) ∩ L1(R+). The weak solution is defined by the following integral equation
y(x) =
∫ x
0
A(t)y(t)dt+ y0. (3.9)
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Note that it is obvious that lim
x→∞ y(x) exists. Indeed, if x1, x2 ≥ X for a sufficiently large
X,
|y(x1)− y(x2)| ≤
∫ x2
x1
|A(t)|||y||∞ < ε.
Lemma 3.2.3. For a coefficient Q ∈ Q in the LLSP, the following equations are equivalent.
(1)
Fx = −12QQxF =
1
2
QxQF, F (0) = I. (3.10)
(2) Fx exists almost everywhere,
QF = FΛ, (3.11)
F †F = I, (3.12)
D(F †Fx) = 0, (3.13)
F (0) = I. (3.14)
(3) Fx exists almost everywhere,
QF = FΛ, (3.15)
QFx = −FxΛ, (3.16)
F (0) = I. (3.17)
Here, D(A) = diag(A11, A22) for a 2× 2 matrix A.
Proof.
(1)→(2); From the equation (3.10), it is easy to check that (F †F )x = 0. Together with the
initial condition F (0) = I, we have (3.12). Multiplying Q and Λ to the left and the right
of each side of (3.10) respectively yields
QFxΛ = −12QxFΛ, (QFΛ)(0) = I,
QFxΛ =
1
2
QQxQFΛ.
Since (QFΛ)x = QxFΛ +QFxΛ,
(QFΛ)x = −QFxΛ = −12QQx(QFΛ), (QFΛ)(0) = I.
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Thus QFΛ solves (3.10). The uniqueness of ODE system gives
QFΛ = F, or QF = FΛ.
Finally,
F †Fx = −12F
†QQxF
= −1
2
ΛF †QxF
= −1
2
ΛF †(FxΛ−QFx)
= −1
2
ΛF †FxΛ +
1
2
F †Fx.
F †Fx = −ΛF †FxΛ.
Since D(A) = D(ΛAΛ) for any matrix A, D(F †Fx) = 0.
(2)→(3); (3.13) implies that F †Fx is an off-diagonal matrix. Then
F †FxΛ = −ΛF †Fx.
Since Q2 = I,
F †QQFxΛ = −ΛF †Fx
QFx = −QFΛF †FxΛ
QFx = −FxΛ.
(3)→(1); From (3.15), (3.16)
QxF +QFx = FxΛ = −QFx
QxF = −2QFx
Fx = −12QQxF =
1
2
QxQF.
Now we ready to prove Theorem 3.2.1.
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Proof of Theorem 3.2.1. It is obvious that QxQ ∈ L1(R+) ∩ Lpn(R+) for Q ∈ Q since Q is
bounded. Lemma 3.2.2 implies that F exists uniquely and Fx,−ΛF †Fx ∈ L1(R+) ∩ Lpn(R+).
Since −ΛF †Fx = (−ΛF †Fx)† from (3.12), (3.13), S defined by (3.8) is in the class S.
Next, we show that the scattering data for Q in the LLSP coincides with the scattering
data for FQ in the ZSSP. Suppose that F → F∞ as x → ∞. Since Q → Λ as x → ∞, (3.11)
implies ΛF∞ = F∞Λ, thus F∞ should be a diagonal matrix. Moreover, Liouville’s formula
gives
detF (x) = detF (0) exp(
∫ x
0
trace(
1
2
QxQ)) = 1,
since trace(QxQ) = 0. Hence, F∞ should be a diagonal matrix such that
F∞ =
 f∞ 0
0 f∗∞
 , |f∞| = 1. (3.18)
Recall the definition of the transition matrix T from the Jost solutions J± to the LLSP.
J+ = J−T . (3.19)
Multiplying F † to the left and F∞ to the right of (3.19) give
F †J+F∞ = F †J−T F∞.
It is not hard to show that F †J+F∞ and F †J− solve (3.3) for S given by (3.8). Indeed, for a
solution ψ to (3.1)
(F †ψ)x = F †xψ + F
†ψx,
= F †xF (F
†ψ) + F †φx by (3.12),
= F †xF (F
†ψ) + iζΛ(F †φ) by (3.11).
Since F∞ is a diagonal matrix, F †J+F∞ and F †J− are solutions of (3.3). Furthermore,
F †J+F∞ and F †J− have the following asymptotic behaviors,
F †J+F∞ → eiζΛx as x→∞,
F †J− = eiζΛx for x < 0,
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by extending F to I for x < 0. By the uniqueness of Jost solutions in the ZSSP, F †J+F∞ and
F †J− are the right and left Jost solutions for FQ in the ZSSP respectively. Thus, T F∞ is the
transition matrix for the ZSSP. The structure of F∞, (3.18), guaranties the preservation of the
scattering data under F.
We remark that F∞ = I. It is not hard to show that a(ζ) → 1 as ζ → ∞ in the upper
half plane ([25]). Then it follows from the spectral representation, (1.21) that the transition
matrices for the LLSP and the ZSSP coincide. That is, T = T F∞, thus F∞ = I.
As mentioned earlier, one of the benefits of the transformation F is the adaptation of the
more well known theory of the ZSSP to the LLSP. For this end, we have to restore Q from FQ.
Theorem 3.2.4. The transformation F is injective, and F−1 : S ⊃ F(Q)→ Q is given by
F †x = ΛSF
†, F (0) = I, (3.20)
Q = FΛF †. (3.21)
Proof. Suppose that FQ = FP for Q,P ∈ Q. Then, there are F and G such that F (0) =
G(0) = I, FQ = −ΛF †Fx, FP = −ΛG†Gx and F †Fx = G†Gx. So we have
F †x = G
†
xGF
†, F (0) = I.
Consider the following integral representation,
F †(x) = I +
∫ x
0
G†x(y)G(y)F
†(y)dy.
Integration by part gives ∫ x
0
G†(y)(GF †)x(y)dy = 0.
This holds for almost all x, thus G†(GF †)x = 0, or GF † = C for some constant matrix C. The
initial condition G(0) = I implies G = F , thus Q = P .
One can easily check (3.20) and (3.21) from Lemma 3.2.3 as long as S ∈ F(Q).
Figure 3.1 shows a reconstructed coefficient Q(x) in the LLSP via the transformation F.
Similarly to the examples of the ZSSP given in Section 2.6, the left reflection coefficient L(ζ) is
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directly computed via an ODE solver. From given L(ζ), we extract a non pure imaginary eigen-
value ζ1 = 12.818554682013753 + 0.507439920154443i, and reconstruct s(x) by the Darboux
transformation. Finally, Q(x) is restored from (3.20) and (3.21).
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Figure 3.1 Reconstructed Q via the transformation F
3.3 Anisotropic model of easy axis
Consider the ALLSP with parameter1 β ∈ R,
∂ψ
∂x
= iζQψ − βΛDcQψ,
where, DcQ = Q−DQ, i.e.
DcQ =
 0 q∗
q 0
 .
Similarly to the LLSP, we can develop a transformation Fa from Q× R to S.
1Recall that the LLSP is the ALLSP with β = 0
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Define φ such that ψ = Fφ for a solution ψ to the LLSP, (3.1) and F to (3.10) for a fixed
Q ∈ Q. Then, by Lemma 3.2.3
Fxφ+ Fφx = iζQFφ− βΛDcQFφ, (3.22)
F †Fxφ+ φx = iζF †QFφ− βF †ΛDcQFφ, (3.23)
φx = iζΛφ+ ΛSφ− βF †ΛDcQFφ. (3.24)
The following lemma shows that the equation (3.24) is the ZSSP with a coefficient in S.
Lemma 3.3.1. Let S˜ := S − βΛF †ΛDcQF . Then S˜ ∈ S provided (Q, β) ∈ Q× R.
Proof. Obviously S˜ ∈ Lpn ∩ L1 is supported on the right half line. We need to show that S˜ is
of the form of (3.4). For this aim, we first claim that S˜ is a Hermitian matrix. Indeed,
(ΛDcQ)† = DcQΛ = −ΛDcQ,
(F †ΛDcQF )† = −F †ΛQF.
Thus ΛS˜ is a skew-Hermitian and S˜ is a Hermitian matrix as desired.
Next we show that F †ΛDcQF is an off-diagonal matrix.
Λ = F †QF = F †(q3Λ +DcQ)F,
= q3F †ΛF + F †DcQF,
= q3F †ΛF + (F †ΛF )(F †ΛDcQF ),
F †ΛDcQF = −q3I + (F †ΛF )Λ.
Since D(QΛ) = q3I, if D(F †ΛF ) = D(FΛF †), then we prove the lemma. Indeed, for i = 1, 2∑
n,m
F †inΛnmFmi −
∑
n′,m′
Fin′Λn′m′F
†
m′i = (F
∗
1iF1i + Fi2F
∗
i2)− (F ∗2iF2i + Fi1F ∗i1),
= 1− 1 = 0.
The scattering data is preserved under this transformation as well. The proof is exactly
same as the case of the isotropic model. Now we can state the following theorem to describe
the transformation Fa from (Q, β) in the ALLSP to S˜ in the ZSSP.
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Theorem 3.3.2. The map
Fa : Q× R → S
(Q, β) 7→ S˜
is well defined by
Fx =
1
2
QxQF, F (0) = I, (3.25)
S = −ΛF †Fx, (3.26)
S˜ = S − βΛF †ΛDcQF. (3.27)
The scattering data for the ALLSP with (Q, β) coincides with one for the ZSSP with S˜.
Generally Fa is not injective, that is, for some (Q, β1) 6= (P, β2) may be transformed to the
same S˜. See Section 3.5 for details. However, one can show that Fa|β=β0 is a one to one map.
In other word, Fa(Q, β0) = Fa(P, β0) implies Q = P in Q for any fixed β0 ∈ R.
Rewrite (3.25)-(3.27) by aid of Lemma 3.2.3,
Fx = −FΛS˜ − β0ΛDc(FΛF †)F, F (0) = I. (3.28)
To show the uniqueness, it is enough to show (3.28) has a unique solution. Let H(F ) =
−FΛS˜ − β0ΛDc(FΛF †)F . Then,
|H(F )−H(G)| ≤ (|S˜|+ 2β0)|F −G|.
Thus (3.28) has at most one solution.
We remark that for a solution F (x) to (3.28) lim
x→∞F (x) exists as long as S˜ ∈ L
1(R+). The
proof is very similar to one for the Darboux transformation discussed in Section 2.4. It is not
difficult to show that any solution to
Fx = −β0ΛDc(FΛF †)F
is a constant or converges to a constant matrix F∞ exponentially. Then it follows from | −
FΛS˜| ≤ |S˜||F | that the solution F to (3.28) is a constant matrix on an interval (X,∞) or
converges to F∞ exponentially.
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Theorem 3.3.3. Fa(·, β0) is an injective map from Q onto Fa(Q, β0) ⊂ S for a fixed β0 ∈ R.
For S˜ ∈ Fa(Q, β0), F−1a (S˜) is given by (3.28) and (3.21).
Note that Fa(Q, β0) ( S in general. More details can be found in Section 3.5.
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Figure 3.2 Reconstructed Q via the transformation Fa for β = 1
Figure 3.2 shows a reconstructed coefficient Q(x) of the ALLSP with β = 1 from L(ζ) via
Fa. First, we extract the eigenvalue ζ1 = 12.805318352723857+0.512585631071842i from L̂(t),
and reconstruct s[0](x) from L[0](ζ). Then we use (3.28) and (3.21) to restore Q(x) together
with s(x) which is computed form s[0](x) and the Darboux transformation.
3.4 Step-like coefficients
A coefficient Ω(x, ζ) of (1.1) is said to be a step-like coefficient if two limits at ±∞ are
different, that is
lim
x→∞Ω(x, ζ) 6= limx→−∞Ω(x, ζ).
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The step-like coefficient theory for the Schro¨dinger equation is intensively studied, for instance,
see [19, 47] and references therein. In this section, we discuss the direct problem for the LLSP
with a step-like coefficient briefly and define a transformation of the LLSP with a step-like
coefficient to the ZSSP.
As discussed in Section 1.1, the Jost solutions and the transition matrix are well defined
and they have the same properties as the case of non step-like coefficients . That is, for a
coefficient Q in the LLSP on the right half line satisfying
lim
x→∞Q(x) = Q∞, Q(x) = Q0 x < 0,
the Jost solutions are defined by
J+(x, ζ) → eiζQ∞x, x→∞,
J−(x, ζ) = eiζQ0x, x < 0.
Then the transition matrix,
T =
 a(ζ) −b(ζ∗)∗
b(ζ) a(ζ∗)∗

exists such that
J+(x, ζ) = J−(x, ζ)T (ζ).
Moreover, a(ζ) and b(ζ) are analytic in C+ and C− respectively, if Q(x) → Q∞ sufficiently
fast as x→∞. The reflection and transmission coefficients are defined by (1.14),
L(ζ) =
b(ζ)
a(ζ)
, R(ζ) =
b∗(ζ)
a(ζ)
, T (ζ) =
1
a(ζ)
, ζ ∈ R.
The properties of bound states, however, are different as the case of non step-like coeffi-
cients. Suppose that a unitary matrix F∞ satisfies
Q∞F∞ = F∞Λ.
Then, from the LLSP, (3.1), we have
F †∞
∂ψ
∂x
= iζF †∞Qψ,
∂(F †∞ψ)
∂x
= iζF †∞QF∞(F
†
∞ψ).
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Thus, F †∞ψ solves the LLSP with a coefficient F †∞QF∞. From the definition of F∞,
lim
x→∞F
†
∞QF∞ = Λ.
Hence, without loss of generality, we assume Q∞ = Λ in the LLSP with a step-like coefficient.
Similarly to F∞, we define a unitary matrix F0 corresponding to Q0 as
Q0F0 = F0Λ, F0 =
 f0 −g∗0
g0 f
∗
0
 . (3.29)
For x < 0, the left Jost solution J−(x, ζ) is given by
J−(x, ζ) = F0eiζΛxF
†
0 (3.30)
=
 |f0|2eiζx + |g0|2e−iζx f0g∗0eiζx − f0g∗0e−iζx
f∗0 g0eiζx − f∗0 g0e−iζx |f0|2e−iζx + |g0|2eiζx
 . (3.31)
Substitution (3.31) into (1.12) gives
µ(x, ζ) =
 (f∗0a(ζ) + g∗0b(ζ))f0eiζx + (g0a(ζ)− f0b(ζ))g∗0e−iζx
(f∗0a(ζ) + g∗0b(ζ))g0eiζx − (g0a(ζ)− f0b(ζ))f∗0 e−iζx
 , x < 0. (3.32)
Suppose that the LLSP has a bound state at ζ = ζ0 ∈ C+. Then, the bound state should be
a scalar multiple of µ(x, ζ0) because we assume that Q∞ = Λ. Since ζ0 ∈ C+, from (3.32)
f∗0a(ζ0) + g
∗
0b(ζ0) = 0, ζ0 ∈ C+. (3.33)
Similarly to the argument in Section 1.1, one can show that (3.33) is the necessary and sufficient
condition for the bound state.
We define a normalizing constant Cr,0 as
Cr,0 =
−g0a(ζ0) + f0b(ζ0)
f∗0 a˙(ζ0) + g∗0 b˙(ζ0)
, (3.34)
provided the order of zero ζ0 of (3.33) is one. Here, a˙(ζ) =
da(ζ)
dζ
.
We remark that the bound state data {ζn, Cr,n} is uniquely determined from (3.33) and
(3.34) even though F0 is not unique. Let G0 be another unitary matrix such that
Q0G0 = G0Λ.
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Then,
F †0G0Λ = F
†
0Q0G0
= (F0Λ)†G0
= ΛF †0G0,
that is, F †0G0 should commute with Λ. This implies that for some |c| = 1,
G0 = F0C, C =
 c 0
0 c∗
 , (3.35)
because any matrix which commute with Λ should be a diagonal matrix and F †0G0 is a unitary
matrix. From (3.35), it is easy to check that the bound state data given by (3.33) and (3.34)
is not changed. Thus, they may be represented in terms of Q0. Indeed, by a specific choice of
F0, for example,
F0 =
1√
2

√
1 + p0 − q
∗
0√
1 + p0
q0√
1 + p0
√
1 + p0
 , q0 = q1(0) + q2(0)i, p0 = q3(0), (3.36)
for p0 6= −1. Then one can easily check that the eigenvalue ζ0 ∈ C+ is a zero of
(1 + p0)a(ζ) + q∗0b(ζ) = 0,
and
Cr,0 =
−q0a(ζ0) + (1 + p0)b(ζ0)
(1 + p0)a˙(ζ0) + q∗0 b˙(ζ0)
.
In the case of p0 = −1 orQ0 = −Λ, one can define F0 as a limit of (3.36), i.e. F0 =
 0 −1
1 0
.
Now we are ready to construct a transformation Fs from step-like coefficients in the LLSP
to coefficients in the ZSSP. Define Qs,pr,n by
Qs,pr,n = {Q : Q− Λ ∈ Hpn(R+) ∩H1(R+), f∗0a(ζ) + g∗0b(ζ) 6= 0, for ζ ∈ R}, (3.37)
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where Q(x) is defined by Q(0) for x < 0. The condition f∗0a(ζ) + g∗0b(ζ) 6= 0 is a generic
condition for step-like coefficients. It may be rewritten as
(1 + p0)a(ζ) + q∗0b(ζ) 6= 0, for ζ ∈ R if p0 6= −1,
q0a(ζ) + (1− p0)b(ζ) 6= 0, for ζ ∈ R if p0 6= 1.
Trivially Qpr,n defined in (3.5) is a strict subset of Qs,pr,n. The map Fs from Qs,pr,n to Spr,n, the
class of coefficients of the ZSSP defined in (3.6), is defined by a similar manner to F. The only
different point is the initial condition of (3.7). That is, FsQ is given by
Fx =
1
2
QxQF, F (0) = F0, (3.38)
S = −ΛF †Fx. (3.39)
Here, F (0) should be F0 defined in (3.29) instead of I.
The scattering data is not preserved under this operation. Let lim
x→∞F (x) = F∞. We showed
F∞ is a diagonal matrix in (3.18). Thus, for the Jost solutions J± and the transition matrix
T ,
F †(x)J+(x, ζ)F∞ = F †(x)J−(x, ζ)T (ζ)F∞,
or
F †(x)J+(x, ζ)F∞ = F †(x)J−(x, ζ)F0F
†
0T (ζ)F∞.
The properties of F insure that
F †(x)J+(x, ζ)F∞ → eiζΛx, x→∞,
F †(x)J−(x, ζ)F0 = eiζΛx, x < 0.
Thus,
F †0T (ζ)F∞ =
 f∗0 f∞a(ζ) + g∗0f∞b(ζ) g∗0f∗∞a∗(ζ∗)− f∗0 f∗∞b∗(ζ∗)
−g0f∞a(ζ) + f0f∞b(ζ) f0f∗∞a∗(ζ∗) + g0f∗∞b∗(ζ∗)
 (3.40)
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is the transition matrix for the ZSSP with FsQ. In particular, the transformed left scattering
data {L˘(ζ), ζ˘n, C˘r,n}Nn=1 is given by
L˘(ζ) =
−g0a(ζ) + f0b(ζ)
f∗0a(ζ) + g∗0b(ζ)
=
−g0 + f0L(ζ)
f∗0 + g∗0L(ζ)
, (3.41)
ζ˘n = ζn, (3.42)
C˘r,n = Cr,n. (3.43)
Note that FsQ is unique up to constant multiplication. Indeed, it depends on F0, the initial
condition of (3.38). We showed the unitary matrices F0 and G0 satisfying (3.29) are related
by (3.35) for some |c| = 1. The solutions F (x) and G(x) to (3.38) with initial condition F0
and G0 are also related by G(x) = F (x)C, and FsQ given by
SG0 = −ΛG†Gx, SF0 = −ΛF †Fx,
respectively. Thus
SG0 = −ΛC†F †FxC (3.44)
= C†SF0C (3.45)
sG0 = c
2sF0 . (3.46)
Here, sG0 , sF0 are the (1, 2) entries of SG0 , SF0 respectively. This non-uniqueness can be fixed
by a specific choice of F0, e.g. (3.36).
We summarize above argument as the following theorem.
Theorem 3.4.1. The transformation Fs from Qs,pr,n to Spr,n is well defined by (3.38) and (3.39),
where F0 is a unitary matrix such that Q0F0 = F0Λ. The left reflection coefficient and the
bound state data under this transformation are given by (3.41)-(3.43). FsQ depends on the
initial condition F0 up to constant multiplication. For a specific choice of F0, for example,
(3.36) Fs is injective and F−1s S is given by (3.20) with F (0) = F0 and (3.21).
Figure 3.3 shows a reconstructed Q(x) with the initial condition F0 given by (3.36). From
the given data L(ζ) and Q0, we restore s(x) from L˘(ζ) which is defined in (3.41). Again the
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Figure 3.3 Reconstructed Q via the transformation Fs with F0
layer stripping method and the Darboux transformation are used. Q(x) is computed from s(x)
by (3.20) with F (0) = F0 and (3.21). The coefficients sF0 and sG0 for G0 = F0C with c = e
pii/4
are showed in Figure 3.4. As we discussed in (3.46), sG0 = isF0 .
3.5 Inverse map; map from S to Q
In Section 3.2, we defined a map F from the isotropic model of LLSP to the ZSSP and
showed it is a one to one map. However, it is not an onto map from Q to S2. Suppose S ∈ S
is given. Then the corresponding F and Q can be computed from (3.20) and (3.21), but in
general, the computed Q is not in Q. For simplicity of current discussion, assume that S is
supported on [0, X]. Since S = 0 on (X,∞), F † is a constant matrix on this interval, say F †∞.
Then Q = F∞ΛF
†∞ need not be Λ on (X,∞). Indeed, this is possible only if F∞ is a diagonal
2We omit the subscripts r, n, p from Qpr,n and Spr,n
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Figure 3.4 Coefficients s in the transformed ZSSP
matrix. For instance, for given s(x) = χ[0,1](x),
F †(x) =
 cosx sinx
− sinx cosx

solves (3.20). Thus for x > 1,
Q = F∞ΛF †∞ =
 cos 2 sin 2
sin 2 − cos 2
 6= Λ.
This example shows that F(Q) is a strict subset of S.
The range of F is characterized by L(0) as Zakharov and Takhtadzhyan pointed out in [54].
In the LLSP, J+(x, 0) = J−(x, 0) = I, and thus L(0) = 0. Conversely, we claim that L(0) = 0
in the ZSSP with S ∈ S is a sufficient condition for S ∈ F(Q).
Consider the ZSSP at ζ = 0,
φx = ΛSφ. (3.47)
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The left Jost solution, J−(x, 0) solves (3.47) with initial condition φ(0, 0) = I. Since J+(x, 0)→
I as x→∞, from J+(x, 0) = J−(x, 0)T (0)
I = lim
x→∞ J
−(x, 0)T (0). (3.48)
If L(0) = 0, then T (0) =
 a 0
0 a∗
 for some |a| = 1. Since (3.47) with the initial condition
φ(0, 0) = I and (3.20) are equivalent, F † = J−(x, 0) or F∞ = T (0). We showed T (0) is
a diagonal matrix and this is a sufficient condition for Q = FΛF ∗ → Λ. Moreover, the
scattering data is invariant under this transformation.
However, L(0) is allowed to be any complex number in the ZSSP. Consider a piecewise
constant coefficient s(x) = sχ[0,1](x) for s = reiθ ∈ C. It is easy to check
L(ζ) =
s sin τ
τ cos τ − iζ sin τ ,
where τ =
√
ζ2 + |s|2. Thus L(0) = eiθ tan r.
Although a direct relation of the range of F and the coefficient S is difficult to obtain, the
following proposition gives it for restricted S.
Proposition 3.5.1. Suppose s(x), the entry of S(x) ∈ Spr,n has following properties.
(a) s(x) = r(x)eiθ, where θ is a constant and r(x) is real valued function.
(b)
∫∞
0 r(x)dx = npi for some integer n.
Then S(x) can be transformed to Q(x) ∈ Qpr,n with the same scattering data via F−1.
Proof. Consider
dy
dx
= Ay for a constant matrix A =
 0 h∗
−h 0
. The fundamental solution
U(h;x, x0) is given by
U(h;x, x0) =
1
2
 ei|h|(x−x0) + e−i|h|(x−x0) −i |h|h (ei|h|(x−x0) − e−i|h|(x−x0))
i |h|h∗ (e
i|h|(x−x0) − e−i|h|(x−x0)) ei|h|(x−x0) + e−i|h|(x−x0)
 .
Thus, for a step coefficient
s(x) =
n∑
k=1
hkχ[xk−1,xk], x0 = 0, xn = X,
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the limit of a solution F † to (3.20) given by
F †∞ =
n∏
k=1
U(hk;xk, xk−1) · I.
Here
n+1∏
k=1
Ak = An+1
n∏
k=1
Ak. To get a closed form of
n∏
k=1
U(hk;xk, xk−1), we assume that
xk − xk−1 = δ for all k, and hk = rkeiθ. Then
U(hk;xk, xk−1) =
 cos(rkδ) e−iθ sin(rkδ)
−eiθ sin(rkδ) cos(rkδ)
 .
Denote ck = cos(rkδ) and sk = sin(rkδ) for a moment. Since
U(hk+1;xk+1, xk)U(hk;xk, xk−1) =
 ckck+1 − sksk+1 e−iθ(ck+1sk + sk+1ck)
−eiθ(ck+1sk + sk+1ck) ckck+1 − sksk+1
 ,
by induction
n∏
k=1
U(hk;xk, xk−1) =
 cos(δ∑ rk) e−iθ sin(δ∑ rk)
−eiθ sin(δ∑ rk) cos(δ∑ rk)
 .
Since the set of step functions is a dense subset of Lp and sinx, cosx are continuous functions,
F †(X) = lim
n→∞
n∏
k=1
U(hk, xk−1 +X/n, xk−1),
=
 cos(
∫ X
0
r(x)dx) e−iθ sin(
∫ X
0
r(x)dx)
−eiθ sin(
∫ X
0
r(x)dx) cos(
∫ X
0
r(x)dx)
 .
Now send X → ∞, in which case Q(X) → Λ provided sin(
∫ ∞
0
r(x)dx) = 0 or
∫ ∞
0
r(x)dx =
npi.
Note that this argument can not be adapted to a general S(x), since it looks quite difficult
to find closed form of
∏
U(hk, xk, xk−1) for a general S(x).
Since F(Q) is a strict subset of S, it is natural to extend F to a superset of Q to make it
a one to one correspondence with S. One of the approaches is to consider the set of step-like
coefficients, Qs defined in (3.37).3
3We also drop the subscripts p, r, n from Qs,pr,n.
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We showed Fs is an injective map from Qs to S with F0 given by (3.36) in Theorem
3.4.1. The transformed scattering data is given by (3.41)-(3.43). That is, the knowledge of
Q(0) and the scattering data {L(ζ), ζn, Cr,n}Nn=1 give the scattering data for the ZSSP with
coefficient FsQ. Now we drop subscript s from Fs, since it can be considered as an extension
of the transformation F.
Now we seek an inverse transformation of F from S to Qs. As stated in Theorem 3.4.1, for
S ∈ FQs
F †x = ΛSF
†, F †(0) = F †0 , (3.49)
is uniquely solvable for any F †0 =
 f∗0 g∗0
−g0 f0
, and then Q is given by (3.21),
Q = FΛF †. (3.50)
Now assume that S ∈ S. Q can be constructed by the same procedure, but we have to find
a condition for F †0 so that Q ∈ Qs or equivalently limx→∞F (x) = F∞ is a diagonal matrix. Let
T˘ =
 a˘(ζ) −b˘∗(ζ∗)
b˘(ζ) a˘∗(ζ∗)
 be the transition matrix, and likewise J˘±, L˘ etc. for the ZSSP with
S.
Since J˘−(x, 0) solves (3.49) with initial condition J˘−(0, 0) = I, the solution F † of (3.49)
should be
F †(x) = J˘−(x, 0)F †0 .
From (3.48)
F∞ = F0T˘ (0).
Then, DcF∞ = 0 if and only if
a˘(0)g0 + b˘(0)f∗0 = 0, or g0 + L˘(0)f
∗
0 = 0. (3.51)
Thus for any unitary matrix F0 satisfying the condition (3.51), F−1 is well defined from S to
Qs. In particular,
Q(0) = F0ΛF
†
0 .
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By the same argument in Section 3.4, one can show that the transition matrix T for the
LLSP with coefficient F−1S is given by
T = F0T˘ F †∞.
So, the corresponding scattering data {L(ζ), ζj , Cr,n}Nn=1 is also given by
L(ζ) =
a˘(ζ)g0 + b˘(ζ)f∗0
a˘(ζ)f0 − b˘(ζ)g∗0
=
g0 + L˘(ζ)f∗0
f0 − L˘(ζ)g∗0
, (3.52)
ζn = ζ˘n, (3.53)
Cr,n = C˘r,n. (3.54)
Similarly to the map F from Qs to S, F−1S depends F0 up to constant multiplication. We
can choose specific F0 as did for F by (3.36). Since detF0 = 1, (3.51) yields
|f0|2(1 + |L˘(0)|2) = 1.
One can choose f0 as
f0 =
1√
1 + |L˘(0)|2
. (3.55)
Since f0 defined above is real value, we can rewrite (3.52) by aid of (3.51) and (3.55) as
L(ζ) =
−L˘(0) + L˘(ζ)
1 + L˘∗(0)L˘(ζ)
. (3.56)
Theorem 3.5.2. The inverse transformation F−1 from S to Qs is well defined by (3.49),
(3.51) and (3.50). The transformed Q and the scattering data depend on F0 or f0. If f0 is
given by (3.55), then Q is uniquely determined and the corresponding left reflection coefficient
is given by (3.56).
Another method to define a transformation from S to Q is to consider the inverse trans-
formation F−1a . In this case, the scattering data is invariant through the transformation.
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Theorem 3.5.3. Let S ∈ S be a coefficient of the ZSSP. Suppose that κ0i is a pure imaginary
eigenvalue corresponding to S. Then for any β ∈ R− such that −β 6= κ0 or for any β ∈ R+
such that b(iβ) = 0, there uniquely exists Q ∈ Q, coefficient in the ALLSP, satisfying
Fx = −FΛS − βΛDc(FΛF †)F, F (0) = I, (3.57)
Q = FΛF †, (3.58)
and which generates the same scattering data as S.
Proof. The main point of this theorem is to preserve the scattering data through the trans-
formation in contrast to F−1 . For the proof, we have to show that F , the solution to (3.57),
converges to
F∞ =
 α 0
0 α∗
 , |α| = 1. (3.59)
Then the scattering data is unchanged as we discussed earlier. As shown in Section 3.3, (3.57)
is uniquely solvable for any S ∈ S and β ∈ R, and lim
x→∞F (x) exists. In order to show that Q
defined by (3.58) is in Q, we have to investigate the structure of F .
Since ΛDcA = −DcAΛ for any matrix A,
F †Fx + F †xF = (−ΛS − βF †ΛDc(FΛF †)F ) + (−SΛ− βF †Dc(FΛF †)ΛF ),
= 0.
With the initial condition F (0) = I, it follows that F †F = I for all x. Furthermore trace(ΛS) =
trace(ΛDc(FΛF †)) = 0 implies detF = 1 by Liouville’s formula. Thus,
F (x) =
 f(x) −g∗(x)
g(x) f∗(x)
 , |f(x)|2 + |g(x)|2 = 1,
and Q has the form of (3.2) with Q(0) = Λ.
Next, we need to check the asymptotic behavior of F . Let
lim
x→∞F (x) =
 f∞ −g∗∞
g∞ f∗∞
 .
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Rewrite (3.57) componentwise,
f∗x = s
∗(−g)− 2βf∗|g|2, f∗(0) = 1, (3.60)
(−g)x = −sf∗ + 2β|f |2(−g), −g(0) = 0. (3.61)
Define4 v = exp(−β
∫ x
0
|f |2 − |g|2)
 f∗
−g
. Then
vx = i(iβ)Λv + ΛSv, v(0) =
 1
0
 .
That is, v solves the ZSSP for ζ = iβ. Moreover, from the initial condition of v,
v(x) = ν(x, iβ).
Thus, for T =
 a(ζ) −b∗(ζ∗)
b(ζ) a∗(ζ∗)

v(x) = a∗(−iβ)µ(x, iβ)− b(iβ)µ(x, iβ). (3.62)
Note that b(iβ) exists for all β ∈ R without assuming that S(x) decays sufficiently rapidly,
since it is supported on the half line. Now send x→∞. Then
f∗∞ = limx→∞ a
∗(−iβ) expβ(−x+
∫ x
0
|f |2 − |g|2), (3.63)
−g∞ = lim
x→∞−b(iβ) expβ(x+
∫ x
0
|f |2 − |g|2). (3.64)
Suppose β > 0. Since the both limits exist, from (3.64) |g∞| = 1 and |f∞| = 0 or b(iβ) = 0.
If b(iβ) = 0 then g∞ = 0 and |f∞| = 1. Now we assume that β < 0. Then |g∞| = 0, |f∞| = 1
from (3.63) provided a(−iβ) 6= 0, that is, if −iβ is not an eigenvalue. In case of a(−iβ) = 0,
f∞ = 0 from (3.63), thus |g∞| = 1.
Theorem 3.5.3 follows from that Q = FΛF † and the scattering data is unchanged only if
|f∞| = 1, |g∞| = 0 as mentioned in (3.59) and in Section 3.2.
4One can find v from the Pru¨fer transformation of (3.60),(3.61)
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As a corollary, we know Fa is not a one to one map. Indeed, there are infinitely many (Q, β)
exist, which transform to a single S. Also Fa(Qpr,n, β0) ( Spr,n in general. Consider S ∈ Spr,n
which has bound state at ζ0 = −iβ0 for β0 < 0. Then for the corresponding Q given by (3.58),
lim
x→∞Q(x) = −Λ, so Q /∈ Q
p
r,n.
We remark that under this inverse transformation F−1a , the support of coefficient may
be changed. Although S has a compact support, the transformed Q − Λ may be infinitely
supported. On the other hand, the direct transformation Fa preserved the support. That is,
if Q− Λ has supported on [0, X], then the support of transformed S is subset of [0, X].
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CHAPTER 4. Scattering problems without support restriction
4.1 Introduction
Up to now we have discussed problems with compactly supported or semi-infinite coeffi-
cients. In this chapter, we remove the support restriction by combining two half line problems.
This approach was first investigated by Aktosun and Sacks for the Schro¨dinger equation ([10]).
They split the whole line problem into two half line problems assuming no bound states. From
a numerical point of view, this method may reduce the computational cost from O(N3) to
O(N2), where N is a number of mesh points.
Here, we apply their idea to the ZSSP. We can extract the left and right reflection data
for the right and left half line problems respectively. After that, we can restore the half line
coefficients even if they have bound states from Theorem 2.5.1 and the Darboux transformation.
In the LLSP, we are also able to apply the splitting method by using step-like coeffi-
cients which are discussed in Section 3.4. Then the transformation F may be applied to the
each half line problem.
4.2 Splitting method for the ZSSP
In this section we discuss how scattering data for half line problems are extracted from the
given (right) scattering data of a whole line problem. Recall the ZSSP,
∂φ
∂x
= iζΛφ+ ΛSφ,
where,
S ∈ Spn = {S : S ∈ Lpn(R) ∩ L1(R)}.
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Note that S ∈ Spn can be represented by the sum of S1 and S2, which are
S1(x) = S(x)χ(−∞,0), S2(x) = S(x)χ(0,∞).
Since S1 ∈ Spl,n and S2 ∈ Spr,n,
Spn = Spl,n + Spr,n. (4.1)
Here,
Spl,n = {S : S ∈ Lpn(R−) ∩ L1(R−)}, (4.2)
Spr,n = {S : S ∈ Lpn(R+) ∩ L1(R+)}. (4.3)
Note that the definitions of Spl,n and Spr,n are not exactly same as Spl,n and Spr,n shown in the
previous chapter. Here we remove the generic condition. Again, we drop the subscripts n, p
for each Spn,Spr,n and Spl,n for notational simplicity.
Let J±, J±1 , J
±
2 be the Jost solutions for S, S1, S2 respectively. The transition matrices
T , Tj (j = 1, 2) are also defined by
J+ = J−T , J+j = J−j Tj , j = 1, 2 (4.4)
and likewise the scattering data R1, L1 etc. is defined for each half line coefficient . Then we
can make the following statement.
Theorem 4.2.1. For S ∈ S and x ∈ R, ζ ∈ R,
(1) J+ = J+1 exp(−iζΛx)J+2 ,
(2) J− = J−2 exp(−iζΛx)J−1 ,
(3) T = T1T2.
Proof. (1) If x > 0, then J+1 = exp(iζΛx), so J
+
1 exp(−iζΛx)J+2 = J+2 . For x < 0,
J+1 exp(−iζΛx)J+2 = J+1 exp(−iζΛx)J−2 T2
= J+1 T2.
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Since J+1 exp(−iζΛx)J+2 is continuous at x = 0, and J+2 and J+1 T2 solve (4.1) on the
right and left half lines respectively, J+1 exp(−iζΛx)J+2 is a solution of (4.1). Moreover,
for x > 0
J+1 exp(−iζΛx)J+2 = J+2 → exp(iζΛx), as x→∞.
The uniqueness of the Jost solutions shows that J+1 exp(−iΛζx)J+2 is the right Jost
solution for S.
(2) Similarly, for x > 0
J−2 exp(−iζΛx)J−1 = J−2 exp(−iζΛx)J+1 T −11
= J−2 T −11 .
If x < 0
J−2 exp(−iζΛx)J−1 = J−1 .
Hence, J− = J−2 exp(−iζΛx)J−1 . Note that if φ is a solution of (4.1), then φA(ζ) also
solves (4.1) for any matrix A(ζ).
(3) If x > 0, from part (b)
J− = J−2 exp(−iζΛx)J−1 = J−2 (J+1 )−1J−1 = J−2 (J−1 T1)−1J−1 = J−2 T −11 .
The uniqueness of (4.1) implies J+ = J+2 for x > 0, thus
J+ = J−T
J+2 = J
−
2 T −11 T
J−2 T2 = J−2 T −11 T
T = T1T2.
Similarly we can show this for x < 0.
By induction, we have following corollary.
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Corollary 4.2.2. Let Sj = Sχ(xj ,xj+1) be the fragments of S, where x0 = −∞, xN+1 = ∞.
Then the transition matrix T for S is given by
T = T0 · · · TN−1TN ,
where Tj is the transition matrix for Sj.
The same result for Schro¨dinger equation can be found in [6].
We may now state a procedure for direct determination of the two half line reflection
coefficients R1, L2 from the right hand scattering data {R(ζ), ζn, Cl,n}Nn=1 which is analogous
to that given for the Schro¨dinger equation in [10].
Recall the GLM equation (2.17),
K(x, y) + M˜(x+ y)
 1
0
+ ∫ ∞
x
K(x, z)M˜(z + y)dz = 0, x < y, (4.5)
where,
K =
 K(1)
K(2)
 , K = −iσyK∗ =
 0 −1
1 0
K∗, (4.6)
M˜(x) =
1
2pi
∫
R
R(ζ)eiζxdζ − i
N∑
n=1
Cl,ne
iζnx. (4.7)
Introducing the real and imaginary parts of K(0, y) and M˜(y) as K(0, y) = KR(y) +
KI(y)i, M˜(y) = MR(y) +MI(y)i, we may rewrite (4.5) at x = 0 as
− iσyKR(y) + λMR(y) +
∫ ∞
0
KR(z)MR(z + y)−KI(z)MI(z + y)dz = 0, (4.8)
iσyKI(y) + λMI(y) +
∫ ∞
0
KR(z)MI(z + y) +KI(z)MR(z + y)dz = 0, (4.9)
where λ =
 1
0
. The above system of integral equations can be solved for KR,KI by
several methods due to its symmetric structure. Once the solution to (4.8),(4.9) is given, we
subsequently can obtain J+(0, ζ) by setting x = 0 in (2.2), that is
J+(0, ζ) = I + [K − iσyK∗]. (4.10)
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Here,
K(ζ) =
∫ ∞
0
K(0, y)eiζydy.
On the other hand,
I = J−2 (0, ζ) = J
+
2 (0, ζ)T −12 (ζ) = J+(0, ζ)T −12 (ζ), (4.11)
T2(ζ) = J+(0, ζ), (4.12)
thus T2(ζ), and in particular
L2(ζ) =
b2(ζ)
a2(ζ)
(4.13)
is obtained directly.
Finally Theorem 4.2.1 gives
T1 = T T −12 , (4.14)
or  a1 −b∗1
b1 a
∗
1
 =
 a −b∗
b a∗

 a∗2 b∗2
−b2 a2
 . (4.15)
Thus,
R1 =
b∗1
a1
=
−b∗2a+ a2b∗
a∗2a+ b2b∗
=
−b∗2 + a2R
a∗2 + b2R
. (4.16)
Algorithm 4.2.3.
1. From the given scattering data {R(ζ), ζn, Cl,n}Nn=1 solve the system of equations (4.8),
(4.9) for KR,KI .
2. Compute T2(ζ) from (4.10) and (4.12).
3. Extract L2(ζ) from T2(ζ), and R1(ζ) from (4.16)
Theorem 4.2.4. The half line reflection coefficients R1, L2 may be uniquely recovered from
the scattering data {R(ζ), ζn, Cl,n}Nn=1 from Algorithm 4.2.3.
Figure 4.1 shows a numerical example of s(x) reconstructed on [−0.5, 0.5] from the scat-
tering data {R(ζ), ζ1, Cl,1}. The right reflection coefficient R(ζ) is again generated by an ODE
solver, the eigenvalue is computed by minimizing |a(ζ)|2 in the upper half plane, and a simple
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Figure 4.1 Splitting method for the ZSSP
finite difference method is used for the normalizing constant. We extract {R1(ζ), L2(ζ)} by Al-
gorithm 4.2.3. The system of integral equations (4.8), (4.9) is solved via a simple discretization
by the trapezoidal rule.
Since the each half line coefficients Sj might be considered as discontinuous coefficients,
R1(ζ), L2(ζ) ∼ O(1/ζ) from (2.112). Thus, we use the fast Fourier transformation with padding
by C/ζ instead of padding by zero. Here, we use averages of R1(ζ), L2(ζ) over a certain range
to determine C. It turns out s2(x) has one bound state by checking L̂2(t) for t < 0. So we have
to use the Darboux transformation. To recover s1(x) from R1(ζ), we convert this problem to
a left scattering problem by using a symmetry. At the splitting point, x = 0, s(x) should be
computed by a sum of s1(0−) and s2(0+).
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4.3 Splitting method for the LLSP
We have developed several transformations from the LLSP and the ZSSP on the half line
in Chapter 3, so that we can solve the LLSP from the converted ZSSP. In this section, we
remove the restriction on the support. As the ZSSP discussed in the previous section, the
whole line LLSP can be split into two half line problems with step-like coefficients. Then the
transformation F, more precisely, Fs may be applied.
Define
Qpn = {Q : Q− Λ ∈ Hpn(R) ∩H1(R)}.
For Q ∈ Qpn, we can not simply split as Q = Q1+Q2 for coefficients Q1, Q2 which are supported
on the half lines as done in the ZSSP, since Q1, Q2 should be continuous, or have continuous
extensions on the whole real line. Thus, we define function spaces Qs,pl,n and Qs,pr,n of step-like
coefficients as follows.
Qs,pl,n := {Q : Q− Λ ∈ Hpn(R−) ∩H1(R−), Q(x) = Q(0) for x ≥ 0},
Qs,pr,n := {Q : Q− Λ ∈ Hpn(R+) ∩H1(R+), Q(x) = Q(0) for x ≤ 0}.
Note that we remove the generic condition from the definitions of Qs,pl,n ,Qs,pr,n similarly to
Spl,n,Spr,n in Section 4.2. Since Q1 ∈ Qs,pl,n , Q2 ∈ Qs,pr,n are extended by Qj(0)(j = 1, 2) for
x > 0 and x < 0 respectively, Qj is differentiable on the whole line. For any Q ∈ Qpn, there are
unique Q1 ∈ Qs,pl,n and Q2 ∈ Qs,pr,n such that
Q(x) = Q1(x)χ(−∞,0] +Q2(x)χ(0,∞).
We drop the subscripts s, n, p for notational simplicity.
The following theorem is an analogy to Theorem 4.2.1.
Theorem 4.3.1. Let J±, J±j (j = 1, 2) be the Jost solution for Q ∈ Q, Q1 ∈ Ql, Q2 ∈ Qr
respectively and T , Tj be the corresponding transition matrixes. Then for x ∈ R, ζ ∈ R
(1) J+ = J+1 exp(−iζQ0x)J+2 ,
(2) J− = J−2 exp(−iζQ0x)J−1 ,
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(3) T = T1T2,
where Q0 = Q(0).
One can easily prove this theorem by the similar way to the proof of Theorem 4.2.1 together
with properties of the Jost solutions,
J+1 = exp(iζQ0x), x > 0, J
−
2 = exp(iζQ0x), x < 0.
As we showed in Section 3.4, Q2 in the LLSP can be transformed to S2 ∈ Sr in the ZSSP.
The corresponding transition matrix T˜2 for S2 is given by (3.40),
T˜2 = F †0T2F∞, (4.17)
where F0 satisfies (3.29) and F∞ = lim
x→∞F (x) for the solution F (x) to (3.38).
Similarly to T˜2, one can define T˜1. Let F (x) be the solution of (3.38) for x < 0, and
F−∞ = lim
x→−∞F (x).
Multiply F †(x) and F0 to the left and right of each side of J+1 = J
−
1 T1 respectively. Then
F †J+1 F0 = F
†J−1 T1F0,
or
F †J+1 F0 = F
†J−1 F−∞F
†
−∞T1F0.
It is not difficult to show that F †J+1 F0 and F
†J−1 F−∞ are the right and left Jost solutions for
the ZSSP with S1 by the same argument in Section 3.4. Thus the transition matrix T˜1 for S1
is given by
T˜1 = F †−∞T1F0.
Together with (4.17) and Theorem 4.2.1, the transition matrix T˜ for S = S1 + S2 can be
written by
T˜ = T˜1T˜2 = F †−∞T1F0F †0T2F∞.
Due to Theorem 4.3.1 and the property of F0, we have
T˜ = F †−∞T F∞.
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Even if F∞, F−∞ are diagonal matrices, the scattering data, generally, is not invariant.
Indeed, R˜(ζ) is given by
R˜(ζ) =
f∗∞
f∞
R(ζ), for F∞ =
 f∞ 0
0 f∗∞
 .
The specific choice of initial condition may solve this problem. Let G(x) solve (3.38) with
G(0) = G0 such that
G0 = F0F †∞. (4.18)
Then G(x) = F (x)F †∞, and
T˜ = F∞F †−∞T . (4.19)
Since F∞F
†
−∞ is a unitary diagonal matrix, the right scattering data for the LLSP with Q
coincides with one for the ZSSP with S.
Theorem 4.3.2. For any Q ∈ Q, there is a matrix G0 which makes the transform F well
defined and the right scattering data invariant under F. With this G0, F is a one to one map
from Q to S. Similarly, there uniquely exists G′0 which makes the left scattering data invariant
under the transformation.
We remark that there exist two G0, which are characterized by G∞ = lim
x→∞G(x) = ±I.
From the construction of G0 in (4.18), obviously G∞ = I. Suppose that G˜ solving (3.38) with
the initial condition G˜ = G˜0 converges to I as x → ∞. Since QG = GΛ and QG˜ = G˜Λ, for
some unitary diagonal matrix C
G˜ = GC.
Let E = G− G˜. Then
Ex =
1
2
QxQE, lim
x→∞E(x) = 0.
From Liouville’s formula, detE(x) = 0. This implies det(I − C) = 0 or G = G˜. Similarly, one
can show that there is a unique G0 such that G∞ = −I, which is given by
G0 = −F0F †∞.
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In this procedure, the knowledge of F0, which is not given in the inverse problem, looks to
be essential to solve the LLSP via the transformation F. The following algorithm, however,
shows how to solve the LLSP on the whole line by the splitting method of the transformed
ZSSP without a priori information of F0.
Algorithm 4.3.3.
1. The given scattering data {R(ζ), ζn, Cl,n}Nn=1 for the LLSP with Q ∈ Q may be considered
as the scattering data for the ZSSP with S ∈ S by Theorem 4.3.2.
2. Extract the right and left reflection coefficients R1 and L2(T2) for S1 and S2 respectively
as described in Algorithm 4.2.3.
3. Solve the ZSSP for S1 and S2 from R1 and L2 respectively by the methods developed in
Chapter 2.
4. The coefficient Q or Qj (j = 1, 2) of the LLSP can be recovered from (3.50)
Qj = GjΛG
†
j .
Here, Gj is a solution of (3.49)
G†j,x = ΛSjG
†
j , G
†
j(0) = G
†
0.
The initial condition G0 is given by
G0 = T †2 (0). (4.20)
Indeed, from Section 3.5 (see (3.48))
lim
x→∞G2(x) = G0T2(0).
The condition lim
x→∞G2(x) = I implies (4.20).
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Figure 4.2 Splitting method for the LLSP
Figure 4.2 shows a numerical example of Q(x) reconstructed via Algorithm 4.3.3. Similarly
to the example given in Section 4.2, Q2(x) has one bound state and we convert the right
scattering problem, the LLSP with Q1(x), to a left scattering problem. At the final step, Q(0)
is restored from Q1(0−) or Q2(0+). Since Qj(x)(j = 1, 2) is continuous at x = 0, we do not
need to use the sum of Q1(0−) and Q2(0+) as we did in the ZSSP case.
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CHAPTER 5. Uniqueness and non-uniqueness for the Landau-Lifschitz
scattering problem
5.1 Introduction
In this chapter we discuss the LLSP with a discontinuous coefficient . If Q(x) is smooth
enough then the problem is solvable via the transformation F that we discussed in Chapter 3
and 4. The main equation for F is (3.7),
Fx =
1
2
QxQF. (5.1)
Suppose that Q has a jump at a point x0. Then (5.1) is not defined even in obvious distribu-
tional sense, since QxQ is a product of distributions. To avoid this difficulty, we need a direct
approach to solve the LLSP.
With a discontinuous coefficient, we have an example which shows that the inverse problem
for the LLSP is not unique. The counter example is constructed from a piecewise constant
coefficient, which is introduced in Section 5.2. Also, Uniqueness theorem for piecewise constant
coefficients with a restriction is stated. We believe that this uniqueness can be generalized up
to coefficients of bounded variation. For this aim, we constructed two hyperbolic systems
from the time domain approach of the LLSP. One is related to the time domain problem
for the ZSSP, and it has a complicated characteristic boundary condition. Thus it is not
easy to extend to discontinuous coefficients. However, the other problem has relatively simple
boundary condition. In Section 5.4, we discuss this time domain problem in more detail, and
give a numerical example to support our conjecture.
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5.2 Piecewise constant coefficients
There are infinitely many coefficients in the LLSP which produce the same scattering data if
discontinuity for coefficients is allowed. One can obtain these examples from piecewise constant
coefficients.
First, we investigate the direct problem for one of the simplest case, one layer coefficient.
Recall that the structure of Q is p q∗
q −p
 , p = q3, q = q1 + q2i, p2 + |q|2 = 1.
Suppose that Q is a constant on [0, X] and it is Λ elsewhere. From the standard argument of
the ODE theory, the solution to
ψx(x, ζ) = iζQ(x)ψ(x, ζ)
with boundary condition ψ(X) = ψX is given by
ψ(x, ζ) = M(x, ζ)ψX ,
where,
M(x, ζ) = exp(iζQ(x−X))
=
 cos ζ(X − x)− ip sin ζ(X − x) −iq∗ sin ζ(X − x)
−iq sin ζ(X − x) cos ζ(X − x) + ip sin ζ(X − x)
 .
Now, we construct the fundamental matrix for a piecewise constant coefficient . Let {x−1 =
−∞, x0 = 0, x1, · · · , xN , xN+1 =∞} be a partition for the real line. Suppose that Q is of the
form Q =
N+1∑
n=0
Qk, where
Qk =
 pk q∗k
qk −pk
 , p2k + |qk|2 = 1, on lk = (xk−1, xk). (5.2)
Denote hk = |lk| which is the length of the interval lk. From the asymptotic behavior of Q,
Q = Λ on l0 and lN+1. We can remove this conditions if steplike coefficients are allowed. We
deal with, however, standard coefficients in this chapter.
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Define
Mk(ζ) = exp(−iζQhk)
=
 cos ζ(hk)− ipk sin ζ(hk) −iq∗k sin ζ(hk)
−iqk sin ζ(hk) cos ζ(hk) + ipk sin ζ(hk)
 ,
and M(ζ) by
M(ζ) = M1(ζ)M2(ζ) · · ·Mn(ζ) =:
n∏
k=1
Mk(ζ).
Then it is not difficult to show that the transition matrix T is given by a linear transformation
of the M(ζ). Indeed, from the definition of the transition matrix (1.7), we have
J+(x, ζ) exp(−iζΛX) = J−(x, ζ)T (ζ) exp(−iζΛX).
The left hand side is the identity matrix at x = X. On the other hand the right hand side
is T (ζ) exp(−iζΛX) at x = 0. The definition of M(ζ) gives
M(ζ) = T (ζ) exp(−iζΛX). (5.3)
This shows that M(ζ) and T (ζ) are equivalent, and the left scattering data {L(ζ), ζn, Cr,n}Nn=1
can be represented in terms of M(ζ). From (5.3), the components of T are given by
a(ζ) = eiζXM11(ζ), b(ζ) = eiζXM21(ζ),
where, Mij is the ij component of M . Since eiζX never vanishs, a(ζ) and M11(ζ) have the
same zeros, and
L(ζ) =
M21(ζ)
M11(ζ)
, Cr,n =
b(ζn)
a˙(ζn)
=
M12(ζn)
M˙11(ζn)
.
Recall that ˙ denotes a derivative with respect to given variable.
Now consider the following coefficients of the LLSP. For constants Q1 and Q2, define
coefficients Q(x), P (x) as follows.
Q(x) = Q1χ[0,h) + Λχ[0,h)C , (5.4)
P (x) = Q1χ[0,h) +Q2χ[h,2h) −Q2χ[2h,3h) + Λχ[0,3h)C , (5.5)
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for some h > 0. Then, obviously Q,P are different coefficients. However, the corresponding
matrices MQ and MP , thus the left scattering data coincide. Indeed,
MQ(ζ) = exp(−iζQ0h),
MP (ζ) = exp(−iζQ0h) exp(−iζQ1h) exp(iζQ1h)
= exp(−iζQ0h).
We have the last equality since −iζQ1h and iζQ1h commute.
We remark that this example for the non-uniqueness does not conflict with the uniqueness
for Q ∈ Qpr,n, since a piecewise constant coefficient cannot be approximated by Qn ∈ Qpr,n.
This example also shows that the one to one correspondence between transition matrices
and the scattering data is not valid any more. Obviously, scattering data can be uniquely
determined from transition matrices, and conversely transition matrices might be computed
from the scattering data due to the spectral representation (1.21) in general. In above example,
however,
TQ = exp(−iζQ0h) exp(−iζΛh), TP = exp(−iζQ0h) exp(−iζΛ3h).
Note that this is not a contraction to the spectral representation, since a(ζ) does not converges
to 1 in C+ if Q is discontinuous. For instance, consider
Q(x) = Q1χ[1,2) + Λχ[1,2)C ,
for Q1 =
 q3 q1 − q2i
q1 + q2i −q3
. Then it is easy to obtain that
a(ζ) =
e−2iζ(1− q3) + e−4iζ(1 + q3)
2
.
Obviously, a(ζ) is an entire function but not converge to 1 as |ζ| → ∞ in the upper half plane
or even on the real line. Thus L(ζ) is not square integrable function on the real line. Indeed,
L(ζ) =
−e−iζ(q1i− q2) sin ζ
e−3iζ(cos ζ − iq3 sin ζ)
=
q1 + q2i
q3 + 1
e2iζ(1− e2iζ) 1
1− q3−1q3+1e2iζ
.
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If q3 > 0 is assumed, then |q3 − 1
q3 + 1
| < 1 and
L(ζ) =
q1 + q2i
q3 + 1
e2iζ +
2q3(q1 + q2i)
(q3 + 1)2
∞∑
k=2
(
q3 − 1
q3 + 1
)k−2e2ikζ .
Thus
L̂(t) =
q1 + q2i
q3 + 1
δ(t− 2) + 2q3(q1 + q2i)
(q3 + 1)2
∞∑
k=2
(
q3 − 1
q3 + 1
)k−2δ(t− 2k).
That is, L̂ is a distribution and its support is {2k}∞k=1.
In general, we believe the following statement.
Conjecture 5.2.1. Suppose that Q(x) ∈ L1(R) ∩ L2(R) in the LLSP. Then for the left and
right reflection coefficient L(ζ), R(ζ),
L̂, R̂ ∈ H−1(R),
where, H−1(R) is the dual space of H1(R).
The next lemma may give a clue when the uniqueness fails for piecewise constant coeffi-
cients .
Lemma 5.2.2. Suppose that
Q(x) =
N+1∑
k=0
Qkχlk
and Qk 6= −Qk+1 for all k = 0, 1, · · · , N . Then M(ζ) that is defined in (5.3) uniquely deter-
mines Q(x). Here Qk and lk are defined in (5.2) and Q0 = QN+1 = Λ.
Proof. We prove this lemma by the mathematical induction. First we state the following claim
which is used several times in other steps.
Claim (1). Two constant coefficients Q and P in the LLSP commute with each other if and
only if Q = ±P .
The necessary condition is trivial. For the sufficient condition, let us consider a unitary
matrix U such that QU = UΛ1 and PU = UΛ2. The commutativity of Q and P guarantees
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the existence of U([32]) . Here Λi is Λ or −Λ. The multiplication of U † to the left and U to
the right of each side of QP = PQ gives,
Λ1Λ2 = U †PQU.
Thus we have PQ = ±I, or
P = ±Q.
Claim (2). Suppose that exp(−iζQ1h1) = exp(−iζP1m1) exp(−iζP2m2) for P1 6= −P2 and
h1,mk > 0. Then P1 = P2 = Q1 and h1 = m1 +m2.
By comparing the coefficients of ζ and ζ2 of expansions of each sides, we have
Q1h1 = P1m1 + P2m2, (5.6)
(Q1h1)2
2!
=
(P1m1)2
2!
+
(P2m2)2
2!
+ P1m1P2m2. (5.7)
Thus, P1P2 = P2P1. This implies P1 = ±P2. But we assume that P1 6= −P2. Together with
(5.6), P1 = P2 and h1 = m1 +m2.
Claim (3). Suppose that for any n ≤ N , exp(−iζQ1h1) =
n∏
k=1
exp(−iζPkmk) implies Q1 = Pk
for all 1 ≤ k ≤ n and h1 =
n∑
k=1
mk provided Pk 6= −Pk+1 for all k and h1,mk > 0. Then this
is also true for n = N + 1. Here the matrix product
N∏
k=1
Ak is defined by A1A2 · · ·AN .
Suppose that
exp(−iζQ1h1) =
N+1∏
k=1
exp(−iζPkmk). (5.8)
Let A =
N+1∑
k=2
Pkmk. Since trace(A) = 0 and det(A) ≤ 0, the eigenvalues of A are ±λ for some
λ ∈ R. Suppose that λ = 0. Then A = 0, and
exp(−iζ(−P2)m2) =
N+1∏
k=3
exp(−iζPkmk).
From the induction hypothesis, −P2 = Pk for all 3 ≤ k ≤ N + 1, which is a contraction to
−P2 6= P3. Thus λ 6= 0. Since A is a Hermitian matrix, for a unitary matrix U
U †AU = λΛ,
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or
A2 = λ2I.
By the similar way to obtain (5.6), (5.7)
Q1h1 = P1m1 +A, (5.9)
(Q1h1)2
2!
=
(P1m1)2
2!
+
A2
2!
+ P1m1A. (5.10)
Comparing the square of (5.9) and (5.10) yields
P1A = AP1.
This together with (5.9) implies that P1 and Q1 commute with each other. Thus P1 = ±Q1.
If P1 = −Q1, then (5.8) can be rewritten as
exp(−iζQ1(h1 +m1)) =
N+1∏
k=2
exp(−iζPkmk).
By the hypothesis of the claim Q1 = Pk for 2 ≤ k ≤ N+1, and P1 = −P2. But this contradicts
to the assumption of the claim. Thus P1 should be equal to Q1. We rewrite (5.8) as
exp(−iζQ1(h1 −m1)) =
N+1∏
k=2
exp(−iζPkmk).
If h1 > m1, then we prove the claim by the induction hypothesis. If h1 < m1, then similarly to
the case of P1 = −Q1, we have P1 = −P2 which gives a contraction also. Consider the remain
case, h1 = m1. In this case, we have
exp(−iζ(−P2)m2) =
N+1∏
k=3
exp(−iζPkmk).
Again, the hypothesis implies that −P2 = P3 which contradicts to the assumption.
Claim (4). Suppose that for any N,M ,
N∏
k=1
exp(−iζQkhk) =
M∏
k=1
exp(−iζPkmk) and any ad-
jacent Qk and Pk do not commute and hk,mk > 0. Then N = M , Qk = Pk and hk = mk for
all 1 ≤ k ≤ N .
We prove this statement by the mathematical induction again. Claim 3 shows that this
holds for N = 1. Now assume that for given N , the above statement is valid for any n ≤ N
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and any arbitrary M , and
N+1∏
k=1
exp(−iζQkhk) =
M∏
k=1
exp(−iζPkmk).
Then,
N∏
k=1
exp(−iζQkhk) =
M∏
k=1
exp(−iζPkmk) exp(−iζ(−QN+1)hN+1). (5.11)
If PM 6= ±QN+1, then from the hypothesis QN = −QN+1. If PM = −QN+1, then
N∏
k=1
exp(−iζQkhk) =
M−1∏
k=1
exp(−iζPkmk) exp(−iζ(−QN+1)(mM + hN+1)),
thus QN = −QN+1. From the assumption that any adjacent Qk do not commute, PM = QN+1.
Now assume that hN+1 6= mM , say hN+1 < mM . Then from (5.11),
N∏
k=1
exp(−iζQkhk) =
M∏
k=1
exp(−iζPkmk) exp(−iζ(QN+1)(mM − hN+1)),
which implies QN = QN+1. In case of hN+1 > mM , we have QN = −QN+1. Hence, hN+1 =
mM .
Lemma 5.2.2 states the one to one correspondence of piecewise constant coefficients Q(x)
with a certain restriction and the matrices M(ζ). We might have a similar result for the
standard left (right) scattering data {L(ζ), ζn, Cr,n}Nn=1 and Q(x). For this, we need to show
that M(ζ) is uniquely determined from the standard scattering data. This might be based on
development of a new spectral representation such as (1.26), and the knowledge of asymptotic
behaviors of L(ζ) or a(ζ) for ζ ∈ C+.
Conjecture 5.2.3. Suppose that Q in the LLSP is a piecewise constant, and any adjacent
layers, say Qk and Qk+1, do not commute with each other, i.e.
Qk 6= −Qk+1.
Then the standard left (right) scattering data, {L(ζ), ζn, Cr,n}Nn=1 uniquely determines Q.
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5.3 Two time domain problems
In previous section, we mainly discussed the LLSP with piecewise constant coefficients.
Especially, the relation of coefficients and M(ζ) was discussed. Even though we conjecture
that M(ζ) might be computed from the scattering data, Theorem 5.2.2 is not helpful to restore
Q(x) from the scattering data. Thus we have to develop a new method. One of the approaches
is transforming the LLSP to a time domain problem. In this section, we formally design two
time domain problems. Mathematical details will be given in the next section.
5.3.1 Time domain problem I
For simplicity of current discussion, we assume that Q in the LLSP,
ψx = iζQψ (5.12)
involves no bound states, Q − Λ is compactly supported, say in [0, X], and smooth enough.
Applying the Fourier transform
1
2pi
∫
· e−iζt to (5.12) yields
ux(x, t) +Q(x)ut(x, t) = 0, (5.13)
where u(x, t) =
1
2pi
∫
ψ(x, ζ)e−iζtdζ. If we define the initial condition as
u =
 δ(t− x)
0
 for t < 0, (5.14)
then the boundary condition for (5.13) is given by
u(0, t) =
 01
2pi
∫
R
L(ζ)e−iζtdζ
 , for t > 0. (5.15)
Note that since u(1)(x, t) is incoming wave from the left, u(1)(x, t) = 0 for x < 0 and t 6= x.
Thus u(1)(0, t) = lim
x→0−
u(1)(x, t) = 0. We assume that u(1)(0, t) is continuous on {t > x}.
It is well known that (5.13) has unique solution on {(x, t) : x > 0, t > 0, t > x} with the
boundary conditions (5.15). We seek the suitable additional boundary condition for (5.13) on
107
x = t so that it is an over-determined problem. Consider the propagation of singularity ([16]).
Let
u =
N∑
k=0
fk(t− x)uk(x) + smooth terms, (5.16)
where f0(x) = δ(x), f1 = H(x) and so on. Then,
Qu0 − u0 = 0, (5.17)
Quk − uk = −uk−1,x k ≥ 1. (5.18)
From the initial condition (5.15), we set
u0(0+) =
 1
0
 , u(1)1 (0+) = 0. (5.19)
Now we investigate the uniqueness of u0. From the equation (5.17), u0 should be an
eigenvector for Q corresponding to eigenvalue 1. Since eigenvector is not unique, we have to
find a side condition. Multiplication u†0 to the left of each side of (5.18) for k = 1 gives
u†0Qu1 − u†0u1 = −u†0u0,x (5.20)
0 = −u†0u0,x. (5.21)
From (5.21) and (5.19),
|u0| = 1,
and u0,x is in the orthogonal space of span{u0} for each fixed x.
Suppose that v, w are column vectors satisfying (5.17) and (5.19) with |v| = |w| = 1. Then
v = eiθ(x)w for a real valued function θ(x) such that θ(0) = 0. Indeed, it is easy to see that
v, w are linearly dependent due to (5.17), i.e. v = ϑ(x)w for some ϑ(x) with ϑ(0) = 1. From
the conditions |v| = |w| = 1, ϑ(x) = eiθ(x) for a real valued function θ(x) such that θ(0) = 0.
Let u0 = eiθv. Then u0,x = iθxeiθv + eiθvx, and
< u0, u0,x > = < eiθv, iθxeiθv + eiθvx >
= iθx.
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Here, we denote by < ·, · > the standard inner product in C2. Since < u0, u0,x >= 0, θ is
identically zero. This implies the uniqueness of u0.
Another method to check the uniqueness and existence is to use the transformation F which
is discussed in Chapter 3. Let F1 be the the left column vector of the matrix F in F. From
construction of F and Lemma 3.2.3, we have
F1(0) =
 1
0
 , |F1| = 1, QF1 = F1,
and
QF1,x = −F1,x. (5.22)
Apply F †1 to (5.22).
< F1, QF1,x > = − < F1, F1,x >,
< F1, F1,x > = − < F1, F1,x >,
< F1, F1,x > = 0.
Hence
F1 = u0.
We showed that F thus F1 exists uniquely as long as Q ∈ Qpr,n.
Next, we compute u1. Since u0,x is orthogonal to u0, it is an eigenvector of Q corresponding
to eigenvalue −1. Thus for scalar functions η, η
u1 = ηu0 + ηu0,x. (5.23)
Substitution this representation into (5.18) for k = 1 gives,
Q(ηu0 + ηu0,x)− (ηu0 + ηu0,x) = −u0,x, (5.24)
−2ηu0,x = −u0,x. (5.25)
We have η = 12 . Now operate u
†
0 to (5.18) for k = 2.
u†0Qu2 − u†0u2 = −u†0u1,x.
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Since Qu0 = u0, Q† = Q,
< u0, u1,x >= 0.
With representation of (5.23),
< u0, ηxu0 + ηu0,x +
1
2
u0,xx > = 0,
ηx +
1
2
< u0, u0,xx > = 0.
the initial condition (5.19) gives η(0) = 0, and
η(x) = −1
2
∫ x
0
< u0, u0,xx >,
= −1
2
< u0, u0,x > |x0 +
1
2
∫ x
0
< u0,x, u0,x >,
=
1
2
∫ x
0
< u0,x, u0,x > .
Thus,
u1(x) =
1
2
u0
∫ x
0
< u0,x, u0,x > +
1
2
u0,x. (5.26)
From the representation of (5.16), the additional boundary condition is given by
u(x, x+) = u1(x).
We summarize above argument as follows.
Time domain problem I for the LLSP.
ux(x, t) +Q(x)ut(x, t) = 0, 0 < x < t, (5.27)
u(0, t) =
 01
2pi
∫
R
L(ζ)e−iζtdζ
 , t > 0, (5.28)
u(x, x) = u1(x), x > 0. (5.29)
The knowledge of the relation of u1(x) and Q(x) is essential to solve the inverse problem.
Serval methods might be applied. One of them is following.
1. From (5.26),
< u1, u1 > = <
1
2
u0
∫ x
0
< u0,x, u0,x > +
1
2
u0,x,
1
2
u0
∫ x
0
< u0,x, u0,x > +
1
2
u0,x >
=
1
4
(
∫ x
0
< u0,x, u0,x >)2 +
1
4
< u0,x, u0,x > .
110
Solve this nonlinear differential equation for
∫ x
0 < u0,x, u0,x >.
2. Compute u0 from (5.26).
3. Recover Q by GΛG−1, where G = [u0 u0,x].
We remark that Time domain problem I is equivalent the time domain problem for the
ZSSP if the coefficient Q is in the class Qpr,n. Recall the time domain problem for the ZSSP.
vx(x, t) + Λvt(x, t) = ΛSv, 0 < x < t, (5.30)
v(0, t) =
 01
2pi
∫
R
L(ζ)e−iζtdζ
 , t > 0, (5.31)
v(2)(x, x) =
1
2
s(x), x > 0. (5.32)
It is not difficult to check that (5.27) is transformed to (5.30) by defining v = F †u, where F
is the matrix corresponding transformation F. Also we can obtain the additional boundary
condition (5.32) for the ZSSP from (F †u1)(2). Indeed,
(F †u1)(2) =
1
2
(F †u0
∫ x
0
< u0,x, u0,x > +F †u0,x)(2)
=
1
2
F †2u0,x
=
1
2
F †2F1,x.
From the transformation F i.e. ΛS = F †xF ,
(F †u1)(2) =
1
2
s. (5.33)
5.3.2 Time domain problem II
In Time domain problem I, it is not easy to find a direct relation of Q and u1. Furthermore,
the boundary condition on x = 0 may be a distribution if Q has a jump as mentioned in Section
5.2. Thus, we have to construct a new equation which is equivalent to (5.27)-(5.29) and can
be generalized for discontinuous coefficients. A new problem may be constructed by a simple
change of variable.
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Let
w(x, t) =
∫ t
x
u(x, s)ds+ α(x).
Here we assume α(x) is a smooth enough for a moment, which is defined later. Then
wt(x, t) = u(x, t),
wx(x, t) =
∫ t
x
ux(x, s)ds− u(x, x) + αx(x),
and
Q(x)wx(x, t) =
∫ t
x
Q(x)ux(x, s)ds−Qu(x, x) +Qαx(x),
= −
∫ t
x
ut(x, s)ds−Qu(x, x) +Qαx(x),
= −u(x, t) + u(x, x)−Qu(x, x) +Qαx(x),
= −wt(x, t) + u(x, x)−Qu(x, x) +Qαx(x).
Define α(x) as
αx(x) = −Q(x)u(x, x) + u(x, x), α(0) =
 1
0
 . (5.34)
Then (5.27)-(5.29) are changed to
wx(x, t) +Q(x)wt(x, t) = 0, 0 < x < t, (5.35)
w(0, t) =
 11
2pi
∫ t
0
∫
R
L(ζ)e−iζsdζds
 , t > 0, (5.36)
w(x, x) = α(x), x > 0. (5.37)
Here, we use Q2 = I to have (5.35).
As we did in Time domain problem I, the relation of α(x) and the coefficient Q(x) should
be verified to solve the inverse problem. The equation for α, (5.34), and the equation for u1,
(5.18) for k = 1 together with (5.19) and (5.29) show that
α(x) = u0(x).
Although u0, thus α, is the same as the first column vector of F , we can find relation of Q and
α without considering the transformation F. This is important when we consider discontinuous
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coefficients because the map F is not valid for discontinuous coefficients as we pointed out in
Section 5.1.
Since
 1 + q3
q1 + q2i
 is an eigenvector of Q corresponding to the eigenvalue 1, there exists
a scalar function % such that
α =
 α(1)
α(2)
 = %
 1 + q3
q1 + q2
 .
We assume that for any x,
q3(x) 6= −1. (5.38)
Then
α(2)
α(1)
=
q1 + q2i
1 + q3
.
Hence, we design another time domain problem from Time domain problem I.
Time domain problem II for the LLSP.
Suppose that q3 + 1 never vanishes. Then
wx(x, t) +Q(x)wt(x, t) = 0, 0 < x < t, (5.39)
w(0, t) =
 1∫ t
0
L̂(s)ds
 , t > 0, (5.40)
w(x, x) = α(x), x > 0, (5.41)
and Q and α related by
α(2)
α(1)
=
q1 + q2i
1 + q3
. (5.42)
We seek Q from given data L(ζ) or L̂(s) =
1
2pi
∫
R
L(ζ)e−iζsdζ.
We remark that Time domain problem II might be derived from direct argument of the
propagation of singularity. From the definition of w, we may assume that
w(x, t) = w1(x)H(t− x) + w2(x)|t− x|+ + smooth terms
instead of (5.16). Here, wk is the column vector and H(x) is the Heaviside function and
|x|+ = xχ{x>0}.
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5.4 Uniqueness for Time domain problem II
We devote this section to discussing the following conjecture about a general uniqueness for
the LLSP with discontinuous coefficient based on Time domain problem II. Also a numerical
example is given at the end of this section.
Conjecture 5.4.1. Suppose that L(ζ) is the left reflection coefficient for the LLSP with coef-
ficient Q. If
(1) Q(x)− Λ is compactly supported, say in [0, X],
(2) there are no bound states,
(3) |a(ζ)| > 0 on the real line,
(4)
∫ t
0
L̂(s)ds is of bounded variation in [0, 2X],
(5) sup
t
|
∫ t+
t−
L̂(s)ds| < M1 for some M1.
Then, L(ζ) uniquely determines a coefficient Q(x) such that
(1) Q(x) is discontinuous only at the points at which
∫ t
0 L̂(s)ds is discontinuous,
(2) sup
x
|Q(x+)−Q(x−)| < M2 for some M2 <
√
2.
First, we show that direct Time domain problem II is well defined for a weaker regularity
than assumed regularity when it is constructed. From this, we define a map L as follows.
L :
 q1 + q2i
q3
 7→

2u∗1u2
|u|2
|u1|2 − |u2|2
|u|2
 ,
where u =
 u1
u2
 is the trace of w(x, t), a solution of (5.39)-(5.40) with Q whose entries are
given by q1, q2 and q3 in L2, on the line segment t = x for 0 < x < X. Suppose that L has a
fixed point. Then
q1 + q2i
1 + q3
= [
2u∗1u2
|u|2 ]/[1 +
|u1|2 − |u2|2
|u|2 ]
=
2u∗1u2
2|u1|2 =
u2
u1
.
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Thus, the characteristic boundary condition (5.42) holds. Conversely, from (5.42)
|q1|2 + |q2|2 = (1 + q3)2|α
(2)
α(1)
|2.
Since |q1|2 + |q2|2 + |q3|2 = 1,
(|α
(2)
α(1)
|2 + 1)q23 + 2|
α(2)
α(1)
|2q3 + |α
(2)
α(1)
|2 − 1 = 0.
So we have
q3 = [1− |α
(2)
α(1)
|2]/[1 + |α
(2)
α(1)
|2] = |α
(1)|2 − |α(2)|2
|α|2 ,
assuming (5.38). This representation, together with (5.42) gives
q1 + q2i =
2|α(1)|2
|α|2
α(2)
α(1)
=
2α(1)
∗
α(2)
|α|2 .
Thus, if there is w(x, x) satisfying (5.39)-(5.42) for some Q, it should be a fixed point of the
map L.
Our aim is to show that L is a contraction mapping on a certain complete space X . Then it
has a unique fixed point, which gives the uniqueness and existence of Time domain problem II.
Together with Conjecture 5.2.1, then, we might show the uniqueness of the LLSP in frequency
domain for piecewise smooth coefficients. Note that Conjecture 5.4.1 does not contradict to
the example shown in Section 5.2, since the maximum value of jumps is
√
2 for the coefficient P
defined in (5.5).
5.4.1 Direct problem
Consider the direct problem of Time domain problem II.
wx +Q(x)wt = 0 on T, w(0, t) = w0(t) (0 < t < 2X). (5.43)
Here, T denotes the domain bounded by x = t, x = 0, and t = 2X − x (see Figure 5.1). If
Q(x) and w0(t) are smooth enough, then one may show the existence and uniqueness of the
classical solution by standard energy estimates for hyperbolic system, see e.g. [34]. For a less
regularity of Q(x) and w0(t), however, w may not be differentiable. We need to define a weak
solution.
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Suppose that w is a classical solution with smooth Q and w0. Then for a test function
η(x, t) ∈ C ∫
T
(wx +Qwt)†η = 0,
where,
C = {η ∈ C∞(T) : η(x, ·) ∈ C∞c (x, 2X − x), 0 ≤ x < X}.
Integration by parts yields ∫
T
w†(ηx +Qηt) +
∫ 2X
0
w†0η|x=0dt = 0. (5.44)
This equation makes sense even if w ∈ L2(T), Q ∈ L2(0, X) and w0 ∈ L2(0, 2X). So we can
define a weak solution of (5.43) as (5.44).
Definition 5.4.2. w ∈ L2(T) is a weak solution to
wx +Q(x)wt = 0 on T, w(0, t) = w0(t) (0 < t < 2X),
provided for any η ∈ C, ∫
T
w†(ηx +Qηt) +
∫ 2X
0
w†0η|x=0dt = 0.
The main theorem in this section is the existence and uniqueness for the direct problem as
follows.
Proposition 5.4.3. Suppose that Q ∈ L2(0, X) and w0 ∈ L2(0, 2X). Then there uniquely
exists a weak solution w ∈ L2(T) for (5.43).
We prove the existence and uniqueness separately after Lemma 5.4.5 and Lemma 5.4.6.
Lemma 5.4.4. Suppose that Q =
N+1∑
k=1
Qkχ[xk−1,xk) for a constant Qk, x0 = 0 and xN+1 = X.
Then for w0(t) ∈ H1(0, 2X) there exists a weak solution w to (5.43) such that
||w||H1(T) ≤
√
2X||w0||H1(0,2X). (5.45)
Since the domain is bounded, w and w0 are in W 1,1(T) and W 1,1(0, 2X) respectively. In
particular,
||w(x, ·)||L1(x,2X−x) ≤ ||w0||L1(0,2X), (5.46)
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and
||w||L1(T) ≤ X||w0||L1(0,2X). (5.47)
Proof. For each Qk =
 pk q∗k
qk −pk
, define a Hermitian matrix1
Fk =
1√
2

√
1 + pk − q
∗
k√
1 + pk
qk√
1 + pk
√
1 + pk
 ,
so that
QkFk = FkΛ.
It is obvious that a solution to
vx + Λvt = 0, v(xk−1, t) = v0(t)
on Tk = {(x, t) ∈ T : xk−1 < x < xk} is given by
v(x, t) =
 v(1)0 (t− x+ xk−1)
v
(2)
0 (t+ x− xk−1)
 .
Define a translation operator Pk,
Pk
 f(·)
g(·)
 =
 f(t− x+ xk−1)
g(t+ x− xk−1)
 .
Then P satisfies the following properties.
For two-component vector functions u(·), v(·) ∈ H1(xk−1, 2X − xk−1),
(Pku)t = Pk(u˙), (5.48)
(Pku)x = −ΛPk(u˙), (5.49)
Pk(αu± βv) = αPku± βPkv for α, β ∈ C. (5.50)
Recall that ˙ denotes the derivative with respect to given variable.
1We assume that q3 6= −1, see (5.38).
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With this notation, define w(x, t) on T by
w(x, t) = FkPk(F †kwk−1) on Tk,
where wk−1(·) = w(x−k−1, ·) for 2 ≤ k ≤ N + 1. It is not difficult to show that w(x, t) satisfies
(5.44). Note that w0 ∈ H1 and w(x−k , t) = w(xk, t) imply w(x, t) ∈ H1(Tk). Thus w ∈ H1(T)
since w is continuous across x = xk. Moreover, w(x, x) ∈ H1(0, X).
Let u(·) be a two-component vector function in H1(xk−1, 2X − xk−1).∫
Tk
|Pk(u)|2 =
∫ xk
xk−1
∫ 2X−x
x
|u(1)(t− x+ xk−1)|2 + |u(2)(t+ x− xk−1)|2dtdx,
≤
∫ xk−xk−1
0
∫ 2X−xk−1
xk−1
|u(1)(t− y)|2 + |u(2)(t+ y)|2dtdy,
≤ (xk − xk−1)||u||2L2 .
Since || − Λu||L2 = ||u||L2 , from (5.48) and (5.49)
||Pk(u)||2H1(Tk) ≤ 2(xk − xk−1)||u||2H1 .
Since Fk is a Hermitian matrix, ||Fku||H1 = ||F ∗ku||H1 = ||u||H1 . Thus
||w||2H1(Tk) ≤ 2(xk − xk−1)||wk−1||2H1(xk−1,2X−xk−1). (5.51)
Now we estimate ||w˙k−1||L2(xk−1,2X−xi−1).
||w˙k−1||2L2(xk−1,2X−xk−1) =
∫ 2X−xk−1
xk−1
|w˙k−1(s)|2ds
=
∫ 2X−xk−1
xk−1
|wt(xk−1, s)|2ds
=
∫ 2X−xk−1
xk−1
|Fk−1Pk−1(F †k−1w˙k−2)(xk−1, s)|2ds
=
∫ 2X−xk−1
xk−1
|(F †k−1w˙k−2)(1)(s− xk−1 + xk−2)|2
+ |(F †k−1w˙k−2)(2)(s+ xk−1 − xk−2)|2ds
≤
∫ 2X−xk−2
xk−2
|(F †k−1w˙k−2)(1)(t)|2 + |(F †k−1w˙k−2)(2)(t)|2dt
= ||F †k−1w˙k−2||2L2(xk−2,2X−xk−2) = ||w˙k−2||2L2(xk−2,2X−xk−2).
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Similarly,
||wk−1||2L2(xk−1,2X−xk−1) ≤ ||wk−2||2L2(xk−2,2X−xk−2).
By induction,
||wk−1||2H1(xk−1,2X−xk−1) ≤ ||w0||2H1(0,2X).
This inequality together with (5.51) gives (5.45). Similarly, we can obtain (5.46) and (5.47).
Lemma 5.4.5. Suppose Q(x) ∈ L2(0, X), and w0(t) ∈ H1(0, 2X). Then a weak solution
w(x, t) of (5.43) exists in H1(T) satisfying
||w(x, ·)||L1(x,2X−x) ≤ ||w0||L1(0,2X), (5.52)
and
||w||L1(T) ≤ X||w0||L1(0,2X). (5.53)
Proof. For given Q ∈ L2, there exists a sequence of piecewise constant coefficient {Qn} con-
verging to Q in L2. From Lemma 5.4.4, there is wn ∈ H1(T) solving (5.43) for each Qn,
and
||wn||H1(T) ≤
√
2X||w0||H1(0,2X).
Thus we can find a subsequence wnk such that
wnk ⇀ w in H
1(T).
We claim that w is a weak solution to (5.43).
For any η ∈ C,
< (wx +Qwt)− (wnk,x +Qnkwnk,t), η >L2
= < wx − wnk,x, η >L2 + < Qwt −Qnkwnk,t, η >L2
= < wx − wnk,x, η >L2 + < wt, (Q−Qnk)η >L2 + < wt − wnk,t, Qnkη >L2 .
Here, < ·, · >L2 denotes the standard inner product in L2(T). Since wnk weakly converges to
w in H1(T) and Qnkη is uniformly bounded by a square integrable function, the first and the
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third term converge to 0 as nk →∞. The boundness of a weakly convergent sequence yields
| < wt, (Q−Qnk)η >L2 | ≤ ||w||H1 ||Q−Qnk ||L2 ||η||H1
≤ lim inf ||wnk ||H1 ||Q−Qnk ||L2 ||η||H1
≤
√
2X||w0||H1 ||Q−Qnk ||L2 ||η||H1 ,
which goes to 0. Since wnk is a weak solution for Qnk , < wnk,x + Qnkwnk,t, η >L2= 0 for all
nk. Thus,
< wx +Qwt, η >L2= 0,
and this implies (5.44) as desired.
Since H1(T) is compactly embedded in L2(T),
wnk → w in L2(T). (5.54)
Obviously, it also converges in L1(T), or
||wnk(x, ·)− w(x, ·)||L1(x,2X−x) → 0 in L1(0, X). (5.55)
Let
wnk(x) =
∫ 2X−x
x
|wnk(x, ·)|, w(x) =
∫ 2X−x
x
|w(x, ·)|. (5.56)
Then (5.55) yields
wnk(x)→ w(x) in L1(0, X).
This implies (5.52) almost all2 x, since |wnk(x)| < ||w0||L1(0,2X) for all nk from (5.46).
Similarly, (5.47) gives
||wnk ||L1(T) ≤ X||w0||L1(0,2X).
Immediately, we obtain (5.53), since wnk converges to w in L
1(T).
Now, we prove the existence of direct problem, (5.43).
2Indeed, (5.52) holds for all x since wnk (x),w(x) are continuous. To show the continuity, extend
wnk (x, ·), w(x, ·) so that they are in L2(I;H10 (J)). Then one may show that they are in C([0, X];L2(x, 2X−x))
from Sobolev space theory (see §5.9 in [23]). Here, I, J are intervals containing [0, X], [0, 2X] respectively.
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Proof of existence in Proposition 5.4.3. Consider the following equation,
w˜x +Q(x)w˜t = 0 on T, w˜(0, t) =
∫ t
0
w0(s)ds, 0 < t < 2X. (5.57)
Since w0(t) ∈ L2(0, 2X), w˜(0, t) ∈ H1(0, 2X). Lemma 5.4.5 implies that there exists a weak
solution w˜ ∈ H1(T) to (5.57). That is for any η ∈ C,∫
T
w˜†(ηtx +Qηtt) +
∫ 2X
0
w˜†0ηt|x=0dt = 0,
since ηt ∈ C. Integration by parts yields∫
T
w˜†t (ηx +Qηt) +
∫ 2X
0
w˜0
†
tη|x=0dt = 0.
Let w(x, t) = w˜t(x, t). Then w(x, t) ∈ L2(T) and w(0, t) = w0(t) almost everywhere. Hence a
weak solution to (5.43) exists.
The proof for the uniqueness of direct problem in Proposition 5.4.3 follows from an energy
estimate described in Lemma 5.4.6.
Lemma 5.4.6. A weak solution w to (5.43) satisfies the following equality.∫
AD
|w|2dt =
∫
BC
|w|2dt+
∫
AB
|w|2 − w†Qwdx+
∫
DC
|w|2 + w†Qwdx. (5.58)
Proof. Let T′ be a subdomain of T shown in Figure 5.1. Since C∞c (T′) is a dense subset of
L2(T′), there exists a sequence {wn} in C∞c (T′) that converges to w. For each n,
< w,wn,x +Qwn,t >= 0.
Now fix n. Since wn ⇀ w and wn,x +Qwn,t ∈ L2(T′), for given ε > 0 there is M satisfying the
following:
If m > M ,
| < wm, wn,x +Qwn,t > | < ε/2.
Thus,
|
∫
T′
(w†mwn)x + (w
†
mQwn)t| < ε.
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Figure 5.1 Domain T and T′
Stokes’ theorem over T′ gives
|−
∫
AD
w†mwndt+
∫
BC
w†mwndt+
∫
AB
w†mwn−w†mQwndx+
∫
DC
w†mwn+w
†
mQwndx| < ε (5.59)
(5.58) follows from a limit of (5.59), since |w|2 ≥ |w†Qw|.
Proof of uniqueness in Proposition 5.4.3. Let w1, w2 be solutions to (5.43). Define v = w1 −
w2. Then v also solves (5.43) with zero initial condition. We apply (5.58) on an arbitrary
trapezoid whose left vertical side AD is on the t-axis. Then∫
BC
|v|2dt+
∫
AB
|v|2 − v†Qvdx+
∫
DC
|v|2 + v†Qvdx = 0.
Since |v|2 ≥ ±v†Qv, v = 0 almost everywhere on BC. BC is an arbitrary vertical line segment
in T, thus v = 0 a.e. in T.
Due to the energy equality (5.58), we can show that weak solutions are continuously de-
pendent on initial data as follows.
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Corollary 5.4.7. Suppose that u, v ∈ L2(T) are weak solutions to (5.43) with Q and initial
data u0, v0 ∈ L2(0, 2X) respectively. Then
||u− v||L2(T) ≤
√
X||u0 − v0||L2(0,2X). (5.60)
Proof. From the energy estimate for u− v,
||u− v||2L2(T) =
∫ X
0
∫ 2X−x
x
|u− v|2dtdx
≤
∫ X
0
∫ 2X
0
|u0 − v0|2dtdx
≤ X||u0 − v0||2L2(0,2X).
5.4.2 Contraction Mapping
In the previous section, we showed the direct Time domain problem II is well defined for
Q ∈ L2(0, X) and L̂ ∈ H−1(0, 2X). For the inverse problem, we use a contraction mapping
method. Recall the map L;
L : X → X
q 7→

2u∗1u2
|u|2
|u1|2 − |u2|2
|u|2
 ,
where,
X = {
 q1 + q2i
q3
 : qi ∈ L1(0, X), |q1|2 + |q2|2 + |q3|2 = 1}.
q1, q2 and q3 are components of a coefficient Q in the LLSP. u =
 u1
u2
 is the trace of w(x, t)
on the line segment t = x for 0 < x < X, where w a weak solution to (5.43) with Q given
by q, and the initial condition w0 which is of bounded variation. Thus the map L depends
on w0. Note that X is a closed subset of L1(0, X). It is easy to check |L(q)| = 1 and L(q) is
integrable on (0, X) provided the corresponding |u| is never zero on (0, X). Thus we make the
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following hypothesis.
H: There are a closed subspace X of X and M > 0 such that for any q ∈ X , the corre-
sponding u satisfies |u| ≥M almost everywhere.
With this assumption H, we can show that the map L is Lipschitz continuous in X as long
as the initial data w0 is of bounded variation.
For this aim, consider the following two problems on T,
ux +Qut = 0, u(0, t) = w0(t), (5.61)
vx + Pvt = 0, v(0, t) = w0(t). (5.62)
Here, Q,P are square integrable coefficients in the ZSSP. We assume that w0 is in H2(0, 2X)
for a moment. Then vt is a solution of (5.62) with initial condition w0,t. That is,
(vt)x + P (vt)x = 0, (vt)(0, t) = w0,t.
Let w = u− v and f = (P −Q)vt = Rvt. Then w solves
wx +Qut − Pvt = 0,
or
wx +Qwt = f, w(0, t) = 0.
By Duhamel’s principle, the solution is given by
w(x, t) =
∫ x
0
K(x− y, t, y)dy,
where, K(z, t, y) solves
Kz +QKt = 0 on Ty, K(0, t, y) = f(y, t).
Here, Ty is a subdomain of T, see Figure 5.2. Note that f(y, t) ∈ H1(y, 2X − y) for almost all
y, since we assume w0 ∈ H2(0, 2X). From Lemma 5.4.5,
||K(·, ·, y)||L1(Ty) ≤ (X − y)||f(y, ·)||L1(y,2X−y). (5.63)
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Figure 5.2 Domain Ty
Now, we estimate ||w||L1(T).∫
T
|w| =
∫ X
0
∫ 2X−x
x
|
∫ x
0
K(x− y, t, y)dy|dtdx
≤
∫ X
0
∫ X
y
∫ 2X−x
x
|K(x− y, t, y)|dtdxdy
≤
∫ X
0
∫
DTy
|K(x− y, t, y)|dtdxdy
≤
∫ X
0
∫ 2X−y
y
(X − y)|f(y, t)|dtdy by (5.63)
=
∫ X
0
(X − y)|R(y)|
∫ 2X−y
y
|vt(y, t)|dtdy
≤ ||w0,t||L1(0,2X)
∫ X
0
(X − y)|R(y)|dy by (5.52)
=
1
2
||w0,t||L1(0,2X)
∫
T
|R(x)|dtdx.
We can apply this estimation to a triangle S ⊂ T whose right side is on the line x = s and
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similar to T. ∫
S
|w| ≤ 1
2
||wt(s, ·)||L1(s,2X−s)
∫
S
|R|
≤ 1
2
||w0,t||L1(0,2X)
∫
S
|R|.
Since S is an arbitrary triangle, for almost everywhere
|w| ≤ 1
2
||w0,t||L1(0,2X)|R|. (5.64)
Let p,q ∈ X be vectors corresponding P,Q in (5.61) and (5.62) respectively. Simple algebra
gives
|L(p)− L(q)|2 = 4|u|2|v|2 |u1v2 − u2v1|
2 (5.65)
≤ 8 |u− v|
2
|v|2 . (5.66)
Together with (5.64), this yields
||L(p)− L(q)||L2(0,X) ≤
√
2
min |v| ||w0,t||L1(0,2X)||R||L2(0,X),
≤
√
2
M
||w0,t||L1(0,2X)||p− q||L2(0,X).
Thus L is Lipschitz continuous in X if w0 is in H2(0, 2X). This condition can be relaxed.
Suppose that w0 is of bounded variation. Then there a sequence {w0n} ⊂ W 1,1(0, 2X) such
that w0n → w0 in L1(0, 2X) and ||w˙0n||L1(0,2X) → Var(w0) ([29]), where Var(w0) is the total
variation of w0. Since the domain is bounded and w0 is of bounded variation, we can find
a subsequence {w0nk} ∈ H2(0, 2X) such that w0nk → w0 in L2(0, 2X) also. For notational
simplicity, we use w0n instead of w0nk . Note that L is well defined for w0 due to Proposition
5.4.3 and Lemma 5.4.6.
Let Ln be the operator corresponding to w0,n. Then for each q ∈ X ,
||L(q)− Ln(q)||L2(0,X) ≤
2
√
2
M
||u− un||L2(0,X) by (5.66),
≤ 2
√
2
M
||w0 − w0n||L2(0,2X) by Lemma 5.4.6.
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Suppose that p,q ∈ X . Then
||L(p)− L(q)||L2 ≤ ||Ln(p)− Ln(q)||L2 + ||L(p)− Ln(p)||L2 + ||L(q)− Ln(q)||L2
≤ ||Ln(p)− Ln(q)||L2 + C||w0 − w0n||L2(0,2X)
≤
√
2
M
||w˙0n||L1(0,2X)||p− q||L2 + C||w0 − w0n||L2(0,2X).
It follows that
||L(p)− L(q)||L2 ≤
√
2
M
Var(w0)||p− q||L2 .
Hence, L is well defined for w0 of bounded variation, and Lipschitz continuous.
It is not hard to show that Ln is a contraction mapping on X for sufficiently large n if
w0 ∈ H1. However, if w0 has jumps then we have to assume that sup
t
|w(x, t+) − w(x, t−)| is
small enough for each x to have the same result. We conjecture that
sup
t
|w(x, t+)− w(x, t−)| ≤ C sup
t
|w0(t+)− w0(t−)|.
Although the theory about L is incomplete, we have a numerical evidence that L has a
fixed point.
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Figure 5.3 shows a reconstructed Q via the following iteration,
qn+1 = Lqn
Q is obtained after 7 iterations with initial guess q0 =
 0
1
 which is corresponding to Q = Λ.
The residue is 6.8435× 10−6. We use the finite difference method to solve the direct problem.
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Figure 5.3 Reconstructed Q via the mapping L
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CHAPTER 6. Further remarks and future works
1. Existence of the ZSSP:
In Theorem 2.2.5, we defined a map from coefficients s(x) of the ZSSP to left reflection
coefficients L(ζ) and showed that it is injective from S0 to H2+. However, the range of the
map is strictly subset of H2+. Thus the existence of the ZSSP fails in this case. One way
to overcome this difficulty is to extend the domain. We might consider s(x) ∈ L2 instead
of L1 ∩ L2. Although the scattering data may not defined in classical sense, we can
approximate the scattering data of s(x) by scattering data of {sn(x)} which converges to
s(x) in L2 sense. For this aim, we need a Plancherel kind of identity between s(x) and
L(ζ). We have only one side inequality, for example, see [46]. It is unsolved yet if the
L2 norm of reflection coefficient is bonded by L2 norm of coefficient s. One might define
the domain of coefficients in a different space to have the existence. Note that Villarroel
et al. identified function spaces in which the map is bijective ([52]).
2. Modified Newton’s method:
In Section 2.3, we introduced a modified Newton’s method, and showed the iteration
scheme (2.73) converges for a sufficiently small ω as long as Γ is bounded in some open
ball B(s; ε) and the initial guess s0(x) ∈ B(s; ε). We have to verify the properties of the
map Γ to remove this assumption. In particular, the boundness of Γ is important and it
might be related to the Plancherel identity which we discussed in previous part.
This method may yield an ill-posed problem if s(x) has bound states, thus the recon-
structed s(x) is less accurate than one from the Darboux transformation method. Nev-
ertheless, this modified Newton’s method is worth to be studied intensively, because it
is more useful to solve the whole line problems. In Section 4.2, we discussed how half
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line reflection coefficients are extracted from {R(ζ), ζn, Cl,n}Nn=1. Once R1(ζ), L2(ζ) are
given, we can apply the idea in Section 2.5 to find the bound state data. This procedure,
however, is seriously ill posed problem as we mentioned in Section 2.6. The modified
Newton’s method might overcome this difficulty.
One can compute {R(ζ), T (ζ)} from the standard scattering data via the spectral repre-
sentation (1.21). Then T2, thus {L2(ζ), T2(ζ)} can be extracted from the GLM equation
as we discussed, and from (4.15),
T1 =
1
a1
=
1
a∗2a+ b2b∗
=
T ∗2 T
1 +R∗2R
.
We still have a numerical difficulty in computing T (ζ) and applying the modified New-
ton’s method, but we expect these might cause weaker ill-posedness than the method we
discussed in Section 4.2 in case of N ≥ 2. Here, N is the number of bound states.
3. Transformation on less regular coefficients:
The regularity of the coefficients is decreasing under the transformation F which is defined
in Chapter 3. Thus, it might be useful to consider the inverse transformation, i.e. a
transformation from the ZSSP to the LLSP or the ALLSP, in order to solve the ZSSP
with less regular coefficient, e.g. δ- function. This coefficient would correspond to a
discontinuous Q in the LLSP which might be solved by the mapping L. However, we
have to define a product of distributions to justify the transformation F. Indeed, F is
governed by
F (x) =
∫ x
0
1
2
Qx(y)Q(y)F (y) + F0.
If Q(x) has a jump at x = x0, then Qx(x) should be understood as a δ-function. Thus
we have to define the kernel as a product of distributions. Some definitions of product
of distributions were suggested, see e.g. [14], [24]. But it is not easy to clarify the
transformation F with their definitions.
4. Anisotropic model of easy-plane:
One of the motivation of the transformation F is the equivalence of the cubic Schro¨dinger
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equation and the LL equation which was suggested by Lakshmanan ([39]). In [43],
Mikeska showed the sine-Gordon equation is connected to the easy plain magnetic chain
in a magnetic field. Since the sine-Gordon equation can be transformed to a Zakharov-
Shabat kind scattering problem, it is natural to seek a relation of the ZSSP and the LLSP
with anisotropy of the easy-plane type. According to [15], the corresponding scattering
problem may have the following format;
∂ψ
∂x
= iζQψ + iβΛDcQψ, β ∈ R. (6.1)
But the reflection coefficients are defined only subset of R. This incomplete data makes
the problem challenging. If we assume that R(ζ) or L(ζ) is given on the whole real line,
then the solution to (6.1) might be given by a Born approximation described in Section
2.6.1. For the exact solution, one can consider a transformation to the generalized ZSSP.
The time domain approach and the contraction mapping idea might be adapted to solve
the generalized ZSSP.
5. Bound states:
We mentioned that the bound state information is essential to solve a whole line scattering
problem. Moreover, from the physical point of view, the bound states are connected to
solitary wave solutions1 to evolution equations. In the Schro¨dinger scattering problem,
many nice properties about the bound states are known well, see e.g [18]. For example,
the eigenvalues ζ0 should be a pure imaginary number and it is a simple zero of a(ζ), the
reciprocal of the transmission coefficient, in the upper half plane. Also it is known that
a(ζ) never vanishes on the real line. That is, in the Schro¨dinger scattering problem we
do not have to assume the generic condition (1.15). The number of bound states for a
fragment of a potential can be estimated from the total number of bound states. More
precisely, the total number of bound states N satisfies the following inequalities ([9]).
1− p+
p∑
j=1
Nj ≤ N ≤
p∑
j=1
Nj , (6.2)
1The coefficient s(x) given by (2.105) in turn is a soliton solution to the cubic Schro¨dinger equation.
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where p is the number of fragments and Nj is the number of bound states for the jth
fragment. The inequality might be useful to apply the splitting method ([10]).
On the other hand, the ZSSP has quite different properties. We have seen an example
which has a non pure imaginary eigenvalue in Figure 3.1. Indeed, Klaus and Shaw proved
that the eigenvalues are pure imaginary when s(x) is a single lobe2 in [36]. They also
found the threshold energy for the existence of eigenvalues([37]); if∫
R
|s(x)|dx ≤ pi
2
, (6.3)
then there are no eigenvalues. With aid of this, it is easy to check that the second
inequality in (6.2) does not hold for the ZSSP. Nevertheless, we believe that there is an
analogy to (6.2) in the ZSSP.
The threshold energy (6.3) can be easily adapted to the LLSP through the transformation
F. Indeed,
Q2x = 4FxF
†
x = 4|s|2I.
Thus, we can state that there are no eigenvalues in the LLSP if
||Qx||2 ≤ pi.
The transformation F, however, does not give a clear picture how a single lobe coefficient
s(x) in the ZSSP is transformed to a coefficient Q(x) of the LLSP.
6. Generic condition:
From the inequality (2.28), we expect that new eigenvalues may emerge or disappear at
the real zero of a(ζ) if s(x) is perturbed. Also it is known that the set of coefficients
satisfying the condition (1.15) is a dense subset of general coefficients ([3]). However, the
generic condition is not completely understood. Most of results in the ZSSP can not be
obtained without assuming (1.15).
We remark that one can not obtain the uniqueness of the whole line problem from the
splitting method directly. Even if s(x) satisfies the generic condition, aj(ζ) corresponding
2A coefficient s(x) is called a single lobe if s(x) is real valued L1 function, bounded, piecewise smooth, and
nondecreasing to the left of x = 0 and nonincreasing to the right of x = 0.
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to a fragment sj(x) of s(x) may vanish on the real line. That is, the split coefficients
s1(x) or s2(x) may not in the classes Spl,n or Spr,n defined3 in Chapter 3. Thus we may not
apply the uniqueness theorem on the half line, Theorem 2.5.1, to obtain the uniqueness
of the whole line problem. Instead, one can show that for a given coefficient s(x) ∈ L1
satisfying the generic condition, there exists x0 ∈ R such that sχ(−∞,x0) and sχ(x0,∞)
satisfy the generic condition, from the inequality (2.28). Since two fragments sχ(−∞,x0)
and sχ(x0,∞) can be understood as coefficients in Spl,n and Spr,n respectively, we have the
uniqueness for the whole line problem.
7. Time domain approach:
In Chapter 5, we suggested iteration method to solve the LLSP based on hyperbolic
system of equations, although some mathematical proofs are incomplete. However, we
believe that this time domain approach will give a uniqueness theorem for the LLSP in a
certain class. Also, this idea may be adapted to the anisotropic model of Landau-Lifschitz
scattering problem.
3Compare the definitions (3.6) and (4.3)
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