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MANIN-DRINFELD CYCLES AND DERIVATIVES OF L-FUNCTIONS
ARI SHNIDMAN
Abstract. We introduce a Manin-Drinfeld cycle in the moduli space of PGL2-shtukas
with r legs, arising from the diagonal torus. We show that its intersection pairing with
Yun and Zhang’s Heegner-Drinfeld cycle is equal to the product of the r-th central de-
rivative of an automorphic L-function L(pi, s) and Waldspurger’s toric period integral.
When L(pi, 1
2
) 6= 0, this gives a new geometric interpretation for the Taylor series expan-
sion. When L(pi, 1
2
) = 0, the pairing vanishes, suggesting “higher order” analogues of the
vanishing of cusps in the modular Jacobian.
Our proof sheds new light on the algebraic correspondence introduced by Yun-Zhang,
which is the geometric incarnation of “differentiating the L-function”. We realize it as the
Lie algebra action of e + f ∈ sl2 on (Q
2
ℓ )
⊗2d. The comparison of relative trace formulas
needed to prove our formula is then a consequence of Schur-Weyl duality.
1. Introduction
Let K/F be a quadratic extension of global function fields, corresponding to a double
cover ν : Y → X of smooth, projective, geometrically connected curves over k = Fq. We
consider cuspidal automorphic representations π on G = PGL2,F . Let T be the torus
K×/F× over F . For simplicity, we assume both π and K/F are everywhere unramified.
1.1. Summary. In [7], Yun and Zhang relate the rth central derivative of the base change
L-function L (πK , s) to the self-intersection of a certain algebraic cycle. Let Sht
r
G → X
r be
the 2r-dimensional moduli stack over k parameterizing G-shtukas with r legs. Let Shtr′G →
Y r denote its base change to Y r. Yun and Zhang define Heegner-Drinfeld cycles [Shtr′T ]π ∈
Chrc(Sht
r′
G), which are higher analogues of CM divisors on (Drinfeld) modular curves. Their
special value formula takes the shape (equality up to explicit non-zero constants):
L
(r)(πK , 1/2)
.
=
〈
[Shtr′T ]π, [Sht
r′
T ]π
〉
Shtr′G
. (1.1)
It encompasses the function field versions of Waldspurger’s formula [6], when r = 0, and
the Gross-Zagier formula, when r = 1.
In [8, Cor. 1.4], they give a self-intersection formula for the Heegner-Drinfeld cycle
[ShtrT ]π ∈ Ch
r
c(Sht
r
G) obtained by push-forward to X
r. It reads:
L
(r)(π, 1/2)L (π ⊗ η, 1/2)
.
= 〈[ShtrT ]π, [Sht
r
T ]π〉ShtrG
. (1.2)
Here, η is the quadratic character associated to K/F .
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In this paper, we define Manin-Drinfeld cycles [ShtrA]π ∈ Ch
r
c(Sht
r
G) coming from A-
shtukas, where A →֒ G is the diagonal torus. Whereas the Heegner-Drinfeld cycles play
the role of CM divisors on the modular curve, the Manin-Drinfeld cycles play the role of
cuspidal divisors. Our main result (Theorem 1) has the following shape:
L
(r)(π, 1/2)
∫
[T ]
φ(t)dt
.
= 〈[ShtrA]π, [Sht
r
T ]π〉ShtrG
, (1.3)
for an appropriate spherical vector φ ∈ π. When r = 0, this formula amounts to the
statement that L (π, s) can be written as a Mellin transform. When r = 1, it is closely
related to the function field version of the Manin-Drinfeld theorem [2, 5], that the cusps on
the modular Jacobian are torsion.
For r ≥ 2, our formula has no (known) analogue over number fields. If L (πK , 1/2) 6= 0,
it shows that the Manin-Drinfeld cycles are non-vanishing and our formula gives a new
expression for the Taylor series expansion of L (π, s). If L (πK , 1/2) = 0, then the Manin-
Drinfeld cycle pairs trivially against the Heegner-Drinfeld cycle, raising the question of
whether the cycles themselves vanish. See §1.2 for further speculation.
Yun and Zhang’s proof of (1.1) proceeds by geometrizing Jacquet’s relative trace formula
(RTF) comparison approach to Waldspurger’s formula [4]. One side of this comparison
involves computing traces of Frobenius on β∗Qℓ, where β : Md → Ad is a version of the
Hitchin fibration (one for each integer d ≥ 0). One of the key insights in [7] is that one can
extend this approach to the case r > 0, using a certain natural correspondence
YZd
""❊
❊❊
❊❊
❊❊
❊
||③③
③③
③③
③③
Md
β
""❉
❉❉
❉❉
❉❉
❉
Md,
β
||②②
②②
②②
②②
Ad
which we call the Yun-Zhang correspondence. The induced operator
[YZd] : β∗Qℓ → β∗Qℓ
plays the role of “differentiation” on the geometric side of the RTF comparison. When
r > 0, Yun and Zhang show that the traces of the operator [YZd]
r ◦ Frob match up with
the rth derivative of certain traces on the L-function side.
Our proof of (1.3) makes use of the RTF approach of [7] and its extension developed in
our work with Howard [3]. In fact, one can view (1.3) as a degenerate version of our formula
in [3] for the intersection of two different Heegner-Drinfeld cycles. In the degenerate case
considered here (where one torus is split), the RTF comparison is a tautology when r = 0.
But in order to prove (1.3) for r > 0, we are forced to dig deeper into the representation
theory of the Hitchin fibration. The key insight is a representation-theoretic interpretation
of the operator [YZd]. In our setting, the local system β∗Qℓ comes from the representation
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(Q2ℓ)
⊗2d of the symmetric group S2d. This is also a representation of sl2, and the Yun-
Zhang operator is given by the action of the element e + f = ( 0 11 0 ) ∈ sl2. Combined with
Schur-Weyl duality, this allows us to compare the two RTF’s in §4 and prove (1.3).
1.2. Precise statement of results. Let Y0 = X
∐
X → X be the split double cover. The
F -algebra of rational functions on Y0 is K0 = F ⊕ F .
There are natural closed immersions
T˜ = Autν∗OY (ν∗OY )

A˜ = Autν0∗OY0
(ν0∗OY0)

G˜1 = AutOX (ν∗OY ) G˜ = AutOX (ν0∗OY0)
of group schemes over X. Let T ⊂ G1 and A ⊂ G be the quotients by the central Gm.
Then G1 is Zariski-locally isomorphic to PGL2 and G = PGL2 over X. The group scheme
T is a non-split torus, while A is the split diagonal torus in PGL2. On F -points, we have
T (F ) = K×/F× and A(F ) ≃ F×.
Let A be the adele ring of F , and O the subring of integral elements. Define U = G(O)
and U1 = G1(O). The pair U1 ⊂ G1(A) is non-canonically isomorphic to U ⊂ G(A). There
is, however, a canonical isomorphism of spaces of unramified cuspidal automorphic forms
Acusp(G1)
U1 ∼= Acusp(G)
U .
These are finite dimensional C-vector spaces, and the space on the right carries a natural
action of the Hecke algebra H of Q-valued compactly supported U -bi-invariant functions
on G(A).
We adopt the usual notation
[T ] = T (F )\T (A) and [A] = A(F )\A(A).
For any φ ∈ Acusp(G)
U , consider the toric period integrals
PA(φ, s) =
∫
[A]
φ(a)|a|2sda,
and
PT (φ) =
∫
[T ]
φ(t)dt.
The Haar measures are chosen so that the volume of A(O) and T (O) is 1.
To precisely define the geometric side of (1.3), recall from [7] the stack ShtrT of T -
shtukas with r modifications, and the 2r-dimensional k-stack ShtrG of PGL2-shtukas with
r modifications. The stack ShtrT is proper over k of dimension r, and admits a finite mor-
phism θrT : Sht
r
T → Sht
r
G. Pushing forward the fundamental class along θ
r
T gives a class
[ShtrT ] ∈ Ch
r
c(Sht
r
G) in the Chow group of compactly supported cycles.
Remark 1.1. The definitions above require a choice of µ = (µi) ∈ {±1}
r satisfying
∑r
i=1 µi =
0; in particular we assume that r is even. We suppress the choice of µ in the introduction.
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Analogously, we define in Section 3 a stack ShtrA parameterizing A-shtukas with r modi-
fications. It is not of finite type over k, but can be written as a union
ShtrA =
⋃
d≥0
Shtr,≤dA
of stacks Shtr,≤dA which are proper over k, and which admit finite maps
Shtr,≤dA → Sht
r
G.
Define [Shtr,≤dA ] ∈ Chc,r(Sht
r
G) as the push-forward of the fundamental class.
Fix d ≥ 0, and denote by W˜ dA, W˜T ⊂ Chc,r(Sht
r
G) the H -submodule generated by the
classes [Shtr,≤dA ], [Sht
r
T ] respectively. Restricting the intersection pairing on the Chow group
defines a pairing 〈·, ·〉 : W˜ dA × W˜T → Q. If we define
W dA = W˜A/{c ∈ W˜
d
A : 〈c, W˜T 〉 = 0}
W dT = W˜T /{c ∈ W˜T : 〈c, W˜
d
A〉 = 0},
this pairing descends to W dA ×W
d
T , and we extend it to an R-bilinear pairing
〈 , 〉 : W dA(R)×W
d
T (R)→ R.
We show in §4 that for d≫ 0, the space W dT is independent of d, and for each ∗ ∈ {A,T},
there a decomposition into isotypic components
W d∗ (R) =W
d
∗,Eis ⊕
(⊕
π
W d∗,π
)
,
where the sum is over all unramified cuspidal π, and H acts on W d∗,π via λπ : H → R.
Let
[Shtr,≤dA ]π ∈W
d
A,π, and [Sht
r
T ]π ∈W
d
T,π,
be the projections of [Shtr,≤dA ] ∈W
d
A(R) and [Sht
r
T ] ∈W
d
T (R). These are theManin-Drinfeld
and Heegner-Drinfeld classes, respectively.
Our main result is the following intersection formula. We write P
(r)
A (φ, s) for the r-th
derivative of PA(φ, s). Throughout, we tacitly assume d ≫ 0, since the Manin-Drinfeld
cycles are independent of d, for d large enough.
Theorem 1. Let φ ∈ πU be non-zero and let r ≥ 0 be even. Then
P
(r)
A (φ, 0)PT (φ¯)
(log q)r〈φ, φ〉Pet
=
〈
[Shtr,≤dA ]π, [Sht
r
T ]π
〉
ShtrG
.
Remark 1.2. The left side is independent of the choice of φ, as the Peterson inner product
is Hermitian.
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When r = 0, the formula is a tautology, after one unwinds the definition of the right
hand side. To understand the formula when r > 0, we interpret it in terms of L-functions.
Let g be the genus of X. Then the normalized L-function
L (π, s) := q2(g−1)(s−
1
2
)L(π, s)
satisfies L (π, 1− s) = L (π, s). Moreover, for a suitably scaled φ ∈ πU , we have
L (π, 2s + 1/2) = PA(φ, s).
The kind of information we learn from Theorem 1 depends on whether the base change
L-function L (πK ,
1
2) vanishes at s = 1/2 or not. Recall
L (πK , s) = L (π, s)L (π ⊗ η, s).
By Waldspurger’s formula [7, Rem. 1.3], the central value L (πK ,
1
2) vanishes if and only if∫
[T ] φ¯ dt vanishes.
Thus, if L (πK ,
1
2) 6= 0, Theorem 1 gives a geometric interpretation for the non-leading
Taylor series coefficients of L (π, s), after dividing by the non-zero toric period integral. To
formulate this better, we consider the ratio with the leading term:
Theorem 2. If L (πK ,
1
2) 6= 0, then for even r ≥ 0, we have [Sht
r,≤d
A ]π 6= 0, and
L (r)(π, 1/2)
L (π, 1/2)
= 2−r(log q)r
〈
[Shtr,≤dA ]π, [Sht
r
T ]π
〉
ShtrG〈
[Sht0,≤dA ]π, [Sht
0
T ]π
〉
Sht0G
.
Remark 1.3. The non-vanishing follows from the positivity of L (r)(π, 1/2) [7, Thm. B.2].
On the other hand, the precise version of (1.2) implies
L (r)(π, 1/2)
L (π, 1/2)
= (log q)r
〈[ShtrT ]π, [Sht
r
T ]π〉ShtrG〈
[Sht0T ]π, [Sht
0
T ]π
〉
Sht0G
.
This suggests that when L (πK ,
1
2 ) 6= 0, we have [Sht
r,≤d
A ]π = 2
rcπ,K [Sht
r
T ]π, where cπ,K is
an explicit non-zero ratio of period integrals.
IfL (πK ,
1
2) = 0, the story is different, as Theorem 1 then says nothing aboutL
(r)(π, 1/2).
But we still learn interesting information about algebraic cycles:
Theorem 3. If L (πK ,
1
2) = 0, then for even r ≥ 0, we have〈
[Shtr,≤dA ]π, [Sht
r
T ]π
〉
ShtrG
= 0.
Let us give one consequence of this theorem. Let r(π) be the order of vanishing of L (π, s)
at s = 1/2. If r ≥ r(π) ≥ 0 and r(π ⊗ η) = 0, then [ShtrT ]π 6= 0 by (1.2). We infer:
Corollary 1.4. If r ≥ r(π) > 0 and r(π ⊗ η) = 0, then either
(i) [Shtr,≤dA ]π = 0, or
(ii) any lifts of [Shtr,≤dA ]π and [Sht
r
T ]π to the group Chc,r(Sht
r
G)R are linearly independent.
6 ARI SHNIDMAN
Remark 1.5. One gets a similar statement, without any mention of lifts, for the cycle classes
[Shtr,≤dA ]π,λ and [Sht
r
T ]π,λ in H
2r
c (Sht
r
G ⊗k k¯,Qℓ(r))π,λ, as in [7, 1.5].
Of course, we would like to know which option (i) or (ii) actually holds. The author’s
expectation is that [ShtrA]π 6= 0 precisely when r ≥ 2r(π). In work in progress, we hope to
prove a special value formula for the self-intersection of the Manin-Drinfeld cycle [ShtrA]π in
terms of the rth derivative of the square L (π, s)2, which would indeed imply [ShtrA]π 6= 0,
for r ≥ 2r(π). At the same time, we plan to generalize our formula to allow for mildly
ramified representations π and ramified quadratic extensions K/F , as in [8].
1.3. Outline. We follow the RTF approach of [7, 3], giving references to those papers when
the proofs are not substantially different. In Section 2, we define an analytic distribution
on H, and relate it to L-functions on one hand, and weighted traces of Frobenius along the
Hitchin fibration Nd → Ad, on the other. The only genuinely new computation is Lemma
2.5. The Manin-Drinfeld cycles are defined in Section 3. We use intersection pairings to
define a geometric distribution, and relate it to traces of Frobenius along the same Hitchin
fibration. In Section 4, we work out the representation theory of the Hitchin fibration
and use it to show that the analytic and geometric distributions agree. This is the most
interesting part of the computation, and the main theorem follows quickly from there.
1.4. Notation. |X| is the set of closed points of X. The absolute value
| · | =
∏
x∈|X|
| · |x : A
× → Q×
sends the uniformizer πx ∈ Fx with residue field kx to q
−[kx : k]. If H is an algebraic group,
Haar measure on H(A) is normalized so that H(O) has volume 1.
1.5. Acknowledgements. The author thanks D. Kazhdan for several stimulating conver-
sations on this topic. He also thanks D. Disegni, B. Howard, K. Madapusi Pera, and Y.
Varshavsky. Special thanks goes to S. Zemel for his helpful insight into the computations
in Section 4.
2. Analytic distribution
2.1. Automorphic forms. We recall some notation from [3]. Denote by A(G) the space
of automorphic forms [1, §5] on G(A), and by Acusp(G) ⊂ A(G) the subspace of cuspidal au-
tomorphic forms. The subspace of unramified (U -invariant) cuspforms is finite-dimensional,
and admits a decomposition
Acusp(G)
U =
⊕
unr. cusp. π
πU
as a direct sum of lines, where the sum is over the unramified cuspidal automorphic repre-
sentations π ⊂ Acusp(G).
Denote by H the Hecke algebra of compactly supported functions f : U\G(A)/U → Q.
The H -module of compactly supported unramified Q-valued automorphic forms is denoted
A = C∞c (G(F )\G(A)/U,Q).
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We let AC = A ⊗ C denote the corresponding complex space, so that
Acusp(G)
U ⊂ AC ⊂ A(G)
U . (2.1)
Following [7, §4.1], we view the Satake transform as a Q-algebra surjection aEis : H →
Q[PicX(k)]
ιPic , for a particular involution ιPic of Q[PicX(k)]. The Eisenstein ideal is
IEis := ker
(
aEis : H → Q[PicX(k)]
ιPic
)
. (2.2)
As in [7, §7.3], define Q-algebras
Haut = Image
(
H → EndQ(A )×Q[PicX(k)]
ιPic
)
Hcusp = Image
(
H → EndC(Acusp(G)
U )
)
.
The quotient map H → Hcusp factors through Haut, and the resulting map
Haut → Hcusp ×Q[PicX(k)]
ιPic (2.3)
is an isomorphism [7, Lemma 7.16].
For each unramified cuspidal automorphic representation π ⊂ Acusp(G), denote by
λπ : H → C
the character through which the Hecke algebra acts on the line πU . As in [7, §7.5.1], the
Q-algebra Hcusp is isomorphic to a finite product of number fields, and the product of all
characters λπ induces an isomorphism
Hcusp ⊗C ∼=
⊕
unr. cusp. π
C.
The above the discussion holds word-for-word if G is replaced by G1.
Lemma 2.1. [3, Lem. 3.3] There is a canonical bijection
G(F )\G(A)/U → G1(F )\G1(A)/U1.
It induces an isomorphism of C-vector spaces
A(G)U ∼= A(G1)
U1
respecting the subspaces of cusp forms.
2.2. Definition of the distribution. The X-scheme
J˜ = IsoOX (ν∗OY , ν0∗OY0)
is both a left G˜-torsor and a right G˜1-torsor. Similarly J = J˜/Gm is both a left G-torsor
and a right G1-torsor. There are canonical identifications
A(F )\J(F )/T (F ) = A˜(F )\J˜(F )/T˜ (F ) = K×0 \Iso(K,K0)/K
×.
Thus, [3, §2] allows us to define the invariant map
A(F )\J(F )/T (F )
inv
−−→ {ξ ∈ K : TrK/F (ξ) = 1}. (2.4)
In this case (where one quadratic algebra is split and the other is a field), inv is a bijection
and has the following simple description when chark 6= 2. Choose F -algebra embeddings
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α1 : K →֒M2(F ) and α2 : K0 →֒M2(F ). Let e = α2(1, 0) and f = α2(0, 1) be the image of
the two idempotents. Then M2(F ) = eα1(K) + fα1(K). If
g ∈ K×0 \Iso(K,K0)/K
× ≃ A(F )\G(F )/T (F )
is represented by eα+ fβ ∈ G(F ), then inv(g) = 2αβ¯
Tr(αβ¯)
.
Lemma 2.2. [3, Lem. 3.4] There is a canonical homeomorphism
U\J(A)/U1 ∼= U\G(A)/U. (2.5)
Now fix f ∈ H . Use the bijection of Lemma 2.2 to view f as a function
f : U\J(A)/U1 → Q,
and define a function on G(A) ×G1(A) by
Kf (g, g1) =
∑
γ∈J(F )
f(g−1γg1). (2.6)
Recall the notation
[T ] = T (F )\T (A), [G1] = G1(F )\G1(A),
from the introduction, and recall the normalization of Haar measures of §1.4. Define a
distribution on H by
J(f, s) =
∫ reg
[A]×[T ]
Kf (a, t) |a|
2sda dt. (2.7)
Here, | · | : A(A)→ R× is the homomorphism |( a1 a2 )| = |a1/a2|.
The integral in (2.7) need not converge absolutely, so we regularize it. First define
A(A)n =
{
a ∈ A(A) : |a| = q−n
}
and [A]n = A(F )\A(A)n, and set
Jn(f, s) =
∫
[A]n×[T ]
Kf (a, t)|a|
2s da dt (2.8)
= q−2ns
∫
[A]n×[T ]
Kf (a, t) da dt.
This integral is absolutely convergent, by compactness of [A]n and [T ].
Proposition 2.3. The integral Jn(f, s) vanishes for |n| sufficiently large.
Proof. As in [3, Prop. 3.7]. 
Using Proposition 2.3, the regularized integral (2.7) is defined as
J(f, s) =
∑
n∈Z
Jn(f, s).
This is a Laurent polynomial in qs. Define
Jn(γ, f, s) =
∫
[A]n×[T ]
Kf,γ(a, t)|a|
2s da dt, (2.9)
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and
J(γ, f, s) =
∑
n∈Z
Jn(γ, f, s),
so that there are decompositions
J(f, s) =
∑
γ∈A(F )\J(F )/T (F )
J(γ, f, s) =
∑
ξ∈K
TrK/F (ξ)=1
J(ξ, f, s). (2.10)
In the final expression, we have used (2.4) to define
J(ξ, f, s) = J(γ, f, s)
for the unique double coset γ ∈ A(F )\J(F )/T (F ) satisfying inv(γ) = ξ.
2.3. Spectral decomposition. Define for any φ ∈ Acusp(G)
U , the period integral
PA(φ, s) =
∫
[A]
φ(a)|a|2s da.
This integral is absolutely convergent for all s ∈ C. Using Lemma 2.2 to view φ ∈
Acusp(G1)
U1 , define another period integral
PT (φ) =
∫
[T ]
φ(t) dt.
As [T ] is compact, this integral is also absolutely convergent.
Recall the Eisenstein ideal IEis ⊂ H of (2.2).
Proposition 2.4. Every f ∈ IEis satisfies
J(f, s) =
∑
unr. cusp. π
λπ(f)
PA(φ, s)PT (φ)
〈φ, φ〉
, (2.11)
where the sum is over all unramified cuspidal automorphic representations π ⊂ Acusp(G),
and φ ∈ πU is any nonzero vector. Moreover, J(f, s) only depends on the image of f under
the quotient map H → Haut.
Proof. View (2.6) as a function on G(A)×G(A), and invoke the decomposition
Kf (x, y) = Kf,cusp(x, y) +Kf,sp(x, y)
of [7, Theorem 4.3], to convert all three terms back into functions on G(A) ×G1(A). The
result is a decomposition
Kf (g, g1) =
∑
unr. cusp. π
λπ(f) ·
φ(g)φ(g1)
〈φ, φ〉
+
∑
unr. quad. χ
λχ(f) · χ(det(G)) · χ(det(g1)).
10 ARI SHNIDMAN
The first sum is over all unramified cuspidal representations π, and φ ∈ πU is any nonzero
vector. The second sum is over all unramified quadratic characters
Pic(X) ∼= F×\A×/O×
χ
−→ {±1},
and
λχ(f) =
∫
G(A)
f(g)χ(det(g)) dg.
The distribution (2.8) now decomposes as
Jn(f, s) =
∑
unr. cusp. π
Jπn(f, s) +
∑
unr. quad. χ
Jχn(f, s),
where we have set
Jπn(f, s) =
λπ(f)
〈φ, φ〉
(∫
[A]n
φ(a)|a|2s da
)(∫
[T ]
φ(t) dt
)
and
Jχn(f, s) = λχ(f)
(∫
[A]n
χ(det(a))|a|2s da
)(∫
[T ]
χ(det(t)) dt
)
. (2.12)
Next we show that Jχn(f, s) = 0 for all such χ. Note that when χ = 1, both toric integrals
in (2.12) are non-zero, so the proof from [3] does not carry over. The vanishing in all cases
follows from:
Lemma 2.5. If f ∈ IEis and χ is unramified, then λχ(f) = 0.
Proof. Let B ⊂ G be the Borel subgroup of upper triangular matrices. Following [7, §4],
we consider the right translation representation ρχ of G(A) on the space Vχ of functions
φ : G(A)→ C
such that φ(bg) = χ(b)φ(g) for all b ∈ B(A), g ∈ G(A). The space Vχ is canonically
identified (by restriction) with a space of functions on U . The latter space carries an inner
product
(φ, φ′) =
∫
U
φ(u)φ¯′(y)du.
Now let φ = 1U . Since f ∈ I
Eis, we have [7, §4]
(ρχ(f)φ, φ) = tr ρχ(f) = χ(aEis(f)) = 0.
On the other hand, we compute
(ρχ(f)φ, φ) =
∫
U
∫
g=bu′∈G(A)
f(u−1g)χ(det b)dgdu
=
∫
G(A)
f(g)χ(det g)dg
= λχ(f).
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We have used that χ is unramified, f is spherical, and U has volume 1. We conclude that
λχ(f) = 0. 
We therefore have
Jn(f, s) =
∑
unr. cusp. π
Jπn(f, s),
and (2.11) follows by summing both sides over n.
For the final claim, suppose f has trivial image under H → Haut. This implies that f
annihilates AC, and lies in I
Eis. The first inclusion in (2.1) implies that λπ(f) = 0 for all
π, and so J(f, s) = 0 by (2.11). 
2.4. Geometric expression. Fix d ≥ 0, and let i be an integer in the range 0 ≤ i ≤ 2d.
Recall from [3, §3] the commutative diagram of k-schemes
N(i,2d−i)
βi

δ
// Σi,2d−i(Y )
⊗

Ad
Tr

ν♯
// Σ2d(Y )
Σd(X)
(2.13)
in which the square is cartesian. We briefly recall the definitions of these schemes and maps
in terms of their S-points, for any scheme S.
First, Σd(X)(S) is the set of isomorphism classes of pairs (∆, ζ) of
• a line bundle ∆ on XS = X ×k S of degree d,
• a nonzero section ζ ∈ H0(XS ,∆).
We have a canonical isomorphism
Σd(X) ∼= Sym
d(X) ∼= Sd\X
d, (2.14)
and Σd(X) is a smooth projective k-scheme. We also set
Σi,2d−i(Y ) = Σi(Y )×k Σ2d−i(Y ),
parameterizing effective divisors of bidegree (i, 2d − i) on Y
∐
Y .
Next, Ad(S) is the set of isomorphism classes of pairs (∆, ξ) consisting of
• a line bundle ∆ on XS of degree d,
• a section ξ ∈ H0(YS, ν
∗∆) with nonzero trace
TrY/X(ξ) = ξ + ξ
σ1 ∈ H0(XS ,∆).
The arrows in (2.13) emanating from Ad are
Tr(∆, ξ) = (∆,TrY/X(ξ)) and ν
♯(∆, ξ) = (ν∗∆, ξ).
Ad is a quasi-projective k-scheme.
Finally, N˜(i,2d−i)(S) is the groupoid of triples (M,L, φ) consisting of
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• line bundles M = (M′,M′′) ∈ Pic(Y0S) and L ∈ Pic(YS) satisfying
2 deg(M′)− i = deg(L) = 2deg(M′′)− (2d− i),
• a morphism φ : ν∗L → M
′ ⊕M′′ of rank 2 vector bundles on XS with nonzero
determinant.
The Picard group Pic(XS) acts on N˜i,2d−i(S) by simultaneous twisting, and the quotient
stack
N(i,2d−i) = N˜(i,2d−i)/PicX
is a scheme by [3, 3.12]. The map δ sends (M,L, φ) to (div(a),div(d)), where a and d are
the diagonal matrix entries in the map ν∗φ : L ⊕Lσ → ν∗M′ ⊕ ν∗M′′.
Proposition 2.6. [3, 3.13] Let g and g1 be the genera of X and Y , respectively.
(1) The morphisms βi and ⊗ in (2.13) are finite.
(2) If d ≥ 2g1 − 1 then N(i,2d−i) is smooth over k of dimension 2d− g + 1.
Now let D be an effective divisor on X of degree d. The constant function 1 defines a
global section of OX(D), and hence a point (OX(D), 1) ∈ Σd(X)(k). Define AD as the fiber
product
AD //

Ad

Spec(k)
(OX(D),1)
// Σd(X).
Then there is a canonical bijection
AD(k) ∼=
{
ξ ∈ K :
TrK/F (ξ) = 1
div(ξ) + ν∗D ≥ 0
}
. (2.15)
The Hecke algebra H has a Q-basis {fD} indexed by the effective divisors D ∈ Div(X),
and defined as follows (see also [7, §3.1]). Let SD be the image of the set
{M ∈ Mat2(O) : div(detM) = D}
in PGL2(A) = G(A). Then fD : U\G(A)/U → Q is the characteristic function of SD.
We are now ready to give a geometric interpretation of the orbital integral J(ξ, fD, s)
appearing in (2.10). Using Lemma 2.2, we regard fD as a compactly supported function
fD : U\J(A)/U1 → Q. (2.16)
Let ℓ be any prime different from the characteristic of k. The following theorem is proved
exactly as in [3, 3.17], this time with a trivial local system.
Theorem 2.7. Fix ξ ∈ K with TrK/F (ξ) = 1, and view AD(k) as a subset of K via (2.15).
(1) If ξ 6∈ AD(k) then J(ξ, fD, s) = 0.
(2) If ξ ∈ AD(k) then
J(ξ, fD, s) =
2d∑
i=0
q2(i−d)s · Tr
(
Frobξ;
(
βi∗Qℓ
)
ξ¯
)
,
where ξ¯ is a geometric point above ξ : Spec(k)→ AD →֒ Ad.
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3. Geometric distribution
Fix an integer r ≥ 0, and an r-tuple µ = (µ1, . . . , µr) ∈ {±1}
r satisfying the parity
condition
∑r
i=1 µi = 0. In particular, r is even.
3.1. Heegner-Drinfeld and Manin-Drinfeld cycles. We recall some notation from [3,
7]. Recall that G = PGL2 over X.
Let BunG be the algebraic stack parametrizing G-torsors on X, and let Hk
µ
G be the Hecke
stack parameterizing G-torsors on X with r modifications of type µ. It comes equipped
with morphisms
p0, . . . , pr : Hk
µ
G → BunG
and pX : Hk
µ
G → X
r. For the definitions, see [7, §5.2].
The moduli stack ShtµG of G-shtukas of type µ sits in the cartesian diagram
ShtµG

// HkµG
(p0,pr)

BunG
(id,Fr)
// BunG × BunG.
It is a Deligne-Mumford stack, locally of finite type over k, and the morphism
πG : Sht
µ
G → X
r
induced by pX is separated and smooth of relative dimension r.
The e´tale double covers ν0 : Y0 → X and ν : Y → X determine tori A and T , both rank
1 over X. Let BunT be the moduli stack of T -torsors on X. Denote by Hk
µ
T the Hecke
stack parameterizing T -torsors with r modifications of type µ. It comes with morphisms
p1, . . . , pr : Hk
µ
T → BunT ,
and pY : Hk
µ
T → Y
r. See [7, §5.4] for the definitions.
The stack of T -shtukas of type µ is defined by the cartesian square
ShtµT

// HkµT
(p0,pr)

BunT
(id,Fr)
// BunT × BunT .
(3.1)
It is Deligne-Mumford over k, and the morphism
πT : Sht
µ
T → Y
r
induced by pY is finite e´tale. Thus, Sht
µ
T is smooth and proper over k, and of dimension r.
For the diagonal torus A, we define A-shtukas of type µ, in a similar manner. Namely,
define S˜ht
µ
A to be the moduli stack whose S-points are tuples (M, x1, . . . , xr, ι), where
M = (L1,L2) is a line bundle on Y0S , yi : S → Y0 are S-points of Y0, and ι is an isomorphism
ι : MFr ≃M
(
r∑
i=1
µiΓyi
)
.
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Then ShtµA is the quotient of S˜ht
µ
A modulo the twisting action of PicX(k).
Let πA : Sht
µ
A → Y
r
0 be the morphism which remembers the legs yi ∈ Y0 of the A-shtuka.
Lemma 3.1. The morphism πA is a PicX(k)-torsor. In particular, Sht
µ
A is a smooth
Deligne-Mumford stack over k, locally of finite type.
Proof. The proof is exactly as for T -shtukas [7, Lem. 5.13], using that
PicX(k) ≃ (PicX(k)× PicX(k))/∆(PicX(k)).

For each d ≥ 0, the open substack Shtµ,≤dA ⊂ Sht
µ
A consisting of those (M, (yi), ι) with
|deg(M)| := |deg(L2)− deg(L1)| ≤ d,
is proper over k. In fact, each of the substacks
Shtµ,dA = 〈(M, (yi), ι) : |deg(M)| = d〉,
are themselves proper and closed.
Push-forward of line bundles induces proper morphisms
Shtµ,≤dA
θµ,≤dA ##
❍❍
❍❍
❍❍
❍❍
❍
ShtµT
θµT||②②
②②
②②
②②
ShtµG
since ShtµG is separated. We therefore obtain two classes
[ShtµT ], [Sht
µ,≤d
A ] ∈ Chc,r(Sht
µ
G),
by pushing forward the corresponding fundamental classes.
3.2. Geometric distribution. There is an intersection pairing
〈·, ·〉 : Chc,r(Sht
µ
G)× Chc,r(Sht
µ
G)→ Q,
as in [7, §A.1]. Recall the Hecke algebra H of §2.1 and its action ∗ on Chc,r(Sht
µ
G) [7, §5.3].
Recall also [7, §7] that ShtµG can be written as the increasing union of open substacks of
finite type:
ShtµG =
⋃
d∈D
Sht
≤d
G .
Here, D is the set of functions Z/rZ→ Z, which is partially-ordered by pointwise compari-
son. The substack Sht
≤d
G parameterizes G-shtukas E such that the vector bundle pi(E) has
index of instability less than or equal to d(i), for all i = 0, . . . , r.
For any f ∈ H define
Ir(f) = 〈[Sht
µ,≤d
A ], f ∗ [Sht
µ
T ]〉 ∈ Q, (3.2)
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where d is any integer with the property that
f ∗ [ShtµT ] ∈ Chc,r(Sht
µ
G) = lim−→
d∈D
Chr(Sht
µ,≤d
G )
is supported on Shtµ,≤d−rG . In the last bit of notation, we view d− r as a constant function
in D. Note that this intersection number is independent of the choice of such d, since
[Shtµ,≤d+nA ] = [Sht
µ,≤d
A ] +
n∑
i=1
[Shtµ,d+iA ]
for any n ≥ 0, and 〈[Shtµ,d+iA ], f ∗ [Sht
µ
T ]〉 = 0. In particular, it follows that the function
Ir(f) is additive, and hence defines a distribution on H.
3.3. Intersections as traces. Fix d ≥ 0, and recall from §2 the morphism
βi : N(i,2d−i) → Ad,
defined for each non-negative i ≤ 2d. Define
Nd =
2d∐
i=0
N(i,2d−i).
Then Nd = N˜d/PicX , where N˜d is the moduli stack of triples
(M ∈ PicY ,L ∈ PicY0 , φ : ν∗L → ν0∗M)
such that φ has determinant of degree d. Let β : Nd → Ad be the union of the βi.
Let D be an effective divisor of degree d. To relate Ir(fD) to the local system β∗Qℓ, we
define the Yun-Zhang correspondence
YZd
γ1
""❉
❉❉
❉❉
❉❉
❉
γ0
||③③
③③
③③
③③
Nd
β
""❉
❉❉
❉❉
❉❉
❉
Nd
β
||③③
③③
③③
③③
Ad
(3.3)
as follows. Let Y˜Zd be the stack whose S-points is the groupoid of
• pairs of points (M0,L0, φ0) and (M1,L1, φ1) in N˜d(S),
• one S-point (y0, y1) of Y0S ×XS YS,
• and injective line bundle maps s0 :M0 →M1 and s1 : L0 → L1.
16 ARI SHNIDMAN
The cokernels of si are required to be invertible sheaves on the graphs of yi. Moreover, we
require that the diagram
ν∗L0
s1
//
φ0

ν∗L1
φ1

ν0∗M0 s0
// ν0∗M1
of OXS -modules commutes. Then PicX acts on Y˜Zd by simultaneously twisting, and we
define YZd = Y˜Zd/PicX .
Let W = Y
∐
Y . Also let Σ2d(W ) be the moduli stack of pairs (K,a), consisting of a
line bundle K of degree 2d on W , together with a global section a. Recalling the spaces
Σi,j(Y ) introduced in §2, we have
Σ2d(W ) =
2d∐
i=0
Σi,2d−i(Y ).
Using the top horizontal arrow of (2.13), we may realize YZd as the pullback of a corre-
spondence on Σ2d(W ). For this, define the following automorphisns τi of W over X:
(1) τ1 is σ on Y
∐
∅ and the identity on ∅
∐
Y .
(2) τ2 interchanges the copies.
(3) τ3 = τ2 ◦ τ1, which sends y ∪∅ 7→ ∅ ∪ y
σ and ∅ ∪ y 7→ y ∪∅.
The first two are involutions, while τ3 has order 4.
Then define the correspondence
Hd(W )
%%❑
❑❑
❑❑
❑❑
❑❑
❑
yyss
ss
ss
ss
ss
Σ2d(W )
⊗
%%❑
❑❑
❑❑
❑❑
❑❑
❑
Σ2d(W )
⊗
yyss
ss
ss
ss
ss
Σ2d(Y ),
(3.4)
where, for any k-scheme S, Hd(W )(S) is the groupoid of:
• a pair of S-points (Ki,ai) ∈ Σ2d(W ), for i = 0, 1,
• an S-point y ∈W (S),
• an isomorphism
s : K0(y
τ1 − yτ3) ∼= K1
of line bundles on WS such that s(a0) = a1, where we view a0 as a rational section
of K0(y
τ1 − yτ3).
This data is determined by (K0,a0) and the point y ∈ W (S), for from these we may
recover the line bundle K1 = K0(y
τ1 − yτ3) and its rational section a1 = a0. The condition
that a1 is a global section of K1, as opposed to merely a rational section, is equivalent to
div(a0) + y
τ1 − yτ3 ≥ 0.
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This is in turn equivalent to the condition that the effective Cartier divisor yτ3 appears in
the support of div(a0). In other words, we may realize
Hd(Y ) →֒ Σ2d(W )×k W
as the closed subscheme of triples (K0,a0, y) for which y
τ3 appears in the support of div(a0),
with z defined as above.
Remark 3.2. Hd(W ) does not preserve the substacks Σi,2d−i(Y ) ⊂ Σ2d(W ). In fact, it
induces a correspondence from Σi,2d−i(Y ) to
Σi+1,2d−i−1(Y )
∐
Σi−1,2d−i+1(Y ).
Accordingly, the correspondence YZd does not preserve N(i,2d−i) ⊂ Nd.
Proposition 3.3. The diagram (3.3) is canonically identified with
Ad ×Σ2d(Y ) Hd(W )
))❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚
uu❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
Ad ×Σ2d(Y ) Σ2d(W )
**❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
Ad ×Σ2d(Y ) Σ2d(W )
uu❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥
Ad,
obtained from (3.4) by base change along the map Ad → Σ2d(Y ) in (2.13).
Proof. It is enough to show that YZd ∼= Ad ×Σ2d(Y ) Hd(W ). We will use the construction
in the proof of Proposition [3, 3.12]. Define a map
YZd → Ad ×Σ2d(Y ) Hd(W )
as follows. Given
((M0,L0, φ0), (M1,L1, φ1), (y0, y1), s0, s1) ∈ Y˜Zd(S),
we obtain from the first two pieces of data, points (K0,a0) and (K1,a1) of Σ2d(W )(S). We
have
Ki ∼= Hom((Li,L
σ
i ),Mi|WS).
Let y ∈ W (S) correspond to the point (y0, y1) ∈ (Y0 ×X Y )(S). Then the isomorphisms
L0(y1) ∼= L1 and M0(y0) ∼= M1 induce an isomorphism K0(y
τ1 − yτ3) ∼= K1 sending a0 to
a1. This gives a point in Hd(W )(S). Since (M0,L0, φ0) and (M1,L1, φ1) lie over the same
point in Ad, we obtain a map
Y˜Zd → Ad ×Σ2d(Y ) Hd(W ),
which factors through YZd.
Next, we construct a map in the other direction. Suppose given an S-point
(∆, ξ,K0,a0,K1,a1, y, s) ∈ Ad ×Σ2d(Y ) Hd(W ).
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By (2.13), we have points (Mi,Li, φi) ∈ Nd(S) corresponding to (∆, ξ,Ki,ai), for i = 0, 1.
Let’s show that there are isomorphisms M1 ∼=M0(y0) and L1 ∼= L0(y1) inducing the given
isomorphism
s : K0(y
τ1 − yτ3) ∼= K1.
Suppose first that y ∈ ∅
∐
Y . Since we work modulo twisting, we may assume Mi =
(OX ,M
′′
i ). If we write Ki = (K
′
i,K
′′
i ), then Li = (K
′
i)
−1. By the proof of [3, 3.12], M′′i is
a canonical descent of the line bundle K′′i ⊗ L
σ
i on Y , down to X. Now, the isomorphism
K0(y
τ1 − yτ3) ≃ K1 amounts to a pair of isomorphisms
K′0(−y1) ≃ K
′
1 and K
′′
0(y1) ≃ K
′′
1 . (3.5)
We deduce from this an isomorphism L0(y1) ≃ L1. To finish, we must produce an isomor-
phism M′′0(y0) ≃ M
′′
1 . Now, (3.5) gives us an isomorphism ν
∗(M′′0(y0)) ≃ ν
∗M′′1, and the
descent data defining M′′0 and M
′′
1 allows us to descend this to the desired isomorphism
M′′0(y0) ≃M
′′
1. The case y ∈ Y
∐
∅ is proved similarly. 
Corollary 3.4. The stack YZd is a scheme, and γ0, γ1 : YZd → Nd are finite and surjective.
Hence, by Proposition 2.6, if d ≥ 2g1 − 1 then dimYZd = 2d− g + 1.
The correspondence YZd induces an endomorphism
[YZd] : β∗Qℓ → β∗Qℓ
of sheaves on Ad, given by the composition
β∗Qℓ → β∗γ0∗γ
∗
0Qℓ ≃ β∗γ0∗Qℓ ≃ β∗γ1∗Qℓ → β∗Qℓ.
The first and last maps are induced by adjunction, using that γ0 and γ1 are finite. Denote
by [YZd]
r the r-fold composition of this endomorphism with itself.
Proposition 3.5. Fix an effective divisor D ∈ Div(X) of degree d ≥ 2g1 − 1, and recall
the closed subscheme AD ⊂ Ad and the inclusion AD(k) ⊂ K of (2.15). The distribution Ir
(3.2) satisfies
Ir(fD) =
∑
ξ∈K
TrK/F (ξ)=1
Ir(ξ, fD),
where
Ir(ξ, fD) =
{
Tr
(
[YZd]
r
ξ¯
◦ Frobξ; (β∗Qℓ)ξ¯
)
if ξ ∈ AD(k)
0 otherwise.
Here ξ¯ is any geometric point above ξ : Spec(k)→ AD.
Proof. The proof is similar to the proof of [3, 4.7], so we omit it. One slight difference
is the analogue of [7, Lemma 6.11(1)]. Specifically, we must show that the map HkµT →
HkµG(y) discussed there remains a regular local immersion if we replace Hk
µ
T with Hk
µ
A.
The tangent complex computations are similar except this time both tangent complexes
have 1-dimensional H0. In particular, it is no longer true in this context that the target is
Deligne-Mumford in the neighborhood of a point in the image. Nevertheless, the induced
map on H0 (resp. H1) is an isomorphism (resp. injection), which is enough to conclude that
the map is indeed a regular local immersion of algebraic stacks. 
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4. Comparison of traces
4.1. Representation theory. In this subsection, ℓ is any prime and all representations
are over Qℓ.
Let n ≥ 1 be an even integer. For each 0 ≤ i ≤ n, view Si × Sn−i as the subgroup of
Sn preserving the subset {1, . . . , i}. Let 1 denote the trivial representation Qℓ. Then the
induced representation
Vi = Ind
Sn
Si×Sn−i
1
is the permutation representation for the Sn-action on the ways of dividing the integers
{1, . . . , n} into two bins of size i and n− i.
Let V =
⊕n
i=0 Vi. By the combinatorial description of Vi, we deduce an isomorphism of
Sn-representations
V ≃ (Q2ℓ )
⊗n,
where the action of Sn on (Q
2
ℓ)
⊗n is by permuting coordinates.
Recall that the irreducible representations ρλ of Sn are indexed by partitions λ ⊢ n. We
write λ = [λ1, . . . , λk] with λ1 ≥ λ2 ≥ · · · ≥ λk ≥ 1 and
∑
i λi = n. We will also interpret
the symbol [n, 0] to mean [n]. Write
V =
⊕
λ⊢n
Vλ,
Vi =
⊕
λ⊢n
Vi,λ
where Vλ and Vi,λ are the ρλ-isotypic components of V and Vi, respectively.
Proposition 4.1. Let λ ⊢ n. Then,
(a) Vi,λ 6= 0 if and only if λ = [k, n− k] with n− k ≤ i ≤ k, and
(b) If Vi,λ 6= 0, then it has multiplicity 1, i.e. Vi,λ ≃ ρλ.
Proof. This is a simple application of the Littlewood-Richardson rule. 
Note that the diagonal action of GL2(Qℓ) on V commutes with the Sn action. There is
also a lie algebra action of sl2 on V ≃ (Q
2
ℓ )
⊗2n, given by
X · v1⊗v2 ⊗ · · · ⊗ vn
= Xv1 ⊗ · · · ⊗ vn + v1 ⊗Xv2 ⊗ · · · ⊗ vn + . . .+ v1 ⊗ · · · ⊗Xvn.
This too commutes with the Sn action. By Schur-Weyl duality, each Vλ is isomorphic to
Mλ ⊗ ρλ, for some irreducible sl2-representation Mλ (on which Sn acts trivially).
Corollary 4.2. If λ = [k, n − k], then Vλ ≃ Sym
2k−nQ2ℓ ⊗ ρλ.
Proof. By Proposition 4.1, we have dimVλ = (2k − n + 1) dim ρλ. Since Sym
2k−nQ2ℓ is
the unique irreducible representation of sl2 of dimension 2k − n + 1, we must have Mλ ≃
Sym2k−nQ2ℓ . 
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Let {e+, e−} be a basis for Q
2
ℓ . For ǫ ∈ {±}
n, let eǫ be the corresponding basis element
of V . Also let ǫi be the element
(+,+, . . . ,+,−,+, . . . ,+,+) ∈ {±}n,
with a minus sign in the i-th coordinate.
Let H : V → V be the Qℓ-linear map determined by
H(eǫ) =
n∑
i=1
eǫǫi.
Lemma 4.3. H commutes with the Sn action on V .
In fact, the map H is simply the action of ( 0 11 0 ) ∈ sl2 on V . Now suppose λ = [k, n− k].
SinceH commutes with the Sn-action, it acts on Vλ asHλ⊗1, for someHλ ∈ End(Sym
2kQ2ℓ).
Corollary 4.4. Let λ = [k, n− k]. Then the eigenvalues of Hλ are
{−2k,−2k + 2, . . . ,−2, 0, 2, . . . , 2k − 2, 2k}
each appearing with multiplicity one.
Proof. The matrix ( 0 11 0 ) is usually denoted e + f in the representation theory of sl2. It is
conjugate to the matrix ( 1 00 −1 ), often denoted h. Thus, the characteristic polynomial of Hλ
is the same as that of h acting on the space Sym2kQ2ℓ . The natural basis for Sym
2kQ2ℓ are
eigenvectors for h with eigenvalues precisely the ones stated. 
4.2. Local systems. Now let ℓ be a prime different from char k. Recall the split double
cover W = Y
∐
Y of Y . Let U2d(Y ) ⊂ Y
2d be the open subscheme parametrizing 2d-
tuples of distinct points on Y , and let U2d(W ) ⊂W
2d be its preimage under the morphism
W 2d → Y 2d. Thus we have a cartesian diagram
U2d(W ) //

W 2d

U2d(Y ) // Y
2d,
in which the horizontal arrows are open immersions with dense image, and the vertical
arrows are finite e´tale. Both W n and U2d(W ) are disconnected. The connected components
are
W 2d =
2d∐
i=0
(Y i × Y 2d−i)
U2d(W ) =
2d∐
i=0
Ui,2d−i(W ).
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Taking the appropriate quotients, and using the isomorphisms of (2.14), we obtain a
cartesian diagram
Si × S2d−i\Ui,2d−i(W ) //
bi

Σi,2d−i(W )
Nm

S2d\U2d(Y ) u
// Σ2d(Y ),
(4.1)
in which the horizontal arrows are open immersions, the vertical arrows are finite, and bi is
e´tale.
The Galois cover
Ui,2d−i(W )→ S2d\U2d(Y ),
has group S2d, and the local system bi∗Qℓ on S2d\U2d(Y ) corresponds to the induced rep-
resentation Vi from the previous section. We define
b∗Qℓ :=
2d⊕
i=0
bi∗Qℓ.
This is a local system on S2d\U2d(Y ) corresponding to the S2d-representation V ≃ (Q
2
ℓ )
⊗2d.
If λ ⊢ n, we let L˜λ be the local system on S2d\U2d(Y ) corresponding to ρλ.
Define A◦d as the cartesian product
A◦d
v
//
π

Ad
ν♯

S2d\U2d(Y ) u
// Σ2d(Y ),
and set Lλ = v∗π
∗L˜λ. Recall from §2 the maps βi : N(i,2d−i) → Ad, for each i = 0, . . . , 2d.
Proposition 4.5. For each i ∈ {0, 1, . . . , d}, there is an isomorphism
βi∗Qℓ ≃ (β2d−i)∗Qℓ
and a decomposition
βi∗Qℓ =
i⊕
k=0
L[2d−k,k].
Proof. By Proposition 4.1, we have
bi∗Qℓ =
i⊕
k=0
L˜[2d−k,k].
On the other hand, it follows from proper base change and the smoothness of N(i,2d−i) that
βi∗Qℓ ≃ v∗π
∗bi∗Qℓ;
c.f. [3, Prop. 5.3]. The proposition now follows. 
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Proposition 4.6. There is a decomposition
β∗Qℓ =
d⊕
k=0
(
Sym2d−2kQ2ℓ ⊗ L[2d−k,k]
)
,
and the endomorphism [YZd] stabilizes each summand. The action of [YZd] on Sym
2d−2kQ2ℓ⊗
L[2d−k,k] is of the form Hk ⊗ 1, for some Hk having characteristic polynomial
det(t−Hk) =
d−k∏
j=k−d
(t− 2j).
Proof. The proof of the first part is as in Proposition 4.5, this time using the decomposition
V =
d⊕
k=0
V[2d−k,k]
and Corollary 4.2. The S2d-map H : V → V corresponds to a map H : b∗Qℓ → b∗Qℓ of local
systems. By Proposition 3.3, the map [YZd]|A◦d is identified with π
∗H. Thus, the second
part of the proposition follows from Corollary 4.4. 
4.3. The key identity. Fix an auxiliary prime ℓ 6= char(k), and define Hℓ = H ⊗Qℓ, the
ℓ-adic analogue of the Q-algebra H of §2.1.
The Hecke algebra Hℓ acts on the ℓ-adic cohomology group
V = H2rc (Sht
µ
G ⊗k k¯,Qℓ)(r),
as in [7, §7.1]. The cycle class map cl : Chc,r(Sht
r
G) → V is H -equivariant, and the cup
product
〈·, ·〉 : V × V → Qℓ (4.2)
pulls back to the intersection pairing on the Chow group.
Recalling the map H → Q[PicX(k)]
ιPic appearing in (2.2), define
H˜ℓ = Image
(
Hℓ → EndQℓ(V )× EndQℓ(Aℓ)×Qℓ[PicX(k)]
ιPic
)
Hℓ = Image
(
Hℓ → EndQℓ(V )×Qℓ[PicX(k)]
ιPic
)
Haut,ℓ = Image
(
Hℓ → EndQℓ(Aℓ)×Qℓ[PicX(k)]
ιPic
)
.
These are finite type Qℓ-algebras, related by surjections
H˜ℓ
xxrr
rr
rr
rr
rr
rr
r
''◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
Hℓ
&&▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼ Haut,ℓ
ww♣♣
♣♣
♣♣
♣♣
♣♣
♣
Qℓ[PicX(k)]
ιPic .
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Recalling the Q-algebra Haut of §2.1, there is a canonical isomorphism
Haut ⊗Qℓ ∼= Haut,ℓ.
For any f ∈ H , the function J(f, s) of (2.7) is a Laurent polynomial in qs with rational
coefficients. Setting
Jr(f) = (log q)
−r d
r
dsr
J(f, s)
∣∣
s=0
,
we obtain a linear functional Jr : H → Q. The following result shows that this agrees with
the linear functional Ir : H → Q defined by (3.2).
Theorem 4.7. If f ∈ H , then Ir(f) = Jr(f). Moreover, the Qℓ-linear extensions of Ir
and Jr to Hℓ → Qℓ factor through H˜ℓ.
Proof. The compatibility of the cup product pairing (4.2) with the intersection pairing on
the Chow group implies that the Qℓ-linear extension Ir : Hℓ → Qℓ factors through Hℓ.
The final claim of Proposition 2.4 implies that the Qℓ-linear extension Jr : Hℓ → Qℓ factors
through Haut,ℓ. It follows that both Ir and Jr factor through the quotient H˜ℓ.
It remains to prove that Ir(f) = Jr(f) for all f ∈ H . Assume first that f = fD for some
effective divisor D ∈ Div(X) of degree d ≥ 2g1 − 1. For each ξ ∈ AD(k), define
Ir(ξ, fD) = Tr
(
[YZd]
r
ξ¯ ◦ Frobξ; (β∗Qℓ)ξ¯
)
,
and
Jr(ξ, fD) = 2
r
2d∑
i=0
(i− d)rTr
(
Frobξ; (β(i,2d−i)∗Qℓ)ξ¯
)
By Proposition 3.5 and Theorem 2.7,
Ir(fD) =
∑
ξ∈AD(k)
Ir(ξ, fD).
Jr(fD) =
∑
ξ∈AD(k)
Jr(ξ, fD),
so it suffices to show that Ir(ξ, fD) = Jr(ξ, fD) for all ξ.
There is a decomposition
β∗Qℓ =
2d⊕
i=0
β(i,2d−i)∗Qℓ,
but the endomorphism [YZd] of β∗Qℓ does not preserve this decomposition; see Remark 3.2.
We instead consider the decomposition
β∗Qℓ =
d⊕
k=0
(
Sym2d−2k(Q2ℓ )⊗ L[2d−k,k]
)
,
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of Proposition 4.6, which has the property that [YZd] takes the form Hk ⊗ 1 on each
summand. We compute
Ir(ξ, fD) = Tr
(
[YZd]
r
ξ¯ ◦ Frobξ; (β∗Qℓ)ξ¯
)
=
d∑
k=0
Tr
(
Hrk ⊗ Frobξ; Sym
2d−2k(Q2ℓ)⊗ L[2d−k,k]ξ¯
)
=
d∑
k=0
Tr (Hrk) Tr
(
Frobξ;L[2d−k,k]ξ¯
)
=
d∑
k=0
d−k∑
j=k−d
(2j)rTr
(
Frobξ;L[2d−k,k]ξ¯
)
= 2r+1
d∑
k=0
d−k∑
j=0
jrTr
(
Frobξ;L[2d−k,k]ξ¯
)
where the second to last equality follows from the last statement in Proposition 4.6.
On the other hand, using Proposition 4.5 we compute
Jr(ξ, fD) = 2
r
2d∑
i=0
(d− i)rTr
(
Frobξ; (β(i,2d−i)∗Qℓ)ξ¯
)
= 2r+1
d∑
i=0
(d− i)rTr
(
Frobξ; (β(i,2d−i)∗Qℓ)ξ¯
)
= 2r+1
d∑
i=0
(d− i)r
i∑
k=0
Tr
(
Frobξ;
(
L[2d−k,k]
)
ξ¯
)
= 2r+1
d∑
k=0
d−k∑
j=0
jrTr
(
Frobξ;
(
L[2d−k,k]
)
ξ¯
)
.
We conclude that Ir(ξ, fD) = Jr(ξ, fD), and hence Ir(fD) = Jr(fD) for all effective D of
degree d ≥ 2g1 − 1 .
The proof of [7, Theorem 9.2] shows that the image of Hℓ → H˜ℓ is generated as Qℓ-
vector space by the images of fD ∈ H as D ranges over all effective divisors on X of degree
d ≥ 2g1 − 1. Therefore Ir = Jr. 
4.4. Proof of main theorems. The main theorems of the introduction follow from The-
orem 4.7, by modifying the formal arguments of [3, §5]. The additional subtlety in our
context is that the intersection pairing appearing in the definition of Ir(f) depends on the
auxiliary integer d, which is itself a function of f . For the convenience of the reader, we
spell out the argument below.
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According to [7, (9.5)], there is a canonical Qℓ-algebra decomposition
H˜ℓ = H˜ℓ,Eis ⊕
(⊕
m
H˜ℓ,m
)
, (4.3)
where m runs over the finitely many maximal ideals m ⊂ H˜ℓ that do not contain the kernel
of the projection
H˜ℓ → Qℓ[PicX(k)]
ιPic . (4.4)
For each such m the localization H˜ℓ,m is a finite (hence Artinian) Qℓ-algebra. If we denote
by Em its residue field, then Hensel’s lemma implies that the quotient map H˜ℓ,m → Em
admits a unique section, which makes H˜ℓ,m into an Artinian local Em-algebra.
The decomposition (4.3) induces a decomposition of H˜ℓ-modules
V = VEis ⊕
(⊕
m
Vm
)
, (4.5)
in which each localization Vm is a finite-dimensional Em-vector space. It follows from [7,
Corollary 7.15] that this decomposition is orthogonal with respect to the cup product pair-
ing. Moreover, the self adjointness of the action of Hℓ with respect to the cup product
pairing (4.2) implies that there is a unique symmetric Em-bilinear pairing
〈·, ·〉Em : Vm × Vm → Em
such that TrEm/Qℓ〈·, ·〉Em = 〈·, ·〉.
Define [ShtµT ]m ∈ Vm to be the projection of the cycle class cl([Sht
µ
T ]) ∈ V . Next, define
[ShtµA]m ∈ Vm to be the projection of cl([Sht
µ,≤d+r
A ]) ∈ V , where d ∈ Z ⊂ D is any integer
such that
[ShtµT ]m ∈ H
2r
c (Sht
µ,≤d
G ⊗k k¯,Qℓ)(r) ⊂ V.
We may form the intersection pairing
〈[ShtµA]m, [Sht
µ
T ]m〉Em ∈ Em.
Some maximal ideals m ⊂ H˜ℓ appearing in (4.3) are attached to cuspidal automorphic
forms. Fix an unramified cuspidal automorphic representation π ⊂ Acusp(G). As in §2.1,
such a representation determines a homomorphism
Haut → Hcusp
λπ−→ C
whose image is a number field Eπ. The induced map
H˜ℓ → Haut,ℓ
λπ−→ Eπ ⊗Qℓ ∼=
∏
l|ℓ
Eπ,l,
determines, for every prime l | ℓ of Eπ, a surjection λπ,l : H˜ℓ → Eπ,l whose kernel is one of
those maximal ideals
m = ker(λπ,l) (4.6)
appearing in the decomposition (4.5). This is a consequence of the isomorphism (2.3).
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Recalling the period integrals PA and PT of §2.3, for every unramified cuspidal auto-
morphic representation π ⊂ Acusp(G) define
C(π, s) =
PA(φ, s)PT (φ, η)
〈φ, φ〉Pet
.
Here, φ is any nonzero vector in πU .
Proposition 4.8. The complex number
Cr(π) = (log q)
−r ·
dr
dsr
C(π, s)
∣∣
s=0
satisfies Cr(π)
σ = Cr(π
σ) for all σ ∈ Aut(C/Q). In particular, it lies in Eπ.
Proof. As in [3, Prop. 5.7]. 
Theorem 4.9. Let m ⊂ H˜ℓ be a maximal ideal that does not contain the kernel of (4.4).
(1) If m is of the form (4.6) for an unramified cuspidal automorphic representation π
and a place l | ℓ of Eπ, the equality
〈[ShtµA]m, [Sht
µ
T ]m〉Em = Cr(π)
holds in Em = Eπ,l.
(2) If m is not of the form (4.6) then
〈[ShtµA]m, [Sht
µ
T ]m〉Em = 0.
Proof. Given Proposition 4.7, the proof follows that of [7, Theorem 1.6]. 
4.5. The proof of Theorem 1. As in the introduction, let [ShtµT ] be the pushforward of
the fundamental class under
θµT : Sht
µ
T → Sht
µ
G,
and let W˜T ⊂ Chc,r(Sht
µ
G) be the H -submodule it generates.
Let d ∈ Z ⊂ D be any large enough integer so that the finite dimensional subspace(⊕
m
H˜ℓ,m
)
· cl([ShtµT ]) ⊂ H
2r(ShtµG ⊗k k¯,Qℓ(r))
is supported on Shtµ,≤d−rG ; c.f. (4.3). Then define [Sht
µ
A] to be the pushforward of the
fundamental class under
θµA : Sht
µ,≤d
A → Sht
µ
G.
Let W˜A ⊂ Chc,r(Sht
µ
G) be the H -submodule generated by [Sht
µ
A].
Define quotients
WT = W˜T /{c ∈ W˜T : 〈c, W˜A〉 = 0}
WA = W˜A/{c ∈ W˜A : 〈c, W˜T 〉 = 0},
so that the intersection pairing descends to 〈· , ·〉 : WA ×WT → Q.
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Proposition 4.10. The actions of H on WT and WA factor through the quotient
H → Haut ∼= Hcusp ×Q[PicX(k)]
ιPic
defined in §2.1.
Proof. By Proposition 2.4 the distribution Jr(f) only depends on the image of f under
H → Haut. By Proposition 4.7 the same is true of the distribution Ir(f) defined by (3.2),
and the claim follows as in [7, Cor. 9.4]. 
It follows from the discussion of §2.1 that Hcusp,R = Hcusp ⊗Q R is isomorphic to a
product of copies of R, indexed by the unramified cuspidal automorphic representations π.
For each such π, let eπ ∈ Hcusp,R be the corresponding idempotent. Using Proposition 4.10,
these idempotents induce a decomposition, for ∗ ∈ {A,T},
W∗(R) =W∗,cusp ⊕W∗,Eis =
(⊕
π
W∗,π
)
⊕W∗,Eis
with sum over unramified cuspidal π, and where W∗,π ⊂W∗(R) is the λπ-eigenspace of H .
The following is Theorem 1 of the introduction.
Theorem 4.11. For ∗ ∈ {A,T}, let [Shtµ∗ ]π denote the projections of the images of [Sht
µ
∗ ]
to the summand W∗,π. Then
〈[ShtµA]π, [Sht
µ
T ]π〉 = Cr(π).
Proof. This follows from Theorem 4.9, as in [3, Thm. 5.10]. 
Theorems 2 and 3 are immediate corollaries of Theorem 1.
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