This paper presents a novel approach for incremental semiparametric inverse dynamics learning. In particular, we consider the mixture of two approaches: Parametric modeling based on rigid body dynamics equations and nonparametric modeling based on incremental kernel methods, with no prior information on the mechanical properties of the system. The result is an incremental semiparametric approach, leveraging the advantages of both the parametric and nonparametric models. We validate the proposed technique learning the dynamics of one arm of the iCub humanoid robot.
I. INTRODUCTION
In order to control a robot a model describing the relation between the actuator inputs, the interactions with the world and bodies accelerations is required. This model is called the dynamics model of the robot. A dynamics model can be obtained from first principles in mechanics, using the techniques of rigid body dynamics (RBD) [1] , resulting in a parametric model in which the values of physically meaningful parameters must be provided to complete the fixed structure of the model. Alternatively, the dynamical model can be obtained from experimental data using Machine Learning techniques, resulting in a nonparametric model.
Traditional dynamics parametric methods are based on several assumptions, such as rigidity of links or that friction has a simple analytical form, which may not be accurate in real systems. On the other hand, nonparametric methods based on algorithms such as Kernel Ridge Regression (KRR) [2] , [3] , [4] , Kernel Regularized Least Squares (KRLS) [5] or Gaussian Processes [6] can model dynamics by extrapolating the input-output relationship directly from the available data 1 . If a suitable kernel function is chosen, then the nonparametric model is a universal approximator which can account for the dynamics effects which are not considered by the parametric model. Still, nonparametric models have no prior knowledge about the target function to be approximated. Therefore, they need a sufficient amount of training examples in order to produce accurate predictions on the entire input space. If the learning phase has been performed TABLE I: Summary of related works on semiparametric or incremental robot dynamics learning.
Author, Year
Parametric Nonparametric Nguyen-Tuong et al., 2010 [7] Batch Batch Gijsberts et al., 2011 [8] -Incremental Tingfan Wu et al., 2012 [9] Batch Batch De La Cruz et al., 2012 [10] CAD * Incremental Um et al., 2014 [11] CAD Batch Camoriano et al., 2015 Incremental Incremental * In [10] the parametric part is used only for initializing the nonparametric model. offline, both approaches are susceptible to the variation of the mechanical properties over long time spans, which are mainly caused by temperature shifts and wear. Even the inertial parameters can change over time. For example if the robot grasps a heavy object, the resulting change in dynamics can be described by a change of the inertial parameters of the hand. A solution to this problem is to address the variations of the identified system properties by learning incrementally, continuously updating the model as long as new data becomes available. In this paper we propose a novel technique that joins parametric and nonparametric model learning in an incremental fashion.
Classical methods for physics-based dynamics modeling can be found in [1] . These methods require to identify the mechanical parameters of the rigid bodies composing the robot [12] , [13] , [14] , [15] , which can then be employed in model-based control and state estimation schemes.
In [7] the authors present a learning technique which combines prior knowledge about the physical structure of the mechanical system and learning from available data with Gaussian Process Regression (GPR) [6] . Similar approaches are presented in [9] , [11] . Both techniques require an offline training phase and are not incremental, limiting them to scenarios in which the properties of the system do not change significantly over time.
In [10] an incremental semiparametric robot dynamics learning scheme based on Locally Weighted Projection Regression (LWPR) [16] is presented, that is initialized using a linearized parametric model. However, this approach uses a fixed parametric model, that is not updated as new data becomes available. Moreover, LWPR has been shown to underperform with respect to other methods (e.g. [8] ).
In [8] , a fully nonparametric incremental approach for inverse dynamics learning with constant update complexity is presented, based on kernel methods [17] (in particular KRR) and random features [18] . The incremental nature of this approach allows for adaptation to changing conditions in time. The authors also show that the proposed algorithm outperforms other methods such as LWPR, GPR and Local Gaussian Processes (LGP) [19] , both in terms of accuracy and prediction time. Nevertheless, the fully nonparametric nature of this approach undermines the interpretability of the inverse dynamics model.
In this work we propose a method that is incremental with fixed update complexity (as [8] ) and semiparametric (as [7] and [9] ). The fixed update complexity and prediction time are key properties of our method, enabling real-time performances. Both the parametric and nonparametric parts can be updated, as opposed to [10] in which only the nonparametric part is. A comparison between the existing literature and our incremental method is reported in Table I . We validate the proposed method with experiments performed on an arm of the iCub humanoid robot [20] . The article is organized as follows. Section II introduces the existing techniques for parametric and nonparametric robot dynamics learning. In Section III, a complete description of the proposed semiparametric incremental learning technique is introduced. Section IV presents the validation of our approach on the iCub humanoid robotic platform. Finally, Section V summarizes the content of our work.
II. BACKGROUND

A. Notation
The following notation is used throughout the paper.
• The set of real numbers is denoted by R. Let u and v be two n-dimensional column vectors of real numbers (unless specified otherwise), i.e. u, v ∈ R n , their inner product is denoted as u v, with " " the transpose operator. • The Frobenius norm of either a vector or a matrix of real numbers is denoted by · . • I n ∈ R n×n denotes the identity matrix of dimension n; 0 n ∈ R n denotes the zero column vector of dimension n; 0 n×m ∈ R n×m denotes the zero matrix of dimension n × m.
B. Parametric Models of Robot Dynamics
Robot dynamics parametric models are used to represent the relation connecting the geometric and inertial parameters with some dynamic quantities that depend uniquely on the robot model. A typical example is obtained by writing the robot inverse dynamics equation in linear form with respect to the robot inertial parameters π:
where: q ∈ R n dof is the vector of joint positions, τ ∈ R n dof is the vector of joint torques, π ∈ R np is the vector of the identifiable (base) inertial parameters [1] , Φ(x) ∈ R n dof ×np is the "regressor", i.e. a matrix that depends only on the robot kinematic parameters. In the rest of the paper we will indicate with x the triple given by (q,q,q). Other parametric models write different measurable quantities as a product of a regressor and a vector of parameters, for example the total energy of the robot [21] , the instantaneous power provided to the robot [22] , the sum of all external forces acting on the robot [23] or the center of pressure of the ground reaction forces [24] . Regardless of the choice of the measured variable y, the structure of the regressor is similar:
where y ∈ R t is the measured quantity. The π vector is composed of certain linear combinations of the inertial parameters of the links, the base inertial parameters [25] . In particular, the inertial parameters of a single body are the mass m, the first moment of mass mc ∈ R 3 expressed in a body fixed frame and the inertia matrix I ∈ R 3×3 expressed in the orientation of the body fixed frame and with respect to its origin.
In parametric modeling of robot dynamics, the regressor structure depends on the kinematic parameters of the robot, that are obtained from CAD models of the robot through kinematic calibration techniques. Similarly, the inertial parameters π can also be obtained from CAD models of the robot, however these models may be unavailable (for example) because the manufacturer of the robot does not provide them. In this case the usual approach is to estimate π from experimental data [15] . To do that, given n measures of the measured quantity y i (with i = 1 . . . n), stacking (2) for the n samples it is possible to write:
This equation can then be solved in least squares (LS) sense to find an estimateπ of the base inertial parameters. Given the training trajectories it is possible that not all parameters in π can be estimated well as the problem in (3) can be ill-posed, hence this equation is usually solved as a Regularized Least Squares (RLS) problem. Defining
the RLS problem that is solved for the parametric identification is:
C. Nonparametric Modeling with Kernel Methods
Consider a probability distribution ρ over the probability space X × Y, where X ⊆ R d is the input space (the space of the d measured attributes) and Y ⊆ R t is the output space (the space of the t outputs to be predicted). In a nonparametric modeling setting, the goal is to find a function f * : X → Y belonging to a set of measurable functions H, called hypothesis space, such that
where x ∈ X are row vectors, y ∈ Y, E(f ) is called expected risk and (f (x), y) is the loss function. In the rest of this work, we will consider the squared loss (f (x), y) = f (x) − y 2 . Note that the distribution ρ is unknown, and that we assume to have access to a discrete and finite set of measured data points S = {x i , y i } n i=1 of cardinality n, in which the points are independently and identically distributed (i.i.d.) according to ρ. In the context of kernel methods [17] , H is a reproducing kernel Hilbert space (RKHS). An RKHS is a Hilbert space of functions such that ∃k : X ×X → R for which the following properties hold:
x ∈ X , where ·, · H indicates the inner product in H. The function k is a reproducing kernel, and it can be shown to be symmetric positive definite (SPD). We also define the kernel matrix
The optimization problem outlined in (5) can be approached empirically by means of many different algorithms, among which one of the most widely used is Kernel Regularized Least Squares (KRLS) [3] , [5] . In KRLS, a regularized solutionf λ : X → Y is found solvinĝ
where λ is called regularization parameter. The solution to (6) exists and is unique. Following the representer theorem [17] , the solution can be conveniently expressed aŝ
with α = (K + λI n ) −1 Y ∈ R n×t , α i i-th row of α and Y = y 1 , . . . , y n . It is therefore necessary to invert and store the kernel matrix K ∈ R n×n , which implies O(n 3 ) and O(n 2 ) time and memory complexities, respectively. Such complexities render the above-mentioned KRLS approach prohibitive in settings where n is large, including the one treated in this work. This limitation can be dealt with by resorting to approximated methods such as random features, which will now be described. 1) Random Feature Maps for Kernel Approximation: The random features approach was first introduced in [18] , and since then has been widely applied in the field of large-scale Machine Learning. This approach leverages the fact that the kernel function can be expressed as
where x, x ∈ X are row vectors, φ : R d → R p is a feature map associated with the kernel, which maps the input points from the input space X to a feature space of dimensionality p ≤ +∞, depending on the chosen kernel. When p is very large, directly computing the inner product as in (8) enables the computation of the solution, as we have seen for KRLS. However, K can become too cumbersome to invert and store as n grows. A random feature mapφ :
D can be chosen according to the desired approximation accuracy, as guaranteed by the convergence bounds reported in [18] , [26] . In particular, we will use random Fourier features for approximating the Gaussian kernel
The approximated feature map in this case isφ(x) = e ixω1 , . . . , e ixω D , where
with ω ∈ R d column vector. The fundamental theoretical result on which random Fourier features approximation relies is Bochner's Theorem [27] . The latter states that if k(x, x ) is a shift-invariant kernel on R d , then k is positive definite if and only if it is the Fourier transform of a non-negative measure p(ω) ≥ 0. If this holds, by the definition of Fourier transform and after appropriate scaling we can treat p(ω) as a proper probability distribution, and write
which can be approximated by performing an empirical average as follows:
Therefore, it is possible to map the input data asx = φ(x) ∈ R D , withx row vector, to obtain a nonlinear and nonparametric model of the form
approximating the exact kernelized solutionf λ (x), with W ∈ R D×t . Note that the approximated model is nonlinear in the input space, but linear in the random features space. We can therefore introduce the regularized linear regression problem in the random features space as follows:
whereX ∈ R n×D is the matrix of the training inputs where each row has been mapped byφ. The main advantage of performing a random feature mapping is that it allows us to obtain a nonlinear model by applying linear regression methods. For instance, Regularized Least Squares (RLS) can compute the solutionW λ of (15) with O(nD 2 ) time and O(D 2 ) memory complexities. OnceW λ is known, the predictionŷ ∈ R 1×t for a mapped samplex can be computed asŷ =xW λ .
D. Regularized Least Squares
Let Z ∈ R a×b and U ∈ R a×c be two matrices of real numbers, with a, b, c ∈ N + . The Regularized Least Squares (RLS) algorithm computes a regularized solution W λ ∈ R b×c of the potentially ill-posed problem ZW = U , enforcing its numerical stability. Considering the widely used Tikhonov regularization scheme, W λ ∈ R b×c is the solution to the following problem:
, λ > 0, (16) where λ is the regularization parameter. By taking the gradient of J(W, λ) with respect to W and equating it to zero, the minimizing solution can be written as
Both the parametric identification problem (4) and the nonparametric random features problem (15) are specific instances of the general problem (16) .
In particular, the parametric problem (4) is equivalent to (16) with: W λ =π, Z = Φ n , U = y n while the random features learning problem (15) is equivalent to (16) with:
Hence, both problems for a given set of n samples can be solved applying (17) .
E. Recursive Regularized Least Squares (RRLS) with Cholesky Update
In scenarios in which supervised samples become available sequentially, a very useful extension of the RLS algorithm consists in the definition of an update rule for the model which allows it to be incrementally trained, increasing adaptivity to changes of the system properties through time. This algorithm is called Recursive Regularized Least Squares (RRLS). We will consider RRLS with the Cholesky update rule [28] , which is numerically more stable than others (e.g. the Sherman-Morrison-Woodbury update rule). In adaptive filtering, this update rule is known as the QR algorithm [29] .
Let us define A = Z Z + λI b with λ > 0 and B = Z U . Our goal is to update the model (fully described by
Consider the Cholesky decomposition A = R R. It can always be obtained, since A is positive definite for λ > 0. Thus, we can express the update problem at step k + 1 as:
where R is full rank and unique, and
we can write A k+1 =R kR k . However, in order to compute R k+1 from the obtained A k+1 it would be necessary to recompute its Cholesky decomposition, requiring O(b 3 ) computational time. There exists a procedure, based on Givens rotations, which can be used to compute R k+1 from R k with O(b 2 ) time complexity. A recursive expression can be obtained also for B k+1 as follows:
Once R k+1 and B k+1 are known, the updated weights matrix W k can be obtained via back and forward substitution as
The time complexity for updating W is O(b 2 ). As for RLS, the RRLS incremental solution can be applied to both the parametric (4) and nonparametric with random features (15) problems, assuming λ > 0. In particular, RRLS can be applied to the parametric case by noting that the arrival of a new sample (Φ r , y r ) adds t rows to Z k = Φ r−1 and U k = y r−1 . Consequently, the update of A must be decomposed in t update steps using (20) . For each one of these t steps we consider only one row of Φ r and y r , namely:
where (V ) i is the i-th row of the matrix V . In the nonparametric random features case, RRLS can be applied considering
where (x r , y r ) is the supervised sample at step r.
III. SEMIPARAMETRIC INCREMENTAL DYNAMICS LEARNING
We propose a semiparametric incremental inverse dynamics estimator, designed to have better generalization properties with respect to fully parametric and nonparametric ones, both in terms of accuracy and convergence rates. The estimator, whose functioning is illustrated by the block diagram in Figure 2 , is composed of two main parts. The first one is an incremental parametric estimator taking as input the rigid body dynamics regressors Φ(x) and computing two quantities at each step:
• An estimateŷ of the output quantities of interest • An estimateπ of the base inertial parameters of the links composing the rigid body structure The employed learning algorithm is RRLS. Since it is supervised, during the model update step the measured output y is used by the learning algorithm as ground truth. The parametric estimation is performed first, and is independent of the nonparametric part. This property is desirable in order to give priority to the identification of the inertial parameters π. Moreover, since the estimator is incremental, the estimated inertial parametersπ adapt to changes in the inertial properties of the links, which can occur if the end-effector is holding a heavy object. Still, this adaptation cannot address changes in nonlinear effects which do not respect the rigid body assumptions. The second estimator is also RRLS-based, fully nonparametric and incremental. It leverages the approximation of the kernel function via random Fourier features, as outlined in Section II-C.1, to obtain a nonlinear model which can be updated incrementally with constant update complexity O(D 2 ) (see Section II-E). This estimator receives as inputs the current vectorized x andŷ, normalized and mapped to the random features space approximating an infinitedimensional feature space introduced by the Gaussian kernel. The supervised output is the residual y = y −ŷ. The nonparametric estimator provides as output the estimate ỹ of the residual, which is then added toŷ to obtain the semiparametric estimateỹ. Similarly to the parametric part, in the nonparametric one the estimator's internal nonlinear model can be updated during operation, which constitutes an advantage in the case in which the robot has to explore a previously unseen area of the state space, or when the mechanical conditions change (e.g. due to wear, tear or temperature shifts).
IV. EXPERIMENTAL RESULTS
A. Software
For implementing the proposed algorithm we used two existing open source libraries. For the RRLS learning part we used GURLS [30] , a regression and classification library based on the Regularized Least Squares (RLS) algorithm, available for Matlab and C++. For the computations of the regressors Φ(q,q,q) we used iDynTree 2 (see [31] ), a C++ dynamics library designed for free floating robots. Using SWIG [32] , iDynTree supports calling its algorithms in several programming languages, such as Python, Lua and Matlab. For producing the presented results, we used the Matlab interfaces of iDynTree and GURLS. iCub is a full-body humanoid with 53 degrees of freedom [20] . For validating the presented approach, we learned the dynamics of the right arm of the iCub as measured from the proximal six-axis force/torque (F/T) sensor embedded in the arm (see Figure 3 ). The considered output y is the reading of the F/T sensor, and the inertial parameters π are the base parameters of the arm [33] . As y is not a input variable for the system, the output of the dynamic model is not directly usable for control, but it is still a proper benchmark for the dynamics learning problem, as also shown in [8] . Nevertheless, the joint torques could be computed seamlessly from the F/T sensor readings if needed for control purposes, by applying the method presented in [34] .
B. Robotic Platform
C. Validation
We now present the results of the experimental validation of the proposed semiparametric model. The model includes a parametric part, based on physical modeling. This part is expected to provide acceptable prediction accuracy for the force components in the whole workspace of the robot, since it is based on prior knowledge about the structure of the robot itself, which does not abruptly change as the trajectory changes. On the other hand, the nonparametric part can provide higher prediction accuracy in specific areas of the input space for a given trajectory, since it also models nonrigid body dynamics effects by learning directly from data. To provide empirical foundations to the above insights, a validation experiment has been set up using the right arm of the iCub humanoid robot, considering as input the positions, velocities and accelerations of the 3 shoulder joints and of the elbow joint, and as outputs the 3 force and 3 torque components measured by the six-axis F/T sensor in-built in the upper arm. We employ two datasets for this experiment, collected at 10Hz as the end-effector tracks (using the Cartesian controller presented in [35] ) circumferences with 10cm radius on the transverse (XY ) and sagittal (XZ) planes 3 at approximately 0.6m/s. The total number of points for each dataset is 10000, corresponding to approximately 17 minutes of continuous operation. The steps of the validation experiment are the following: 1) Initialize the recursive parametric, nonparametric and semiparametric models to zero. The inertial parameters are also initialized to zero 2) Train the models on the whole XY dataset (10000 points) 3) Split the XZ dataset in 10 sequential parts of 1000 samples each. Each part corresponds to 100 seconds of continuous operation 4) Test and update the models independently on the 10 splitted datasets, one sample at a time. In Figure 4 we present the means and standard deviations of the average root mean squared error (RMSE) of the predicted force and torque components on the 10 different test sets for the three models, averaged over a 3-seconds sliding window. After few seconds, the nonparametric (NP) and semiparametric (SP) models provide more accurate predictions than the parametric (P) model with statistical significance. At steady state, their force prediction error is approximately 1N , while the one of the P model is approximately two times larger. Similarly, the torque prediction error is 0.1N m for SP and NP, which is considerably better than the 0.4N m average RMSE of the P model. It shall also be noted that the mean average RMSE of the SP model is lower than the NP one, both for forces and torques. However, this slight difference is not very significant, since it is relatively small with respect to the standard deviation. Given these experimental results, we can conclude that in terms of predictive accuracy the proposed incremental semiparametric method outperforms the incremental parametric one and matches the fully nonparametric one. The SP method also shows a smaller standard deviation of the error with respect to the competing methods. Considering the previous results and observations, the proposed method has been shown to be able to combine the main advantages of parametric modeling (i.e. interpretability) with the ones of nonparametric modeling (i.e. capacity of modeling nonrigid body dynamics phenomena). The incremental nature of the algorithm, in both its P and NP parts, allows for adaptation to changing conditions of the robot itself and of the surrounding environment. Note that the introduction of a forgetting factor to assign smaller weights to older or less relevant samples might be necessary to avoid saturation phenomena in long time spans and properly track the changing system dynamics (see [36] and references therein). This interesting aspect will be addressed in future work.
V. CONCLUSIONS
We presented a novel incremental semiparametric modeling approach for inverse dynamics learning, joining together the advantages of parametric modeling derived from rigid body dynamics equations and of nonparametric Machine Learning methods. A distinctive trait of the proposed approach lies in its incremental nature, encompassing both the parametric and nonparametric parts and allowing for the prioritized update of both the identified base inertial parameters and the nonparametric weights. This feature is key to enabling robotic systems to adapt to mutable conditions of the environment and their own mechanical properties throughout extended periods. We validated our approach on the iCub humanoid robot, by analyzing the performances of a semiparametric inverse dynamics model of its right arm, comparing them with the ones obtained by state of the art fully nonparametric and parametric approaches. 
