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Abstract 
In this paper a crack diagnosis method based on an improved twodimensional (2D) finite 
element (FE) with an embedded edge crack, and micro genetic algorithm (GA) is proposed.  
The crack is not physically modeled within the element, but instead, its influence on the local 
flexibility of the structure is accounted for by the reduction of the element stiffness as a 
function of the crack length.  The components of the stiffness matrix for the cracked element 
are determined from the Castigliano’s first principle.  The element was implemented in the 
commercial FE code ABAQUS as a user element (UEL) subroutine.  The identification of the 
crack location and depth is formulated as an optimization problem, and GA is used to find 
the optimal location and depth by minimizing the cost function based on the difference of 
measured and calculated natural frequencies.  The proposed crack detection procedure using the 
improved 2D FE with an embedded edge crack, and GA is validated using the available 
experimental and FE modal analysis data reported in the existing literature.  The predicted crack 
locations and crack sizes demonstrate that this approach is capable of detecting small crack 
location and depth with small errors.  
Keywords: Cracked finite element, Micro genetic algorithm, User element, ABAQUS, Natural 
frequency, Crack diagnosis. 
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The presence of a crack in a structural member reduces the stiffness and increases the damping 
of the structure. As a consequence, there is a decrease in natural frequencies and modification of 
the modes of vibration. Several approaches have been used to model the problem of a cracked 
beam using the finite element method.  One-dimensional cracked beam finite elements for 
vibration studies have been developed previously by other researchers (Krawczuk et al. 2003; 
Chondros et al. 2001). With an aim to simulate the crack presence without actually modeling 
the crack, more recently a two-dimensional cracked finite element was developed by Potirniche 
et al. (2008) for fatigue and fracture applications. However, the accuracy of the predicted 
natural frequency using the cracked finite element developed by Potirniche et al. (2008) for 
higher values of crack depth ratios is less. 
In all the papers cited above, it was assumed that the material around the crack tip behaved in a 
purely elastic manner. In practice, in many materials, the plastic zone appears around the crack 
tip, and flexibility of the structure increases more than it is observed for a purely elastic 
material. Krawczuk et al. (2000, 2001) developed cracked beam and plate finite elements, 
taking into account the effect of plasticity ahead of the crack tip. These efforts used 
Castigliano’s second theorem, which states that the displacements can be obtained by taking the 
partial derivatives of the strain energy with respect to the correspondingly applied forces. In a 
standard finite element implementation, the use of Castigliano’s second theorem is not practical 
because the resulting singular compliance matrix must be inverted in order to obtain the element 
stiffness matrix. 
This paper presents a crack diagnosis method based on an improved 2-D FE with an embedded 
edge crack, and -GA. A novel two-dimensional finite element with a single, non-propagating, 
open embedded edge crack, which takes into account the influence of the plastic zone ahead of 
the crack tip on flexibility of the element, is developed. The element is implemented in the 
commercial finite element code ABAQUS as user element (UEL) subroutine. The identification 
of the crack location and depth is formulated as an optimization problem, and -GA is used to 
find the optimal location and depth by minimizing the cost function based on the difference of 
measured and calculated natural frequencies. 
2. Improved Cracked Finite Element Model 
For predicting natural frequency of a cracked beam more accurately, in this section, the 
following improvements to the cracked FE originally developed by Potirniche et al. (2008) are 
presented: (a) to handle crack depth ratios ranging up to 0.9; and (b) the additional flexibility of 
the cracked element due to the applied shear forces.  Consider the cracked FE with the node 
numbering and the degrees of freedom per node as shown in Figure 1, the mathematical 
definition details of which are given in Potirniche et al. (2008) 
In Figure 1, the tensile force at node 3 gives a force and a moment, both of which contribute to 
an opening of the crack.  Hence the contribution 
3IF
K of the nodal force 3F  at node 3 is 
summation of the SIFs given by the force and the resulting bending moment 
3 2F h  ( h  is the 
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Figure 1: Details of two-dimensional cracked finite element 
The FRANC2DL FE code (Wawrzynek and Ingraffea, 1994) is used with the 
J  integral option to extract the SIFs from stress strain fields around the crack tip location.  
2D FE models having 2w h   with degrees of freedom ranging from 3510 (for the case 
0.1h  ) to 4258 (for the case 0.9h  ), along with a ring of sixnoded quarterpoint 
elements around the crack tip and eightnoded elements elsewhere are used under plane stress 
conditions.  The minimum element size at the crack tip location is 0.0025w .  Crack length to 
depth ratios ( h ) are varied from 0.1 to 0.9 with nodal forces applied at various locations on 
the cracked element.  Using the SIFs values obtained from FRANC2DL for h  ranging from 
0.1 to 0.9, and Equation 2, the geometrical factors fF  and mF , for the cracked element under 
tensile and bending loading respectively, are obtained by curve fitting techniques as a function 
of h  as follows,  
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The above given geometrical factors 
fF  and mF  are validated for other cases with 2.0w h   
by comparing the SIFs values obtained from FRANC2DL with those values obtained using 
Equation 2 in conjunction with Equations 3 and 4.   The effect of w h  is found to be practically 
negligible for 2.0w h  . 
Contrary to the tensile force acting at node 3 as discussed above, in Figure 1 the nodal force 2F  
acting at node 2 results in a force that leads to an opening of the crack and a resolved bending 
moment that leads to the closing of the crack.  Hence the contribution 
2IF
K of the nodal force 
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with the geometrical factors fF  and mF  defined in Equations 3 and 4. 
Following the procedure based on Castigliano’s first theorem, outlined in Potirniche et al. 
(2008) the stiffness components 2 jK  and 3 jK  can be obtained using the geometrical factors 
fF  and mF  defined in Equations 3 and 4.  The stiffness components 1 jK  and 4 jK  can also be 
obtained following the same procedure to that for the stiffness components 2 jK  and 3 jK . 
In Figure 1 the nodal force 6F  acting at node 2 gives a shear force and a moment ( Fw ), both of 
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Using the SIFs values obtained from FRANC2DL for h  ranging from 0.1 to 0.9, and 
Equation 7, the geometrical factors for the cracked element IF  and IIF  respectively, are 
obtained by curve fitting techniques as a function of h  as follows, 
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The stiffness components 6 jK  can be obtained adopting the following procedure.  Using 
Castigliano’s first theorem, the difference between the nodal forces in the cracked ( iF ) 
and undamaged ( 0iF ) cases can be obtained by taking the partial derivatives of the SIFs 
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where E E   for plane stress,  21E E     for plane strain, E  and   are the modulus of 
elasticity and Poisson’s ratio respectively.  Replacing the SIFs in the above equation with their 
respective formulas in Equation 7 and after some simplifications, one obtains, 
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the relation between the two nodal forces for the undamaged and cracked elements becomes 
  06 66 66 61F A K F  . (14) 
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which is valid only if the coefficients multiplying the independent variables ju  on both sides of 
the above equation are equal, 
  06 66 66 61   for  1,2, ,8j jK A K K j   . (16) 































Similar formulas can be obtained for all the components 5 jK , 7 jK  and 8 jK . 
3. Crack identification technique 
3.1 Selection of variables and objective/fitness function 
The -GA begins by defining a chromosome, i.e. an array of variables whose values are to be 
optimized. In our case study the chromosome has two variables, the crack depth ratio ( H ) 
(the ratio of the crack depth ( ) to the beam height ( H )) and crack location ratio ( c L ) (the 
ratio of the crack location ( c ) to the beam length ( L )). Thus we have: 
  Chromosome  Cracked element number, Crack depth ratio . (19) 
Once a particular chromosome is defined, using the decoded values of the cracked element 
number and crack depth ratio ( H ), the ABAQUS input file for modal analysis is generated 
by inserting the improved 2-D FE into the mesh at the location defined by cracked element 
number. Based on the computed natural frequencies from modal analysis using ABAQUS, the 
objective/fitness function to be minimized is defined as follows: 
   *
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Figure 2: Flowchart of Micro-GA based crack detection method 
where n  is the number of frequency ratios being considered, c i   are the natural frequency 
ratios, which are functions of the cracked element number and crack depth ratio ( H ), and are 
calculated using the improved 2-D FE, and 
*
c i
   are the natural frequency ratios determined 
through modal analysis experiments, which are applied to the crack detection system as inputs 
(see Figure 2). 
3.2 Chromosome size and encoding 
Instead of the standard uniform discretization of the possible interval of the cracked element 
number and crack depth ratio ( H ), they will be assumed to take one value among a discrete 
set of values in the possible interval. This is done in order to reduce the search space and also to 
bias the search away from regions of the search space where they assume unrealistic values. 
Crack location and crack depth parameters can be an integer in the range 1 2n  and 1 2m  
respectively, with n  and m  being the number of bits used to encode each possible value of the 
cracked element number and crack depth ratio ( H ). Crack location and crack depth 
parameters correspond to an entry in the tables of possible values for the cracked element 
number and crack depth ratio ( H ). The tables are built preserving an ordering of increasing 
crack location ratio ( c L ) and crack depth ratio ( H ), e.g. integer 1 represents less crack 
location ratio/crack depth ratio than integer 2 and so on. The tables are built according to a 
recurrent formula.  In this way, one fixes the crack location ratio ( c L ) and crack depth ratio 
( H ) for the first integer and the next values are increased as follows: 
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where c L  and H  are the increment of crack location ratio ( c L ) and crack depth ratio 
( H ) respectively, for each element of the tables. The values of c L  and H  are by the 
user according to the characteristics of the problem at hand, the available prior information 
(such as the maximum expected level of the crack location ratio ( c L ) and crack depth ratio 
( H )), and the values n  and m  adopted. If the exact value of the real crack location ratio 
( c L ) and crack depth ratio ( H ) occurring in the structure is not represented in the tables, 
the c L  and H  should go to the closest value of the respective tables. During the search if 
the crack location and crack depth parameter values falls out of the respective possible entry 
values in the tables, their values needs to be adjusted or reassigned to an entry in the tables 
corresponding to INT(possible range  a uniform random number generated between 0 and 1). 
An individual chromosome is thus a vector of integers (binary encoded) representing a 
candidate solution that corresponds to a cracked element number and crack depth ratio ( H ). 
3.3 Initial population 
 In order to determine the appropriate population size in this study, the various 
population sizes of 5, 8, 10, 12 and 15 individuals, each represented by a vector generated at 
random, are tested. The experience gained in the convergence study is used to analyze the 
problems presented in the numerical example.  
3.4 Objective/fitness function evaluation 
 Natural frequencies are obtained through ABAQUS modal analysis in conjunction with 
the improved 2-D FE, and the objective/fitness function is evaluated for each chromosome, 
decoded values of which represent the cracked element number and crack depth ratio ( H ). 
3.5 Convergence criterion 
 Overall convergence criterion is checked. If the criterion is satisfied, the whole iteration 
process is stopped; otherwise, continue to the next step. In this study the total prescribed number 
of generations (= 200) is the overall convergence criterion, and the global algorithm stops when 
the prescribed number of generations is reached (outer loop). 
3.6 Reproduction and iterating the algorithm 
 The population for the next generation is obtained through tournament selection and 
uniform crossover with a crossover rate of 1.0. The elitism strategy is applied to preserve the 
best members. Inner loop nominal convergence is checked. If the inner loop does not converge, 
repeat steps (3.4) to (3.6). Otherwise, restart and regenerate (replacing the discarded 
chromosomes in the population by new chromosomes) a new population randomly while 
keeping the best individual from the previous generation. This replacement of the entire 
population is for searching the overall space for better solutions in -GA. Repeat steps (3.4) to 
(3.6). 
4. Numerical Example 
Patil and Maiti (2003) reported natural frequencies obtained by FE analysis of uniform beams 
with two cracks on three pin supports, starting from one of the simply supported ends. The 
crack depth was varied from 0.1H  to 0.5H  (the depth of the beam, 0.02H m ). Uniform 
beam on three pin supports model was made of crosssectional area 0.02 0.012m m  with a 
length of each span 0.3m . It had the following material properties: Young’s modulus 
9 2210 10E N m  , density 37860kg m  , the Poisson ratio 0.3  . 
Each span of the uniform beam is modeled with 59 standard four node elements ABAQUS 
elements and one UEL at the top of the beam. Typical discretization of uniform beam is shown 
in Figure 3. For the discretization shown in Figure 3, the possible values of the cracked element 
number are 60 i.e. considering one crack in each span the possible value of the cracked element 
number for the first and second crack is between 6190 and 91120 respectively. For the crack 
depth ratio ( H ), 25 possible values in the interval 0 0.5H   with an increment of  
0.5/32H   are considered. So the cracked element number requires 5 bits, and the crack 
depth ratio ( H ) requires 5 bits, and thus every individual chromosome for uniform beam 
with two normal edge cracks contains 210 = 20 bits. 
The method for crack identification is verified for several combinations of crack locations and 
crack sizes listed in Table. 1. The predicted crack locations and crack sizes are in good 
agreement with the actual values with the average error in the crack location and crack size 





Figure 3: Discretization of uniform beam with candidate cracked elements in top 
layer 
 









This paper presents an improved 2D FE with an embedded edge crack for crack depth ratios 
ranging up to 0.9 and for predicting natural frequency of a cracked beam more accurately.  The 
FRANC2DL FE code is used with the Jintegral option to extract the stress intensity factors 
from stress strain fields around the crack tip location.  The geometric factors for various loading 
cases of the cracked element for crack depth ratios ranging up to 0.9 are obtained by means of 
curve fitting techniques, and they are subsequently used to obtain the components of the 
stiffness matrix for the cracked element from the Castigliano’s first theorem using fracture 
mechanics concepts.  The element is implemented in the commercial FE code ABAQUS as user 
element subroutine.  GA based crack identification methodology to detect crack location and 
size in conjunction with the improved cracked element is also presented for singularity 
problems like a cracked beam.  The proposed GA based crack detection procedure using the 
improved 2D FE is validated using the available experimental and FE modal analysis data 
reported in the existing literature.  The predicted crack locations and crack sizes are in good 
agreement with the actual values.  Future work will attempt to extend this approach to account 
for the influence of the plastic zone ahead of the crack tip on flexibility of structures. 
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