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Abstract
Hamiltonian Monte Carlo is a popular sampling technique for smooth target den-
sities. The scale lengths of the target have long been believed to influence sampling
efficiency, but quantitative measures intrinsic to the target have been lacking. In this
paper, we restrict attention to multivariate Gaussian targets, and obtain a condition
number corresponding to sampling efficiency. This number, based on a mix of spec-
tral and Schatten norms, quantifies the number of leapfrog steps needed to efficiently
sample. We demonstrate its utility by using the condition number to analyze precon-
ditioning techniques for HMC.
Keywords: Markov chain Monte Carlo, Hamiltonian Monte Carlo, condition number,
preconditioning.
1 Introduction
Hamiltonian Monte Carlo (HMC) is a technique for sampling random variables X ∈
RN , possessing smooth densities p(x). At its core, HMC numerically integrates Hamil-
ton’s equations for ` steps with step size h, traveling a distance proportional to h`. The
distance should be of the order of the larger scales of X. Thus enters the balancing act
between computational effort, which increases as h decreases, and integration error,
which increases as h increases. Tools are available to adjust h and ` so as to maximize
sampling efficiency for particular problems [11, 1]. Lacking has been a measure of dif-
ficulty intrinsic to the geometry of the problem rather than sub-optimal choices of h,
`.
It has long been recognized that disparate correlation scales in X tend to make sam-
pling difficult[3]. This motivates techniques to “flatten” X through transformations,
the process of which we refer to as warping. These transformations can be as basic as
scaling components of X by their standard deviation, or as complex as application of
a diffeomorphism built with convergent functional approximation or a neural network
[16, 15]. Despite some success, there is little fundamental understanding as to exactly
how much better or worse different geometries are, or why different techniques fail.
The flattening of space hints at matrix condition number as a measure of success.
Our main contribution is to show that, in the linear/Gaussian case, one particular
condition number governs the number of leapfrog integration steps needed to efficiently
sample. This number, κ (see (4)), differs from the common spectral condition number
(ratio of largest to smallest singular values) since it takes into account all eigenvalues
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of the covariance matrix. This is needed, since the probabilistic design of HMC accepts
or rejects moves depending on a sum of errors from every dimension.
Using κ we are able to compare warping techniques. We show that the popular
component-wise standardization can be better or worse than warping with a diagonal
transformation trained via variational inference. Each of these in turn can be better or
worse than doing nothing at all. Just as importantly, insight is given into what sort of
spectrums are antithetical to efficient HMC. These “bad” spectra have only a few large
eigenvalues, and many small ones. This points us toward using a low rank update to
attack a small number of larger eigenvalues.
Our results are similar to the analysis of [2, 4], which consider the more general
nonlinear problem. Our restriction to the linear case allows for an explicit relation-
ship between scales of the random variable X and the necessary step size/number of
integration steps.
We do not consider the nonlinear or non Gaussian case here. Until results in that
case are ready, the user can still compute κ numerically by studying the covariance
matrix of samples, or theoretically through a linearization. It is also tempting to
consider the prospect of warping or parameter (e.g. h, `) optimization routines that
directly minimize κ. This is not pursued here but should be the subject of later work.
Another important caveat is our assumption that the user wishes to sample efficiently
from every dimension. If a handful of larger scales can be ignored, obvious modifications
to κ could be made.
In section 2 we briefly review the HMC method. Section 3 goes over our main
results surrounding our condition number κ. Section 4 demonstrates using κ to analyze
different warping techniques. Proofs of the main results are in section 5.
2 The Hamiltonian Monte Carlo Method
Here we quicky review the basics of HMC for purposes of establishing notation. The
text [13] provides a comprehensive introduction.
The Hamiltonian Monte Carlo (HMC) method was introduced in 1987 as “Hybrid
Monte Carlo” for use in lattice field theory simulations [6]. The 1996 work [14] did
much to increase popularity of HMC in the statistical community, which generally
refers to it as “Hamiltonian Monte Carlo.” Since then, it as been recognized as a
more efficient alternative to random walk Metropolis for higher dimensional problems.
Implementations are available for a variety of languages [11].
HMC defines a way to sample from smooth densities p(x) for X ∈ RN by augment-
ing state space with a momentum ξ ∈ RN , and defining the joint density
p(x, ξ) = exp {−H(x, ξ)} , where H(x, ξ) := − log p(x) + ‖ξ‖
2
2
,
where ‖ξ‖ is the Euclidean norm. Alternative norms may be used, although these
are less popular in practice [8]. Moreover, a fixed norm generated through the inner
product 〈LLT ξ, ξ〉 is shown in [13] to be equivalent to a linear warping X 7→ LX (which
we do consider here).
In the physics setting, the Hamiltonian H is total energy, whereas − log p(x), ‖ξ‖2/2
are potential and kinetic energy. Sampling proceeds by (a numerical approximation
to) the following iteration from point (xj , ξj).
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1. Draw ξ˜ ∼ N (0, IN ).
2. Let (x(t), ξ(t)) be the time t solution to the ODE x˙ = ξ, ξ˙ = ∇ log p(x), with
initial condition (xj , ξ˜).
3. Set (xj+1, ξj+1) = (x(T ),−ξ(T )), for integration time T .
In practice, the ODE must be solved numerically over ` steps with step-size h,
producing Ψ`. The integration error means we can no longer just accept the move in
step 3, which is replaced with a Metropolis correction whereby
(xj+1, ξj+1) = Ψ`, with probability a(xj , ξj → Ψ`),
and
(xj+1, ξj+1) = (xj , ξj), with probability 1− a(xj , ξj → Ψ`),
for acceptance probability
a(xj , ξj → Ψ`) : = min
(
1, exp
{
H(xj , ξj)−H(Ψ`)
})
. (1)
Since Hamilton’s equations of motion preserve the Hamiltonian, if integration is perfect,
H(xj , ξj) = H(Ψ`) and every step is accepted. In practice, finite step size leads to some
rejections and wasted effort.
The numerical integration is usually done with ` steps of the leapfrog method, each
step progressing (x, ξ) to (xh, ξh) via
1. Set ξh/2 = ξ +
h
2∇ log p(x)
2. Set xh = x+ hξh/2
3. Set ξh = ξh/2 +
h
2∇ log p(xh)
Figure 1 shows that integration errors remain small, even for larger h. Just as impor-
tantly, trajectories do not diverge, but instead follow paths of a modified Hamiltonian
due to the fact that the leapfrog integrator is symplectic [13, 10].
The number of leapfrog steps ` is often chosen to be a fixed (but highly influential)
constant. To avoid unlucky (or difficult to analyze) circumstances, we use a random
integration time T , then set ` = dT/he. This is often recommended to ensure ergodicity.
See section 3.2 of [13] as well as [12]. Inspection of our proofs show (see e.g. (26)),
without some regularizing effect the spectrum could conspire to make the leading term
vanish. In practice, with a fixed integration length and dense enough spectrum, near
resonances can occur, whereby a samples much of their time oscillating in one direction.
3 Integration Error and Computational Effort
in HMC
The leapfrog integration results in error in the Hamiltonian, bounded by O(h2) [13, 10].
In expectation the situation is even better, and [2, 4] show that asymptotically the
integration error is Normal with mean and variance O(h4).
Below we establish a relationship between the covariance spectrum, and the number
of leapfrog steps needed to effectively sample. This is rigorously analyzed as dimension
3
Figure 1: Leapfrog Integration. Left: Integrating trajectories (x(t), ξ(t)) from 0 to 10×2pi
(10 full revolutions) with different step size h. h = σ/100 is nearly perfect, and deviation
of larger h trajectories from the perfect line are barely perceptable. Right: Hamiltonian
H(x(t), ξ(t)) along the trajectories shows that for larger h, the Hamiltonian has more error.
N → ∞. Before submersing into the world of limits, consider fixed dimension and
covariance spectrum σ21 ≥ σ22 ≥ · · · ≥ σ2N > 0. Our results are motivated by a
practitioner who adjusts the step size h and number of leapfrog steps ` to achive the
following
Desiderata 3.1. (i) The product h` = dσ1T e, for random T ∼ pi(t) (ii) The average
acceptance probability E
{
a(X, ξ → Ψ`)} = a¯, for some desired a¯ ∈ (0, 1).
The first condition states each integration travels a distance that scales with the
largest scale length σ1. To motivate this choice, note that the dominant error term
depends directly on integration length only through an average of sin2(·), which is uni-
formly bounded (see the proof in section 5.2). Therefore, the acceptance rate depends
strongly on h but only weakly on `. The user is thus free to adjust ` after setting h,
doing so until all directions are adadequately sampled from. This leads to h` ∝ σ1. To
motivate (ii), consider that the computational cost is related to how likely this proposal
is to be accepted, which declines for larger h. In [2, 4], computational cost is shown
to be (asymptotically in dimension) optimal when the average acceptance probability
approaches a limit (approximately 0.68). In addition to being asymptotically optimal,
tuning h to achieve desired a¯ is often convenient [1, 11]. We therefore include it as a
desiderata.
Define
ν : =
(
N∑
n=1
(
1
σn
)4)1/4
, κ :=
(
N∑
n=1
(
σ1
σn
)4)1/4
. (2)
Our results will show that if σn does not decay too fast, one may meet desiderata 3.1
4
Figure 2: Spectra and κ. Left: Holding the maximal eigenvalue at one, smaller tails of
the spectrum increase κ. Right: The worst possible case is to have one large eigenvalue, and
many small ones.
by choosing a step size proportional to ν−1. The number of leapfrog steps is then
proportional to σ1/h ∝ σ1ν = κ. Thus κ is a measure of work in a tuned HMC setup.
Since κ involves a ratio of eigenvalues, it is the shape (as opposed to overall scale)
of the spectrum that determines κ. Figure 2 shows how the worst possible case is one
large eigenvalue, and many small ones. Notice that κ is minimal when the spectrum is
flat, σ21 = · · · = σ2N . In other words, when the covariance resembles a (possibly scaled)
identity matrix.
3.1 κ is a condition number
Condition numbers provide worst-case bounds on solutions to linear systems. For
HMC, κ also provides a worst-case result of sorts; the work needed to sample from
the most difficult direction corresponding to σ1. Unlike the deterministic case, κ takes
into account every singular value. The reason is that the Metropolis step involves error
contributions from every dimension.
Recall the Euclidean vector norm ‖ · ‖2 and the induced matrix norm (known as
the spectral norm):
‖x‖2 : =
(
N∑
n=1
x2n
)1/2
, ‖A‖2 := sup
x
‖Ax‖2
‖x‖2 .
A condition number quantifies worst case sensitivity of solutions to Ax = b with
respect to perturbations of b. For example, consider the perturbed system A(x+δx) =
5
b+ δb for nonsingular A. Elementary steps show that
‖δb‖2
‖b‖2 ≤ ‖A‖2‖A
−1‖2 ‖δx‖2‖x‖2 .
Hence A 7→ ‖A‖2‖A−1‖2 is a condition number.
A class of matrix norms of interest to us are the Schatten Norms [20]. For r ∈ [1,∞],
the rth Schatten norm of matrix A, ‖A‖Sr , is the vector r norm applied to the singular
values of A. For example, with {σ1, . . . , σN} the N singular values of A ∈ RN×N ,
‖A‖Sr : =
(
N∑
n=1
σrn
)1/r
.
Since ‖A‖2 = maxn {σn}, we have ‖A‖2 ≤ ‖A‖Sr . Therefore
‖δb‖2
‖b‖2 ≤ ‖A‖2‖A
−1‖S4
‖δx‖2
‖x‖2 , (3)
and A 7→ ‖A‖2‖A−1‖S4 is a condition number w.r.t. ‖ · ‖2. As compared with
‖A‖2‖A−1‖2, it is inferior since it provides a looser bound. The interest for us is
that it is equal to κ. Indeed, suppose the covariance decomposes as Γ = AAT , then
the eigenvalues of Γ, σ21 ≥ · · · ≥ σ2N > 0 are by definition the squared singular values
of A, and then
κ : =
(
N∑
n=1
(
σ1
σn
)4)1/4
= ‖A‖2‖A−1‖S4 . (4)
In terms of usage, κ is analogous to the stiffness ratio of a linear ODE, which is
just the spectral condition number. The stiffness ratio can determine the number of
time steps needed for convergence to steady state.
3.2 Sequences of spectra
To study convergence, we must establish a way of taking dimension to infinity. The
work of [2, 4, 13] considers a fixed set of (possibly correlated) random variables, then
lets p(x) be the law of N i.i.d. groups of these fixed variables. This simplification allows
them to ignore problems associated with small eigenvalues. This would be unnatural
in our settings, since these small eigenvalues could dominate κ. Instead, we draw
inspiration from the discretization of a continuous linear operator. In this case, we
expect the N point discretization to have singular values (σN1, . . . , σNN ) that are close
to singular values of the continuous operator. This would arise e.g. in linear inverse
problems [9].
3.3 Results on sequences of spectra
Here we use a random integration time TN ∼ σ1T . The law of TN , is therefore
piN (t) : = pi
(
t
σN1
)
· 1
σN1
,
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where pi is a density on R. Denote by pˆi(ω) the Fourier transform,
pˆi(ω) :=
∫
e−iωtpi(t) dt.
The bound |pˆi| ≤ pˆi(0) = 1 is trivial. In addition, we impose the regularity condition
|pˆi(ω)| ≤ Cpi < 1, for all |ω| ≥ 2 and some Cpi. (5)
This condition is satisfied e.g. if pi is a uniform density on any interval (a, b). It serves
a purpose of ensuring the integral
∫
sin2(·)piN dt appearing in (6) is uniformly (in n)
bounded below, and allows derivation of (7).
For α > 0, N ∈ N, define the step sizes
hN : =
(
1
α
N∑
n=1
1
(2σN,n)4
∫
sin2
(
t
σNn
)
piN (t) dt
)−1/4
,
h¯N : =
(
1
2α
N∑
n=1
1
(2σN,n)4
)−1/4
.
(6)
Note that h¯N is, up to a constant, the factor ν from (2).
One can show (see section 5.1) that
(1− Cpi)1/4 h¯N ≤ hN ≤ 2h¯N , (7)
so the step sizes differ by at most a constant, and may sometimes be interchanged (see
corollary 3.2). Moreover, the proof of theorem 3.1 shows the chain is stable as soon as
hN < 2σNN . Then, since (see (21) in section 5.1) hN/σNN → 0, the chain is stable for
large enough N .
We assume the spectra does not decay too rapidly in the sense that
lim
N→∞
N∑
n=1
(
σN,N
σN,n
)4
=∞, (8)
One can check that (8) holds for any polynomial decrease σN,n ∼ n−k, but not for
exponential σN,n ∼ e−n.
Define the difference of Hamiltonians for component n after ` leapfrog steps,
δN,n : = H(Ψ
`
N,n)−H(Ψ0N,n).
The total integration error is then
∆N : =
N∑
n=1
δN,n.
Theorem 3.1. Given step size hN from (6), integration length TN = σN1T with
T ∼ pi satisfying (5), and sequences of spectra satisfying (8), we have convergence in
distribution for the HMC integration error
∆N → N
(α
2
, α
)
,
for chains in equilibrium.
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Theorem 3.1 is not surprising. Indeed, since ∆N is a sum of N independent random
variables, one expects a central limit theorem to hold, provided the scaling given by hN
is correct, and many terms contribute to the sum (as opposed to it being dominated
by a few terms). The meat of the proof is establishing this scaling (see section 5.2).
Once that is done, assumption (8) ensures many terms contribute to the sum.
The inclusing of the integral
∫
sin2(·) dt in hN is ugly. Unfortunately it is necessary
to handle the case where the spectrum contains significant terms close enough to the
largest eigenvalue σ2N1. The extent to which these should be ignored could be the
subject of many tedious results which we will not pursue. One simple case where the
integral can be ignored is polynomial decay of the spectrum:
Corollary 3.2. If there exist positive C, β, δ, all independent of N such that σN1 ≥ C,
C−1n−β ≤ σNn ≤ Cn−β, and |pˆi(ω)| ≤ C|ω|−δ, then one may replace hN with h¯N and
the results of theorem 3.1 hold.
Corollary 3.3, proved in section 5.3, shows the free parameter α may be chosen to
achieve desired acceptance rate a¯ ∈ (0, 1).
Corollary 3.3. Given the hypothesis of theorem 3.1 corollary 3.2, choose (with Φ the
normal cumulative distribution function)
α : = 4
(
Φ−1
( a¯
2
))2
,
for use in hN , h¯N respectively. We then have
lim
N→∞
E
{
aN (xj , ξj → Ψ`Nn)
}
= a¯
.
Proof. Designate the distributional limit of ∆N by ∆∞ ∼ N (α/2, α). As in the proof
of theorem 3.6 in [2], the boundedness of u 7→ 1 ∧ eu implies
E
{
aN (xj , ξj → Ψ`Nn)
}
→ E{1 ∧ e−∆∞} .
This expectation can be found analytically, and is 2Φ (−√α/2). The result then follows
by inverting the relation and applying the continuous mapping theorem [7].
Corollary 3.3 predicts the total number of leapfrog steps needed to maintain desider-
ata 3.1 is proportional to κ. We verified this numerically by tuning HMC sampling of
a multivariate normal in dimensions N = 5, 20, 100 with hundreds of different spectra.
Since the performance of HMC for Gaussian targets is, in equilibrium, invariant under
isometries (see section 4 of [13]), it sufficies to consider a Gaussian with diagonal covari-
ance. To generate the covariance spectra σ2n, choose different parameters m (minval),
M (maxval), β (decay power), and c (cutoff). Then set
σn := f(n,N,m,M, β, c) : =
g(n)−minn{g(n)}
maxn{g(n)} −minn{g(n)} · (M −m) +m
g(n,N,m,M, β, c) : = 1/
(
1 + |n/(Nc)|β
)
.
(9)
Thus, the spectral terms σn are values of the function g(n,N,m,M, β, c) rescaled to
the interval [m,M ]. See e.g. figure 2 for examples. For each spectrum, we adjust step
size h in a loop until P[Accept] ∈ (0.825, 0.875) and (0.625, 0.675), while keeping the
number of leapfrog steps equal to σ1/h. The final number of leapfrog steps is then
plotted against κ in figure 3.
8
Figure 3: Verification of κ. The relationship between κ and number of leapfrog steps, for
dimensions N = 5, 20, 100, versus the predicted line. Left: Desired acceptance probability is
≈ 0.85. Right: ≈ 0.65.
4 Preconditioning HMC
The results of section 3 show a clear sampling advantage is had by problems where
the spectrum is as close to “flat” as possible. Here we consider a technique whereby
a diffeomorphism F “warps” the random variable X into Z := F−1(X), with a hope
that Z is easier to sample from. In the linear case, F is a matrix, and the correlation Γ
is transformed by Γ 7→ F−1ΓF−T . Linear warpings such as these have been considered
as far back as [13]. See also the discussion on conditioning in [11]. Trainable nonlinear
mappings seem to have been introduced by [16], where variational inference is used to
find F . It has since been developed further in [17], who considers preconditioners based
on low-fidelity approximations to the posterior, and [15], where the preconditioner is a
neural network.
To formalize this warping proceedure, let us start with X ∼ pX(x), and a diffeo-
morphism F , which transforms X 7→ Z = F−1(X). Equivalently, the density pX is
transformed by the pushforward
pZ(z) = F
−1
# pX(z) := pX(F (z))|det(DF (z))|.
Above, DF is the matrix of partial derivatives, (DF )ij = ∂/∂ziFj(z). Using HMC, we
sample from the density pZ , producing Z
1, . . . , ZK . Transforming back, Xk := F (Zk),
and we have samples from pX as desired.
To see the relation to preconditioning of linear systems, consider the case where
pX = G#φ, where φ is the unit (multivariate) Gaussian density, and G is some diffeo-
morphism. In this case,
F−1# pX = F
−1
# G#φ = (F
−1 ◦G)#φ.
The warping proceedure thus replaces the operator G with the warped operator F−1◦G.
In the case where F , G are matrices, we define the warped matrix W := F−1G. The
9
eigenvalues of W , Λ := (λ1, . . . , λN ) are referred to as the warped spectrum. The
resultant condition number is written κ(Λ).
4.1 Preconditioning by way of Variational Inference
The method of variational inference finds a tractable parameterized distribution q(·; θ),
which will approximate the target p, in order to minimize the reverse KL divergence
KL[q || p] =
∫
log
[
q(x; θ)
p(x)
]
q(x; θ) dx. (10)
Stable methods exist for approximating and minimizing the integral, assuming the abil-
ity to sample from q and differentiability of log q(z; θ). If q := F#φ, for parameterized
diffeomorphism F , then
KL[q || p] ≈ 1
K
K∑
k=1
log
[
q(F (zk))
p(F (zk))
]
, zk ∼ φ. (11)
Assuming appropriate regularity of p, the gradient of (11) is stable and converges to
the gradient of (10). See e.g. section 4 of [18].
The “reverse” moniker is attached to (10) to differentiate it from forward KL di-
vergence,
KL[p || q] =
∫
log
[
p(x)
q(x; θ)
]
p(x) dx. (12)
Since presumably p(x) is not easy to sample from, a formula analogous to (11) cannot
be used to approximate (12). In fact, we know of no formula to estimate (12) that is
stable in even moderate dimesion.
For both forward and reverse KL, an application of Jensen’s inequality shows that
the divergence is non-negative, and equal to zero if and only if q = p. Assuming
q = F#φ, q = p only happens if p = G#φ for some G, and a set of parameters exist
whereby F = G. Since this is almost never the case in practice, one is resigned to
minimizing (10) or (12) and hoping that F#φ = q ≈ p in some sense. Inverting F we
have (formally) F−1# p ≈ φ. Since φ is an ideal distribution to sample from (according
to κ), we are motivated to use F as a preconditioner.
A final note that, with λ2n the eigenvalues of WW
T , one can check that, up to
additive and multiplicative constants,
KL[p || q] ∝ ‖W‖2F − log |det(WW T )| =
N∑
n=1
(
λ2n − log(λ2n)
)
,
KL[q || p] ∝ ‖W−1‖2F − log |det((WW T )−1)| =
N∑
n=1
(
λ−2n − log(λ−2n )
)
.
(13)
This makes it clear that neither forward nor reverse KL is the same as κ.
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4.1.1 Diagonal preconditioning
Specializing to the multivariate Normal case, we consider pX(x) = N (0,Γ), with Γ =
AAT . We consider diagonal preconditioners, given by diagonal matricesD. The warped
matrix is then W := D−1A, warped covariance is D−1ΓD−1, and the transformed
density pZ(z) ∼ N (0,WW T ).
Minimizing reverse KL over the set of diagonal matrices (see (13)) gives us
D2ii =
(
Γ−1ii
)−1
, (14)
while minimizing forward KL gives us
D2ii = Γii, (15)
which is just a diagonal matrix with the component-wise variances. In this case, pre-
conditioning is equivalent to scaling components of X by their standard deviations.
As diagonal preconditioners, both forward and reverse KL exhibit a sort of scale
invariance, the proof of which follows directly from (14) and (15).
Lemma 4.1. Suppose forward/reverse KL preconditioning of covariance Γ leads to
warped matrix W . Then, for any c > 0, forward/reverse KL preconditioning of cΓ also
leads to warped matrix W .
Consider the following choices of diagonal preconditioning:
(i) Do not precondition, and sample directly from the target p(x).
(ii) Precondition with D−1, where D is obtained by minimizing KL[q || p], (i.e. reverse
KL), for q(x) ∼ N (µ,D2).
(iii) Precondition with D−1, where D is obtained by minimizing KL[p || q], (i.e. for-
ward KL), for q(x) ∼ N (µ,D2). Equivalently scale each component by its stan-
dard deviation.
In the proceeding sections, we will show realistic scenarios where each method is better
than the other two. Before proceeding, we point out some practical considerations, to
help one choose between (ii) and (iii). Since forward KL is unstable and cannot be
minimized directly, (iii) is done by estimation of the component-wise standard devi-
ation. If this must be done by sampling, then this somewhat defeats the purpose of
preconditioning. On the other hand, in some cases it may be possible to obtain samples
for one problem, and use the same scales for subsequent similar problems. Regarding
(ii), setting up a variational problem is not too hard once the target p(x) is built, and
software packages exist to make this easier (e.g. [19]). This does however incur a one
time development cost that may be too great for the problem at hand.
Not surprisingly in light of (14), (15), the question of whether forward or reverse
KL makes a better preconditioner depends to some degree on whether Γ or Γ−1 is
more diagonally dominant. A concrete relationship between dominance and resultant
κ preferences eludes us, so instead we provide good old-fashioned hand waving. Suppose
first that Γ is diagonally dominant in the sense that Γ = ∆ + δ, where ∆ is diagonal,
and ‖∆−1/2δ∆−1/2‖  1. Then forward KL gives rise to the warped covariance
∆−1/2Γ∆−1/2 = I + ∆−1/2δ∆−1/2 ≈ I,
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which is perfectly conditioned. Similarly, if Γ−1 = ∆ + δ is diagonally dominant with
‖∆−1δ‖  1, then reverse KL gives rise to the warped covariance
∆1/2Γ∆1/2 = ∆1/2 (∆ + δ)−1 ∆1/2 = ∆1/2
(
I + ∆−1δ
)−1
∆−1∆1/2 ≈ I.
Figure 4: Forward and reverse KL, solutions and warpings. For target p(x) ∼
N (0,Γn), (ρ = 0.9), and q(z) ∼ N (0, D2n) (Dn is diagonal), both forward and reverse KL
were minimized to find Dn. Left: The one standard deviation iso-line is plotted. Both are
circular due to symmetry, but forward KL chooses a larger sphere (of radius 1). Right: Dn is
used to warp p(x) into ∼ N (0, D−1/2n ΓnD−1/2n ). Reverse KL results in a much larger warped
spectrum.
4.1.2 Diagonal preconditioning of correlated diagonal blocks
A simple covariance comprised of 2x2 blocks provides a demonstration of cases where
forward KL preconditions better than reverse KL, which, depending on the blocks,
performs better or worse than doing nothing. We also see that neither forward nor
reverse KL is optimal.
For ρn ∈ (0, 1), let covariance be given by
Γ = Γ1 ⊕ Γ2 ⊕ · · · ⊕ ΓN , Γn :=
(
1 ρn
ρn 1
)
, (16)
has eigenvalues 1 ± ρn. By symmetry, the optimal preconditioner D, for forward or
reverse KL, will be partitioned as
D = D1 ⊕ · · · ⊕DN , Dn :=
(
dn 0
0 dn
)
.
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Figure 5: Spectra of warpings of 5 correlated 2x2 blocks Left: The target (which
is left unchanged by forward KL warping) and the optimal warping. Right: Reverse KL
(almost) pushes the smaller of each pair to 1.
This leads to the warped covariance
WW T = d−21 Γ1 ⊕ · · · ⊕ d−2N ΓN ,
with spectrum
Λ :=
{
1 + ρ1
d21
,
1− ρ1
d21
, · · · , 1 + ρN
d2N
,
1− ρN
d2N
,
}
.
Thus, each pair of eigenvalues, {1± ρn} is moved up and down together by the precon-
ditioner. As seen below and in in figure 5, the optimal warping moves the larger of the
two from every block to the same level. Reverse KL on the other hand to some extent
does the opposite, moving the smaller of each pair to a similar level. This is expected,
since as illustrated in figure 4, the scale of the reverse KL variational solution is mostly
determined by the smallest scale of the target.
Without loss of generality, assume (1 + ρ1)/d
2
1 ≥ (1 + ρn)/d2n, for n = 2, . . . , N . It
folllows that
κ(Λ)4 =
N∑
n=1
(
d2n
d21
)2 [(
1 + ρ1
1 + ρn
)2
+
(
1 + ρ1
1− ρn
)2]
. (17)
Referring to (14), (15), the minimizing d2n for forward KL will be identically 1, and for
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reverse KL will be 1− ρ2n. Thus
κ(Λrev)
4 =
N∑
n=1
(
1− ρ2n
1− ρ21
)2 [(
1 + ρ1
1 + ρn
)2
+
(
1 + ρ1
1− ρn
)2]
κ(Λfwd)
4 =
N∑
n=1
[(
1 + ρ1
1 + ρn
)2
+
(
1 + ρ1
1− ρn
)2]
,
and thus κ(Λfwd) ≤ κ(Λrev). If there were only one 2x2 block (N = 1), then both
forward and reverse KL would give the same solution. It is only when there are multiple
blocks that enough diagonal dominance is present for forward KL to win.
Minimizing κ over all dn we find d
2
n ∝ 1 + ρn, so that
κ(ΛOPT )
4 =
N∑
n=1
[
1 +
(
1 + ρn
1− ρn
)2]
.
Since reverse KL is a practical method, it is disappointing to see that doing nothing
(forward KL had B = I) performs better. In practice however, the situation is often
closer to
Γn : = γ
2
n
(
1 ρn
ρn 1
)
,
for γ21 ≥ · · · ≥ γ2N > 0. The results for forward and reverse KL will be the same
due to the scale invariance lemma 4.1, but “doing nothing” yields a baseline of (with
β := maxn
{
γ2n(1 + ρn)
}
)
κ4 : =
[
β2
γ4n(1 + ρn)
2
+
β2
γ4n(1− ρn)2
]
≥
N∑
n=1
γ41
γ4n
[(
1 + ρ1
1 + ρn
)2
+
(
1 + ρ1
1− ρn
)2]
.
So if γ1  γn is large enough, preconditioning with reverse KL does improve upon
doing nothing. Forward KL would still be superior.
4.1.3 Diagonal plus low-rank preconditioning
As demonstrated in figure 2, having a few large eigenvalues and many small ones
is especially bad for κ. To mitigate these situations, one might consider a low-rank
update to a diagonal preconditioner. Specifically, we choose variational distribution
q ∼ N (0, FF T ), where F = D + UUT , where D ∈ RN×N is diagonal and U ∈ RN×K .
Both D and U were trained to minimize reverse KL, where p ∼ N (0, LLT ) and L
is circulant. This provides some correlation that cannot be matched with a diagonal
preconditioner. The spectrum of L was chosen using (9) so that it was a low pass
filter with some cutoff. As expected, when the rank of U was larger than the cutoff,
preconditioning worked. When the rank of U was less than the cutoff, large eigenvalues
remained and κ was not reduced by preconditioning. See figure 6.
A word of caution: We also found that when the circulant matrix L had very small
eigenvalues, the corresponding extreme correlations in X ∼ p(x) were too much for the
optimization proceedure to handle, and instabilities arose.
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Figure 6: Preconditioning with a low-rank update. Normalized covariance spectra of
the Target p ∼ N (0, LLT ), variational model q ∼ N (0, D + UUT ), and the preconditioned
target. Left: LLT had 10 large eigenvalues, and U was a rank 20 update. The trained
preconditioner D + UUT had about 10 large eigenvalues, which were used to reduce the
largest eigenvalues in the preconditioned matrix. Right: Here LLT had about 40 large
eigenvalues, and the rank 20 update could not reduce the size of them all.
4.1.4 Diagonal preconditioning of a non-diagonally dominant 3x3 ma-
trix
Here we demonstrate a case where reverse KL can do better than forward KL (which
will be the same as doing nothing). Let
Γ =
1 ρ γρ 1 γ
γ γ 1
 , (18)
with ρ = 0.9 and γ = 0.8. Since the diagonal elements are all 1, forward KL
precondtioning does nothing, leaving κ(Λfwd) ≈ 5.39. We verify numerically that
κ(Λrev) ≈ 5.28.
4.1.5 When doing nothing is better than forward/reverse KL
To construct a case when doing nothing is the best choice, we form the block diagonal
covariance ∆ = A ⊕ cB, where A is (18), after reverse KL preconditioning. Reverse
KL will leave A unchanged, and forward will convert A back to Γ. Likewise, we set
B :=
1 ρ′ 0ρ′ 1 0
0 0 1
 ,
with ρ′ = 0.9. Similar to the matrices in section 4.1.2, B is left unchanged by forward
KL preconditioning, but made worse by reverse KL.
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Thus, each of forward/reverse KL preconditioning makes one of the blocks worse
and leaves the other unchanged. We then set the scale factor c = 7.5, which lifts the
largest eigenvalue of cB to be close to the largest eigenvalue of A, which means ∆ is not
so poorly conditioned. This has no effect on the preconditioned results due to the scale
invariance of lemma 4.1. As a result, the system is fairly well conditioned (κ ≈5.46),
which is less than κ(Λfwd) ≈ 5.67 and κ(Λrev) ≈ 6.25.
4.2 Preconditioning with the Prior
The Bayesian setup has a posterior p(x |m) over the unknown X, given measurements
M . This may be written
p(x |m) ∝ pX(x)pM (m |x),
where pX is a prior over X, and pM is the density of measurements conditional on
X = x. When thought of as a function of x, pM (m | ·) is known as the likelihood. Since
the prior is the a-priori guess for the distribution of X, it is tempting to believe it
will be close to the posterior. This can be a mistake: While the posterior is often
not far from a sample of the prior, it is the covariance structure, not the mean, that
makes sampling difficult. The covariance of the posterior reflects contribution from
measurements and may be quite different than the prior. Below we will show a simple
case where prior preconditioning can either increase or decrease κ.
First, let’s establish a relation showing that, ignoring possible conditioning changes,
prior preconditioning leads to a different computational setup that may be advanta-
geous. To that end, suppose the prior is the pushforward of a distribution φ by diffeo-
morphism G. That is, pX(x) = G#φ = φ(G
−1(x))|DG−1(x)|. Then, preconditioning
the posterior using the prior gives us
G−1# p(x |m) = p(G(x) |m)|DG(x)|
∝ pX(G(x))pM (m |G(x))|DG(x)|
=
(
G−1# pX
)
(x)pM (m |G(x))
= φ(x)pM (m |G(x)).
Thus, preconditioning with the prior is equivalent to replacing the prior with φ and
using G(x) rather than x in the likelihood model. As compared with straightforward
evaluation of pX(x)pM (m |x), this removes G−1(x) and |DG−1(x)|, replacing them
with G(x). This may be advantageous if the latter is computationally cheaper.
Now consider a linear and Gaussian Bayesian problem with a single multi-dimensional
measurement. This measurement setup is typical in inverse problems, although in
statistics it is more common to have multiple independent measurements. The model
is
M = AX + ε, for A ∈ Rk×d and ε ∼ N (0, Ik),
pX(x) = N (x; 0, (LTL)−1) with L ∈ Rd×d.
This leads to log posterior and correlation
log p(x |m) ∝ −‖Ax−m‖2 − ‖Lx‖2, Γ = L [I + (AL)T (AL)]−1 LT .
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Similarly, after preconditioning with the prior (pushing forward the posterior with
matrix L) we have
log p˜(z |m) ∝ −‖ALz −m‖2 − ‖z‖2, Γ˜ = [I + (AL)T (AL)]−1 .
Specializing to the case d = k and A = Id, and denoting by σ
2
n the eigenvalues of
LTL, the covariance spectra of Γ, Γ˜ take the forms
λ2n =
σ2n
1 + σ2n
=
1
1 + σ−2n
, and λ˜2n =
1
1 + σ2n
.
In other words, prior preconditioning replaces σn by σ
−1
n in the warped spectrum.
Clearly, cases exist where this reduces/increases κ.
5 Proofs
5.1 Some relations involving step size and integration length
We first aim to show (7). To that end, the distinction between hN and h¯N is replacing
the integral
∫
sin2(·) dt with its average, 1/2. We have
1
2
−
∫
sin2
(
t
σNn
)
piN (t) dt = SNn,
where the remainder SNn may be found as
SNn : =
1
4
[
pˆi
(
2
σN1
σNn
)
+ pˆi
(
−2σN1
σNn
)]
,
which due to (5) satisfies
|SNn| ≤ Cpi
2
<
1
2
. (19)
Combining (19) and sin2 ≤ 1, we have
(¯1− Cpi)1/4 h¯N ≤ hN ≤ 2h¯N , (20)
which is exactly (7).
Next, we show that the regularity conditions on pi, (5), imply the step size condition
(8) is equivalent to
lim
N→∞
hN
σNN
= 0. (21)
To that end, use (20) to write (for C ′ > 0 depending only on α and Cpi)
∞ = lim
N→∞
N∑
n=1
(
σN,N
σNn
)4
= C ′ lim
N→∞
σ4NNh
−4
N .
Inverting this relationship shows (21) as desired.
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5.2 The normal limit
Proof of theorem 3.1. Since, in equilibrium, the performance of HMC for normal dis-
tributions is invariant under isometries (see section 4 of [13]), we may assume without
loss of generality that our distribution is a centered diagonal Gaussian with covariance
diag(σ2N1, . . . , σ
2
NN ). Leapfrog integration will act independently on each dimension,
simplifying analysis considerably.
We first consider the case of one dimension with variance σ, and hide the dependence
on N . Each leapfrog step is an interation of the matrix
Uh : =
(
1− h2
2σ2
h
−
(
h
σ2
− h3
4σ4
)
1− h2
2σ2
)
,
which has eigenvalues and eigenvectors
σ± : = 1− h
2
2σ2
± ih
σ
√
1− h
2
4σ2
, v± :=
(
1,± i
σ
√
1− h
2
4
)
.
If h/(2σ) < 1, the eigenvalues have modulus 1 and the iteration is stable. Then, by
diagonalizing, one can show
U `h =
(
cos(`θ) γ−1 sin(`θ)
−γ sin(`θ) cos(`θ)
)
,
where
γ : =
√
1
σ2
− h
2
4σ2
, θ := cos−1
(
1− h
2
2σ2
)
.
To compute the Hamiltonian after ` steps, we apply U `h to the starting point (x0, ξ0),
then plug into H(x, ξ) = x2/(2σ2) + ξ2/2 to get
H(ψ`) = cos2(`θ)
(
x20
2σ2
+
ξ20
2
)
+ sin2(`θ)
(
γ2σ2
x20
2σ2
+
1
γ2σ2
ξ20
2
)
+ cos(`θ) sin(`θ)
(
1
γσ
− γσ
)
x0ξ0
σ
.
(22)
Define
χ : =
(
h
2σ
)4
· 1
1− ( h2σ)2 ,
then using the relations
γ2σ2 +
1
γ2σ2
= 2 + χ, γσ − 1
γσ
=
√
χ,
and the fact that the initial Hamiltonian is x20/(2σ
2) + ξ20/2, we find
δ` : =
sin2(`θ)
2
(
h
2σ
)2(
ξ20 −
x20
σ2
)
+ sin2(`θ)χ
ξ20
2
+ cos(`θ) sin(`θ)
√
χ
x0ξ0
σ
. (23)
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This has the bound
|δ`| ≤ h
2
8σ2
(
ξ20 −
x20
σ2
)
+ χ
ξ20
2
+
√
χ
|x0ξ0|
σ
. (24)
It is also easy to see that
E
{
δ`
}
=
sin2(`θ)
2
(
h
2σ
)4
+R1(δ
`)
(
h
2σ
)6
,
Var
{
δ`
}
= 2E
{
δ`
}
+R2(δ
`)
(
h
2σ
)6
,
where there exists a constant C < ∞, uniform in (σ, `, θ) (so long as h < σ2), such
that |Rj | ≤ C.
Re-introducing dependence on N , n, and setting ` = T/hN for random integration
time T ∼ piN (we assume ` is an integer, if not minor adjustments are needed), we have
E {∆N} = 1
2
N∑
n=1
(
hN
2σNn
)4 ∫
sin2
(
t cos−1
(
1− h
2
N
2σ2N,n
))
piN (t) dt
+
1
2
N∑
n=1
(
hN
2σNn
)6 ∫
R1(δ
`
N,n)piN (t) dt.
(25)
The second term is bounded in absolute value by a constant times(
hN
σNN
)2
h4N
N∑
n=1
1
σ4Nn
,
which tends to zero due to (21) and (7). As for the first term, we use the relation
cos−1(1− 2ε2) = 2ε+ o(ε) to write
sin2
(
t cos−1
(
1− h
2
N
2σ2N,n
))
= sin2
(
t
σNn
)
+ o
(
hN
σNn
)
.
The second term thus leads to a vanishing contribution, and we can write
lim
N→∞
E {∆N} = lim
N→∞
1
2
N∑
n=1
(
hN
2σNn
)4 ∫
sin2
(
t
σNn
)
piN (t) dt =
α
2
. (26)
The limit E {limN→∞∆N} = α follows from (26), (24), and dominated convergence.
The proof for Variance is similar, and yields
lim
N→∞
Var {∆N} = α.
The normal limit follows after verifying the Lindeberg condition [7]: For all ε > 0,
lim
N→∞
N∑
n=1
Var
{
δ`Nn : |δ`Nn − E
{
δ`Nn
}
| > ε
}
= 0. (27)
One can check that δ`Nn − E
{
δ`Nn
}
is bounded by a term similar to (24) which tends
uniformly to zero, so (27) follows.
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5.3 The simple step size
Proof of corollary 3.2. The simpler step size amounts to replacing the integrals
∫
sin2(t/σNn)piN (t) dt
in (26) with 1/2. This will be implied by sufficient decay of the remainder SNn in (19).
Indeed, |pˆi(ω)| ≤ C|ω|−δ implies
|SNn| ≤ C
∣∣∣∣σNnσN1
∣∣∣∣δ ,
Substituting into the expression for E {∆N}, we get an expression similar to (25),
but with a remainder bounded up to a constant by(
N∑
n=1
1
σ4−δNn
)(
N∑
n=1
1
σ4Nn
)−1
.
Replacing σNn with n
−β, this is bounded up to a constant times(∫ N
0
n(4−δ)β dn
)(∫ N
0
n4β dn
)−1
. N (4−δ)β+1/N4β+1 → 0.
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