Abstract. In this paper, we study differential attacks against ARX schemes. We build upon the generalized characteristics of de Cannière and Rechberger and the multi-bit constraints of Leurent. We describe a more efficient way to propagate multi-bit constraints, that allows us to use the complete set of 2 32 2.5-bit constraints, instead of the reduced sets used by Leurent. As a result, we are able to build complex non-linear differential characteristics for reduced versions of the hash function Skein. We present several characteristics for use in various attack scenarios; this results in attacks with a relatively low complexity, in relatively strong settings. In particular, we show practical free-start and semi-free-start collision attacks for 20 rounds and 12 rounds of Skein-256, respectively. To the best of our knowledge, these are the first examples of complex differential trails built for pure ARX designs. We believe this is an important work to assess the security of ARX designs against differential cryptanalysis. Our improved tools will be publicly available with the final version of this paper.
To this effect, Leurent introduced multi-bit constraints [Leu12] involving several consecutive bits of a variable (i.e. x [i] and x [i−1] ), instead of considering bits one by one. He describes reduced sets of 1.5-bit and 2.5-bit constraints, and explains how to propagate these constraints using S-systems and automata. This set of constraints is well suited to study ARX designs because it can extract a lot of information about the carries extensions in modular additions.
Our Results
In this paper, we study the problem of constructing differential characteristics for ARX schemes. This work is heavily inspired by the framework of generalized characteristics from de Cannière and Rechberger [dCR06] , and the multi-bit constraints of Leurent. We build upon those previous works and introduce a more efficient way to perform the constraint propagation in Section 2. We show how to use this constraint propagation tool in a differential characteristic search algorithm in Section 3, and we present our results on Skein in Section 4.
Constraint propagation. Our first result is an alternative way to perform the constraint propagation for multi-bit constraints. Our approach is significantly more efficient that the previous one, and uses the full set of 2 32 constraints instead of a reduced set of 16 carefully chosen constraints. The reduced set is sufficient in most situations, but we show that the full set extracts some more information. Our approach can also deal with larger systems that the previous technique with a reasonable complexity. In particular, we can deal with the 3-input modular sums, and 3-input Boolean functions used in functions of the MD/SHA family.
Construction of differential characteristics. We use this new tool to construct of differential characteristics automatically. We show that we can actually build complex non-linear characteristics using some simple heuristics and our efficient constraint propagation tool.
To the best of our knowledge, this the first time complex differential trails are build for ARX designs (a previous attempt by Yu et al. [YCKW11] has been shown to be flawed [Leu12] ). We believe this is an important result to assess the security of ARX designs against differential cryptanalysis.
Application to Skein. Finally, We apply this technique to reduced versions of the Skein hash function, where we build rebound-like characteristics by connecting two high-probability trails.
We compare our results with previous works in Table 1 . Most previous work on Skein are either weak distinguishers (such as boomerang properties or free-tweak free-start near-collisions), or attack with marginal improvement over brute-force (such as some biclique-based results). In this work, we present attacks in relatively strong settings (collisions and free-start collisions) with a relatively low complexity (several attacks are practical, and all our attack gain at least a factor 2 8 ).
Analysis of Differential Characteristics
The first step for working with differential characteristics (or trails) is to choose a way to represent a characteristic, and to evaluate its probability. The main idea of differential cryptanalysis is to consider the computation of the function for a pair of input X, X , and to specify the difference between x and x for every internal state variable x. The difference can be an xor difference, a modular difference, or more generally, use any group operation. However, this approach is not efficient for ARX design, because both the modular difference and the xor difference play an important role. Several works have proposed better way to represent a differential characteristic for ARX designs. WY05, WYY05] are based on a bitwise signed difference. For each bit of the state, they specify whether the bit is inactive (x = x ), active with a positive sign (x = 0, x = 1), or active with a negative sign (x = 1, x = 0). This information express both the xor difference and the modular difference.
Generalized characteristics. This was later generalized by de Cannière and Rechberger [dCR06] : for each bit of the state, they look at all possible values of the pair (x, x ), and they specify which values are allowed. This give a set of 16 constraints as shown in Table 2 . The constraints -, u and n correspond to the bitwise signed difference of Wang. De Cannière and Rechberger also describe an algorithm to build differential characteristics using this set of constraints.
Multi-bit constraints. Recently, Leurent studied differential characteristics for ARX designs, and introduced multi-bit constraints [Leu12] . These constraints are applied to the values of consecutive bits of a state variable (e.g. x [i] and x [i−1] ) instead of being purely bitwise. Multi-bit constraints are quite efficient to study ARX designs because they can capture the behaviour of carries in the modular addition. Two set of constraints are introduced in [Leu12] :
The full sets of 2 8 and 2 32 constraint are not used because the propagation method of [Leu12] becomes impractical with such large sets.
Constraint Propagation and Probability Computation
In [Leu12] , a set of constraints is represented by an S-system, and an automaton is built to compute the probability of a each operation. To perform constraints propagation, each constraint is split into two disjoint subsets; if one of the subsets result in an incompatible system, the constraint can be restricted to the other subset without reducing the number of solutions.
This approach allows to achieve a good efficiency when the automaton is fully determinized: one can test whether a system is compatible with only n table access. However, the table become impractically large if the set of constraint is too large, or if the operation is too complex. In [Leu12] , the automaton is fully determinized for 1.5-bit constraints, but could not be determinized for 2.5-bit constraints; this results in a quite inefficient propagation algorithm for 2.5-bit constraints. Table 2 . Generalized constraints used in [dCR06] .
In this work, we explore a different option using non-deterministic automata. This allows to deal with large set of constraints and more complex operations. We need to perform many operations to verify whether a system is compatible, but the automata are very sparse and can be represented by small tables fitting in the cache (the tables of [Leu12] take hundreds of megabytes); this gives good results in practice. In addition we show special properties of the automata allowing an efficient propagation algorithm without splitting the constraints into subsets.
Our New Approach
In this work we describe a method that is specific to systems of the following form:
where f is an S-function, and the difference δ is given by a set of constraints which fully determines
, and
We consider a, a , b, b . . . as variables, and A, B, . . . U as parameters.
Building the automaton. To deal with 2.5-bit constraints, we use a base alphabet B of 32 constraints, each specifying one possible value for
(for 2-bit constraints, the base alphabet has 16 constraints). Since the system given by (1) with the constraints in B is an S-system, we can compute a set of states S, and a transition function:
so that each solution to the system corresponds to a path in the automaton with transition function τ . More details about the construction of τ are given in [MVCP10, Leu12] . In our implementation, we use the tools of [Leu12] to compute the transition table.
When we describe a differential characteristic, we use an alphabet A = P(B) consisting the 2 32 subsets of the base alphabet A (2 16 subsets for 2-bit constraints). We transform an automaton 4 on the alphabet B to operate on the alphabet A by changing the transition function into a non-deterministic transition function:
This automaton can test whether the constraints are satisfied for given values of the parameters A, B, . . . , U , of the variables a, a , b, b , . . ., and with u = f (a, b, c, . . .), u = f (a , b , c , . . .). We further transform the automaton be removing the information about a, a , . . .:
This new automaton can decide whether there exists solutions to System (1) for given parameters A, B, . . . , U . The transition function is highly non-deterministic, but we still use the original automaton by relabelling the transitions, and reading several transitions at each step.
Lemma 1. The transition automaton of a system following (1) with p parameters, v variables, and s bits of state has the following properties:
i) Each state can be labelled with a 1-bit value for value of a, a , b, b . . . , x, x . All the input transitions share this value for
, while all the output transitions share this value for Proof. i) In order to reject incoherent constraints for bit i − 1 and i of a variable, the automaton must store the values of the previous bits that are used for the constraint on bit i in the state. ii) Let's assume we have two transitions from a state q to a state q . Since the two transition go to the same state, they must specify the same values of the parameters on bit i. Moreover, the two transition come from the same state, so they must also specify the same values on bits before i. Therefore the two transitions are the same. Propagation. We use the properties of Lemma 1 in order to build an efficient propagation algorithm. Thanks to property ii), we have a one to one correspondence between the paths in the original automaton, and the paths in the relabelled automaton. Therefore we can easily identify the constraints corresponding to actual solutions of the system. To propagate constraints, we first build the set of paths allowed by the initial constraints, we look at which edges are actually used in paths, and we build the new constraints by identifying the constraints corresponding to the edges.
Notations. We use the symbols from [Leu12] to denote the most common constraints as shown in Table 5 . When a characteristic uses a less common constraint, we use an hexadecimal mask to represent it. The less common constraints used in the characteristics given in Appendix C are given in Table 9 . When the constraints on the current bit and the constraints on previous bits are independent, we write the constraints involving previous bit in exponent (e.g. see Figure 7 ). For instance, we have can write the constraints < as u u ∪ n n .
Propagation for a Differential Characteristic
A differential characteristic is given by a set a constraints for each internal state variable. An ARX design (or a more general MD/SHA-like desing) is built with two kinds of operations:
-Operations that are S-functions: additions, xors, and bitwise Boolean function. We build a system for each operation following (1), and we use them to propagate constraints between the inputs and the output of the operation (the propagation goes both ways). To propagate a full characteristic, we propagate every operation until no new constraints are found. -Rotations: since the constraints are local and only involve consecutive bits, we deal with a rotation y = x ≫ i by just rotating the constraint pattern: if δx = ∆ x then we use δy = ∆ x ≫ i. However, we have to relax some constraints if the multi-bit relations are broken by the rotation.
Propagation Example
Let us show how the propagation operates with a simple example. For this example, we use 2-bit constraints, and we consider the operation u = a ∨ (a a). The leads to the following system:
This system has 2 parameters, 2 variables and 4 bits of state (two for each δ operation; the state of a a is already included in the state of δ(a, a )). The automaton corresponding to this system is given in Figure 7 . Note that the automaton only needs 9 states out of the 2 4 = 16 possible values for the state of the S-system. In our work we always minimize the automata, and this usually results in a significant reduction of the number of states. We can verify that Lemma 1 is respected. We will show how the propagation algorithm works with the following input:
This correspond to a situation where an input difference must be absorbed through the operation. We first build a graph with a copy of the transitions for each bit. Then for each bit, we remove the transitions that are not acceptable according to the initial constraints (3). More precisely, we only keep constraints that are subsets of -/-for the first and second bits, subsets of x/-for the third bit, and subsets of -/-for the fourth bit. We get the graph of Figure 8 , and we look for paths starting for state 0 in the initial layer, and ending in any state of the final layer. (Note that the least significant bit is on the left in the graph, but on the right when we write δx = -x--). The nodes and edges involved in these paths are shown in black. We note that the constraints are compatible because such paths exists, and we can count the number of paths to compute the number of solutions: there are 4 different paths in the graph, so the are 4 different solutions to System (2) satisfying (3). We can read the solution by following the paths:
δ(a, a ): 1n10 1u10 1n11 1u11 δ(u, u ): 1110 1110 1111 1111
Let us now do the constraint propagation. For each bit, we look at the active edges in Figure 8 , and we list the corresponding constraints for a and u in Table 4 . The new constraints will be the union of all the active constraints. We get the following output (we disregard restriction on previous bits for bit 0):
Here, the constraints on previous bits do not add any information, so we can omit them:
It is easy to verify that any solution to the System (2) satisfying the initial constraints (3) also satisfies the deduced constraints.
Comparison with Previous Works
We show a comparison of our approach with previous methods in Table 3 . We use the same settings as [Leu12]:
1. a reduced Skein with two rounds and 4 words of 4 bits each; 2. a reduced Skein with three rounds and 4 words of 6 bits each.
These experiments show that using the full set of 2.5-bit constraints gives better result than using the reduced set of [Leu12] . We also give timing informations 1 : our new approach for constraint propagation is one order of magnitude faster that the previous method with a reduced set of 2.5-bit constraints, and somewhat slower than the previous method with 1.5-bit constraints. Average time to verify one input/output difference (over the false positives of the 1.5-bit reduced set).
Automatic Construction of Differential Characteristics
In order to build a differential attack for a hash function or a block cipher, an important task is to build a differential characteristic. For the analysis of ARX primitives (and MD/SHA-like designs), the characteristic is usually designed at the bit level. This turns out to be a very challenging task because of the complex interactions between the operations, and the large number of state elements to consider. This problem has been heavily studied for attacks on the MD/SHA family of hash functions: a series of attack by X. Wang and her team are based on differential characteristics build by hand [WLF + 05,WY05,WYY05,YCKW11], while later works gave algorithms to build such characteristics automatically [dCR06, SO06, FLN07a, MNS11, SLdW07] .
In this section, we show that the multi-bit constraints can be used to design a successful algorithm for this task on ARX designs. Our algorithm is heavily inspired by the pioneer work of de Cannière and Rechberger [dCR06] , and the more detailed explanation given in [Pey08] and [MdCIP09] .
Types of Trails
Differential trails can be classified in two categories: iterative and non-iterative. An iterative characteristic exploits the round-based nature of many cryptographic constructions: if a trail can be built over a few rounds with the same input and output difference ∆, then this characteristic can be repeated to reach a larger number of rounds. In practice very few iterative characteristics have been found for ARX constructions, because many design use different rotation amounts or Boolean functions over the rounds, or a non-iterative key-schedule. Notable exceptions include the attacks of den Boer and Bosselaers against MD5 [dBB93], and the recent work of Dunkelman and Khovratovich on BLAKE [DK11] . In this work, we focus on non-iterative trails.
The main way to build non-iterated trails is to connect two simple and high-probability trails using a complex and low-probability section in between. The choice of the high-probability trails will depend on the attack setting, and should be done by the cryptanalyst using specific properties of the design, while the complex section will be build automatically by an algorithm (or by hand). When the characteristic is used in a hash-function attack, the cost of the low-probability section can usually be avoided.
For instance, the characteristics used for the attacks on SHA-1 use a linear section build using local collisions [CJ98, WYY05] , and a non-linear section to connect a given input difference to the linear characteristic. This general idea is also the core of the rebound attack [MRST09] : it combines two high-probability trails using a low-probability transition through an S-box layer.
In our applications, we will use a rebound-like approach to connect two high-probability trails with a complex low-probability section. Using rebound-like differential trails for ARX designs has been proposed in [YCKW11] , but the path they give has been shown to be flawed.
Algorithm
Our algorithm takes as input a characteristic representing the high-probability parts of the trail ∆ 1 → ∆ 2 and ∆ 3 → ∆ 4 . The main part of the algorithm is a search phase which tries to fill the middle part with a valid characteristic. We follow the general idea of the algorithm of de Cannière and Rechberger, by repeating the following operations, as illustrated in Figure 1 :
Propagation: deduce more information from the current characteristic by running the propagation algorithm on each operation. Guessing: select an unconstrained state bit (i.e. a ? constraint), and reduce the set of allowed values (e.g. to a -or x constraint).
When a contradiction is found, we go back to the last guess, and make the opposite choice, leading to a backtracking algorithm. However, we abort after some number of trials and restart from scratch because mistakes in the early guesses would never be corrected. Our algorithm is build from the idea that the constraint propagation is relatively efficient to check if a transition ∆ → ∆ is possible. Therefore to connect the differences ∆ 2 and ∆ 3 from the high-probability trails, we essentially guess the middle difference ∆ and we check whether the transitions ∆ 2 → ∆ and ∆ → ∆ 3 are possible.
This leads to the following difference with the algorithm of de Cannière and Rechberger:
-We specify in advance which words of the state will be restricted in the guessing phase, using state words in the middle of the unspecified section. -We guess from the low bits to the high bits, and we can compare incomplete characteristics by counting how many bits have been guessed before aborting the search. -Every time the backtracking process is aborted, we remember which guess was best and the random guesses of the next run are biased toward this choice. -We only use signed differences, i.e. we use the constraints -, u, and n. Fig. 1 . Overview of the search algorithm. We start with high-probability trails ∆1 → ∆2 and ∆3 → ∆4, and we connect them through a difference ∆ 4 Application to In this section, we apply our algorithm to build characteristics for several attack scenarios on Skein-256. The compression function of Skein is based on the block cipher Threefish. In this paper we only study Threefish-256, which uses a 256-bit key (as 4 64-bit values), a 128-bit tweak (as 2 64-bit values), and a 256-bit state (as 4 64-bit values). The full version of Skein has 72 rounds. We denote the ith word of the state after r rounds as e r,i . There is a key addition layer every 4 rounds:
Short Description of Threefish and Skein
where k r/4,i is the ith word of the round key at round r/4. The round function is shown by Figure 2 . The state v r+1,i (for i = 0, 1, .., n w ) after round r + 1 is obtained from e r,i by applying a MIX transformation and a permutation of 4 words as following:
(f r,2j , f r,2j+1 ) := MIX r,j (e r,2j , e r,2j+1 ) for j = 0, 1, .., n w /2 v r+1,i := f r,σ(i) for i = 0, 1, .., n w where σ is the permutation (0 3 2 1) (specified in [FLS + 10]) and (c, d) = MIX r,j (a, b) is defined as:
The rotations R r mod 8,j are specified in [FLS + 10]. The key scheduling algorithm of Threefish produces the round keys from a tweak (t 0 , t 1 ) and a key as following:
where k 4 = C 240 ⊕ 4 i=0 k i with C 240 a constant specified in [FLS + 10], and t 2 = t 0 ⊕ t 1 . The compression function F for Skein is given as Tables 10, 11 , and 12, respectively. All the characteristics have been verified by building a conforming pair.
Building Characteristics
To describe a differential characteristic for Skein with our framework, we write constraints for each e r,i value, and for the v r,i values before a key addition (i.e. when r mod 4 = 0). For each round, we have 4 equations and 2 rotations, corresponding to two MIX functions. We also write the full key schedule as a system of equations.
We note that the variables e r,2j with r mod 4 = 0 are only involved in modular additions: f r,2j = e r,2j e r,2j+1 and e r,2j = v r,2j k r/4,2j . Therefore, we could remove these variables, and write f r,2j = v r,2j k r/4,2j e r,2j+1 using a three-input modular addition. In practice, the propagation algorithm for three-input modular addition take significantly longer, so we keep the variables, but we try to avoid constraining them since the multi-bit constraints can propagate the modular difference.
Choosing the high-probability characteristics. In attacks setting with differences in the key, we build the high-probability trails starting from a non-active state, with a low-weight key difference. When we go through the key addition, a difference is introduced in the state, and we propagate the difference by linearizing the function. If we have no difference in the key, we start with a single active bit in the state and we propagate the difference for a few rounds by linearizing the function. Most of our trails use the most significant bit as active bit in order to avoid a few probabilities.
General Results
For the algorithm to work successfully, we need to find a delicate balance in the initial characteristic. If the unconstrained section is too short, there will not be enough degrees of freedom to connect the high-probability parts. On the other hand, if the unconstrained section is too long, the propagation algorithm will not filter bad characteristics efficiently.
In practice, we can only build characteristics when we have a key addition layer in the unconstrained part of the characteristic. This way, the algorithm can use degrees of freedom from the key to connect the initial characteristics. In general it seems hard to find enough degree of freedom to build a valid trail without using degrees of freedom from the key: for arbitrary differences ∆ 2 and ∆ 3 , we expect on average a single pair satisfying f (x + ∆ 2 ) = f (x) + ∆ 3 and that would hardly be a differential trail.
In order to let the algorithm use the degree of freedom in the key efficiently, we use the registers before and after a key addition as guessing points: v r,0 , v r,1 , v r,2 , v r,3 , e r,1 , e r,3 with r mod 4 = 0 (as discussed above we do not constrain e r,0 and e r,2 ).
We find that the characteristics built by the algorithm are rather dense, and use all the degrees of freedom in the state, and many degrees of freedom in the key. This is not a problem for attacks on the compression function, but the characteristics are harder to use in attacks against the full hash function, where fewer degrees of freedom are available to the attacker. We note that this problem is less acute for attack against functions of the MD/SHA family, where the message block is much larger than the state.
On the other hand, the trail of [YCKW11] built by hand by Yu et al. was quite sparse, but it has been shown to be invalid [Leu12] . It remains an open question to see whether valid sparse trails can be built. 
Collision Attacks
We first study attacks with no difference in the key (i.e. the chaining value) so that they can be applied to the full hash function. We try to build characteristics for a collision attack, therefore we use the same difference in the initial state and in the final state so that they can cancel out in the feed-forward 2 . We start with a low-weight difference in one of the first rounds and we propagate by linearization through rounds 0-4 and backward through round 11.
We show an example of such characteristic in Table 10 . This characteristic can be used for a practical semi-free-start collision attack on 12-round Skein, and we give an example of collision in Table 6 .
Full collision attack. To build a collision attack on the full hash function, we have to deal with the fact that the characteristic is only valid for a small fraction of the keys (i.e. a small fraction of the chaining values). We use a large number of characteristics, and a large number of random chaining values, in a meet-in-the-middle fashion.
Our experiments indicate that we can build characteristics with about 2 70 solutions for a cost of 2 40 . If we extrapolate this experimental result, we expect that it is possible to build many such characteristics. Let's assume that we can build N characteristics for a cost of N × 2 40 ; each characteristic has 2 70 solutions out of 2 150 valid keys. In a second phase, we will hash M random message blocks and test if they can give a collision using one of the characteristics. Out of the M chaining values generated, we expect that M × N × 2 150−256 will be valid for one characteristic, and M × N × 2 70−256 values will actually lead to a collision after verification. An important step of the attack will be to find for which characteristic a given chaining value can be valid, but this can be done efficiently using a hash table indexed by the bits of the chaining value which are imposed by the characteristics.
The optimal complexity is achieved with N = 2 73 and M = 2 113 . With these parameters we only have to verify 2 80 valid chaining values, so the verification step is negligible. This gives a collision attack on 12-round Skein-256 with a time complexity of 2 114 , using memory to store 2 73 characteristics 3 . We believe that this estimation is a safe upper bound, and that better characteristics can be found be running the search algorithm for longer times.
Free-start Collision Attack
For a collision attack on the compression function, i.e. a free-start attack on the hash function, we can use a difference in the key (i.e. the chaining value). We note that the key schedule of Skein-256 repeats itself every 20 rounds when there is no tweak difference. Therefore, we build trails with two inactive blocks as shown in Figure 5 : the difference introduced in the initial state by k 0 cancels out with the difference introduced in the final state by k 5 .
We give a characteristic build using this idea in Table 11 , and a collision pair in Table 7 .
Free-tweak Free-start Near-collision Attack
Finally, we can use degrees of freedom in the tweak to reach the maximum number of rounds possible. Previous works has shown that the key schedule allows to have one round without any active key words if we use a difference in the tweak in order to cancel a difference in the key. Using this property we can build a 24-round trail, and extend it to 32 round by propagating the external difference for four extra rounds in each direction, as shown in Figure 6 . This is the approach used in [YCKW11] . We give a characteristic build using this idea in Table 12 , and an example of pair following the characteristic in rounds 4 to 28 in Table 8 . This results in a low weight difference for the input and output, with many zero bits in predetermined position. Moreover, we can follow the approach of [YCKW11] and also specify a fixed characteristic for round 0 to 4 and 28 to 32. It costs about 2 40 to build a characteristic that allows 2 20 solutions, so we can estimate that the amortized costs of building a valid pair for rounds 4 to 28 if about 2 20 . Using the analysis of [YCKW11] , we would build a conforming pair for rounds 0 to 32 for a cost of 2 20+43+43 = 2 119 . That is comparable with the complexity given in [YCKW11] , but this work is based on an incompatible trail.
Conclusion
In this paper we describe an algorithm to build differential characteristics for ARX designs, and we apply the algorithm to find characteristics for various attack scenarios on Skein. Our attacks do not threaten the security of Skein, but we achieve good results when compared to previous attacks with low-complexity attacks in relatively strong settings. In particular, we show practical free-start and semi-free-start collision attacks for 20 rounds and 12 rounds of Skein-256, respectively. This seems to be the first time complex differential trails are built for pure ARX functions (as opposed to MD/SHA-like functions with Boolean functions). Since our approach is rather generic, we expect that our technique can be applied to other ARX designs, and will be used to evaluate the security of these designs against differential cryptanalysis. figure 8 , and new deduced constraints.
A Constraint Propagation
i edges (δa/δu) a constraints u constraints ? - Table 5 . Constraints identified in [Leu12] and written as full 2.5-bit constraints.
B (Near-)Collision Pairs for Skein-256 Table 6 . Semi-free-start collision for 12-round Skein-256. This pair is the same as given in Table 10 . Table 7 . Free-start collision for 20-round Skein-256. This pair is the same as given in Table 11 .
Input 1
Input 1 Input 2 Difference Weight m0 5f977cfdd64d2f57 5f977cfdd64d2f57 0000000000000000 0 m1 35839193022be6f4 b5839193022be6f4 8000000000000000 1 m2 05e168930700458f 85e168930700458f 8000000000000000 1 m3 6f47d57f8b6f9b78 6f47d57f8b6f9b78 0000000000000000 0 t0 0000000000000000 0000000000000000 0000000000000000 0 t1 0000000000000000 0000000000000000 0000000000000000 0 v0,0 627f37f95152438c 627f37f95152438c 0000000000000000 0 v0,1 0532b3fdf499d0d7 8532b3fdf499d0d7 8000000000000000 1 v0,2 91c792ab31ba535c 11c792ab31ba535c 8000000000000000 1 v0,3 72e80ac1aaee8118 72e80ac1aaee8118 0000000000000000 0 Output 1 Output 2 Difference Weight e20,0 6627a3d5c18e2057 6627a3d5c18e2057 0000000000000000 0 e20,1 7a1eeeee92b2202d fa1eeeee92b2202d 8000000000000000 1 e20,2 2bf3a5067fac9218 abf3a5067fac9218 8000000000000000 1 e20,3 b0ccc2f709dc2e35 b0ccc2f709dc2e35 0000000000000000 0 Table 8 . Pair of input with low-weight difference for 32-round Skein-256. This pair is the same as given in Table 12 ; we don't specify how the differences are propagated in rounds 0 to 4 and 28 to 32.
Input 1 Input 2 Difference Weight
m0 edb22ce30810011a edb22ce30810011a 0000000000000000 0 m1 08142e9044b0054a 08142e9044b0054a 0000000000000000 0 m2 1e06bd5779535f97 1e06bd5779535f97 0000000000000000 0 m3 82a5e785e5c5b836 02a5e785e5c5b836 8000000000000000 1 t0 0000000000000000 8000000000000000 8000000000000000 1 t1 0000000000000000 0000000000000000 0000000000000000 0 v0,0 c0097c86ad089acd c0decb29fae7a20d 00d7b7af57ef38c0 35 v0,1 0eef94c587c9f8fc 91efc569f9eaf0fc 9f0051ac7e230800 23 v0,2 a5333c6b7af97e18 a272f89740fdbae4 0741c4fc3a04c4fc 28 v0,3 49df6d34f9ebc32f cc9f6d0935eb8663 8540003dcc00454c 19 Output 1 Output 2 Difference Weight e32,0 650f11ac87162f96 650f119c82f63796 0000003005e01800 9 e32,1 22ed455a3e3dd26a e5f12d8d8431cafa c71c68d7ba0c1890 28 e32,2 ef0d1179583e8671 ed0d118994327e51 020000f0cc0cf820 17 e32,3 5de99dad57671f6a 5ec99dbd5347076a 0320001004201800 8
C Differential Characteristics for Skein-256
The characteristics given in Tables 10, 11 , and 12 follow the general structure described in Figures 4, 5, and 6. For more details of the attacks, see Sections 4.4, 4.5, and 4.6, respectively. We use the following colors in the characteristics:
-red constraints for active bits; -green constraints for inactive bits; -orange constraints for carry bits (inactive if the previous bit is inactive); -blue constraints for other situations.
The most common characteristics are given in Table 5 , while the unusual one are assigned a two digit code, and given in Table 9 in hexadecimal notation. The 32-bit hexadecimal values correspond to the columns of Table 5 ; for instance the constraint N would be represented by f30c0cf3. The two-digit codes are just used as shorthand so that all the information for the trails fit in the tables. When using those characteristics, we start with the middle state given by the characteristic, we select a key satisfying the key constraints, and we check the remaining rounds. Therefore, the probabilities given for the upper rounds are probability in the backward direction, while probabilities in the lower round are in the forward direction.
When the tweak is not given in the characteristic, it should be taken as zero. Can be used for near-collisions for rounds 0 to 20. Constraints Prob. Example
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