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Abstract
Tsunamis are long waves commonly caused by sudden motions of the seabed e.g.
due to landslides or earthquakes. The potentially catastrophic impact of a tsunami
is well known, and have recently been experienced, with the 2004 Indian Ocean
tsunami and the 2011 Tohoku tsunami in Japan, responsible for 230,000 and 20,000
deaths, respectively. These tsunamis also caused severe damages to structures and
buildings and eroded entire coastal regions.
While the run-up, inundation, and destructive potential of tsunami events have
received considerable attention in the literature, the associated interaction with the
sea bed i.e. boundary layer dynamics, induced sediment transport, and resultant sea
bed morphology, have received comparably little specific attention. Such issues and
processes are important, however, both in assessing potential larger scale deposition
and erosion in affected coastal regions, as well as in understanding smaller scale
erosion, such as tsunami-induced local scour around coastal and offshore structures.
Furthermore, even though the run-up has received considerable attention in the past,
detailed descriptions and understanding of how the tsunamis run-up is still lacking.
Such an understanding can prove useful when evaluating potential tsunami hazards.
The lack of studies and understanding of the processes are probably due to, the long
scales involved, which make it hard study experimentally. Furthermore, commonly
used potential flow models do not resolve enough of the physics to provide the
necessary insights.
Computational Fluid Dynamics models can, in principle, naturally handle wave
propagation and dispersion, resolve both boundary layer dynamics and wave break-
ing, and could thus be used to study such processes. This present thesis aims
at investigating, how primarily numerical but also experimental methods can be
improved and used to ultimately increase fundamental knowledge about tsunami-
seabed interactions. This involves local scour, run-up behaviour, tsunami-induced
boundary layers, bed shear stresses and implications for the resulting sediment trans-
v
port. The present thesis further aims at using the gained knowledge to improve the
prediction of such processes, either through simple empirical relations or the adap-
tation in ”simpler” potential flow models.
The tsunami-induced scour process around offshore monopiles is studied both numer-
ically and experimentally. The tsunamis were represented by time varying currents,
which enabled the use of a rigid lid in the numerical simulations and a pump to
drive the flow in the experiments. This approach thereby saved computational time
and also made reasonably scaled experiments possible. Based on both the simulated
and experimental results, details of the scour process is discussed, and a novel engi-
neering approach, for predicting tsunami-induced scour around offshore monopiles
is proposed.
To be able to simulate the run-up of tsunamis methodological developments are
necessary. The widely used solver interFoam, is shown to have big challenges in
accurately simulating free-surface waves. The effects of the temporal and spatial
resolution on the solution is discussed, and the effects of the discretization practises
and iterative solver settings are likewise documented. It is shown how these can be
changed to improve the solution.
A previously described, though not well recognised, instability problem of two-
equation turbulence closures is further analysed. It is shown that when this type of
model is applied to potential flow waves, the instability problem cause the turbulent
kinetic energy and eddy viscosity to increase exponentially. This has polluted many
simulations of free-surface waves in the past, causing the waves to un-physically
decay or arrive at the surf zone already polluted. It is then shown how two-equation
turbulence models can be formally stabilized thereby solving this long standing
problem.
Numerical simulations of full-scale tsunamis propagating on a flat bed before run-
ning up a constant slope region are presented. Both wave shapes and slopes are
systematically varied, and the implications on the run-up heights are assessed. Fur-
thermore, detailed descriptions of the run-up sequence for different scenarios are
given, and it is discussed when the different run-up scenarios might occur. The
importance of the shorter waves, sometimes riding at the front of the main tsunami
wave, on the run-up height, inundation speed and local flow velocities, is likewise
assessed.
From the same numerical simulations, detailed boundary layer dynamics, resulting
shear stresses and implications for sediment transport are described and discussed.
The increased understanding of the tsunami-induced boundary layers, leads to the
proposal of engineering approaches for predicting both boundary layer thickness
and bed shear stresses beneath tsunami waves. These approaches are formulated
such that they may easily be implemented in simpler numerical models, potentially
improving their sediment transport predictive capabilities.
Resume
Tsunamier er lange bølger, normalt skabt af en pludselig forskydning af bunden,
f.eks. et jordskred eller et jordskælv. Det potentielle katastrofale udfald af en
tsunami er velkendt, og blev sidst oplevet med tsunamierne i Det Indiske Ocean i
2004 samt i Japan i 2011, som var skyld i henholdsvis 230.000 og 20.000 dødsfald.
De to tsunamier var ogs˚a skyld i massive skader p˚a bygninger og konstruktioner
samt eroderede hele kyststrækninger.
Mens bølgeopskyllet, samt det ødelæggende og dødelige potentiale af tsunamier, har
modtaget anseelig opmærksomhed i litteraturen, har den tilhørende interaktion med
havbunden (grænselagsdynamikker, sandtransport og resulterende morfologi) mod-
taget relativt lidt opmærksomhed. Disse problematikker og processer er til gengæld
vigtige, b˚ade n˚ar erosion og aflejring i stork skala skal vurderes, men ogs˚a i forst˚aelsen
af erosion i mindre skala, s˚asom tsunami-induceret bundudskæring omkring kyst-
nære eller offshore konstruktioner. Selvom bølgeopskyllet har modtaget anseelig
opmærksomhed, mangler der stadig en detaljeret beskrivelse- og forst˚aelse af hvor-
dan tsunamier løber op. S˚adan en forst˚aelse kan være meget vigtig n˚ar tsunamirisici
skal vurderes.
A˚rsagen til disse mangler er til dels, at det er meget svært at studere. De lange
skalaer involveret gør det svært at studere disse processer eksperimentelt, og de
meget udbredte potentialstrømningsmodeller opløser ikke nok af fysikken til at
give den nødvendig viden. Numerisk Fluid Mekanik kan, i princippet, opløse b˚ade
tsunami bølgegrænselag og bølgebrydning, og kan s˚aledes bruges til at studere disse
processer. Denne afhandling sigter mod at undersøge, hvordan numeriske metoder
kan forbedres og anvendes for at opn˚a fundamental viden om interaktioner mellem
tsunamier og havbunden. Dette involverer lokal bundudskæring, bøgeoskylsopførsel,
tsunami-inducerede grænselag og bundforskydningsspændinger. Denne afhandling
sigter ydermere mod at bruge den opn˚aede viden til at forbedre evnen til at forudsige
s˚adanne processer, enten gennem simple empiriske relationer eller gennem anven-
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delse i potentialstrømningsmodeller.
Den tsunami-inducerede bundudskæringsproces omkring offshore monopæle bliver
undersøgt b˚ade numerisk og ekseperimentelt. Tsunamierne blev repræsenteret af
tidsvarierende strømninger, hvilket gjorde det muligt at bruge et stift l˚ag i simu-
leringerne, og muliggjorde at bruge en pumpe til at drive strømningen i eksperi-
menterne. Som resultat af denne tilgang blev beregningstiden mindre end ellers og
det blev muligt at udføre et fornuftigt skaleret eksperiment. P˚a baggrund af simu-
leringerne og eksperimenterne diskuteres detaljer af bundudskæringsprocessen, og
en ny simpel metode til at forudsige tsunami-induceret bundudskæring foresl˚aes.
For at kunne simulere opløbet af tsunamier er det nødvendigt med metodisk ud-
vikling. Det bliver vist at den meget udbredte model interFoam har store udfo-
dringer med at simulere bølger præcist. Effekten af tidslig og rumlig opløsning p˚a
løsningen bliver diskuteret og effekten af diskretiseringsmetoder og iterative proce-
dure dokumenteres. Det bliver vist, hvordan disse kan ændres s˚a et bedre resultat
opn˚as.
Et, tidligere beskrevet, om end ikke vel anerkendt, ustabilitets problem af to-lignings
turbulens modeller bliver ydeligere analyseret. N˚ar denne type modeller bliver
anvendt p˚a potentialstrømningsbølger, f˚ar ustabilitets problemet den turbulente
kinetiske energi samt hvirvelviskositet til at stige eksponentielt. Dette har forurenet
mange hidtidige simuleringer af bølger, og har været skyld i et ikke fysisk fald i
bølgehøjder eller at bølger ankommer forurenet til brændingen. Det bliver herefter
vist hvordan denne type modeller kan stabiliseres, og hermed bliver et problem som
har st˚aet uløst igennem mange a˚r løst.
Fuldskala simuleringer af tsunamier som propagerer p˚a en flad bund, før de løber
op ad en konstant skr˚anende region bliver præsenteret. B˚ade bølgeformer og hæld-
ninger varieres systematisk og effekten p˚a opløbshøjde bliver vurderet. Detaljerede
beskrivelser af forskellige opløbsscenarier bliver prsenteret, og det bliver diskuteret
hvorn˚ar de forskellige scenarier opst˚ar. Ydermere diskuteres betydningen af de korte
bølger, som nogen gange rider p˚a den meget længere hovedbølge, p˚a bølgeopløbet.
P˚a baggrund af resultater fra de samme simulering diskuteres detaljer af tsunami-
grænselagsdynamikker, resulterende bundforskydningsspændinger og implikationer
for sandtransporten. Den øgede forst˚aelse af tsunami-induceret grænselag fører til et
forslag til en simpel metode der kan bruges til at forudsige b˚ade grænselagstykkelse
samt bundforskydningsspændinger under tsunamier. Denne metode er formuleret
p˚a en m˚ade, s˚a den nemt kan implementeres i simplere numeriske modeller.
Chapter 1
Introduction
1.1 Motivation
One of the most catastrophic natural disasters in recent history is the Boxing Day
Indian Ocean tsunami in 2004, where it was estimated that approximately 230,000
were killed (Suppasri et al., 2012). On December 26’th 2004, outside the western
coast of Indonesia, an area about 1300 km long and 150 km wide moved up 5 m
vertically and 11 m horizontally over a period of about 7 minutes (Song et al., 2005).
This resulted in a large tsunami wave, propagating inside the bay of Bengal as well
as across the Indian Ocean, causing damages all the way at the coasts of Somalia.
Inside the Bay of Bengal, as well as on the coast of Indonesia, the destructions were
naturally even more severe. This is illustrated in Figure 1.1, where satellite images
of Lhoknga (Indonesia), taken before and after the tsunami hit, are shown. Here, it
can clearly be seen that little remains of the city after the tsunami hit, and almost all
trees and vegetation were washed away. Behind the town, a few kilometres inland,
it can be seen that part of the area is still covered with water three days after the
tsunami hit. In this area the coast locally retracted up to 200 m (Paris et al., 2009;
Borrero et al., 2006). A study by Leone et al. (2011) reveal that from the coast of
Banda Aceh (Indonesia) to approximately 2.7 km inland almost all buildings were
destroyed, as a result of the Indian Ocean tsunami.
In addition to the Indian Ocean tsunami, many people probably remember the To-
hoku tsunami in Japan in 2011, where, according to Suppasri et al. (2012), approxi-
mately 20,000 were killed. Two other ”recent” tsunami events, with severe amounts
of fatalities, were the Messina tsunami in 1908, where according to Billi et al. (2008)
more than 60,000 were killed and the 1896 Sanriku tsunami in Japan, where Løvholt
1
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Figure 1.1: Before (bottom) and after (top) satellite images of Lhoknga, Indonesia.
Image taken from NASA (2005)
et al. (2012) reported 27,000 fatalities. The four above tsunami events highlight the
potential danger of the tsunamis, but also their relative frequent occurrence, four
very large tsunamis (in terms of fatalities) within the last 130 years. These four
were highlighted because of the large number of fatalities. There have been other
2
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very large tsunamis with not nearly as many fatalities. One of the reasons for this
is probably that tsunami warning systems and tsunami protection have improved.
For instance, the 2011 Tohoku tsunami was a very large tsunami and many more
could have died (not stating that the 20,000 fatalities from this tsunami are a small
number). With the amount of tsunamis that have hit Japan in the past, however,
Japan have taken a lot of measures to protect themselves against tsunamis, which
probably saved a lot of human lives.
Tsunamis are even more frequent than suggested from the above. From 2000-2015,
there have been 15 tsunamis, equivalent to one per year (Levin and Nosov, 2016).
Of these, in addition to the Indian Ocean tsunami and the Tohoku tsunami, it is
worth mentioning the 2006 Pangandaran tsunami near Indonesia, the 2009 Samoa
tsunami, the 2010 Chilean tsunami and the 2010 tsunami near Sumatra. These
were responsible for killing approximately 800, 200, 500 and 400 people respectively
(Levin and Nosov, 2016). Although far from as destructive as the Boxing Day
tsunami and the Tohoku tsunami, still catastrophic events. To further highlight the
high frequency of tsunamis, Figure 1.2 shows the occurrence of Tsunamis ordered
by death toll and tsunami source, covering a period from 1410 BC to 2011 AD.
Here, it can be seen, that in addition to the four previously mentioned extreme
tsunamis, the world has experienced 36 tsunamis with death tolls of more than
1,000 and 56 tsunamis with 101-1,000 fatalities. The high frequency and potential
catastrophic impact of tsunamis show the importance of tsunami research both in
terms of warning systems, impact assessments and risk analysis.
The fatalities are naturally the most horrifying of a tsunami event, but in addition,
they have a potential large and long term effect on entire coastal regions, as can
be seen from Figure 1.1. The tsunamis likewise destroy buildings and structures.
Scouring was by Jayaratne et al. (2016) identified as the most frequent failure mech-
anism of buildings and structures in the 2011 Tohoku tsunami. Despite this, the
associated interaction of the tsunami with the sea bed i.e. boundary layer dynam-
ics, induced sediment transport, and resultant sea bed morphology, have received
relatively little specific attention. These processes are important, however, both in
assessing potential larger scale deposition and erosion in affected coastal regions, as
well as in understanding smaller scale erosion, such as tsunami-induced local scour
around coastal and offshore structures. Fundamental knowledge about tsunami-
seabed interactions is thus still lacking, inspiring the present thesis.
3
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1.2 Background
This section will provide a general overview of tsunami physics and research, but
with special focus on issues involving tsunami-seabed interactions, that is, how the
seabed affect the tsunami wave and in turn how the tsunami wave affect the seabed.
Tsunamis are long waves primarily caused by a sudden motion of the seabed, e.g.
an earthquake or a landslide, and according to van Dorn (1965), it means ”Harbour
wave” in Japanese. Following the generation, the tsunami propagates in deep water,
often in the form of a leading wave, followed by several smaller trailing waves. The
leading wave in deep water is very long, with the wave length (L) the order of
hundreds of kilometres, but not very high, with wave heights (H) rarely exceeding
one meter. Thus, in the deep ocean, these waves can hardly be detected if standing
on a ship. When the tsunami enters shallow water, it shoals, and the wave length
decreases while the wave height increases. Ultimately, the tsunami runs up the
coast and finally draw down. The process from generation to run-up is illustrated in
Figure 1.3. In this figure, the two terms run-up height and inundation distance are
also illustrated. The run-up height marks the vertical height above sea level at the
furthest point reached by the tsunami inland. The inundation distance is a measure
of furthest horizontal point reached by the tsunami.
Figure 1.3: A conceptual drawing of the tsunami propagating from deep ocean to
the shore.
While propagating, the tsunami might also be subject to refraction, where the part of
the tsunami travelling in deeper water travels faster than the part in shallow water.
This can turn and reshape the tsunami. When the tsunami encounter islands or
peninsulas it can also be subject diffraction effects, spreading the tsunami.
The run-up stage is obviously the most destructive, but according to Fuhrman and
Madsen (2009) as well as Levin and Nosov (2016), this process cannot be fully
understood before the preceding stages, i.e. generation and propagation, are fully
5
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understood. Naturally, the initial tsunami research was therefore focused on the
generation and propagation of tsunamis. This background section will first intro-
duce the research on generation, propagation and tsunami wave shapes. Then the
research on run-up and inundation will be presented, followed by a section present-
ing the research on sediment transport and boundary layers. Many of the studies
covered in this background chapter have contributed to more than one of these three
themes, but this is a way to structure the review of the large amounts of tsunami
literature. Other areas of the tsunami research, such as warning systems, protection
systems, rebuilding after a tsunami attack, long and short term societal impacts,
detailed studies on earthquakes and land slides, while being interesting and worth
researching, will not be covered in this thesis.
Generation, propagation and wave shapes
In general, tsunamis are generated by a sudden displacement of large amounts of
water. This could be be the result of earthquakes, land slides, ice falls or volcanic
eruptions. The most frequent tsunami source is earthquakes, which, according to
Tang (2017), have caused 87 % of the generated tsunamis the last approximately
4,000 years.
The earliest work focused on tsunamis generated as an impulsive movement of the
bed (similar to an earthquake). This was done using analytical studies by Ka-
jura (1963), van Dorn (1965), Braddock et al. (1973) and according to Madsen and
Scha¨ffer (2010) in Carrier (1971). Tsunamis generated by an impulsive movement of
the bed was also studied using both analytical and experimental methods by Ham-
mack (1973), Segur (1973), Hammack and Segur (1974) and Hammack and Segur
(1978). The latter four studies represent and important milestone in the tsunami
research, as they found that a positive initial surface disturbance will eventually
lead to the formation of solitons or solitary waves (Madsen et al., 2008). This find-
ing, together with real tsunami observations of series of smaller waves hitting the
coast, have resulted in many studies using the solitary wave as representative of the
tsunami see e.g. Goring (1978), (Synolakis, 1986, 1987), Yeh et al. (1994), Briggs
et al. (1995), Liu et al. (1995), Li (2000), (Li and Raichlen, 2001, 2002, 2003), Tonkin
et al. (2003), and Kobayashi and Lawrence (2004). In the study by Madsen et al.
(2008) the use of solitary waves as a representation of tsunamis was questioned.
They showed that the scales involved with a solitary wave are not representative
of actual field scales, and are more related to wind waves than actual tsunamis.
6
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The problem is, that with the solitary wave, the wavelength cannot be determined
independent of the wave height. This means that on the continental shelf, leading
tsunami waves are much longer than solitary waves. Moreover, they showed that the
propagation distance required for a solitary wave to develop were longer than the
circumference of the earth, and therefore they concluded, that real tsunamis will not
turn into solitary waves. Tsunamis can, however, turn into undular bores in shallow
water, which has also been seen at many coasts. For a more in-depth discussion of
the solitary wave paradigm for tsunami research, please see Madsen et al. (2008).
Although solitary waves cannot be viewed as representative of tsunamis, the research
preformed is still valid for the physics of solitary waves, and the methods developed
have also, to some degree, been used as an inspiration in more recent tsunami
research. Furthermore, solitary waves can also be very useful in terms of model
validation, something which will also be used in this thesis.
The process of tsunami generation and propagation is still being studied analyt-
ically. Clarisse et al. (1995) furthered the work of Kajura (1963) and developed
uniform asymptotic solutions to the Cauchy-Poisson problem in both one and two
dimensions. This was also done by Berry (2005) seemingly unaware of the earlier
contribution by Clarisse et al. (1995) (Madsen et al., 2016). Very recently Madsen
et al. (2016) generalized these solutions to work for arbitrary initial disturbances
and also work for varying bathymetries. Their results compared extremely well
with a high order Boussinesq model, and much better than a non linear shallow
water (NLSW) model, in a controlled environment with the tsunami propagating
on a flat bed. This is indeed an impressive result, as the semi-analytical approach
by Madsen et al. (2016) is much faster than simulating the process with a NLSW
model or a Boussinesq model. When comparing with real tsunami measurements,
neither the analytical model nor the NLSW model performed particularly well. This
was partly explained by the simple model not being able to handle refraction and
diffraction effects, which are clearly present. It was further argued that the source
used to generate the tsunami was perhaps not accurate enough, as the linear shal-
low water (LSW) model and Boussinesq model, employed by Løvholt et al. (2012)
performed a lot better in the simulations of the same event. Despite the far from
optimal comparison with real measurements, the good comparison in a controlled
environment, shows that there is still room for analytical methods in research on
tsunami propagation.
There have also been a lot of studies reporting field measurements of tsunami surface
elevations. These measurements have in past primarily been done near the shore,
7
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see e.g. van Dorn (1965). Recently, as highlighted by Bernard et al. (2006), reli-
able measurements of tsunami surface elevations in the deep ocean have also been
performed. This is actually an impressive achievement as the tsunami wave heights
in the deep ocean are small. One can easily imagine the difficulty of extracting a
tsunami wave signal with a wave height O(0.5m) from the general sea-state, which
naturally includes tidal changes and shorter but higher waves. In recent studies,
(e.g. Synolakis and Kong (2006) and Kawai et al. (2013)) the spatial distribution
of surface elevation measurements has become very high. The high spatial resolu-
tion of surface elevation measurements results in a much higher quality of real time
tsunami forecasting, as shown in Titov et al. (2016).
The field studies enable a better understanding of the variety of realistic tsunami
signals. In an analytical study on run-up Madsen and Scha¨ffer (2010) suggested
to represent the tsunamis either as long sinusoidal waves, single waves or N-waves.
Single waves are similar in shape to the solitary waves, but the period and wave
height can be determined independently, ensuring the possibility of obtaining proper
scaling. The N-waves are the summation of a positive and negative single wave
and can be used to characterise a leading depression or leading elevation tsunami.
Chan and Liu (2012) were inspired by Madsen and Scha¨ffer (2010) and showed that
the summation of three single waves (either positive or negative) gave a realistic
representation of the 2011 Tohoku tsunami. These studies are significant, as they
show the variety of realistic tsunami signals, and also enable researchers to study
tsunamis by purely considering the wave shape and not the (traditional) generation
phase.
Disregarding the traditional generation phase, whether it be by earthquakes or land-
slides, and attempting to reproduce realistic tsunamis experimentally, have been
done in a number of studies. Rossetto et al. (2011) showed that a properly scaled
tsunami wave could be made using a pneumatic wave generator. Another approach
was attempted by Goseberg et al. (2013), who used a pump to generate properly
scaled long waves. Finally, Schimmels et al. (2016) and Sriram et al. (2016) were
able to generate properly scaled tsunami signals in the large wave flume in Han-
nover, using a wave paddle. These studies were primarily concerned with showing
that properly scaled tsunamis could be generated, but do show promise for the study
of tsunamis in a laboratory setting. It should be said, however, that the required
length of the flume, if wanting to house the entire length of the tsunami wave, is
still extremely long. Of the above, only the approximately 300 m long flume in
the studies by Schimmels et al. (2016) and Sriram et al. (2016) was long enough to
8
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house the entire tsunami wave. Few other properly scaled experimental studies on
tsunamis exists, and these will be discussed in more detail in the following subsection
on run-up and inundation.
The generation and propagation of tsunami waves have also been studied numeri-
cally, primarily using NLSW models or Boussinesq models. These models come from
a depth averaging of the Navier-Stokes equations. In the NLSW models, the pressure
is assumed to be hydrostatic, whereas in the Boussinesq models, approximations to
the non-hydrostatic pressure is kept, which enable these models to describe disper-
sion. According to Levin and Nosov (2016), the first attempt to model tsunami
propagation was done by Aida (1974). Since then numerous NLSW models have
been developed. One of these is the TUNAMI model by Goto and Ogawa (1997).
Another is the Method Of Splitting Tsunami (MOST) model, originally developed
by V. Titov and I. Gonzalez (1997) and Titov and Synolakis (1998). MOST is
now being used for tsunami warning systems in conjunction with Deep-ocean As-
sessment and Reporting of Tsunamis (DART) buoys (Titov et al., 2016). Another
widely used model for studying generation and propagation is COrnell Multigrid
COupled Tsunami model (COMCOT) developed by Liu et al. (1998). In addition
to the models mentioned above, there exist a substantial number of NLSW models,
which have been used to simulate the generation and propagation of tsunamis. For
a more in-depth review see Levin and Nosov (2016).
Despite not being able to handle dispersion, NLSW models have, as stated by Mad-
sen et al. (2016), had reasonable success in simulating geophysical tsunamis. Over
long propagation distances, however, a dispersive tail might evolve. Furthermore,
at the steep tsunami wave front, where the undular bores might form, dispersion
likewise become important. Dispersion can obviously be handled by Boussinesq
models. Lynett and Liu (2002) and Lynett and Liu (2005) used Boussinesq models
to simulate landslide generated tsunamis and Fuhrman and Madsen (2009) pre-
sented results using a high-order Boussinesq model, and showed that it was capable
of simulating generation, subsequent propagation and run-up from both landslide
and earthquake generated tsunamis. Glimsdal et al. (2013) also studied landslide
generated tsunamis and discussed the importance of dispersion when simulating
tsunami waves. They concluded, that for land slide generated tsunamis as well as
smaller earthquakes, dispersive effects are important, whereas for larger earthquakes
they are primarily important in the near-shore region where undular bores may show
up. These findings have partly been backed up by Løvholt et al. (2012) and Grilli
et al. (2013) who both simulated the earthquake generated Tohoku 2011 tsunami
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using Boussinesq models. They showed that dispersive effects were small close to
the generation. They also showed, however, that after travelling a sufficient distance
dispersive effects accumulated and became important. Grue et al. (2008) studied the
formation of undular bores in the strait of Malacca, and showed that if propagating
sufficiently long in shallow water, the wave front will steepen and an undular bore
will form. In straits like this, they argued, the effect of dispersion therefore cannot
be neglected. Kim and Lynett (2011) studied, generally, the formation of undular
bores and compared the ability of a NLSW model to that of a Boussinesq model.
They concluded, in relation to tsunamis, that an undular might form, and that only
the Boussinesq model was able to capture this. The NLSW model on the other hand
under-predicted the surface elevations and velocities of the wave front.
Numerically the process can also be studied using computational fluid dynamics
(CFD). CFD has been used to study tsunamis, but the research has mostly focused
on run-up and inundation, and the studies using CFD, will therefore be discussed
in the coming subsection.
Run-up and inundation
In this section the research on run-up and inundation will be reviewed. For an
in-depth study of the history of tsunami hydrodynamic research until 2006, with a
special focus on run-up, please see Synolakis and Bernard (2006). As already noted,
the solitary waves do not properly represent the scales of real geophysical tsunamis,
and therefore the present section will focus on run-up and inundation of non solitary
waves.
Following a tsunami event, the run-up height and inundation distance are often
surveyed, as was done with the 1992 Nicaragua tsunami (Baptista et al., 1993),
the 1998 Papua New Guinea tsunami (Lynett et al., 2003), the 2004 Indian Ocean
tsunami (Borrero et al., 2006; Synolakis and Kong, 2006; Shibayama, 2015) as well as
the 2011 Tohoku tsunami (Mori et al., 2011), just to name a few. These field surveys
provide valuable information on tsunami hazards and also provide useful benchmarks
for numerical models. In addition to the field surveys, satellite images have provided
detailed inundation maps and information of offshore wave heights. Comparing with
run-up heights and inundation distances of such surveys have often been the goal of
many NLSW models and Boussinesq models, see e.g. NLSW simulations by Titov
et al. (2005) and Tang et al. (2012) or the Boussinesq simulations by Løvholt et al.
(2012), Grilli et al. (2013), Park et al. (2015).
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There have, however, also been a big interest in trying to get a more fundamental
understanding of the run-up by using analytical methods, instead of merely repro-
ducing past events. The analytical study on run-up of long waves dates back to
Green (1838), who derived a solution for long linear waves propagating towards the
shore on a constant slope. His solution was, however, not valid at the shoreline
where the amplitude goes to infinity. The solution was extended by Lamb (1932),
such that it was valid at the shoreline, but still only for a constant slope. Keller
and Keller (1964) further extended the analysis and derived a solution for linear
waves propagating on an initial flat bed before running a constant slope. Carrier
and Greenspan (1958) derived the solution for non-linear waves propagating on a
constant slope. Later, Synolakis (1987) combined the non-linear solution of Carrier
and Greenspan (1958) with the linear solution of Keller and Keller (1964) at the toe
of the slope. In 2008, Madsen and Fuhrman (2008) extended the work of Synolakis
(1987), and formulated the solution for the run-up of sinusoidal waves in terms of
the surf similarity parameter. This gave run-up elevations and inundation speeds as
functions of the surf similarity parameter, and based on these expressions they were
able to offer a suggestion to why some beaches were more devastated than others
during the 2004 Indian Ocean tsunami. In a similar fashion Madsen and Scha¨ffer
(2010) derived analytical expressions for run-up elevations and inundation speeds
of both single waves, N-waves and sinusoidal waves, expressed in terms of the surf
similarity parameter. Their solutions assumed a linear wave at the toe of the slope
and satisfied the NLSW equations at the slope. These expression have been shown
to be able to accurate predict run-up in tsunami experiments (see e.g Goseberg
(2013) and Drahne et al. (2016)). More recently, Chan and Liu (2012) expanded
these solution to work for other general wave shapes.
Experiments regarding tsunami run-up, not using solitary waves, have been done
primarily using bores or with long wave experiments. Matsuyama et al. (2007) per-
formed a properly scaled tsunami experiment in their 200 m long wave flume. The
waves were sinusoidal and propagated first on a flat bed, before running up a con-
stant 1/10 slope and then finally another constant slope region, with slopes ranging
from 1/100–1/200. The waves, while propagating, developed into undular bores,
which shoaled and ultimately broke. In this study, however, they did not focus on
run-up height, but rather wave transformation, wave breaking and velocities during
breaking. To my knowledge, this is the first experiment of its sort where undular
bores show up in a run-up related tsunami experiment. Baldock et al. (2009) studied
the run-up of breaking tsunami fronts (using breaking bores) and came up with a
simple empirical relationship for the run-up height based solely on the bore height
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at the still water level. Using the pump driven wave generation approach described
in Goseberg et al. (2013), Goseberg (2013) studied the reduction in run-up heights
due to beach front developments. He found that, without structures on the beach
the analytical expression by Madsen and Scha¨ffer (2010) matched well the exper-
imental run-up heights. Furthermore, he found that buildings on the beach front
could reduce run-up height as well as draw-down speed significantly. Drahne et al.
(2016) also used the pump driven wave generation approach described in Goseberg
et al. (2013). They were able to generate properly scaled sinusoidally looking waves,
propagating on a constant depth running up different constant slope beaches. Their
experimental results matched well with the analytical run-up expressions derived
by Madsen and Scha¨ffer (2010). Charvet et al. (2013) performed long wave exper-
iments, using the method by Rossetto et al. (2011) to generate the waves. They
argued that the submerged part of the beach was a more appropriate parameter
than the water depth for the normalisation of the wavelength for wave classification.
Furthermore, they found that the run-up scaled with
√
A for very long waves, where
A is the amplitude of the incoming wave. In Schimmels et al. (2016) and Sriram
et al. (2016) waves propagated on a flat bed, before running up a 1/6 slope. Here the
run-up height was not measured, but they demonstrated the splitting of the wave
front into shorter waves, similar to Matsuyama et al. (2007), and they also showed
the wave reflection from the steep slope.
Numerically, NLSW models have been used a lot to simulate the run-up of tsunamis.
Titov and Synolakis (1997) simulated 1993 Hokkaido-Nansei-Oki tsunami using a
NLSW model, solving both horizontal directions. Their modelled inundation dis-
tances, run-up heights and inundation speeds matched well with field measurements.
They thus showed the potential of NLSW models in modelling propagation and in-
undation of tsunamis. Arcas and Titov (2006) simulated the 2004 Indian Ocean
Tsunami using the MOST code focusing on Sri Lanka. They demonstrated that the
code showed good agreement with measured surface elevation in offshore regions.
They were only able to show good agreement between modelled and surveyed arrival
times in one of the three surveyed sites, however. In contrast, the wave heights in
these sites still matched well. Tang et al. (2009) showed the ability to reproduce
well propagation and run-up of fourteen historical tsunamis. In Tang et al. (2012)
measurements from two DART buoys were used for quantifying tsunami energy and
the modelled inundation distances compared well with the measured for the 2011
Tohoku tsunami. The above mentioned NLSW studies are by no means exhaustive
and numerous additional studies exist (again see Levin and Nosov (2016)).
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The run-up process have also been studied using Boussinesq models. Madsen and
Fuhrman (2008) used the their high order Boussinesq model to simulate the run-
up of long sinusoidally shaped waves, and their numerical results matched well
their analytical solution. Løvholt et al. (2012) simulated the Tohoku tsunami, by
trying to reconstruct the earthquake. They came up with four different earthquake
scenarios, and found one of them to yield good comparison with field measurements,
and concluded that the model could be used for a rapid hazard assessment, as the
bathymetry used was rather coarse and based on freely available data.
Lynett and Liu (2005) studied landslide generated tsunami run-up process using a
Boussinesq model and came up with empirical expressions for the run-up height as
a function of non-dimensional slide thickness, front and back lengths of the slide,
the steepness of the slide, the aspect ratio of the slide, the specific gravity of the
slide material and finally the slope of the beach the tsunami is inundating.
Park et al. (2015) used the Boussinesq model COULWAVE by Lynett et al. (2002).
They compared their modelled run-up height with the analytical solution from Mad-
sen and Scha¨ffer (2010). In the non-breaking region very good agreement between
the modelled results and the analytical expression was achieved. They concluded,
however, that the breaking criterion from Madsen and Scha¨ffer (2010) was inac-
curate, and that the predicted run-up height, using this expression, would lead
underestimations of the run-up heights. They further argued, that the friction at
the bed could have potential impact on the run-up height, especially in relation
to when the waves would break. They showed that adding bed friction moved the
breaking to higher surf-similarity parameters. Furthermore, they argued, that the
idealistic case from Madsen and Scha¨ffer (2010) was not realistic, and employed a
compound setup, with a constant depth, followed by a constantly sloping offshore
region as well as another constantly sloping onshore region. They derived a new em-
pirical expression, which they showed compared well with field measurements from
the Tohoku 2011 tsunami. They argued that these expressions could work well to
estimate preliminary run-up heights, especially in situations where detailed topog-
raphy is not available. Other studies using Boussinesq models to simulate tsunami
run-up include Grilli et al. (2013) and Ioualalen et al. (2007)
CFD studies on tsunami run-up are few. Horrillo et al. (2006) simulated the propa-
gation of the Indian Ocean tsunami using both a NLSW model, a Boussinesq model
and a volume of fluid (VOF) - Reynolds-averaged Navier Stokes (RANS) model.
They concluded that for many practical purposes the NLSW models was sufficiently
accurate, but over long propagation distances dispersion became important, which
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only the Boussinesq and the RANS model could handle. Horrillo et al. (2006), how-
ever, did not go into details regarding the simulated run-up with the RANS model.
Biscarini (2010) first validated their VOF model against by comparing with video
sequences from an experimental landslide generated tsunami. She was subsequently
able to accurately predict the run-up height of the 1958 Lituya Bay (Alaska) land-
slide generated tsunami. Montagna et al. (2011) validated their CFD model (Flow
3D) with an experimental landslide generated tsunami. They concluded that the
model was able to accurate reproduce surface elevations near the generation as well
as in inundated areas, but did not proceed to simulate full-scale tsunami events.
Tomita and Takahashi (2014) used the STOC-IC model, developed by Tomita et al.
(2006). It solves the RANS equations, but the free-surface is solved for using the
depth-averaged continuity equation. This means that this model cannot handle wave
breaking, without a breaking criterion. They were able to accurately reproduce an
experiment where undular bores showed up at the tsunami wave front. Finally, Qu
et al. (2017) compared run-up of properly scaled tsunamis with those obtained us-
ing a solitary wave. They concluded, similar to many others, that there were great
differences between the solitary waves and the properly scaled tsunami waves.
Sediment transport and Boundary Layers
This section will describe the literature on tsunami induced sediment transport
and boundary layers. To structure the section, the processes are divided into local
processes, large scale processes and boundary layer dynamics.
Local processes
When the tsunami interacts with a structure, there will be a changed flow pattern
locally. Streamlines contracts, there will be stagnation point in front of the structure,
the structure can induce a down-flow and vortices can be shed from the structure.
All these effects, have an influence on the local bed shear stress, and thus sediment
transport, which can result in scouring around the structure. Scour is potentially
damaging, and was rated the most common failure mechanism of coastal structures
from the 2011 Tohoku tsunami event in the survey by Jayaratne et al. (2016). Other
surveys have been conducted focusing on scour. Fraser et al. (2013) reported tsunami
damages to coastal defences and buildings as a result of the 2011 Tohoku tsunami.
They showed both the importance of high vertical buildings for evacuation and also
showed large scouring around numerous buildings. Bricker et al. (2012) conducted a
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field study of scour depths measured on the landward side of seawalls and floodwalls,
as well as beside a building foundation footing, from the 2011 Tohoku tsunami.
They concluded that existing methods were not capable of accurately predicting
tsunami induced scour. Other field studies include Wilson et al. (2012), who studied
scour and deposition within harbors, and concluded that the tsunami currents were
magnified near the harbour entrance causing increased scouring. Around the edges
of the erosive current, however, sediment deposited.
Tsunami-induced scouring has also been investigated using experimental methods.
Chen et al. (2013) conducted an experimental study on tsunami-induced scour
around coastal roadways, and concluded that roads positioned half the inunda-
tion distance were most vulnerable. Furthermore, they concluded that the largest
scouring occurred at the seaward side. Chen et al. (2016) studied experimentally
the scour around a breakwater, but used CFD to visualize the flow field. The in-
coming waves were solitary waves, but the authors acknowledged that these did
not scale well. Wang et al. (2016) studied, both experimentally and numerically,
tsunami induced scour behind a seawall. They used an incompressible smoothed
particle hydrodynamics (ISPH) model, and coupled it with an erosion model. Their
incoming flow was simply a continuous overflow. They found that their numerical
model compared well with experiments and further concluded that there was a linear
relationship between overflow depth and scour depth on the lee-side of the wall.
Tsunami-induced scour around monopiles is an interesting topic on it own, as
monopiles can represent either bridge piers or offshore wind turbines. Tonkin et al.
(2003) studied the scour promoted by incident solitary waves around a cylinder on
a sloping beach, where the cylinder was mounted near the shoreline. They con-
cluded that the scouring at the front side of the monopile could be explained by
standard shear stress explanations, but that the rapid scouring on the backside was
primarily caused by the pore-pressure gradient doing back flow. Nakamura et al.
(2008) studied scour around a square pile induced by solitary and long waves. Here
the monopile was likewise standing onshore, and the waves were both breaking and
non-breaking. They concluded that the long waves resulted in significantly more
scour than the shorter solitary waves. The experiments by Tonkin et al. (2003) were
also simulated numerically using a NLSW model by Pan and Huang (2012), with
the intent of simulating tsunami-induced scour around bridge piers. The tsunami-
induced scour process around onshore monopiles has also been studied by by Shafiei
et al. (2015) and Lavictoire (2015) who used bores to represent the tsunamis and
both produced empirical formula for the prediction of the scour depth.
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As seen from the above, the number of studies on tsunami-induced scouring is rela-
tively low and many of the studies have used solitary waves, which do not scale well.
Furthermore, the above studies have all treated tsunami-induced scour around on-
shore monopiles, and to my knowledge no studies on tsunami-induced scour around
offshore monopiles exists.
Larger scale processes
As already mentioned, tsunamis can potentially course large scale beach erosion and
have a long standing effect on entire coastal regions. Following the recent tsunami
events, with the growth satellite images, estimating the impact of a tsunami event on
coastlines have become easier. In addition to this, many coast are frequently being
surveyed, and therefore knowledge about the pre tsunami coastal profile is available
in many places. In the Takata Matsubara area (Japan) it was reported that 90 %
of the beach disappeared during the Tohoku tsunami and it was estimated that the
total volume of morphological change in this area was 1.9 x 106 m3 (Yamashita et al.,
2016). Before and after satellite images of the beaches of Banda Aceh (Indonesia)
from the 2004 Indian Ocean tsunami likewise show large scale erosion, with the
coast locally retracting up to 200 m (Paris et al., 2009; Borrero et al., 2006). In
Udo et al. (2016), changes in the topography before and after the Tohoku tsunami
attack, was reported of the Rikuzen-Takata Coast. In some places more than 6 m
of sand in the vertical was eroded. Additionally, their study showed, that sediment
transported by the backwash of the tsunami, deposited on the shoreward side of the
breakwaters, which then hindered transport further out to sea. Despite this natural
beach recovery had not taken place to any significant degree, however. In Kuriyama
et al. (2014) the beach profile change at Hasaki due to the Tohoku tsunami was
recorded. Here, interestingly, the beach profile was measured a mere 6 hours before
the tsunami hit, and likewise only three days after the tsunami. The beach profile
change at Hasaki was not very significant, and this demonstrates the variety in
effect the same tsunami can have on different beaches. Some surveys also focus on
measuring sediment deposits left by the tsunami see e.g. Dawson and Shi (2000),
Kato et al. (2012) or Paris et al. (2009).
There is large research branch focusing on estimating tsunami characteristics from
sediment deposits, and for the remainder of this thesis, I will refer to this branch
as paleo tsunami research. Establishing relationships between tsunami deposits and
tsunami hydrodynamics can make it possible to better asses past tsunamis, both
in terms of recurrence and strength. The paleo tsunami research generally focus
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either on forward modelling or inverse modelling. With the forward models the
hydrodynamics and resulting sediment transport is solved for, and the modelled
deposits are then compared with measured deposits. The models used here, are
often NLSW models, and the research related to these will be discussed later in this
section. The inverse models, on the other hand, starts with the sediment deposits
an attempts to reconstruct the tsunami. Many different inverse models exists, and
for a more complete overview please see Sugawara et al. (2014a). The simplest
inverse model, is probably the model by Moore et al. (2007). Here, the minimum
friction velocity required to move the largest grains in the deposit is first determined.
Second, by assuming that the particles travel in suspension, are not re-suspended
and that the large particles are present near the surface, an equation for the travel
time of a particle is derived. This together with ”law of the wall” equation gives
two equations with two unknowns, namely the water depth and the mean velocity.
Another model was proposed by Soulsby et al. (2007). In this model it is assumed
that there is a linear relationship between the decreasing mean grain size of the
tsunami deposits and the increasing distance inland (normally referred to as inland
fining). In this model all particles likewise travel in suspension, and re-suspension of
particles are not possible. Jaffe and Gelfenbuam (2007) developed a model, which
was based on the observation that deposits normally fine upwards (i.e. smaller grain
sizes in the upper layers of the deposit). Their idea was that sediment in suspension
is in equilibrium with the tsunami hydrodynamics, and when the tsunami slows,
the sediment deposits. This model use expressions for turbulence profiles, sediment
distribution profiles and further assumes no sediment transport during the tsunami
backwash. Such models described above have been used to some degree, and with
reasonably success, to predict tsunami characteriscs of recent tsunamis, see e.g. Jaffe
and Gelfenbuam (2007), Spiske et al. (2010) and Sugawara et al. (2014a).
Experiments involving tsunami induced sediment transport on beaches are few.
Chen et al. (2012) studied the beach profile change made by N-waves. Their waves
were, however, as also recognized by the authors themselves, too short. They con-
cluded that no significant erosion occurred during wave breaking and run-up, but
rather during draw-down. Yamaguchi and Sekiguchi (2015) studied experimentally
sediment deposits using different size tsunamis and different topographies. They
concluded that the total amount of sediment deposited, depended on the tsunami
magnitude, but that the thickness of the deposit, in any one given spot, did not
show the same dependence. This illustrates the difficulty in extracting information
of the tsunami kinematics from a sediment deposit. In an attempt to contribute to
the paleo tsunami research, Johnson et al. (2016) studied deposits left by a breaking
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bore and concluded that an existing advection-settling model was able to predict
flow depths within a factor two and velocities within a factor 1.5, thus showing a
reasonable performance of one of the paleo tsunami inverse models. Yoshii et al.
(2017) studied experimentally tsunami deposits in their 205 m long flume. They
concluded that the majority of the deposits came from the onshore flow. The re-
turn flow created seaward fining, something contrary to many paleo tsunami inverse
models, a point also made by Paris et al. (2012).
In addition to the field surveys, the majority of the research, involving tsunami-
induced sediment transport, at a larger scale, have been made using NLSW models.
The accurate modelling of tsunami-induced sediment transport and morphology
seem to have two different end goals (though they are naturally related). One is to
better be able to predict sediment deposits, which in turn will improve the ability to
estimate wave characteristics of historic tsunamis based on sediment deposits (i.e.
the forward models of the paleo tsunami research). The second is, to be able to
better predict the impact of a tsunami attack on the coast. The NLSW models can
either be depth-averaged (this is most common), in this case they are referred to
as two-dimensional horizontal models (2DH) or they can be three dimensional, by
resolving the vertical with a number of layers. To save computational time, however,
often these three dimensional models are used only two dimensionally and become
two-dimensional vertical (2DV) models.
Li et al. (2012b) coupled the the 2DH COMCOT model from Liu et al. (1998),
traditionally used for tsunami simulations, with the sediment transport module of
the open source code XBeach. The sediment transport was based on the depth
averaged advection-diffusion equation and it seems that bed load transport in their
study was neglected. The estimated bed shear stress was based on a spatially varying
Manning coefficient. They demonstrated, that their new coupled model, COMCOT-
SED, gave quantitative similar predictions on sediment deposits to measured data
from the 2004 Indian Ocean tsunami. Using the same model, Li et al. (2012a)
studied six different rupture scenarios, focusing on the impact of different ruptures
on inundation as well as tsunami-induced sediment transport and morphology, for
the city of Painan (Indonesia). Considering specifically two scenarios, they showed
that a positive leading wave would cause erosion near the shore and create a large
sandbar offshore. Furthermore, the positive leading wave was shown to deposit
some sand inland. A leading depression tsunami, on the other hand, would cause a
sandbar even further offshore, due to the back flow of the leading depression, and
not deposit significant amounts of sand inland. They concluded that these findings
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could potentially be useful for the paleo tsunami research community. Ontowirjo
et al. (2013) also used the base COMCOT code from Liu et al. (1998), and coupled
it with sediment transport calculations to estimate coastal erosion and deposition in
Lhoknga (Indonesia) during the Indian Ocean tsunami. Their sediment transport
calculations included both bed load and suspended load formulations. The latter
was solved through the advection-diffusion equation for sediment concentration. In
general, their computed deposit thickness, compared well with measured deposits
from Paris et al. (2009). They further concluded that a majority of the deposit came
from bed load, which might challenge some of the most well known inverse models
only focusing on suspended load.
Sugawara et al. (2014b) used the 2DH TUNAMI-N2 code by Goto and Ogawa
(1997) coupled with a sediment transport model, to simulate sediment transport by
the Tohoku tsunami at Sendai. The sediment transport consisted of bed load and
suspended load formulations, and the suspended load was calculated using a depth-
averaged advection equation. Similar to other studies, Sugawara et al. (2014b) used
a Manning coefficient for the calculation of the bed shear stress. They concluded
that the simulated deposits corresponded well with the measured. They further con-
cluded that the sediment transport and deposition was very dependent on structures
such as dikes or roads. Yamashita et al. (2016) also used the TUNAMI-N2 code,
this time to simulate large scale sediment transport caused by the Tohoku tsunami
inside the Hirota Bay. They concluded that their model was able to give similar
results for erosion and deposition as the field survey by Kato et al. (2012). In addi-
tion, they compared their computed suspended sediment transport fields with aerial
videos of the tsunami. Here, large sediment clouds were clearly visible, and the
modelled results showed good qualitative agreement with the videos. This is an in-
novative and interesting way of comparing the numerical results with actual tsunami
events. Interestingly, they also found that the instantaneous change in morphology
affected the run-up process. They showed that with morphological modelling the
dikes were eroded, causing the tsunami to inundate further, compared to a model
not computing sediment transport and morphology.
In Kuriyama et al. (2014) the one layer hydrostatic version of the STOC code was
used to simulate the morphological development at Hasaki from the Tohoku tsunami
in 2011, and modelled results were compared with detailed field measurements. The
profile change here was, as already mentioned, not large, and the model in general
predicted profile changes of the right order of magnitude. In many cross shore
positions the sign, i.e. erosion versus deposition, was wrong, however.
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Apotsos et al. (2011a) validated that the Delft3D model could be used to simulate
tsunami induced sediment transport processes. The Delft3D model was used as a
2DV model, and the vertical was divided into 10 layers. Furthermore, the model
used a k−  turbulence model for closure. Their model included both bed load and
suspended load formulations, it included hindering settling due to high concentra-
tions as well as the possibility off using several different grain sizes. This model
thus includes more relevant physical processes than many of the previous models.
Their results generally compared within a factor two of measured deposit thickness
at Kuala Meurisi (Indonesia), which can be considered a reasonable success in my
opinion. Apotsos et al. (2011c) used the same model and studied sediment transport
and morphology using both a measured topography as well as idealized topographies.
They concluded, that some sediment is eroded by the wave front, but that majority
of sediment transport occur due to the long backwash. This is in contrast to one
of the main assumptions of the inverse models. They further found that deposited
sediment fines landward as well as upward within the deposit. Finally, again using
Delft3D, Apotsos et al. (2011b) compared simulated results with field measurements
in Fagafue Bay on American Samoa and concluded that sediment supply and steep
onshore topography limited the sediment deposits. This, they stated, has not been
accounted for in previous paleo tsunami research studies.
The numerical models above, have all used the assumption of logarithmic velocity
profiles or a Manning coefficient, to calculate the bed shear stress, which drives the
sediment transport. Furthermore, the suspended load has in most of the studies
been based either on a depth averaged equation or idealised suspended sediment
transport profiles extending all the way to the free-surface. Due to the very limited
number of studies on tsunami-induced boundary layers, it is however not known
how well these approximations work, in such instances.
Boundary layers
Research on the actual physics of tsunami-induced boundary layers are, to the best of
my knowledge, limited to the field measurement by Lacy et al. (2012), the numerical
study by Williams and Fuhrman (2016) and the numerical study by Tanaka et al.
(2016).
Lacy et al. (2012) showed that the tsunami induced boundary layers of the 2010
Chilean tsunami did not span the entire depth though spanning significantly more
than standard wave-induced boundary layers. The velocity profiles inside the bound-
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ary layer were shown to be reasonably captured by a logarithmic distribution during
peak flow. In Lacy et al. (2012)’s results the velocities led the surface elevations with
90◦, something that was explained by friction terms effect on the momentum bal-
ance. This explanation does not fully convince me, however. Furthermore, it was
demonstrated that the tsunami was able to move sediment, although it did not have
a huge influence on suspended sediment transport, as the wind waves present where
larger than the tsunami.
In a one dimensional vertical (1DV) RANS model Williams and Fuhrman (2016)
simulated a series of tsunami-scale boundary layers. Their study, was limited to the
offshore region to prevent the boundary layer being depth limited, and the driving
tsunami signal was treated as a time varying current. Williams and Fuhrman (2016)
simulated the boundary layers beneath three types of idealized tsunami signals,
namely single waves, N-waves and sinusoidal waves. They performed simulations
for a wide range of roughnesses and tsunami amplitudes and proposed formulas for
predicting boundary layer thicknesses and friction factors. They emphasized that the
tsunami-induced boundary layers are both current-like due to their long duration,
but also wave-like, in the sense that they are unsteady and that the boundary layer
may not span the entire water depth, similar to that observed by Lacy et al. (2012).
In an attempt to combat the uncertainties of the NLSW models regarding the bed-
shear stress, Tanaka et al. (2016) simulated tsunami run-up with a NLSW model
coupled with a RANS model for describing the boundary layer. They showed this
gave different shear stress approximations compared to those predicted using a Man-
ning coefficient. Only the coupled model was able to capture the high stress related
to the tsunami front. It is, however, unclear how they coupled the NLSW model
and the RANS model. Despite this, it is an interesting attempt to remedy some of
the uncertainties with the NLSW models in regards to bed shear stresses.
1.3 Problem statement
As could be gathered from the description of the literature on tsunami research, the
generation, propagation, run-up and inundation of tsunamis, have received consider-
able attention in the past. The resulting interaction with the seabed, i.e. boundary
layer dynamics, local scour, large scale erosion and deposition, have received con-
siderably less attention. This is natural and warranted, since the run-up stage can
potentially results in a large number of fatalities. As a result of the limited amount of
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research, however, present understanding of how a tsunami interacts with the seabed
can still be improved. Furthermore, each of the commonly used methods described
in the previous section have challenges or shortcomings in filling this knowledge gap.
Experimentally, the largest challenge is the large scales involved. The full-scale
tsunami wave lengths span several kilometres and the periods are in the order of
minutes to hours rather than seconds. These scales are very difficult to reproduce
in a properly scaled experiment. As Jiang et al. (2015) even stated: ”both the
length and time scales of an actual tsunami wave cannot be down-scaled in wave
flume experiments according to the Froude similarity law.” This is a rather bold
statement, as some properly scaled experiments do exist. These studies, however,
still suffer from spatial limitations. The studies by Schimmels et al. (2016) and
Sriram et al. (2016) could only employ a steep 1/6 slope if the flume should contain
the entire wave length. Their flume, approximately 300 m long, is much longer than
typical wave flumes. In the studies using a pump to drive the flow the flumes were
too short to house the entire tsunami, thus making it difficult to study the e.g.
interaction between incoming and reflected waves.
Surveys, in general, have provided very useful knowledge on the effect of a tsunami,
but provide little in understanding of the detailed physics of the tsunami. Fur-
thermore, these surveys are primarily carried out inland, and therefore there is no
knowledge on e.g. scouring around offshore structures.
As an alternative to experiments and surveys, NLSW models and Boussinesq models
have been used. These, in general do a good job on tsunami propagation but, as
already mentioned the NLSW models cannot handle dispersion, and both types
of models rely on breaking criteria, as well as simple assumptions in relation to
boundary layers and bed shear stresses. These assumptions might work well, but
until detailed knowledge of the tsunami-induced boundary layers is gained, this
cannot be known.
With the increased computational power, CFD models can, potentially, be used
to study tsunami-seabed interactions. Such models have the ability to resolve the
tsunami-induced boundary layers and solve for the resulting sediment transport,
and can likewise describe physical dispersion and properly resolve wave breaking.
CFD models can therefore be used to create fundamental new insights, which are
otherwise very difficult to obtain. Simulating either local scour processes or the
entire run-up process is, however, still computationally very heavy, and therefore it
is imperative that simpler models be developed, either as simple empirical relations
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or through the adaptation in simpler less computationally heavy numerical models.
This has prompted the following overall research question:
How can numerical and experimental methods be improved and used to increase
fundamental knowledge about tsunami-seabed interactions involving local scour,
run-up behaviour, boundary layers and bed shear stresses, enabling an improved
ability to predict these processes through simple empirical relations or the adap-
tation in potential flow models?
This overall research question will be answered through four specific research ques-
tions:
RQ 1) How can tsunami-induced scour around offshore monopile foundations
be studied, characterized and predicted?
RQ 2) How can current VOF and RANS models be used and modified to enable
accurate simulations of the run-up of a tsunami event?
RQ 3) What characterizes the tsunami run-up processes, and what is the im-
portance of the ”shorter” waves, sometimes riding on the tsunami front, on
run-up height, inundation speed and local flow velocities?
RQ 4) What are the characteristics of tsunami-induced boundary layers, bed
shear stresses and resulting sediment transport beneath shoaling, inundating
and retreating tsunamis and how can the boundary layer thickness and bed
shear stress be predicted as well as included in potential flow models?
1.4 Outline
This thesis is presented as a collection of papers. Each following chapter is therefore
a paper in its own. The status of each paper is indicated on title page before each
chapter.
The first two papers (Larsen et al., 2017, 2018a), presented in Chapters 2 and 3,
both involve tsunami-induced scour around offshore monopile foundations and are
targeting directly RQ1. Chapter 2 is a purely numerical study, whereas Chapter 3
is primarily experimental.
In Chapter 2, the sediMorph code, originally developed by Jacobsen et al. (2014),
is used. This code is implemented in the open source software OpenFOAM and is a
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fully coupled, hydrodynamic, sediment transport and morphologic model. It is well
validated and well tested. It has been used to simulate breaker bar development by
Jacobsen et al. (2014), pipeline scour processes by Fuhrman et al. (2014), Larsen
et al. (2016) and Bayraktar et al. (2016) as well as monopile scour processes by
Baykal et al. (2015) and Baykal et al. (2017).
Building on the study by Williams and Fuhrman (2016) describing tsunami-induced
boundary layers as both current-like and wave-like, the tsunami scour process is stud-
ied by treating the tsunami as a sinusoidally time varying current. This approach
enables saving computational power, as the effects associated with the free-surface
can be neglected, and the scour process is studied entirely from a near-bed perspec-
tive. In this paper the details of the tsunami-induced scour process are discussed.
Based on the simulated results, a simple engineering model, capable of predicting
the time varying tsunami-induced scour depth, is proposed.
In Chapter 3, the tsunami-induced scour process is studied experimentally. Here,
similar to the previous chapter, the tsunami is treated as a time varying current.
This enables the use of a pump to drive the flow. In this paper a single wave
is used, rather than the sinusoidal wave used in the previous chapter. Final bed
profiles are obtained by scanning the bed around monopile, and the time varying
scour development is captured by a camera mounted inside the monopile. Detailed
knowledge of the scour process obtained from the experiments are compared to the
findings from the first paper (Chapter 2), and the simple engineering model for
predicting tsunami-induced scour, previously proposed, is further generalized.
Papers three and four (Larsen et al., 2018b; Larsen and Fuhrman, 2018c), presented
in Chapters 4 and 5, both target RQ2. The findings from these papers are not
directly limited to tsunami research, but can rather be seen as methodological con-
tributions to VOF and RANS models’ general ability to simulate free-surface waves.
In Chapter, 4 the simulations are purely laminar, and the ability of the widely used
OpenFOAM solver, interFoam, to accurately simulate propagating waves, is assessed.
The simulations are performed using a laminar model, as it can be considered a pre-
requisite for any numerical model to be able to accurately simulate laminar waves,
before solving the more complex turbulent situations like wave-induced boundary
layers or wave breaking. It is shown that with the standard set-up, interFoam does
not do a particularly good job in accurately propagating waves. In this chapter, the
effects of spatial and temporal resolution, as well as discretization practises are dis-
cussed in detail, and it is shown, that the performance of interFoam can be improved
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significantly. Furthermore, the performance the new solver, interFlow, is also com-
pared to interFoam. interFlow is based on the algorithm isoAdvector, developed
by Roenby et al. (2016). Despite a slightly better performance, interFlow is not
used in the subsequent chapters. There are two reasons for this. First, interFlow
only performed significantly better than interFoam when the discretization schemes
were carefully tuned to give, what is referred to in the chapter as, ”a diffusive bal-
ance”. As stated in the chapter, it is not known how well this diffusive balance will
work in a more complex situation involving e.g. wave breaking. Second, interFlow
cannot handle moving meshes, and will therefore not be able to be used for mor-
phological simulations. Though morphological simulations using interFoam were
not performed in the present thesis, it was originally a goal, and is likewise a target
for future research. Therefore, ensuring best possible performance of interFoam is
desirable and continuing with interFoam was preferred.
In Chapter 5, a long-standing instability problem originally described by Mayer
and Madsen (2000) for two-equations RANS models, when applied to free-surface
waves, is solved. In past RANS simulations of free-surface waves, both breaking
and non-breaking, there have been a collective tendency to overestimate turbulence
levels. This tendency has often been most pronounced prior to breaking. This
is most probably due to the instability problem, identified by Mayer and Madsen
(2000), which cause un-physical production of turbulence and eddy viscosity beneath
potential flow waves. The problem is treated analytically, and the unstable growth
rates of commonly used turbulence models are derived. In this paper we show
how standard turbulence closures can be stabilized. We demonstrate that only the
stabilized versions of the turbulence models are able to propagate waves over long
distances without a non-physical decay in the wave heights, otherwise experienced
with standard turbulence closures. Initially non-breaking waves are considered, as it
can be considered a pre-requisite for any turbulence model used to simulate waves,
that it can handle the simple non-breaking propagating waves. In this chapter
the performance of the stabilized and standard turbulence models are subsequently
compared to a breaking wave experiment, and it is shown that only the stabilized
models can predict low levels of turbulence pre-breaking, and maintain a correct
undertow profile from the pre-breaking region to the outer surf zone.
Chapters 4 and 5 can be considered necessary methodological developments before
accurate tsunami run-up simulations could be performed using a VOF-RANS model.
These chapters can also be considered additional validation cases for Chapters 6 and
7, though these chapters contained separate validation cases.
25
CHAPTER 1. INTRODUCTION
To supplement, Chapter 5, at the end of the thesis an appendix is added (Chapter 9).
This includes the simulated results of the plunging breakers experiment of Ting and
Kirby (1994). In Chapter 5, the modelled results were only compared to the spilling
breakers experiment of Ting and Kirby (1994). The reason for this was, that an
additional case, would not add anything new in relation to the instability problem.
For the present thesis, the simulation of the plunging breakers can, however, be used
to further qualify the chosen value of one of the turbulence model’s stress limiters.
Paper five (Larsen and Fuhrman, 2018a), presented in Chapter 6, directly targets
RQ3. This paper presents numerical simulations of full-scale tsunamis propagating
on a flat bed before running up a constant slope region. In this paper both single
waves and N-waves are considered, and the slopes are systematically varied. Three
previously observed run-up types are identified in the simulations, and an additional
run-up types is likewise identified. The detailed physics of each of these run-up types
are discussed, and it is likewise discussed in which situations the different run-up
types might occur. Additionally the influence of the smaller waves, riding on the
much longer main wave, on the run-up height, inundation speed and flow velocity
is discussed.
Paper six (Larsen and Fuhrman, 2018b), presented in Chapter 7, directly answers
RQ 4. This paper presents result from the same simulations as Chapter 6, but
with a special focus on the boundary layer dynamics, resulting bed shear stresses
and implications for sediment transport. By studying spatial distribution of Shields
parameters and Rouse numbers conclusion regarding sediment transport are made,
and some of the assumptions of the inverse paleo tsunami models are discussed.
Additionally, a detailed discussion of the tsunami-induced boundary layers beneath
both shoaling and inundating tsunami is performed. A formula for predicting the
tsunami-induced time varying boundary layer thickness is proposed and an engineer-
ing model for predicting time varying friction velocity beneath tsunamis is likewise
proposed. Both the engineering model for the friction velocity and the expression
for predicting the boundary layer thickness are formulated such that they can easily
be implemented in potential flow models.
Finally, in Chapter 8 the conclusions of the thesis is presented, and answers to each
of the specific research questions are given.
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Tsunami-induced scour around
monopile foundations
This Chapter has been published as:
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scour around monopile foundations. Coastal Engineering 129: 36-49. doi: 10.1016/
j.coastaleng.2017.08.002.
27
Tsunami-induced scour around monopile foundations
Bjarke Eltard Larsen a,*, David R. Fuhrman a, Cüneyt Baykal b, B. Mutlu Sumer a,1
a Technical University of Denmark, Department of Mechanical Engineering, Section of Fluid Mechanics, Coastal and Maritime Engineering, DK-2800, Kgs. Lyngby,
Denmark
b Middle East Technical University, Department of Civil Engineering, Ocean Engineering Research Center, Dumlupinar Blvd., 06800, Cankaya, Ankara, Turkey
A R T I C L E I N F O
Keywords:
Tsunamis
Scour
Monopiles
Morphology
Computational Fluid Dynamics
Turbulence modelling
A B S T R A C T
A fully-coupled (hydrodynamic and morphologic) numerical model is presented, and utilized for the simulation of
tsunami-induced scour around a monopile structure, representative of those commonly utilized as offshore wind
turbine foundations at moderate depths i.e. for depths less than 30 m. The model is based on solutions to
Reynolds-averaged Navier-Stokes equations, coupled with two-equation k ω turbulence closure, with additional
bed and suspended load descriptions forming the basis for sea bed morphology. The model is ﬁrst validated for
ﬂow, bed shear stresses, and scour within a steady current, where a generally excellent match with
experimentally-based results is found. A methodology for maintaining and assessing hydrodynamic and
morphologic similarity between ﬁeld and (laboratory) model-scale tsunami events is then presented, combining
diameter-based Froude number similarity with that based on the dimensionless wave boundary layer thickness-to-
monopile diameter ratio. This methodology is utilized directly in the selection of governing tsunami wave pa-
rameters (i.e. velocity magnitude and period) used for subsequent simulation within the numerical model, with
the tsunami-induced ﬂow modelled as a long sinusoidally-varying current. The ﬂow, sediment transport, and
scour processes beneath up to ten tsunami waves are simulated in succession. These illustrate a generally accu-
mulative scour process i.e. a relatively rapid scour induced by the leading wave, with an additional build-up of the
scour depth during additional trailing waves. The resulting scour seems to approach an equilibrium value after
sufﬁcient time duration, which corresponds reasonably to that predicted by existing steady-current scour depth
expressions, after accounting for the ﬁnite boundary layer thickness induced by the unsteady tsunami wave, i.e. it
is important to incorporate both current-like, as well as wave-like aspects of the long tsunami event. Based on the
simulated results, a simple methodology for predicting the tsunami-induced scour depth in engineering practice is
ﬁnally developed. This methodology is demonstrated to match the predicted scour development for all of the
simulated ﬂows considered, ranging from the series of transient tsunami waves to the steady-current limit.
1. Introduction
Tsunamis are long waves, typically having periods the order of mi-
nutes to hours, that are generated by sudden motions of the sea bed e.g.
due to undersea earthquakes or landslides. When such waves approach
and/or reach the shoreline, they are potentially catastrophic, as has been
well documented e.g. in the recent tsunami event that occurred in the
Indian Ocean (2004), as well as in the Tohoku tsunami off the coast of
Japan (2011).
While the run-up, inundation, and destructive potential of tsunami
events has received considerable attention in the literature, the associ-
ated interaction with the sea bed i.e. boundary layer dynamics, induced
sediment transport, and resultant sea bed morphology, have received
relatively little speciﬁc attention. Such issues and processes are impor-
tant, however, both in assessing potential larger scale deposition and
erosion in affected coastal regions, as well as in understanding smaller
scale erosion, such as tsunami-induced local scour around coastal and
offshore structures (e.g. monopiles, piers, pipelines, and breakwaters),
which can potentially contribute to their failure. (Williams and Fuhrman,
2016) simulated a series of tsunami-scale boundary layers, emphasizing
that they may be both current-like due to their long durations, but also
wave-like, in the sense that they are unsteady and that the boundary layer
may not span the entire water depth. This assertion is likewise consistent
with ﬁeld measurements of (Lacy et al., 2012). Studies investigating
tsunami-induced scouring around coastal and offshore structures in any
context are few, but include e.g. (Wilson et al., 2012), who studied
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sediment scour and deposition within harbors; (Chen et al., 2013), who
studied tsunami-induced scour at coastal roadways; and (Bricker et al.,
2012), who conducted a ﬁeld study of scour depths measured on the
landward side of seawalls and ﬂoodwalls, as well as beside a building
foundation footing, from the 2011 Tohoku tsunami. Experimental in-
vestigations on the tsunami-induced scour speciﬁcally around monopiles
are seemingly limited to that of (Tonkin et al., 2003), who studied the
scour promoted by incident solitary waves around a cylinder on a sloping
beach, where the cylinder was mounted near the shoreline and to
(Nakamura et al., 2008) who studied scour around a square pile induced
by solitary and long waves. The experiments by (Tonkin et al., 2003)
were also simulated numerically using a nonlinear shallow water model
by (Pan and Huang, 2012), with the intent of simulating tsunami-induced
scour around bridge piers. At this point it is worth emphasizing that
studying tsunamis as solitary waves does not allow for their effective
period and wave amplitude to be determined independently, and as a
result the solitary wave duration is likely too short to represent
geophysical tsunami events (see e.g. the discussion of (Madsen
et al., 2008)).
As seen from the above, most of the works considering the general
topic of tsunami-induced scour have only recently been published i.e. in
the past few years. Hence, a detailed understanding of the underlying
processes, as well as general structure vulnerability, is presently lacking.
The present study aims to further the understanding of tsunami-induced
scour, by numerically investigating tsunami-induced ﬂow and scour
processes around a monopile structure, representative of those
commonly utilized as offshore wind turbine foundations.
While the scour aroundmonopiles due e.g. to waves and tidal currents
has been extensively studied (see e.g. (Sumer and Fredsøe, 2002)), the
potential scour around offshore wind turbine foundations induced by
tsunami attack has not been previously studied, either experimentally or
numerically. To ensure proper design, it is therefore important that a
detailed understanding of the potential tsunami-induced scour around
such structures be improved.
2. Hydrodynamic and turbulence model description
In this section the hydrodynamic model is presented. The ﬂow is
simulated by solving the incompressible Reynolds-averaged Navier-
Stokes equations (RANS) and the continuity equation, coupled with a
two-equation k-ω turbulence model for closure. The continuity equation
and the RANS equations are, respectively, given in (1) and (2):
∂ui
∂xi
¼ 0; (1)
∂ui
∂t
þ uj∂ui∂xj ¼ 
1
ρ
∂p
∂xj
þ ∂
∂xj

2νSji þ τij
ρ

; (2)
where ui are the mean components of the velocities, xi are the Cartesian
coordinates, p is the pressure, t is the time, Sij is the mean strain rate
tensor given by
Sij ¼ 12

∂ui
∂xj
þ ∂uj
∂xi

; (3)
and τij is the Reynolds stress tensor, which is expressed according to the
Boussinesq approximation
τij ¼ u0iu0j ¼ 2νTSij 
2
3
kδij: (4)
Here the overbar signiﬁes time (ensemble) averaging, νT is the eddy
viscosity, δij is the Kronecker delta, and
k ¼ 1
2
u0iu0i (5)
is the turbulent kinetic energy density. In the above a prime superscript
denotes turbulent (ﬂuctuating) velocity components. To achieve
closure, the k-ω turbulence model by (Wilcox, 2006, 2008) will be uti-
lized. This model includes the following transport equations for the
turbulent kinetic energy density k and the speciﬁc dissipation rate ω:
∂k
∂t
þ uj ∂k∂xj ¼ τij
ui
xj
 βkωþ ∂
∂xj

νþ σ k
ω

∂k
∂xj

; (6)
∂ω
∂t
þ uj∂ω∂xj ¼ α
ω
k
τij
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∂xj
 βω2 þ σd
ω
∂k
∂xj
∂ω
∂xj
þ ∂
∂xj

νþ σ k
ω

∂ω
∂xj

: (7)
The closure coefﬁcients are given as α ¼ 0.52, β ¼ 0:078, β ¼ 0:09,
σ ¼ 0:5, σ ¼ 0:6, σdo ¼ 0:125, and
σd ¼ H

∂k
∂xj
∂ω
∂xj

σdo (8)
where Hð⋅Þ is the Heaviside step function, which takes a value of unity if
the argument is positive and zero otherwise.
In this model the eddy viscosity, which is present in the Reynolds
stress tensor via the Boussinesq approximation, is given by
νT ¼ k
~ω
; (9)
with ~ω deﬁned according to:
~ω ¼ max
"
ω;Clim
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2SijSij
β
s #
; (10)
where the second part of the expression is a stress limiting feature,
with Clim ¼ 7=8.
The computational domain is discretized into ﬁnite volumes of
quadrilateral blocks in varying shapes and dimensions. Fig. 1 shows an
example computational mesh typical of that used for the forthcoming
scour simulations, which consist of two steady current validation simu-
lations and two tsunami scour simulations. The computational domain,
unless stated otherwise, has the following dimensions: length, l ¼ 20D,
width, w ¼ 15D, and height, h ¼ 2D, in which D is the monopile diam-
eter. The total number of cells comprising the computational domains
utilized is 170,496 with the near-bed cells having a height OðdÞ, in which
d is the grain size. The monopile is located at the center of the domain
ðx; yÞ ¼ ð0;0Þ. It is emphasized that considerable effort has been put into
optimizing the computational mesh for convergence while at the same
time keeping the computational time affordable. The length of 20D for
the tsunami simulations is justiﬁable as is it sufﬁcient to simulate steady
current scour, which can be viewed as the inﬁnite period limit for waves,
see the forthcoming validation in Section 5.
2.1. Boundary conditions
The boundary conditions for the hydrodynamic model are as follows:
The friction wall boundaries, that is the monopile and the seabed, will
have a no-slip condition imposed such that velocities are zero. The top
boundary will be modelled as a frictionless lid meaning that vertical
velocities are set to zero, and horizontal velocities and scalar hydrody-
namic quantities have zero vertical gradient. This means that the top
boundary does not represent the free surface of tsunami waves and the
simulations are performed as single-phase simulations. As described in
(Roulund et al., 2005) this is reasonable provided that the depth based
Froude number Frh is sufﬁciently small. In the simulated tsunami cases
Frh ¼ Um=
ﬃﬃﬃﬃﬃ
gh
p  0:2, where Um is the velocity magnitude beneath the
tsunami waves. In the two steady current validation cases to be shown
later Fr ¼ U= ﬃﬃﬃﬃﬃghp ¼ Oð0:4Þ which is slightly larger, but not radically
different, than O(0.2) where (Roulund et al., 2005) showed that there
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was negligible free surface effect. Similar conditions were considered by
(Baykal et al., 2015). Therefore the ﬂows considered will be fairly well
represented in the lid simulations although some variations can occur in
the two steady current cases such as the absence of a ﬂow in the radial
direction, caused, otherwise, by the head difference between the surface
elevation in front and at the side edge of the monopile. It is emphasized
that the two steady current cases are performed primarily to validate the
model's ability to capture the isolated effect of the limited boundary layer
thickness on the scour depth, which is ideally accomplished using the
rigid lid.
The bottom and the monopile surface are modelled utilizing a
generalized wall function approach. The friction velocity is determined
from the tangential velocity at the nearest cell center, based on the proﬁle
of (Cebeci and Chang, 1978):
u
Uf
¼ 2∫ yþc0
dyþ
1þ
h
1þ 4κ2yþ þ Δyþcc2Ci1=2
; (11)
C ¼ 	1 exp yþ þ Δyþcc
252; (12)
Δyþcc ¼ 0:9
 ﬃﬃﬃﬃﬃ
kþs
q
 kþs exp

k
þ
s
6

; (13)
who generalized the van Driest (van Driest, 1956) proﬁle to incorporate
potential roughness effects, with yc ¼ Δy=2 being the normal distance
from the wall to the cell center, whereΔy is the thickness of the near wall
cell, ks ¼ 2:5d is Nikuradse's equivalent sand roughness and yþc ¼ ycUf =ν.
The boundary conditions for k and ω are then as described by (Fuhrman
et al., 2014)
k
U2f
¼ min
(
AΔyþ2c ;
1ﬃﬃﬃﬃﬃ
β
p
)
; (14)
ων
U2f
¼ max
(
B
Δyþ2c
;
1ﬃﬃﬃﬃ
β
p
κΔyþc
)
: (15)
The ﬁrst arguments in these functions ensure that these variables follow
their proper scaling k  y2 and ω  1=y2 for near wall cells within the
viscous sub-layer (see e.g. (Wilcox, 2006)). The values A ¼
1=ðδþ2 ﬃﬃﬃﬃﬃβp Þ ¼ 0:02466 and B ¼ δþ=ð ﬃﬃﬃﬃﬃβp κÞ ¼ 96:885 are utilized,
which ensure a continuous transition to the (fully-turbulent) second ar-
guments at Δyþc ¼ δþ, where δþ ¼ 11:626 is taken as the viscous
sub-layer thickness (in dimensionless wall coordinates). At the bottom
and the monopile surface the eddy viscosity is not calculated from (9),
but is instead calculated from
U2f ¼
τb
ρ
¼ ðνþ νTÞ dUdz : (16)
Following (Larsen et al., 2016), the ﬂow is driven by a Dirichlet
condition i.e. the velocity is speciﬁed at the left-hand inlet boundary,
which comes from a separate one-dimensional vertical (1DV) pure
boundary layer simulation, made utilizing the same model as described
above. In this boundary layer simulation the ﬂow is driven by a body
force which will be speciﬁed in the description of the simulated cases.
From here the velocity proﬁle, as well as the proﬁles for k and ω, are
sampled and utilized as inlet boundary conditions within the scour
simulations. Through this approach the special characteristics of the
tsunami boundary layer are incorporated directly within the driving
inlet ﬂow.
3. Sediment transport and morphological models
In this section the sediment transport and morphological models are
described. The description will only include the most essential details
since the implementation of the models have already been described and
discussed by (Jacobsen, 2011), as well as in the recent publication of
(Jacobsen et al., 2014).
The model for the bed load transport corresponds to that of (Roulund
et al., 2005), who extended themodel of (Engelund and Fredsøe, 1976) to
also include three dimensional effects as well as bed slope modiﬁcations
to the Shields parameter.
The suspended load is calculated by solving the advection-diffusion
equation for the concentration [see e.g. 21, p. 238]:
∂c
∂t
þ uj  wsδj3 ∂c∂xj ¼
∂
∂xj

ðνþ βsνTÞ
∂c
∂xj

; (17)
where c is the suspended sediment concentration, ws is the settling ve-
locity, and βs ¼ 1 is utilized meaning that the sediment diffusivity takes
the same value as the eddy viscosity. The settling velocity is calculated by
the approach given in (Fredsøe and Deigaard, 1992), which is based on
the drag coefﬁcient of the falling sediment grains.
Equation (17) is solved on a sub-set of the main computational mesh
where the near-bed cells below a given reference level b are removed. At
this reference level a reference concentration, cb, boundary condition is
imposed. There are several formulations of cb but here the one by
(Engelund and Fredsøe, 1976) is utilized. The concentration at the
reference level is given by
cbðθÞ ¼ c0ð1þ 1=λbÞ3
; (18)
in which c0 ¼ 0:6 is the maximum value for the concentration, and the
linear concentration λb is
λ2b ¼
κ2α21
0:013sθ

θ  θc  π6μdpEF

; (19)
where
pEF ¼
"
1þ

πμd
6ðθ  θcÞ
4#14
(20)
Fig. 1. Example of the mesh in the vicinity of the monopile used in the scour simulations.
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and
θ ¼ τb
ρgðs 1Þd ¼
U2f
ðs 1Þgd (21)
is the Shields parameter. Throughout the present work the coefﬁcient of
dynamic friction is set to μd ¼ 0:51 and the critical Shields parameter θc
is computed from a base value θc0 ¼ 0:05, accounting for bed-slope ef-
fects as in (Roulund et al., 2005).
Following (Fuhrman et al., 2014), a reference level of b ¼ α1d ¼ 3:5d
is utilized. This is quite similar to the value b ¼ 3:6d utilized by (Liang
and Cheng, 2005). To prevent un-physical ”overloading” conditions i.e.
where the concentration just above the bed exceeds cb calculated from
the reference concentration formula, the solution suggested by (Justesen
et al., 1986) is invoked. That is, if the concentration close to the bed
exceeds the reference concentration, the value is in practice taken from
the cell adjacent to the boundary. At the top and monopile boundaries a
zero-ﬂux condition for c is utilized.
3.1. Morphological model
The morphological updating routine is based on the sediment conti-
nuity (Exner) equation
∂h
∂t
¼ 1
1 n

 ∂qBi
∂xi
þ Dþ E

; i ¼ 1; 2 (22)
where n ¼ 0:4 is the bed porosity and
D ¼ ðws  u3Þcb; E ¼ ðνþ βsνT Þ
∂c
∂x3
jx3¼b (23)
are the deposition and erosion coming from the suspended sediment
model. The Exner equation is based on instantaneous sediment transport
ﬁelds and therefore the morphological and hydrodynamic times are
equivalent. To ensure that the bed slopes do not exceed the angle of
repose the sand slide model described in detail by (Roulund et al., 2005)
is implemented. In the present work, this model is activated at positions
where the local bed angle exceeds the angle of repose ϕs ¼ 32∘, and is
de-activated once the local bed angle has been reduced to 31:9∘.
The equations comprising the fully-coupled model outlined above are
solved numerically using the open-source CFD toolbox OpenFOAM®,
version 1.6-ext, making use of a ﬁnite volume spatial discretization with
a collocated variable arrangement, in conjunction with a standard
PIMPLE algorithm. Again, for further details see (Jacobsen et al., 2014).
The fully-coupled model presented above has also been utilized recently
by (Baykal et al., 2015) who simulated the current-induced scour process
around a vertical monopile cylinder, by (Baykal et al., 2017) who
simulated scour and backﬁlling around piles in waves as well as by
(Fuhrman et al., 2014) (Larsen et al., 2016), and (Bayraktar et al., 2016)
in the simulation of wave-induced and wave-plus-current-induced scour
and/or backﬁlling processes beneath submarine pipelines.
4. Re-analysis of existing research
Before proceeding with validation of the model, some of existing
research on scour aroundmonopiles will ﬁrst be revisited, with particular
focus on the effects of a ﬁnite boundary layer thickness, which turns out
to be highly important to the understanding of tsunami-induced scour
processes around offshore monopiles. The reason for this is two-fold.
First, while data exists, there is not currently available a closed-form
expression for predicting the equilibrium scour depth accounting for
the ﬁnite boundary layer thickness. Second, the existing formula for the
time scale of the scour development, will give rise to some extremely
small time scales when extrapolating to full scale. Therefore the experi-
mental data is revisited and a new expression for the time scale
is proposed.
According to (Sumer and Fredsøe, 2002) and (Melville and Suther-
land, 1988) the non dimensional equilibrium scour depth, Se=D is a
function of θ, the sediment gradiation, the boundary layer thickness to
pile size ratio δ=D, the sediment to pile-size ratio, the shape factor and the
alignment factor. For the present simulations, with uniform sediment
distribution and a circular pile, however the scour depth becomes only a
function of θ and δ=D. If the situation is in the live-bed regime the in-
ﬂuence of θ is rather small, and effectively the scour depth is primarily a
function of δ=D. In Fig. 2 experimental data compiled by (Melville and
Sutherland, 1988) (also reproduced in (Sumer and Fredsøe, 2002)) is
shown together with a new line representing the following expression
Se
S0
¼ 1 exp

0:9 δ
D

; (24)
where S0=D ¼ 1:3 is the widely-accepted equilibrium current induced
scour value around a circular pile (without depth limitation), see (Sumer
and Fredsøe, 2002). This expression is a ﬁt to the data which will be used
later in estimating equilibrium scour depths. Included in the ﬁgure are
also results involving steady current scour from the present study as well
as one result from the numerical study (using the samemodel) by (Baykal
et al., 2015). These results will be compared and discussed in forth-
coming sections. It can be seen that equation (24) gives a quite good
approximation to the experimental results even though the experiments
show some scatter (the standard deviation on Se=S0 from the expression
is 0.11). There is a tendency for smaller scour depths as the boundary
layer thickness to pile diameter reduces. The reason for this is that the
decreased boundary layer thickness in turn decreases the size of the
horseshoe vortex and thus reduces the scouring capacity.
Based on a series of steady current scour experiments (Sumer et al.,
1992a), likewise proposed the following regression equation for esti-
mating the scour time scale:
Ts ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gðs 1Þd3p
D2
Ts ¼ 12000
δ
D
θ2:2; (25)
which can be interpreted as the time it takes for signiﬁcant scour to
occur. Here Ts is the dimensional time scale and Ts is the non-
dimensional time scale. It is important to emphasize, however, that
(25) is based on experiments spanning the parametric range 0:039 
δ=D  10 and 0:062  θ  0:29. Care must therefore be taken when
extrapolating this expression to ﬁeld conditions e.g. where Shields pa-
rameters θ ¼ Oð1Þmay be reached, see Tables 2 and 3 in section 6. Based
on a re-investigation of the experimental data set of (Sumer et al., 1992a),
Fig. 2. Effect of boundary layer thickness on equilibrium scour depth. Experimental re-
sults compiled by (Melville and Sutherland, 1988) (also reproduced by (Sumer and
Fredsøe, 2002)).
B.E. Larsen et al. Coastal Engineering 129 (2017) 36–49
39
31
we propose a slightly modiﬁed expression:
Ts ¼
1
400

δ
D
0:7
θ1:5: (26)
The ﬁt of the original experimental data set to both expressions (25) and
(26) is shown in Fig. 3. Included in the ﬁgure are also the two time scales
calculated from the forthcoming simulations. From this ﬁgure it is seen
that the new expression (26), shown in Fig. 3b, slightly improves clus-
tering of the data compared to the original expression (25), shown in
Fig. 3a, though both expressions yield similar time scale predictions
within the parametric range of the data. Due to the lower magnitude
exponent on the Shields parameter θ, i.e. power1.5 rather than2.2, it
is felt that the modiﬁed expression (26) will be less prone to extrapola-
tion errors at ﬁeld scales. The reduced power of θ also makes sense on the
following physical grounds. The time scale of the scour process should be
proportional to the volume of the scour hole, , divided by the
product of sediment transport rate, qT , and width of the scour hole ∝D:
Inserting this into the expression for the non-dimensional time scale
(25) gives
Ts ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gðs 1Þd3p
D2
Ts∝
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gðs 1Þd3p
qT
¼ Φ1T ∝θ3=2 (28)
whereΦT is the non-dimensional transport rate and is assumed to scale as
θ3=2, common to many sediment transport formulae, see e.g. (Fredsøe and
Deigaard, 1992). Based on these considerations, the scour time scale will
therefore be estimated from the modiﬁed expression (26) in
what follows.
5. Model validation
In this section, the numerical model described above will be validated
for scour around a vertical cylindrical pile mounted on a horizontal plane
soil bed, subjected to a steady current. Given the generally long periods
(spanning several minutes to hours) typical of tsunamis, validation based
on steady current ﬂows can be considered more relevant than e.g. based
on experiments using typical wind wave scales. Given the large compu-
tational costs of advanced CFD models such as those utilized in the
present paper, simulations are necessarily limited to laboratory spatial
and temporal scales. This model has already been used to simulate both
detailed ﬂow structures, bed shear stresses as well as scour around a wall
mounted monopile by (Baykal et al., 2015) and it has therefore been
partly validated for the purpose of this study. In addition twomore steady
scour cases are simulated here to further validate the models ability to
correctly capture the relationship between Se=D and δ=D, as well as the
temporal scour development and thus the time scale of the scour process.
In Table 1 the setup of the two additional cases is given where the
boundary layer height δ is taken as the ﬂow depth. The ﬂow will be
driven via the inlet by prescribing the horizontal velocity u, the turbulent
kinetic energy density k, and the speciﬁc dissipation rate ω. As described
in Section 3 the proﬁles for the three quantities comes from a separate
1DV simulation which is driven by a body force given by
F ¼ U
2
f
δ
(29)
where Uf is chosen to give the desired Shields parameter.
In Fig. 4 the computed non-dimensional scour depth is plotted as a
function of non-dimensional time. Included in the plots (dashed lines) is
also the well known expression for the temporal development of the
scour process as given by (Sumer and Fredsøe, 2002)
S
D
¼ Se
D

1 exp

 t

Ts

(30)
where t is the non-dimensional time given by
t ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gðs 1Þd3p
D2
t: (31)
The non-dimensional time scale has been calculated by equation (26) and
the equilibrium scour depth by equation (24), both of which are exper-
imentally based. As expected it can be seen that an initial phase of
extensive scouring is followed by a longer phase of limited scouring,
slowly approaching the equilibrium scour depth. The scour process of the
two cases follows equation (30) quite well, although in both cases the
initial scour phase in the model is a bit more rapid. The simulated and
predicted equilibrium scour depths in both cases are quite similar,
especially recalling the scatter from Figs. 2 and 3.
That the equilibrium scour depth is predicted well by the model can
also be seen by re-inspection of Fig. 2. Here it can be seen that the model
successfully captures the reduced scour depths due to the ﬁnite boundary
layer thickness. The model also captures the time scale of the scour
process which can be seen by inspection of Fig. 3. Here the modelled time
scales are compared with the experimental as well as equation (26). The
modelled time scales are calculated by integrating the scour curve ac-
cording to
Ts ¼ ∫
tmax
0
Smax  S
Smax
dt; (32)
where Smax is the maximum scour depth at any given time and tmax is the
time at which the maximum scour occurs.
In Fig. 5 the equilibrium bed proﬁle, in the near-pile region, from Test
2 is shown. Here some of the characteristic features of the steady current
scour around a monopile can be seen. Upstream of the monopile the
expected semi-circular shape of the scour hole with bed slopes equal to
the angle of repose is clearly visible, whereas the slope downstream of the
monopile is more gentle and the shape of the hole cannot be character-
ized as semi-circular. Further, downstream of the monopile bed material
is deposited along the edges of the scour hole as a result of small-scale
counter-rotating stream-wise phase-averaged vortices close to the bed
and further downstream deposited material moves towards the center
forming a bar as a result of large-scale counter-rotating streamwise
phase-averaged vortices, as discussed in detail by (Baykal et al., 2015)
see their Fig. 12a and by (Petersen, 2014). It can also be seen that the
surrounding bed contains ripples. At full ﬁeld scales, sheet ﬂow condi-
tions may in fact be reached and hence, the small scale ripple features
developing in the present (model scale) result may in fact be related to
scale effects. The presence of the ripples do not seem to inﬂuence the
scour process, as no ripples are present in the neighbourhood of the pile
where the ﬂow ﬁeld is disturbed and ripple formation prevented.
6. Similarity of tsunami ﬁeld and model scales
As noted in the previous section, due to the large computational ex-
penses associated with advanced CFD models, it is presently only feasible
to simulate such scour processes around a monopile at model
Table 1
Set-up of the two additional validation cases with d ¼ 0.17 mm and D ¼ 0.1 m.
Test δ (m) U (m/s) Uf (cm/s) δ=D θ Fr
1 0.05 0.246 1.28 0.5 0.06 0.35
2 0.10 0.430 1.89 1.0 0.13 0.43
(27)
B.E. Larsen et al. Coastal Engineering 129 (2017) 36–49
40
32
(laboratory) spatial and temporal scales. The reason for this is that while
much of the mesh might follow a standard length scaling, the near bed
mesh does not, as the utilized model and ﬁeld scale grain sizes are very
similar. This would of course increase the needed number of cells but
more importantly the small near bed cells combined with much higher
full scale velocities would require the time step to be substantially
smaller to ensure typical Courant number based restrictions. Therefore,
prior to conducting such numerical simulations involving tsunami-
induced scour, it is necessary to ﬁrst establish a methodology for main-
taining similarity of model and full ﬁeld scales, in terms of properly
chosen dimensionless quantities. In this section such a methodology for
establishing hydrodynamic and morphodynamic similarity within an
unsteady tsunami-induced scouring process will be introduced and
described. This methodology will then be utilized to determine param-
eters used for numerical simulation at model scales in the subse-
quent section.
As inspiration for obtaining typical full tsunami scales, we will now
consider a well-known measurement of the 2004 Indian Ocean tsunami
event from the yacht Mercator, taken at a water depth h¼ 14 m, which is
depicted in Fig. 6. Based on this signal (Madsen and Fuhrman, 2008),
estimated that the leading wave of this tsunami could be reasonably
represented as sinusoidal, with a wave period T ¼ 13 min and surface
elevation amplitude A ¼ 2.5 m. Based on these parameters, the velocity
magnitude Um beneath such an event can be readily estimated, as a ﬁrst
approximation, based on linear shallow water theory
Um ¼ A
ﬃﬃﬃ
g
h
r
(33)
yielding Um ¼ 2.1 m/s. This follows a similar methodology as also uti-
lized in the tsunami-scale boundary layer simulations of (Williams and
Fuhrman, 2016). It can be noted that a sinusoidal description for this
tsunami event can be considered a much closer approximation than
Fig. 3. Comparison of two regression equations: (a) (25) and (b) (26) for predicting the
time scale of scour, based on the experimental data set of (Sumer et al., 1992a).
Fig. 4. Computed temporal evolution of the scour depth under steady current conditions
(full lines) of a) Test 1 and b) Test 2. Also shown (dashed lines) is that from (30) after
invoking (24) and (26).
Table 2
Case 1: Comparison of resulting dimensional (above horizontal line) and dimensionless
(below horizontal line) quantities at selected ﬁeld and simulated model conditions.
Dimensionless quantities maintained at both scales are highlighted in bold.
Full scale Model scale
D 5 m 0.1 m
d 0.3 mm 0.17 mm
T 13 min ¼ 780 s 52.9 s
Um 2.1 m/s 0.297 m/s
Uf 0.0745 m/s 0.0146 m/s
δ 2.36 m 0.047 m
Ts 1449 s 76.4 s
S 2.25 m 0.045 m
s 2.65 2.65
FrD 0.30 0.30
δ=D 0.47 0.47
KC 328 157
ReD ¼ UmD=ν 107 3⋅104
θm 1.1 0.078
T=Ts 0.54 0.69
S=D 0.45 0.45
Table 3
Case 2: Comparison of resulting dimensional (above horizontal line) and dimensionless
(below horizontal line) quantities at selected ﬁeld and simulated model conditions.
Dimensionless quantities maintained at both scales are highlighted in bold.
Full scale Model scale
D 2.5 m 0.1 m
d 0.3 mm 0.17 mm
T 13 min ¼ 780 s 87.2 s
Um 2.1 m/s 0.42 m/s
Uf 0.0745 m/s 0.0190 m/s
δ 2.36 m 0.094 m
Ts 589 s 57 s
S 1.86 m 0.074 m
s 2.65 2.65
FrD 0.42 0.42
δ=D 0.94 0.94
KC 655 366
ReD ¼ UmD=ν 5:3⋅106 4:2⋅104
θm 1.1 0.13
T=Ts 1.33 1.53
S=D 0.74 0.74
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would e.g. a signal based on a solitary wave description, which would
only include positive surface displacement, and which would not allow
for the effective period and wave amplitude to be determined indepen-
dently (see e.g. the discussion of (Madsen et al., 2008)). Note also that,
based on records of free surface ﬂuctuations at several locations during
the 2011 Japan Tohoku tsunami, (Chan and Liu, 2012) have likewise
concluded that the leading tsunami waves, in both near-ﬁeld and far ﬁeld
regions, can be characterized as small amplitude long waves i.e. consis-
tent with the linear shallow water description utilized above. The pre-
viously mentioned velocity magnitude Um and period Twill be utilized in
what follows as characteristic values, representative of tsunamis at full
scale, though obviously precise values may differ from these for other
speciﬁc events and/or locations. Note that the corresponding water
depth (h ¼ 14 m) for this signal is conveniently appropriate for the
present considerations, as monopile foundations are commonly utilized
within offshore wind turbines out to depths no larger than about 30 m.
Additionally, for the purposes of our discussion, a full-scale monopile
diameter of D¼ 5mwill be considered, which is typical for offshore wind
turbine foundations. Finally, for the sake of our discussion, bed sediments
at full scale will be considered to have a typical grain size d ¼ 0.30 mm
i.e. corresponding to medium-ﬁne sand.
Based on the values above, the following important hydrodynamic
quantities can be estimated using widely-utilized dimensionally-correct
expressions from the literature. The wave boundary layer thickness δ can
be estimated based e.g. on the well-known expression of (Fredsøe and
Deigaard, 1992)
δ
D
¼ ks
D
0:09

a
ks
0:82
(34)
where ks ¼ 2:5d ¼ 0:75mm and a ¼ UmT=ð2πÞ ¼ 261m is the amplitude
of the free stream orbital motion. Utilizing these yields the estimate
δ ¼ 2.36 m for the parameters considered. The value has additionally
been conﬁrmed from tsunami-scale boundary layer simulations by
(Williams and Fuhrman, 2016), which is based on the one-dimension
vertical turbulent boundary layer model of (Fuhrman et al., 2013).
Notice that, though expectedly much larger than typical wind wave
boundary layer thicknesses of up to say 10 cm, the estimated boundary
layer thickness is still only a fraction of the water depth, h¼ 14 m, in this
example. The depth-based Froude number Frh ¼ Um=ðghÞ0:5 ¼ 0.18 is also
relatively small (<0:2). Hence, for the conditions considered, the effects
associated with the physical water depth h can be considered small, with
associated length scales then based entirely on the monopile diameter D.
Accordingly, we deﬁne a dimensionless Froude number as follows:
FrD ¼ UmﬃﬃﬃﬃﬃﬃgDp (35)
As discussed previously, due to their generally long periods, it is ex-
pected that the instantaneous ﬂow and resulting scour process around a
monopile during a tsunami event will more closely resemble those under
steady ﬂow conditions, rather than those beneath wind waves. Therefore,
to achieve hydrodynamic similarity wewill select the ﬂow parametersUm
and T such that we maintain similarity in terms of the diameter-based
Froude number (35), as well as the boundary layer thickness-to-
diameter ratio δ=D, based on (34). Equating the Froude number (35)
ensures that the adverse pressure gradient induced by the presence of the
structure itself will be similar at both model and ﬁeld scales, i.e. that the
ratio of the excess stagnation pressure head in front of the monopile
U2m=ð2gÞ-to-pile diameter Dwill be maintained. Similarly, by maintaining
similarity in δ=D, we ensure that the relative size of the horseshoe vortex,
which is expected to largely govern the scouring process, will be similar
at both model and full scales. Also of interest, is the so-called Keulegan-
Carpenter number
KC ¼ UmT
D
(36)
which governs the formation and relative extension of the wake pattern
in oscillatory motion. Additionally, it is likewise of interest to estimate
the time scale of the expected scour process. Under both current and
wave conditions, this is widely known to depend on the Shields param-
eter. For waves this can be deﬁned as
θm ¼
U2fm
ðs 1Þgd; (37)
where the maximum value of the friction velocity Ufm can be esti-
mated from
Ufm ¼
ﬃﬃﬃﬃ
fw
2
r
Um; (38)
where the rough-bed wave friction factor fw expression from (Fuhrman
et al., 2013) is utilized
fw ¼ exp
 
5:5

a
ks
0:16
 6:7
!
: (39)
This is likewise consistent with the general ﬁndings of (Williams and
Fuhrman, 2016), who found that this expression maintained reasonable
accuracy, even when extrapolated to full tsunami-scale. With an esti-
mation of the Shields parameter the time scale of scour Ts can now be
estimated. Due to the long durations typical of tsunamis, this time scale
will be based on existing steady current scour research, equation (26),
but invoking the expected tsunami-induced wave boundary layer thick-
ness from (34). Hence, both current-like and wave-like features of
tsunami-induced ﬂows will be accounted for. In a similar fashion the
Fig. 6. Sound-meter registration of the Indian Ocean tsunami on December 26, 2004 from
the yacht Mercator in the bay of Nai Ham, at the southwestern tip of Phuket, Thailand. The
vertical axis measures depth in meters (from the keel i.e. 2 m below mean water level);
The horizontal axis measures time in hours. Source Thomas Siffer (www.thomassiffer.be).
Fig. 5. Equilibrium near-pile bed proﬁle of Test 2.
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equilibrium scour depth can be estimated by invoking the same boundary
layer thickness in equation (24), again utilizing S0 ¼ 1:3.
Choosing a scaling factor of λ ¼ 50 and maintaining similarity in
terms of the Froude number as well as the boundary layer thickness to
pile diameter ratio results in a model scale wave period T ¼ 52.9 s, and a
velocity magnitude Um ¼ 0.297 m/s. It can be noted that, consistent with
the notion that tsunamis are much longer than wind waves, the resulting
period is signiﬁcantly longer than those typically used in model-scale
scour experiments involving wind waves, which would typically
involve periods T ¼ O(1 s).
The resulting values, based on the presently described parameteri-
zation, are summarized in Table 2, under the full scale column. Both
dimensional, as well as dimensionless, quantities are tabulated. Impor-
tantly, it can now be ascertained that the full scale tsunami period-to-
scour time scale ratio T=Ts ¼ 0:54 ¼ Oð1Þ i.e. typical tsunami periods
can be expected to be the same order of magnitude as expected scour time
scales. This is an important recognition, and implies that the scouring
process induced by tsunami events may, or may not, be of sufﬁcient
duration to reach equilibrium scour conditions. Either scenario seems
realistic, as equilibrium scour conditions can require several scour time
scales to be reached.
The resulting dimensional and dimensionless parameters based on
the discussed model scale are likewise summarized in Table 2, where the
sediment grain diameter d¼ 0.17 mm utilized in the previously discussed
model validation is maintained. The dimensionless quantities maintained
at both full and model scales are highlighted in bold. The methodology
described herein is designed to yield hydrodynamic similarity at model
and full scales. However, as can be seen from Table 2, it does not yield
precise similarity in all other dimensionless parameters. As is well-
known, the Reynolds number is obviously not maintained, though this
is not expected to greatly inﬂuence the scour process, as the Reynolds
number does not play an important role in the formation of the horseshoe
vortex. Additionally, e.g. the expected Shields parameter at model scale is
an order of magnitude below that expected at full scale. Both are above
critical, however, hence both conditions can be considered as effectively
in the live bed scour regime which is necessary for scour similarity, see
e.g. Fig. 3.24 in (Sumer and Fredsøe, 2002). These differences are also
accounted for, at least in part, in the dimensionless period-to-scour time
scale ratio T=Ts, which while not identical (0.54 versus 0.69), is quite
close at both full and model scales. Hence, the morphological process
occurring over an individual wave period at model scale will represent a
similar portion of the scour process as expected at full scale. This case will
be denoted Case 1.
In addition to the case just described, to extend the parametric range
considered one more case will likewise be simulated. Here the full scale
monopile is assumed to have half the diameter, i.e. D ¼ 2:5 m (in this
case the scaling factor is λ ¼ 25 such that the mesh can conveniently be
reused). The full scale and model scale quantities, calculated utilizing the
same similarity approach, for this case are similarly summarized in
Table 3. Note that in this case δ=D ¼ 0:94, nearly double that of Case 1.
This will be denoted Case 2.
7. Simulation of tsunami-induced scour
Based on the preceding section, we will now simulate the tsunami-
induced scour process around a monopile using the previously
described and validated fully-coupled CFD numerical model. The ideal-
ized ﬂow induced by our prototypical tsunami event will be introduced
via the inlet (left hand) boundary by prescribing the horizontal velocity
u, the turbulent kinetic energy density k, and the speciﬁc dissipation rate
ω. The proﬁles for the three quantities comes from a separate 1DV sim-
ulations which were driven by a body force given by
F ¼ Um2πT cos

2π
T
t

: (40)
For the purposes of our numerical model experiment, the model scale
parameters presented previously in Tables 2 and 3 (i.e. Um ¼ 0.297 m/s
and T¼ 52.9 s as well as Um ¼ 0.42 m/s and T¼ 87.2 s) will be utilized to
drive the simulations. For Case 1 ten and Case 2 four, full tsunami periods
will be simulated in succession. The motivation for considering multiple
periods is four-fold: First, a real-life tsunami may well consist of a leading
wave, in addition to several trailing waves; Second, consideration of the
successive periods will shed light on tsunami-induced scour in the pres-
ence of pre-existing scour holes; Third, this will increase the effective
total scour time, and hence can be considered relevant e.g. for other
tsunami events having longer period than those speciﬁcally being
considered herein; Fourth, it will shed light on whether the our under-
standing of the physical process, and therefore also our estimation of the
equilibrium scour depth, is correct. As an indication of computational
time for the present simulations, each successive model-scale period re-
quires approximately 10 days of CPU time, when simulated in parallel on
eight modern processors i.e. the full simulations require up to approxi-
mately four months to complete.
The simulated time series of the scour depth for Case 1, taken at both
the front and back face of the monopile, are ﬁrst presented in Fig. 7. It is
seen from Fig. 7 that the ﬁrst half-cycle (ﬂow going rightward) expect-
edly produces signiﬁcant scour at the front (left) side, which is then
followed by a similar scouring process on the back (right) side during the
second half-cycle (ﬂow going leftward). These scouring processes can be
mainly attributed to separate horseshoe vortices forming on opposite
sides during the two successive half cycles. This is illustrated in Fig. 8
where instantaneous coherent vortical structures, identiﬁed by the so-
called Q-criterion, around the monopile is depicted. The Q-criterion
was originally formulated by (Hunt et al., 1988) and is deﬁned as
Q ¼ 1
2
Ωijj2  Sijj2>ΠE (41)
whereΩij ¼ 1=2ð∂ui=∂xj  ∂uj=∂xiÞ is the mean rotation tensor andΠE is a
threshold used to deﬁne eddy containing zones. In Fig. 8 a horseshoe
vortex is clearly seen in front of the monopile and further down stream
the lee-wake vortices are clearly visible. This conﬁrms the previous
explanation, that the instantaneous ﬂow and scour processes beneath a
tsunami can be taken as resembling a current, but with ﬁnite boundary
layer thickness limited by the growth duration. It may be noted that the
Q-criterion has been extensively used in conjunction with scour and
backﬁlling around piles in waves by (Baykal et al., 2017).
Due to the relatively long times involved, the processes occurring
during the two half cycles of the tsunami seem to be largely independent
of one another. It should be noted that, in the present scenario, the ﬁrst
half-cycle may be taken as either representing a leading elevation or
Fig. 7. Computed time series of scour depth at the front and back face of the monopile for
Case 1. The horizontal dashed line represents the equilibrium scour depth estimated
from (24).
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leading depression tsunami wave, depending on the orientation adopted.
Beyond the ﬁrst period, it is seen that the scour deepens at both front and
back sides during the successive wave periods in a loosely stepwise
fashion i.e. the observed scour process can be characterized as largely
cumulative. In the ﬁnal periods some backﬁlling is observed each time
the ﬂow reverses. This is interpreted as the scour hole ﬁnally being so
large that most of the sand being removed from one side of the monopile
cannot escape the hole but instead is being deposited at the other side of
the monopile. As a reference value, the equilibrium scour depth predicted
by (24), after invoking (34), yields Se=D ¼ 0:45. This value is also
depicted in Fig. 7 as the horizontal dashed line. As seen, after several
periods of accumulation the resulting scour on both sides of the monopile
seems to be gradually approaching this equilibrium value. Note that the
relatively moderate equilibrium scour (at least in dimensionless terms i.e.
Se=D<0:5) predicted in the present case, is again due to the ﬁnite
boundary layer thickness-to-diameter ratio δ=D ¼ 0:47, which limits the
relative size of the formed horseshoe vortices. Invoking the full scale
monopile diameter D ¼ 5 m, however, this still correspond to consider-
able scour i.e. up to approximately S ¼ 2:25 m for the full scale condi-
tions considered. Based on the cumulative nature of the present results, it
is reasonable to expect that the scour around a monopile will continue to
build over the duration of a given tsunami event, ceasing when equilib-
rium scour depths are reached, which will occur only if the event is
sufﬁciently long. Additionally, the effects on the scour associated with
ﬁnite boundary layer thickness seem to be reasonably accounted for by
the steady current expression (24), after invoking the tsunami wave
boundary layer thickness from (34).
In Fig. 9 the time series of the scour depth, taken at both the front and
the back face of the monopile, for the Case 2 (corresponding to a full scale
diameter of D ¼ 2:5 m) is shown. The development of the scour depth in
this case is similar to that of Case 1 in that the ﬁrst half-cycle produces
signiﬁcant scour at the front side and the second produces signiﬁcant
scour at the back side. Further, beyond the ﬁrst period the scour hole
deepeneds in a stepwise cumulative fashion, and the depth is gradually
approaching the equilibrium value calculated by invoking the boundary
layer thickness in (24). The present case however exhibits one feature
quite different from Case 1. Already in the ﬁrst period, after the ﬂow
reversal sediment is being transported from the back-side, backﬁlling
into the front-side of the monopile. This process is then repeated when
the ﬂow re-reverses. This can be explained by the expected period to time
scale ratio of this case being substantially larger than in Case 1, and thus
within a half period there is sufﬁcient time to transport substantial
sediment all the way from one side of the monopile to the other.
Snapshots of the computed scour holes at selected times when the
ﬂow is leftward (t ¼ 0:4T, 1:4T, and 2:4T) as well as rightward
(t ¼ 0:9T, 1:9T, and 2:9T) are additionally depicted in Fig. 10 (Case 1)
and 11 (Case 2). These ﬁgures likewise illustrate the generally stepwise
buildup of scour on the two opposing sides of the monopile during each
successive half-cycle of the simulated tsunami (see again Fig. 7). In
addition to the scour occurring on the front and back faces of the
monopile, small scale ripple-like features are also seen develop. For Case
1 the ripples appear ﬁrst to the transverse sides of the monopile, and then
alternatively to the front and back of the monopile as time progresses,
and they are more pronounced than in Case 2. Such features tend to
initially form during the ﬂow reversal, due to settling of suspended
sediments. For Case 2 the bed proﬁle has more current-like features than
Case 1. This can be explained by the period to time-scale ratio being
larger in the slim diameter case, and thus each period represents a larger
portion of the scouring process towards equilibrium.
The computed scour proﬁles along the model centerline (y¼ 0), taken
at the same instances as depicted in Figs. 10 and 11, are similarly
depicted in Fig. 12 (Case 1) and 13 (Case 2). To ease comparison, these
have been divided into times when the ﬂow is leftward (Figs. 12a and
13a, corresponding to the left-hand subplots of Figs. 10 and 11) and
rightward (Figs. 12b and 13b, corresponding to the right-hand subplots
on Figs. 10 and 11). Inspection of the scour proﬁles, as a whole, dem-
onstrates that reasonable symmetry is maintained throughout the scour
process, consistent with the symmetric nature of the idealized (sinusoi-
dal) ﬂow description utilized. The asymmetry observed at any particular
time is primarily due to the directionality of the ﬂow (i.e. rightward or
leftward directed) just experienced.
Based on the present results, in real (less idealized) tsunami events
the asymmetry of the scour proﬁle can be expected to depend strongly on
the asymmetric nature of individual tsunami waves, which can of course
vary widely from event to event. Considering the present results at half-
and full-period intervals should provide a reasonable ﬁrst indication
regarding expected scour asymmetry, however.
8. Practical model for predicting tsunami-induced scour
As it is not always feasible in practice to perform advanced fully-
Fig. 8. 3D view of instantaneous vortical structures around the monopile at t ¼ 1.25 T and
a threshold of Q ¼ 2 s2.
Fig. 9. Computed time series of scour depth at the front and back face of the monopile for
Case 2. The horizontal dashed line represents the equilibrium scour depth estimated
from (24).
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coupled CFD simulations of tsunami-induced scour processes (even at
model scales), especially for a large number of scenarios, it is of major
importance that simpler methods be developed for predicting the
tsunami-induced scour around monopile foundations in engineering
practice. Such a simple practical method will be developed in the present
section, which will utilize existing physical scour process knowledge,
while also incorporating additional insight gained from the numerical
simulation of the scour process presented in Section 7.
To begin making a practical assessment on the expected tsunami-
induced scour around a monopile foundation, it is convenient to ﬁrst
estimate the maximum expected equilibrium scour that would be ex-
pected to occur at inﬁnite time i.e. if a given tsunami event was repeated
indeﬁnitely. Taking into account the effect of a (potentially ﬁnite)
boundary layer thickness-to-pile diameter ratio δ=D, this equilibrium
scour Se can be reasonably estimated according to (24) where the
tsunami wave boundary layer thickness δ can be estimated directly from
(34), and where the maximum potential current-induced scour (for large
boundary layer thickness) may be taken as
S0
D
¼ 1:3±σS=D: (42)
Here σS=D ¼ 0:7 is the standard deviation of expected scour, as presented
by (Sumer et al., 1992b), which can be accounted for in practice to adjust
for a desired level of conservativeness. In what follows, we aim to predict
the mean expected scour, hence this standard deviation will be neglected
i.e. we simply utilize S0=D ¼ 1:3 in (24). Now, as emphasized previously,
typical tsunami periods can be expected to be the same order of magni-
tude as expected scour times scales. This, again, implies that true equi-
librium scour depths may, or may not, be reached, depending on the
duration of a given tsunami event, since reaching equilibrium can require
several scour time scales. It is therefore important to take the expected
time development of the scour process into account when making
tsunami-induced scour predictions. Utilizing a scour time scale Ts esti-
mated from (26), this temporal variation can then be described according
to the following expression
S
D
¼ Se
D

1 exp

 ts
Ts

; ts ¼ nψT: (43)
This resembles (30), which is commonly used to characterize typical time
development of scour processes. In the equation above ts represents the
effective scour time, and n represents the integer number of successive
waves characterizing a given tsunami i.e. n ¼ 1 can be utilized to predict
the maximum scour occurring during the leading tsunami wave, with
n ¼ 2,3,…utilized for predicting the accumulated scour induced by any
successive waves. The additional factor ψ  1 can be taken to represent
the effective scouring fraction of a period. Based on the stepwise fashion
in which the scour hole deepens and the relative independence of the two
half cycles, it is expected to be at least ψ <1=2 (if a sinusoidal tsunami
description is utilized as herein). In fact it can be expected to be some-
what lower than 1=2 since θ is not at a maximum throughout the entire
Fig. 10. Bed proﬁles around the monopile for Case 1 for three different periods.
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period. Therefore a value of ψ ¼ 1=3 has been chosen for use in what
follows as it is in line with the previous arguments and is seen to match
the simulations well. Note that for large ts, (43) will simply lead to
equilibrium scour i.e. S ¼ Se.
To test the validity of the simple practical model described above, the
predicted scour from the practical approach leading to (43) will be
compared directly with the numerical scour results presented in Section
7. In Figs. 14 and 15 the simulated scour process is shown together with
scour curves obtained utilizing equation (43) invoking the tsunami
boundary layer thickness for the calculation of Se and Ts. Included in the
ﬁgure is also the steady current estimate obtained by invoking the ﬂow
depth as the boundary layer thickness and setting ψ ¼ 1. As can be seen,
the simple predictive model proposed above does a consistently good job
of predicting the scour observed within the numerical simulations, as it
follows quite well the maximum scour depth within each period. The
estimate is not exact, but recalling the scatter in the experimental results,
leading to equation (24) on which the engineering model is built, the
estimate is satisfactory. As expected the steady current estimate is
somewhat higher, especially for Case 1, and this illustrates the impor-
tance of invoking the expected effect of the limited tsunami boundary
layer thickness. It is emphasized that the approach proposed above is
conveniently founded upon existing experimentally-based expressions
for use in steady current scour, but invoking the boundary layer thickness
and Shields parameter expected from tsunami wave events i.e. it effec-
tively combines both current-like and wave-like properties of tsunamis.
As such, at the inﬁnite period limit, the practical model proposed is fully
consistent with existing methodology for predicting equilibrium scour
under steady current conditions. It is ﬁnally important to emphasize that
the steady current limit can be considered quite physically relevant for
scenarios involving tsunami-induced scour in some circumstances, at
least as an upper bound. In particular, this limit would seem particularly
relevant for tsunamis having very long duration (i.e. large T=Ts), for
scour occurring at shallower water depths (where the boundary layer
thickness δ can be taken as equivalent to the water depth h), or for
tsunami-induced scour around smaller monopile diameters (i.e. where
the boundary layer thickness-to-pile diameter ratio becomes large i.e.
δ=D> 4) e.g. those more typical of bridge piers.
To further highlight the predictive capability of the simple model,
accumulated scour results from each of the successive wave periods in
the simulations (see Figs. 7 and 9) will be considered separately, with the
results corresponding to the maximum scour occurring during a given
period of interest. Results at both the front and back face of the monopile
will be considered separately, for completeness. A plot summarizing the
computed versus predicted (utilizing the present simple practical
approach) maximum scour is depicted in Fig. 16. For completeness the
computed and predicted equilibrium value for the simulated current-
induced scour Section 5, previously considered as model validation, is
also shown () in Fig. 16, as is the steady current result from (Baykal
et al., 2015) which again was simulated utilizing the same model.
As can be seen, the simple predictive model proposed above does a
Fig. 11. Bed proﬁles around the monopile for Case 2 for three different periods.
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consistently good job of predicting the scour observed within the nu-
merical simulations, with all results reasonably near the line of perfect
agreement (full line) in Fig. 16. This conclusion holds for the full range of
ﬂows considered: For the transient tsunami cases, though the simple
model cannot predict all details, such as the momentary lee-side back-
ﬁlling episodes observed on the front face, it adequately predicts the
accumulative maximum scour occurring over all successive simulated
tsunami periods. As discussed previously, relatively moderate S=D values
are found for the tsunami scenarios considered, owing to effects associ-
ated with the ﬁnite boundary layer thickness, which seem to be properly
accounted for. Such effects become less important at the steady current
limit, leading to the larger S=D, which is also adequately captured by the
proposed simple approach.
9. Conclusions
This paper presents a numerical assessment for tsunami-induced
scour around a monopile structure, as commonly utilized in practice as
offshore wind turbine foundations. The basis of the numerical model is
the advanced fully-coupled hydrodynamic and morphological CFD
model presented in (Jacobsen et al., 2014), and utilized speciﬁcally for
simulating scour processes by (Baykal et al., 2015; Fuhrman et al., 2014)
and (Larsen et al., 2016). The model hydrodynamics are based on
Reynolds-averaged Navier-Stokes (RANS) equations, coupled with
two-equation k ω turbulence closure. These are then coupled with both
bed and suspended sediment transport descriptions, which drive resul-
tant morphology of the sea bed. Simulations of the scour process in
steady current has been performed as model validation, complementing
previous validation made by (Baykal et al., 2015).
Due to computational expense, it is only feasible at present to simu-
late scour processes at model (laboratory) spatial and temporal scales.
Therefore, prior to making any simulations, a methodology has been
developed for establishing similarity (based on dimensionless numbers)
between full tsunami andmodel scales, in precisely the same fashion as in
hydraulic scale model experiments in which similarity is established
between full scale real life and the hydraulic scale model. This method-
ology is based on a diameter-based Froude number, coupled with the
dimensionless ratio of the expected boundary layer thickness-to-
monopile diameter δ=D. The Froude similarity ensures similarity in the
adverse pressure gradients induced by the presence of the structure itself,
whereas the δ=D similarity ensures equivalent relative size of the
horseshoe vortex in front of the monopile. Reasonable morphologic
similarity of the scour process is also maintained, by ensuring that the
dimensionless tsunami period-to-scour time scale ratios are similar. It is
Fig. 12. Computed scour proﬁles along the centerline for Case 1 for three consecu-
tive periods.
Fig. 13. Computed scour proﬁles along the centerline for Case 2 for three consecu-
tive periods.
Fig. 14. Comparison between the predicted and simulated scour depths for Case 1.
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demonstrated that typical tsunami periods can be expected to be the
same order of magnitude as expected scour time scales in real life. This
implies that equilibrium scour conditions may, or may not, be reached,
depending on the total duration of a given tsunami event.
Taking a well-known tsunami measurement from the 2004 Indian
Ocean tsunami as a typical event at full scale (in terms of its surface
amplitude and approximate period), input parameters are found based on
the similarity principles described above. These are then utilized within
simulations of the tsunami-induced scour process around a monopile
foundation. The results generally demonstrate that, consistent with
physical expectations due to their long periods, the tsunami-induced
scour process reasonably resembles that under steady current condi-
tions. Unlike steady current scour, however, the tsunami-induced scour
process, under the conditions considered, can be limited by ﬁnite wave
boundary layer thickness, rather than the ﬂow depth. Hence, it is
important to take into account both the current-like (due to their long
periods), as well as their wave-like (unsteady) properties, to fully un-
derstand and assess the tsunami-induced scour process. This is consistent
with the ﬁndings of tsunami-scale wave boundary layer simulations of
(Williams and Fuhrman, 2016).
Based on existing scour knowledge, combined with the insight gained
from the advanced CFD simulations, a simple methodology has been
developed for predicting tsunami-induced scour around monopiles in
practice. The method takes into account the time variation of the scour
process as well as ﬁnite boundary layer thickness effect, and can hence be
applied to predict the cumulative tsunami-induced scour under succes-
sive periods i.e. it is not limited to simply a leading wave description. The
practical method makes modiﬁed use of existing experimentally-based
expressions for predicting steady current scour and time scales, and
hence is fully-consistent with these at this (inﬁnite period) limit. The
practical method is demonstrated to accurately predict all of the simu-
lated scour depths considered in the present paper i.e. ranging from the
simulated transient tsunami events to those induced by steady cur-
rent ﬂows.
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A B S T R A C T
This paper presents an experimental study of the tsunami-induced scour process around a monopile foundation,
representative of those commonly used for offshore wind farms. The scour process is studied by subjecting the
monopile to a time varying current, which enables a properly down-scaled experiment from the boundary layer
and scour perspective. It is shown how the scaled experiments corresponds to real life idealized tsunami cases
with periods ranging from 10 to 40min. It is then shown that the boundary layers of the model tsunami are well
described by recently developed empirical relations for tsunami boundary layers. By subjecting the monopile to
several successive tsunami waves the scour process is shown to occur in a stepwise cumulative fashion, with the
ﬁnal equilibrium scour depth tending to the depth limited steady current limit. It is shown that the entire scour
development can reasonably be predicted by a recently developed simple engineering model. Finally, the
experimental results are compared to a fully coupled hydrodynamic and morphologic CFD model and a good
correspondence is obtained.
1. Introduction
Tsunamis are long waves, typically having periods the order of mi-
nutes to hours, that are commonly caused by sudden motions of the bed
e.g. due to landslides or earthquakes. Tsunami research has been carried
out using many different approaches. Tsunami deposits have been
gathered to get an idea of prehistoric tsunamis, see. e.g. Dawson and Shi
(2000) for an overview. Tsunamis have also been studied by conducting
surveys and actual ﬁeld measurements, see Lacy et al. (2012), Bricker
et al. (2012), Kuriyama et al. (2014), Fu et al. (2013), Udo et al. (2016)
and Jayaratne et al. (2016). A few analytical studies exists e.g. Madsen
et al. (2008) and Yeh and Mason (2014). Numerically, most tsunami
research has focused on solving the non-linear shallow water equations
or simulating the tsunami with a Boussinesq model see e.g. Madsen and
Fuhrman (2008), Fuhrman and Madsen (2009), Apotsos et al. (2011a),
Apotsos et al. (2011c), Apotsos et al. (2011b), Cheng and Weiss (2013),
Sugawara et al. (2014a), Sugawara et al. (2014b). Recently, more
computationally heavy numerical studies have been performed by solv-
ing the Reynolds-Averaged-Navier-Stokes (RANS) equations by Douglas
and Nistor (2015) and Jiang et al. (2015), or with the Smoothed Particle
Hydrodynamics Method (SPH) by Wei et al. (2016). Experimentally,
tsunamis have often been attempted to be studied using solitary waves.
However, when scaled up, these waves resemble more wind wave than
tsunami scales, as their ﬂow durations are far too short, and their rele-
vance to real-world-geophysical tsunamis is questionable (see Madsen
et al. (2008) and Chan and Liu (2012)). Schimmels et al. (2016) have
succeed in producing properly-scaled tsunamis and the same experi-
mental facility was used to study tsunami propagation by Sriram et al.
(2016), where the feasibility of studying tsunami run-up was also dis-
cussed. Onshore tsunamis have also been studied as bores see. e.g. Lav-
ictoire (2015) or Douglas and Nistor (2015). However, as noted by
Sriram et al. (2016), the undular or breaking bores are just two re-
alizations of tsunami run-up, and one cannot generalize a particular
tsunami case, as even the same tsunami event can have very different
manifestations at different locations. Also, when studying tsunamis as
bores, scaling considerations are still important, as the duration of the
experimental bore should be sufﬁciently long. As discussed by Schimmels
et al. (2016), a typical full scale tsunami event with a duration of 1000 s,
corresponds to 100 s at model scale using a scaling factor of 100 using a
standard Froude scaling approach. This is a much longer duration than
most model-scale tsunami experiments.
Studies investigating tsunami-induced scour around coastal and
offshore structures (the focus of the present work) are rather limited.
From surveys, Wilson et al. (2012) studied the sediment scour and
deposition within harbours in California as a result of the 2011 Tohoku
tsunami. Experimentally, Chen et al. (2013) studied the tsunami-induced
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scour at coastal roadways. Also, Bricker et al. (2012) conducted a ﬁeld
study of scour depths measured on the landward side of seawalls and
ﬂoodwalls, as well as beside a building foundation footing, from the 2011
Tohoku tsunami. Experimental investigations on the tsunami-induced
scour speciﬁcally around monopiles are seemingly limited to those of
Tonkin et al. (2003), who studied the scour promoted by incident solitary
waves around a cylinder on a sloping beach, where the cylinder was
mounted near the shoreline, Nakamura et al. (2008) who studied scour
around a square pile induced by solitary and long waves, as well as by
Shaﬁei et al. (2015) and Lavictoire (2015) who studied the bore-induced
local scour around a circular structure. It is again emphasized that the
temporal duration using solitary waves are far less than would be typical
of model scale geophysical tsunamis.
While the behaviour and evolution of tsunami waves is indeed
difﬁcult to reproduce experimentally due to the long durations, the
offshore near-bed processes can be studied by viewing the tsunami as a
time varying current, which is justiﬁable provided that the Froude
number is sufﬁciently small. This has been done by Williams and
Fuhrman (2016), who simulated a series of tsunami-scale boundary
layers, emphasizing that they are both current like and wave like. The
boundary layers resemble steady currents due to their long duration.
They also resemble waves, as they are unsteady and the boundary layer
may not span the entire water depth. This assertion is likewise consis-
tent with ﬁeld measurements of Lacy et al. (2012). Larsen et al. (2017)
simulated the tsunami-induced scour at model scale by also approxi-
mating the tsunami-induced ﬂow as a time varying current within a
CFD approach. They developed a procedure for properly scaling
tsunami-induced scour and came up with a practical engineering model
for predicting the scour development beneath successive tsunami
waves.
The two afore mentioned studies approximating tsunami-induced
boundary layers and scour are both numerical in nature. However,
representing a tsunami via a time varying current is also experimentally
attractive, as it enables the study of offshore tsunami-induced boundary
layers and scour to be performed using a pump-driven ﬂow, rather than
more traditional wave paddles. It can be noted that the scour process
beneath a time varying current has also been studied previously by Link
et al. (2017), though with the intent to study ﬂood wave-induced scour
around bridge piers. The present paper aims to extend knowledge on
tsunami-induced scour around off-shore monopile foundations by
studying the scour process induced by the pump-driven ﬂow that would
be expected beneath long properly-scaled tsunami waves. This
approach also means that the effect of variation in pore pressure gra-
dients on the scour process as described by Tonkin et al. (2003) and
Nakamura et al. (2008) are not accounted for the current setup. This is
reasonable if the monopile is standing off-shore and the Froude number
is small. The paper also aims to strengthen the link to the practical
engineering models developed in the purely numerical studies by
Williams and Fuhrman (2016) and Larsen et al. (2017). The numerical
models employed in these studies have therefore also been used in the
present study to simulate the boundary layers and scour process of
selected cases.
Fig. 1. Schematic view of the test set-up. A pile with a outer diameter of 0.1m is placed in the middle of a 8 m long, 2 m wide and 0.15m deep sand bed. A 1:8 slope is
placed at both ends of the sand bed.
Fig. 2. An image of the set-up in the ﬂume. The carriage used when recording the bed topology is in this image over the upstream end of the sand bed.
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2. Experimental methods and equipment
The present experiments have been conducted within the hydraulics
laboratory at DTU in a ﬂume which is 35m long, 2m wide and 0.5m
deep. The ﬂume has glass side walls, providing a good view of the ﬂow
and scour process. The water depth in all the experiments was h ¼ 0:27
m. A sand bed spanning 8mwas placed with its center at the center of the
ﬂume, and the sand had a grain size of d50 ¼ 0:18 mm. The sand bed
spanned the entire width of the ﬂume and the thickness of the bed was
0.15m, which ensured that the bottom of the ﬂume was not reached
during the scour process. A transparent circular pile made from an acrylic
tube with an outer diameter D ¼ 0:1 m was placed at the center of the
sand bed. At the ends of the sand bed a slope of 1:8 was made of tiles
(0.4m 0.4m), in order to keep the sand in place. These tiles were
covered by stones with sieve diameters ranging from 1.6 cm to 3.2 cm, to
create an even slope. A H33-1 Armﬁeld micropropeller velocity meter
was placed between the sidewall and the pile. Furthermore, the device
was positioned far enough from the bed so it measured the free-stream
velocity of the incoming ﬂow. The lower limit of the measuring range
of the H33-1 micropropeller is speciﬁed as 0.05m/s. Velocities below
this limit have therefore been omitted in the results. Fig. 1 shows a
schematic view of the test set-up including the location of the micro-
propeller and in Fig. 2 an image of the set-up is shown. Finally, Fig. 3
shows a close-up image of the micropropeller and monopile. The ﬂow in
the ﬂume was created by a pumpwhich could be controlled by sending in
a time varying control signal. The initial program for controlling the
pump was not optimal, and therefore an effort was made to improve the
control signals. In what follows the signals produced with the initial
control program will be referred to as Program 1, whereas signals pro-
duced with the improved method will be referred to as Program 2. The
initial and ﬁnal bed levels were measured with a laser distance meter
(optoNCDT ILR 1182-30) mounted on a carriage with two degrees of
freedom. Another laser distance meter recorded the position of the car-
riage in the stream-wise direction, while a draw-wire encoder (Kübler
D5.3501.A221) recorded the transverse position. The output from the
distance sensors were connected to a data acquisition system (NI-USB-
6218). Post processing of the point measurements gave the bed topology
around the pile. The measurements of the temporal scour variation were
performed using a GoPro Hero3þ camera. The camera was placed inside
the cylinder along with a chart with equally spaced grid lines of 1 cm.
Fig. 4 shows an example of the view from inside the monopile.
In Williams and Fuhrman (2016) three different realizations for
idealized tsunami events were considered: a single (elongated soliton)
wave, a so-called N-wave and a sinusoidal wave. For this study a single
wave was utilized as a representation of a tsunami, with the free stream
velocity given by
u0 ¼ Umsech2ðΩtÞ; (1)
Fig. 3. A close-up of the monopile and propeller.
Fig. 4. Image from inside the monopile.
Table 1
Dimensional and non-dimensional quantities for each case, where the boundary
layer thickness δ is estimated as the minimum of that predicted from (2) and the
water depth h. For Case 1–9 the mean, μ, and standard deviation, σ, of the
amplitude of the velocity Um is showed. The mean velocity is used as the refer-
ence value. The effective scouring fraction, ψ is calculated from (16). Case 1–3
were generated using Program 1 and Case 4–12 were generated using Program 2.
Case T ½s Um ½m=s Se=D δ=h θm Nwaves ψ
μ σ
1 177 0.32 0.011 0.76 0.52 0.07 89 –
2 161 0.34 0.007 0.89 0.50 0.07 62 –
3 146 0.40 0.020 0.89 0.53 0.10 66 –
4 72 0.42 0.020 0.83 0.28 0.12 48 0.10
5 79 0.45 0.023 0.87 0.33 0.13 44 0.09
6 97 0.40 0.022 0.86 0.36 0.10 55 0.15
7 123 0.45 0.014 1.00 0.50 0.13 58 0.12
8 147 0.42 0.013 0.98 0.56 0.11 52 0.11
9 479 0.42 0.008 1.08 1.00 0.09 40 0.07
10 79 0.49 – – 0.36 0.15 – –
11 123 0.51 – – 0.56 0.15 – –
12 479 0.49 – – 1.00 0.12 – –
13 – 0.41 – 1.23 1.00 0.12 – –
14 – 0.25 – 0.82 1.00 0.04 – –
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where u0 is the free stream velocity, Um is the maximum free stream
velocity, Ω ¼ 2π=T where T can be interpreted as a characteristic period
of motion corresponding to the time duration where the free stream ﬂow
exceeds 0.007Um. It should be noted that, although solitary-like in shape,
the period and velocity magnitude can be chosen independently, thus
allowing their individual proper scaling. The single wave was chosen in
part because a uni-directional velocity signal could be better controlled
than an oscillating signal, and in part because it enabled the study of the
scour process using a new generic signal. In contrast, Larsen et al. (2017)
studied the tsunami-induced scour process by utilizing a sinusoidal ﬂow
as a generic tsunami signal.
Table 1 lists the maximum free stream velocity, the period, the non-
dimensional equilibrium scour depth (Se=D), the boundary layer thick-
ness to water depth ratio (δ=h) and the maximum Shields parameter (θm).
Cases 1–9 are intended as tsunami scour experiments. Cases 10–12 are
intended as pure tsunami boundary layer experiments. In these test the
undisturbed velocity proﬁle were measured by pitot tubes placed at
varying distances from the bed. Finally, Cases 13–14 correspond to
steady current scour measurements, which can be regarded as the inﬁnite
period limit.
The boundary layer thickness is calculated utilizing expressions pro-
vided by Williams and Fuhrman (2016). Speciﬁcally, for hydraulically
smooth conditions they suggested:
δ
a
¼ 0:044Re0:07 (2)
where a ¼ Um=Ω is a characteristic length scale and Re ¼ aUm=ν is the
Reynolds number. The hydraulically smooth expression was used for all
the model scale experiment calculations since kþs ¼ ksUf =ν never ex-
ceeds 10, where Uf is the friction velocity and ν the kinematic viscosity.
Alternatively, for hydraulically rough condition (used when calculating
the full scale equivalents of the model scale experiments) they
suggested:
δ
a
¼ 0:05

a
ks
0:11
(3)
where ks ¼ 2:5d50 is Nikuradse's equivalent sand roughness. Further-
more, the Shields parameter was calculated by
θm ¼
U2fm
ðs 1Þgd50 (4)
where s ¼ 2:65 is the relative density of the grains, g is gravitational
acceleration, and Ufm is the maximum friction velocity calculated from
Ufm ¼
ﬃﬃﬃﬃ
fw
2
r
Um (5)
where the friction factor is given by
fw ¼ 0:04Re0:16 (6)
and
fw ¼ exp

5:5

a
ks
0:16
 6:7

(7)
for the hydraulically smooth and rough conditions, respectively. These
friction factor expressions come from Fuhrman et al. (2013) and were
shown byWilliams and Fuhrman (2016) to give reasonable friction factor
estimates for the simulated tsunami cases.
Due to the inability of the propeller to measure small velocities, the
period of the incoming ﬂow could not be determined directly. The period
is therefore found by minimizing the error between the measured and the
analytical velocity (see equation (1)) at u0 > 0:95Um for Case 1–3 and
u0 > 0:8Um for Case 4–12. Fig. 5 shows the measured free-stream ve-
locity and the ﬁt utilized for the period for 6 of the cases, as typical ex-
amples. It is readily apparent that the measured velocity variations ﬁt
Fig. 5. Comparison between measured () and ﬁtted (- -) velocity signals for a) Case 1, b) Case2, c) Case 3, d) Case 4, e) Case 5, f) Case 6, g) Case 7, h) Case 8, i)
Case 9.
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better with the sech2 proﬁle for Cases 6–9 than for Cases 2 and 3. This is
due to the fact that Cases 1–3 utilized an early program for controlling
the pump, which was subsequently improved upon in Cases 4–12.
Nevertheless, though the ﬁt with the idealized signal is not as good, the
actual velocity variations are as realistic for the tsunami-induced ﬂow as
in the other cases, and therefore the results will still be presented.
The given equilibrium scour depth is not taken after just one tsunami
wave, but after several waves (up to 89) in succession. While a real life
tsunami attack would not likely consist of 89 successive waves, there
have been reports of a leading wave followed by several trailing waves,
and it is therefore relevant to continue the scour process more than just
one wave. Furthermore, continuing until equilibrium is reached will
reveal whether the authors’ physical understanding of the problem is
correct. Similar to the suggestion in the numerical study by Larsen et al.
(2017), the authors argue that the scour process resembles that within a
steady current scour, with the equilibrium scour depth tending to the
steady current scour depth limit after taking into account the ﬁnite wave
boundary layer thickness.
3. Hydrodynamic and morphological similitude
Before continuing to the experimental results, considerations
regarding the hydrodynamic and morphological similitude to full scale
conditions will be presented. The scaling utilized follows the approach
presented in Larsen et al. (2017). It is not possible to achieve complete
similarity. However, as shown by Roulund et al. (2005), if the Froude
number is O(0.2) then the effects of the free-surface become negligible,
and the scour process can be viewed entirely from a boundary layer
perspective. In this case, tsunami induced scour can be studied using a
time varying current. In the present study the experimental cases had
Fr ¼ 0:20–0.31 and the full scale cases, which are derived in what fol-
lows, have Fr ¼ 0:14–0.21, i.e. both in experiments and full scale
equivalents the Froude numbers are O(0.2), hence the effects of the
free-surface can be considered small.
Kinematic similarity, and thus geometric similarity, for the scour
process is achieved by similarity in U2m=ðgDÞ and δ=D. Similarity in U2m=
ðgDÞ ensures that the adverse pressure gradient induced by the presence
of the structure itself will be similar at both model and ﬁeld scales, i.e.
that the ratio of the excess stagnation pressure head in front of the
monopile U2m=ð2gÞ-to-pile diameter D will be maintained.
The main driver of the scour process is the horseshoe vortex, whose
size and strength is largely determined by the boundary layer thickness-
to-diameter ratio δ=D and the adverse pressure gradient. Achieving
similarity in both U2m=ðgDÞ and δ=D is therefore of utmost importance
from the scour perspective. As the boundary layer thickness is governed
by the amplitude of the orbital motion, a, and thus the period of the
motion, then similarity in boundary layer thickness-to-monopile diam-
eter ratio determines the scaling of the ﬂow period. The above approach
ensures the best possible similarity in the hydrodynamics inducing the
scour process. Furthermore, to ensure reasonable similarity in the
scouring rate relative to the period, the sediment grain size at full scale is
chosen to give scour time scale-to-period ratios that are of the same order
of magnitude at both model and ﬁeld scale. To calculate the time scale,
the modiﬁed time scale for steady current scour presented in Larsen et al.
(2017), is utilized:
Ts ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gðs 1Þd3p
D2
Ts ¼ 1400

δ
D
0:7
θ1:5 (8)
where Ts is the non-dimensional scour time scale, Ts is the dimensional
scour time scale, δ is the wave boundary layer thickness and θ is found via
equations (4)–(7). The actual time scale of the tsunami-induced scour
will be somewhat larger, as the ﬂow is only near maximum for a fraction
of the period, but keeping the time scale-to-period ratio approximately
the same at both model and full scale will ensure that the morphological
time is similar at model and full scale.
At full scale a monopile diameter of Dfull ¼ 4 m, a water depth of
hfull ¼ 20 m and a grain size of dfull ¼ 0:3 mm can be considered typical of
Table 2
Corresponding full scale wave parameters for the nine (1–9) scour cases and
three (10–12) velocity proﬁle cases.
Case T ½s Um [m/s] H [m] D [m] d [mm] h [m] θm
1 1528 2.02 5.8 4 0.3 20 0.99
2 1372 2.15 6.1 4 0.3 20 1.12
3 1240 2.53 7.2 4 0.3 20 1.54
4 592 2.63 7.5 4 0.3 20 1.80
5 650 2.85 8.1 4 0.3 20 2.07
6 809 2.52 7.2 4 0.3 20 1.60
7 1032 2.87 8.1 4 0.3 20 2.00
8 1247 2.66 7.6 4 0.3 20 1.69
9 2416 2.66 7.6 4 0.3 20 1.59
10 648 3.10 8.85 4 0.3 20 2.43
11 1028 3.23 9.21 4 0.3 20 2.50
12 2071 3.10 8.85 4 0.3 20 2.16
Fig. 6. Measured ensemble average velocity proﬁles at peak ﬂow (t¼ 0) (o)
together with the model results using MatRANS () and the boundary layer
thickness from (2) (- -). a) Case 10, b) Case 11 and c) Case 12.
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conditions at offshore wind turbines. The resulting full scale maximum
free-stream velocity is obtained through similarity in U2m=ðgDÞ. The cor-
responding full scale period is then found by achieving simlarity in δ=D
by the use of equation (3). Finally the full-scale wave height has been
found from linear shallow water theory:
Um ¼ H2
ﬃﬃﬃ
g
h
r
(9)
The resulting full scale wave parameters are shown in Table 2. As seen
from Table 2, the cases considered are representative of full scale tsu-
namis having periods ranging from about 10min up to 40min and wave
heights of 5–8m at a water depth of 20m. The full-scale Shields
parameter, θ, is of course signiﬁcantly larger than the model scale θ, but
as mentioned, with scour time scale-to-period ratio similar at both model
and full scales, the non-dimensional scour depth should be similar during
the scour process.
It is again emphasized that the above scaling procedure does not
follow standard Froude scaling, but is made to ensure best possible
similarity between model and ﬁeld scale in relation to ﬂow inducing the
scour process.
4. Tsunami-induced boundary layers
In this section the tsunami-induced boundary layers will be shown
and discussed. To accurately predict sediment transport, morphology and
scour processes a detailed understanding of the boundary layer is
essential. Due to their long yet unsteady and transient nature, tsunami
scale boundary layers are difﬁcult to produce experimentally, and as a
result tsunami scale boundary layers have received relatively little
attention in the literature.Williams and Fuhrman (2016) investigated full
scale tsunami induced boundary layers utilizing a numerical
one-dimensional vertical (1DV) Reynolds-Averaged Navier-Stokes
(RANS) model coupled with k ω turbulence closure. Their simulations
suggested that the boundary layer of a tsunami will typically not be
limited by the water depth at locations sufﬁciently offshore, and this in
turn means that the tsunami-generated boundary layer ﬂow can be
considered as both current-like due to their long duration and wave-like
due to their unsteady boundary layers which do not necessarily span the
entire water column. To show that this is also the case in the present
experiments the velocity proﬁles were measured for three different ve-
locity signals (Cases 10–12). Fig. 6 shows the velocity proﬁle at the peak
(t¼ 0). Included in the ﬁgure is also the velocity proﬁled obtained by
simulating the ﬂow with the MatRANS model utilized in Williams and
Fuhrman (2016), as well as the boundary layer thickness obtained from
equation (2). For more details of the model, the reader is referred to
Williams and Fuhrman (2016) and Fuhrman et al. (2013) which contains
the original description of the model.
Fig. 6 illustrates that the boundary layer of the experimental tsunami
signal does indeed not necessarily span the entire water depth, as seen in
Cases 10 and 11. In contrast, in Case 12, the boundary layer extends all
the way to the surface, but it should be noted that the period in this case is
also extremely long compared to the two other cases. Thus, this tsunami
is more current-like than wave-like by the time peak ﬂow is reached. The
calculated boundary layer thickness is actually larger than the ﬂow
depth, and hence we instead use δ ¼ h for this case. Furthermore, Fig. 6
also illustrates that the MatRANS model captures the behaviour of the
transient boundary layer quite well, as a generally excellent match in the
predicted velocity proﬁles is achieved. Finally, and naturally taking into
account the good match with the MatRANS model, the predicted
boundary layer thickness based on equation (2) also yields a good
estimate.
Based on the three measured boundary layers, the previously esti-
mated Shields parameters, which together with the boundary layer
thickness, is the governing parameter for the scour depth, can also be
compared to the experiments. This is done utilizing the measured ve-
locity closest to the bed to estimateUfm, which then can be converted into
a Shields parameter utilizing equation (4). Ufm is found by assuming a
proﬁle of the following form
Um ¼ 1
κ
Ufmln
y0
ksg

kþs
 (10)
where y0 ¼ 0:01 m is the measurement point closest to the bed, κ ¼ 0:4 is
the von Karman constant and
g

kþs
 ¼ 1
9kþs
þ 1
30
exp

 140kþs þ 61:7

(11)
to take into account that the wall is transitional. The proposed function
for gðkþs Þ above comes from an approximation which has been ﬁt to data
from Nikuradse (1933) and joins the smooth (12) and rough (13) ex-
pressions given in Monin and Yaglom (1973):
g

kþs
 ¼ 1
9kþs
(12)
g

kþs
 ¼ 1
30
(13)
The data and the ﬁt to the data is shown in Fig. 7. The shape of the
function looks very similar to that found in Schlichting and Gersten
(2003), originally taken from Tani (1988).
From equation (10)Ufm is found iteratively and inserted into equation
(4) to give θ ¼ ½0:14; 0:13; 0:1 for Case 10, 11 and 12, respectively. It can
be seen that the Shields parameters calculated based on the experiments
are very similar to those obtained utilizing the friction factor given in (6),
see Table 1 (Case 10–12). Thus, it can be concluded that the estimates for
both boundary layer thicknesses as well as Shields parameters presented
in Table 1 are indeed representative of the experiments and suitable for
further scour predictions.
5. Tsunami-induced scour
In this section the tsunami-induced scour will be presented. First, the
short term scour development will be presented, followed by a presen-
tation of the long term scour development as well as equilibrium scour
depths and proﬁles. After this the results of the predictive engineering
model proposed by Larsen et al. (2017) will be compared to the experi-
mental results.
Fig. 7. Comparison of equation (11) (), data (o) Nikuradse (1933) reproduced
from Monin and Yaglom (1973) as well as smooth (12) and rough (13) ex-
pressions from Monin and Yaglom (1973) (- -).
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Fig. 8 shows the observed temporal scour variation during the ﬁrst
ﬁve periods in front of and at the front-side of the monopile for the six of
the nine cases (the only six that recorded the detailed scour process). The
front-side of the monopile is located approximately 30 from the center-
line and will for the rest of the present paper be referred to as the side.
The scour hole is seen to deepen in a stepwise-cumulative way, with
the majority of the scouring happening in the few ﬁrst periods. The actual
scouring is limited to a small fraction of the period. This is very similar to
the computed results shown in Larsen et al. (2017). It can also be seen
that in all the cases, the scour rate at the side of the monopile is faster
than the scour rate at the front. This is interpreted as the bending of the
streamlines creating large ampliﬁcation of the bed shear stress at the
front side of the monopile. This is very similar to that observed in ex-
periments by Hjorth (1975) and the numerical study by Baykal et al.
(2015). After some time the ampliﬁcation of the bed shear stress at the
sides reduces and the main driver of the scour process is no longer the
contracted streamlines, but the horseshoe vortex, which evens out the
difference in scour depth at the front and the front side of the monopile
(this is even more evident in Fig. 9 where the entire scour development is
shown, spanning up to nearly 60 events in succession). Some backﬁlling
at the front sides can be observed, most noticeably in Case 4, 5 and 7
(Fig. 8a, b and 8d). The backﬁlling occurs at three different instances of
the scour process, and it will now be explained for each. First, just before
continued scouring a small decrease in scour depth can be seen, most
evident in Case 7 (Fig. 8d), but also present in Case 6, 8 and 9 (Fig. 8c, e,
and 8f). From qualitative assessment of the video sequence it can be seen
that the backﬁlling occurs because sand is sliding into the hole. This can
be interpreted as the horseshoe vortex not yet attaining its full size, but
the free-stream Shields parameter exceeding its critical value. When this
happens sand is starting to move, and once it reaches the scour hole,
where the bottom slope is at the angle of repose, it slides into the hole.
Second, right after scouring a decrease in scour depth can also be seen,
most noticeable in Case 4 (Fig. 8a), but also present to a lesser degree in
Cases 5–9 (Fig. 8b–f). In this case, also based on qualitative assessment of
the video, sand is likewise sliding into the scour hole, and the physical
interpretation is the same, namely that the horseshoe vortex has weak-
ened and the critical shields parameter is still exceeded outside the scour
hole, pushing sand into the hole. Third, a discontinuous jump in the scour
depth can be seen in-between periods. This is most evident in Case 5
(Fig. 8b) at t=T ¼ 1;2;3; 4. The reason for this is reﬂected ﬂow in the
ﬂume transporting some sand from the back of the monopile to the front.
The jump is discontinuous in the ﬁgure because the reﬂection occurs
after the duration of a full period. However, in most cases the backﬁlling
from the reﬂected ﬂowwas rather limited, and does not seem to affect the
overall scouring process too much, except perhaps slowing it down a bit
compared to the case without reﬂection. The stepwise cumulative
scouring shown in Fig. 9 is very similar to Series C from Link et al. (2017)
(see their Fig. 4c), although their experiments were conducted solely in
the clear-water regime.
To further shed light on the physics of the process and also to
investigate the possible effects of tsunami scouring in the case of a pre-
existing scour hole, the experiments were continued beyond the ﬁrst
ﬁve periods until equilibrium or almost equilibrium scour depth was
reached. Here we deﬁne equilibrium scour depth as a depth that does not
change over time. In reality small changes occur with minor scouring and
backﬁlling, but the mean scour depth over a period of time should remain
constant. Fig. 9 shows the temporal development in the scour depth, with
measurements being taken once per period. It can be seen that the depth
of the scour holes are increasing rapidly during the ﬁrst few periods, and
thereafter the increase gets slower and slower, and the scour depth is
gradually approaching an equilibrium value. It is recognized that ﬁnal
equilibria have not been reached in Case 4, Case 7 and Case 9. Based on
the very limited change from period to period in these cases, the scour
depths are, however, not expected to increase much beyond what is
Fig. 8. Temporal scour development of the ﬁrst ﬁve periods. a) Case 4, b) Case 5, c) Case 6, d) Case 7, e) Case 8, f) Case 9.
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shown in Fig. 9. Again, it can also be seen that the scour depth is
increasing faster at the front side of the monopile compared to the front
center in the ﬁrst periods. However, after sufﬁcient time the scour depth
at the front side and the front center are more or less equal.
Fig. 10 shows the ﬁnal bed topography of all nine tsunami cases
(Fig. 10a–i) as well as the ﬁnal bed from the live-bed steady current
experiment (Fig. 10j). The bed topography from the nine tsunami cases
look rather similar, with a semi-circular hole forming around the
monopile, and sand deposited behind the monopile. The upstream bed of
Cases 1 and 2 (Fig. 10a and b) are clear of bed forms and could thus be
interpreted as being in the clear-water regime. All cases are in the clear-
water regime in parts of the periods, but the live-bed regime period is
generally long enough to develop bed forms. The cases with bed forms
bear some resemblance to the steady current scour hole (Fig. 10j)
although the extend of the hole in the steady current case is somewhat
larger. This is probably due to (1) the tsunami cases perhaps not reaching
full equilibrium, and probably more importantly, due to (2) the boundary
layer thickness not spanning the entire depth in the tsunami ﬂows, which
will limit the relative size of the horseshoe vortex.
In Larsen et al. (2017) it was argued that the tsunami-induced scour
depth, should (if given enough time) tend to the current-induced equi-
librium scour depth, after taking into account the ﬁnite boundary layer
thickness, and that this could be predicted utilizing
Se
S0
¼ 1 exp

0:9 δ
D

(14)
where S0=D ¼ 1.3 is the widely-accepted equilibrium current induced
scour value around a circular pile (without depth limitation). In Fig. 11
the equilibrium scour depths are shown as a function of the boundary
layer thickness to diameter ratio and compared to equation (14). The
scour depths are not taken from the video, but rather as the maximum
depth from the scanned bed. However the estimates from the video do
not differ signiﬁcantly from the bed scan. Included in the ﬁgure are also
the results from the MSc thesis of Lavictoire (2015) who studied the bore
induced scour around a circular cylinder standing on a dry beach, as well
as the results for the bore induced scour around a circular cylinder by
Shaﬁei et al. (2015). We have taken the height of the approaching bore as
the boundary layer thickness for these latter two studies. It may be seen
that the tsunami-induced equilibrium scour depth can reasonably be
predicted by equation (14). There is, of course, some scatter, but this
scatter is of the same order of magnitude as the scatter of the current
induced scour depth, see Larsen et al. (2017) where the relationship in
Equation (14) was proposed. It can also be seen that equation (14) pro-
vides a good estimate of the equilibrium scour depth in the case where
the cylinder is standing in-land and is subjected to a bore, as equation
(14) also captures well the experimental results by Lavictoire (2015) and
Shaﬁei et al. (2015).
As seen from Figs. 8 and 9 the equilibrium scour depths in the ex-
periments are not reached after one or two tsunami waves, but rather
after approximately 50 tsunami waves, and therefore the scour depth
predicted from equation (14) may not be appropriate for estimating the
scour depth of a tsunami attack. In some cases it will, but this will depend
entirely of the time scale of the scour process and the boundary layer
thickness. Therefore, the temporal evolution should likewise generally be
taken into account. In Larsen et al. (2017) the following expression was
suggested for the temporal evolution of the tsunami induced scour depth
S
D
¼ Se
D

1 exp

 ts
Ts

; ts ¼ nψT : (15)
where Se is the equilibrium scour depth predicted by equation (14). This
Fig. 9. Temporal scour development of the entire experiment at integer values of t=T (i.e. after each tsunami). a) Case 4, b) Case 5, c) Case 6, d) Case 7, e) Case 8, f)
Case 9.
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resembles the commonly used expression to characterize typical time
development of scour processes, see Sumer and Fredsøe (2002). In the
equation above ts represents the effective scour time, and n represents the
integer number of successive waves characterizing a given tsunami i.e.
n¼ 1 can be utilized to predict the maximum scour occurring during the
leading tsunami wave, with n¼ 2,3, …utilized for predicting the accu-
mulated scour induced by any successive waves. The additional factor
ψ  1 represent the effective scouring fraction of a period. In Larsen et al.
(2017) the tsunami was represented by a sinusoidal ﬂow and ψ ¼ 1=3
was chosen. This value is, however, not appropriate for the present sit-
uation where the ﬂow is unidirectional. Instead, we have chosen to
predict the value by estimating the ratio of the predicted volume of
sediment transported by the tsunami wave relative to the predicted
volume of sediment transported by a steady current having the same θ as
Fig. 10. Equilibrium bed proﬁles of a) Case 1, b) Case 2, c) Case 3, d) Case 4, e) Case 5, f) Case 6, g) Case 7, h) Case 8, i) Case 9, j) Case 13 (Steady scour).
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θm of the tsunami, i.e.
ψ ¼ ∫
T
0 θðθ > θcÞ3=2dt
∫ T0 θ
3=2
m dt
(16)
where θ is the predicted instantaneous value of Shields parameter of the
tsunami, θc ¼ 0:05 is the critical Shields parameter, and θm is the
maximum Shields parameter of the tsunami predicted by equation (4). θ
is calculated by equations (4), (5) and (7), maintaining a constant friction
factor but substituting Um with u0 ¼ Umsech2ðΩtÞ: In the above formu-
lation θ is raised to 3/2 as many sediment transport formulae scale with
θ3=2, see e.g. Fredsøe and Deigaard (1992). The resulting values of ψ can
be seen in Table 1. It should be noted that equation (16) does not give
ψ ¼ 1/3 integrating one half-cycle of the sinusoidal ﬂow from Larsen
et al. (2017). However, ψ estimates for these sinusoidal wave signals
using equation (16) are not signiﬁcantly different from ψ ¼ 1/3 hence
using equation (16) in this case (only integrating for one half cycle)
would still give reasonable scour predictions.
Utilizing the estimated values of ψ the predicted scour evolution of
Cases 4–9 are plotted in Fig. 12 together with the measured scour depths.
As can be seen, the simple predictive model proposed above does a good
job of predicting the scour observed within the experiments, especially
during the ﬁrst tsunami waves. Further taking into account the scatter in
the experimental results leading to equation (14) (on which the engi-
neering model is built), the estimate is satisfactory. The worst prediction
is Case 9 where the predicted scour depth is approximately 20% more
than from the experiment, but still well within normal scatter in scour
experiments.
6. Model-experiment comparison
In this section Cases 6–8 will be simulated with the same model used
in the previous numerical study by Larsen et al. (2017) on tsunami
induced scour around monopile foundations where the tsunami was
there represented by a sinusoidal velocity signal. This is done to
strengthen the validity of the simple predictive engineering model. In
Larsen et al. (2017) the engineering model was suggested based purely
on numerical results, and a good comparison with the current experi-
ments will further validate the accuracy of the numerical model and thus
also the predictive engineering model for tsunamis represented, not only
as single waves, but also as sinusoidal waves.
The simulations are performed using the sediMorph model,
implemented in OpenFOAM-1.6-ext, originally developed by Jacobsen
Fig. 11. Equilibrium measured scour depth as function of predicted boundary
layer thickness.
Fig. 12. Predicted and measured temporal scour development of the entire experiment. a) Case 4, b) Case 5, c) Case 6, d) Case 7, e) Case 8, f) Case 9.
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(2011) and Jacobsen et al. (2014). The model is a fully coupled RANS
model, with k ω turbulence closure, bed load transport, suspended
load transport and morphology. The model is very well validated and
has been used to simulate breaker bar development by Jacobsen et al.
(2014), current, wave and wave-plus-current induced scour and
backﬁlling beneath submarine pipelines by Fuhrman et al. (2014),
Larsen et al. (2016) and Bayraktar et al. (2016) as well as current,
wave and tsunami induced scour around a monopile by Baykal et al.
(2015), Baykal et al. (2017) and Larsen et al. (2017). For more details
on the model implementation the reader is referred to Jacobsen et al.
(2014).
The computational domain is discretized into ﬁnite volumes of
quadrilateral blocks in varying shapes and dimensions and the compu-
tational domain has the following dimensions: length, l ¼ 20D, width,
w ¼ 15D, and height, h ¼ 2D, in which D is the monopile diameter. The
total number of cells comprising the computational domains utilized is
170,496 with the near-bed cells having a height OðdÞ, in which d is the
grain size. The monopile is located at the center of the domain ðx; yÞ ¼
ð0;0Þ. This mesh and boundary conditions are exactly the same as used in
Larsen et al. (2017) who simulated steady current induced scour as well
as tsunami induced scour and the reader is referred to this study for more
details of the model set-up.
Fig. 13 shows the detailed scour development of Cases 6–8 of both
the experiment and the numerical model. It can be seen that the model,
similar to the experiments, predicts the scour occurring in a stepwise
fashion, with the scour rate at the side being slightly larger than the
center. The model over-predicts the scour in the ﬁrst period, but after
that the agreement between the model and the experiments improves.
The reason for the over-predicted scour depth in the ﬁrst period could
be that all sediment transport formulae within the model build on the
assumption of rough-turbulent ﬂow at the bed. In reality the grain
Reynolds number Uf d=ν  3. In this region the critical Shields param-
eter θc is slightly larger than θc ¼ 0:05 which is utilized in the model.
Another explanation could be that even though the bed was levelled
between each experiment, it was not completely ﬂat, as in the simula-
tion. Small bed forms could thus give extra ﬂow resistance and thus
lower the bed shear stress compared to the model. After simulating a
few waves the modelled cases also contain some bed forms, and the
scour development is more similar. The gradual development of bed
forms can also be seen in Fig. 14 where the simulated bed proﬁle of Case
7 is shown after one, three and ﬁve periods. After one period the bed is
almost free of bed forms. After three periods small ripples have devel-
oped on the side and ﬁnally after ﬁve periods the bed forms have spread
to the front of the monopile. The gradual deepening and widening of
the scour hole in time is also quite clear, and the bed proﬁle after ﬁve
periods is starting to show resemblance with the equilibrium proﬁle of
Case 7 (Fig. 10h).
Despite the difference between the initial scour depths of the model
and the experiment, we still ﬁnd this comparison satisfactory. This
further validates the sediMorph model as well as the predictive engi-
neering formula for tsunami induced scour beneath sinusoidally varying
velocity signals.
Fig. 13. Comparison between modelled and experimental scour development.
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7. Conclusions
This paper presents an experimental analysis of tsunami-induced
scour around monopiles representative of offshore wind turbine foun-
dations. The offshore scour process has been studied by treating the
incoming tsunami as a time varying current which enabled properly
scaled experiments. To complement a previous (entirely numerical)
study by Larsen et al. (2017) using a sinusoidal velocity signal, a ”single
wave” (elongated soliton) formulation has been used as a synthetic
tsunami signal, which has been repeated in succession.
Based on a recently developed method for maintaining similarity
between model and full scale tsunami-induced scour it is shown that the
nine cases considered corresponds to real-life tsunamis having periods
from 10min to 40min and wave heights of 5 m–8m at a water depth of
20m. The boundary layer beneath the model tsunami signal is shown to
be accurately predicted by the MatRANS model (Fuhrman et al. (2013))
as well as by recently developed formula for boundary layer thickness
and friction factors beneath tsunami waves (Williams and Fuhrman
(2016)).
The scour development is shown to occur in a stepwise cumulative
fashion, with the equilibrium scour depth tending to that predicted by
existing steady current scour depth expressions after accounting for the
ﬁnite boundary layer thickness induced by the unsteady ﬂow.
It is shown that the temporal development can reasonably be predicted
by the practical engineering model developed by Larsen et al. (2017) with
a small change in the parameter ψ (representing the effective scouring
duration within a period), which is now found analytically as the ratio of
the volume sediment transported by one tsunami wave relative to volume
of sediment transported by a steady current having the same Shields
parameter as themaximum Shields parameter of the tsunami. The practical
engineering model thus only requires use of existing experimentally-based
expressions for predicting steady current scour and time scales as wells as
analytical calculations of the parameter ψ .
Finally, three cases were simulated by a fully coupled hydrodynamic
and morphologic CFD-model and a good correspondence was obtained.
These results add to the validation of the sediMorph model (Jacobsen
(2011)), and hence give further conﬁdence in the previous
purely-numerical study of tsunami-induced scour conducted by Larsen
et al. (2017).
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Chapter 4
Performance of interFoam on the
simulation of progressive waves
This Chapter is under preparation as:
Larsen, B. E., Fuhrman, D. R., Roenby, J. (2018). Performance of interFoam on
the simulation of progressive waves.
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Abstract
The performance of interFoam (a widely-used solver within the popular open source CFD package OpenFOAM) in simulating
the propagation of a nonlinear (stream function solution) regular wave is investigated in this work, with the aim of systematically
documenting its accuracy. It is demonstrated that over time there is a tendency for surface elevations to increase, wiggles to appear
in the free surface, and crest velocities to become (severely) over estimated. It is shown that increasing the temporal and spatial
resolution can mitigate these undesirable effects, but that a relatively small Courant number is required. It is further demonstrated
that the choice of discretization schemes and solver settings (often treated as a ”black box” by users) can have a major impact on the
results. This impact is documented, and it is shown that obtaining a ”diffusive balance” is crucial to accurately propagate a surface
wave over long distances without requiring exceedingly high temporal and spatial resolutions. Finally, the new code isoAdvector
is compared to interFoam, which is demonstrated to produce comparably accurate results, while maintaining a sharper surface. It
is hoped that the systematic documentation of the performance of the interFoam solver will enable its more accurate and optimal
use, as well as increase awareness of potential shortcomings, by CFD researchers interested in the general CFD simulation of free
surface waves.
Keywords: interFoam, waves, discretization practises, isoAdvector
1. Introduction
As a tool to simulate waves interFoam, in the widely-
used CFD package OpenFOAM (or other solvers build on
interFoam, e.g. waves2Foam developed byJacobsen et al.
(2012)) are becoming increasingly popular. As examples,
interFoam has been utilized to simulate breaking waves by
e.g. Jacobsen et al. (2012); Brown et al. (2016); Jacobsen et al.
(2014); Lupieri and Contento (2015); Higuera et al. (2013). It
has also been used to simulate wave-structure interaction by e.g.
Higuera et al. (2013); Chen et al. (2014); Paulsen et al. (2014);
Hu et al. (2016); Jacobsen et al. (2015); Schmitt and Elsaesser
(2015).
Wave breaking and wave-structure interaction are both very
complex phenomena, but interFoam has also been utilized to
simulate more simple cases, such as the progression of a soli-
tary wave by Wroniszewski et al. (2014), which was suggested
as a benchmark to compare to other CFD codes. The study
by Wroniszewski et al. (2014) highlighted a problem, that to
our knowledge, has gone largely unnoticed in the formal jour-
nal literature, namely that the velocity at the crest of the wave is
over-predicted relative to the analytical solutions. This was also
highlighted in conference paper Roenby et al. (2017b), the MSc
thesis of Afshar (2010) and the PhD thesis Tomaselli (2016). A
second problem was highlighted in the study by Paulsen et al.
(2014), where it was shown that interFoam is not capable of
∗Corresponding author
Email address: bjelt@mek.dtu.dk (Bjarke Eltard Larsen)
maintaining a constant wave height for long propagation dis-
tances. They also mentioned, though not going into great detail,
that the choice of convection scheme affected this behaviour.
The choice of convection scheme was also briefly touched upon
by Wroniszewski et al. (2014), who, like Paulsen et al. (2014),
utilized an upwind scheme, chosen for stability reasons. A third
(again not well described in the literature) problem is the ap-
pearance of wiggles in the air-water interface, as documented
by Afshar (2010). A fourth problem, which has received con-
siderable attention (though not in the context of waves), is the
growth of spurious velocities in low density fluid near the inter-
face; see e.g. Francois et al. (2006); Meier et al. (2002); Rud-
man (1997); Popinet and Zaleski (1999); Shirani et al. (2005);
Menard et al. (2007); Tanguy et al. (2007); Galusinski and Vi-
gneaux (2008); Hysing (2006). The previous mentioned stud-
ies all related the growth of spurious velocities to the surface
tension. More recently, however, it should be noted that Vukce-
vic (2016); Vukcevic et al. (2016); Wemmenhove et al. (2015)
demonstrated development of spurious velocities in situations
without surface tension.
While a benchmark case as presented in Wroniszewski et al.
(2014) is, in principal, a good idea many relevant details of the
interFoam setup were not presented, and this is typically the
case in many of the previous mentioned studies. Such details
are quite important, at least from the perspective of benchmark-
ing, as it turns out that the performance of interFoam is quite
sensitive to the setup (briefly touched upon in Paulsen et al.
(2014) and Wroniszewski et al. (2014) in the choice of con-
Preprint in preparation April 17, 2018
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vection scheme). Hence, prior to benchmarking interFoam or
other CFD solvers, it is imperative that an ”optimal” (or at least
reasonably so) settings be known and utilized.
As the intended audience of the present paper is OpenFOAM
users, a working knowledge of this software is assumed
throughout. To shed light on the general CFD simulation of
surface gravity waves, the present study will systematically in-
vestigate the performance of interFoam on a canonical case in-
volving a simple, intermediately deep, progressive regular wave
train. It will demonstrate that taking interFoam ”out of the
box,” i.e. utilizing the standard setup from one of the popular
tutorials, will yield quite poor results. After showing the de-
fault performance of interFoam the sensitivity of interFoam
to different settings will be investigated. First, a standard sen-
sitive analysis is conducted with respect to the Courant num-
ber and mesh resolution. This is done specifically to highlight
that commonly-used Courant numbers may not be sufficiently
small to accurately simulate gravity waves. Then, utilizing a
lower Courant number, different interFoam settings will be
systematically tested, and finally combined to form a reason-
ably optimal set up. More general set up considerations will
also be discussed. The recently developed code isoAdvector
will finally be coupled with interFoam, and the performance
of interFoam (utilizing isoAdvector instead of MULES) will
be compared to the performance of the standard interFoam
solver.
2. Model description
2.1. Hydrodynamics
The flow is simulated by solving the continuity equation cou-
pled with momentum equations, respectively given in (1) and
(2):
∂ui
∂xi
= 0, (1)
∂ρui
∂t
+u j
∂ρui
∂x j
= −∂p
∗
∂xi
−g jx j ∂ρ
∂xi
+
∂
∂x j
(
2µS i j
)
+σT κ
∂α
∂xi
, (2)
Here ui are the mean components of the velocities, xi are the
Cartesian coordinates, ρ is the fluid density (which takes the
constant value ρwater in the water and jumps at the interface to
the constant value ρair in the air phase), p∗ is the pressure minus
the hydrostatic potential ρg jx j, g j is the gravitational acceler-
ation, µ = ρν is the dynamic molecular viscosity (ν being the
kinematic viscosity), and S i j is the mean strain rate tensor given
by
S i j =
1
2
(
∂ui
∂x j
+
∂u j
∂xi
)
. (3)
The last term in equation (2) accounts for the effect of sur-
face tension, σT , where κ is the local surface curvature and α is
the so-called indicator field introduced for convenience, which
takes value 0 in air and 1 in water. It can be defined in terms of
the density as
α =
ρ − ρair
ρwater − ρair . (4)
We assume that any intrinsic fluid property, Φ, can be expressed
in terms of α as
Φ = αΦwater + (1 − α)Φair. (5)
The evolution of α is determined by the continuity equation,
which in terms of α reads
∂α
∂t
+
∂αu j
∂x j
= 0. (6)
In interFoam the numerical challenge of keeping the inter-
face sharp is addressed using a numerical interface compres-
sion method and limiting the phase fluxes based on the ”Mul-
tidimensional universal limiter with explicit solution” (MULES)
limiter. Numerical interface compression is obtained by adding
a purely heuristic term to equation (6), such that it attains the
form
∂α
∂t
+
∂αu j
∂x j
+
∂
∂x j
(
α(1 − α)urj
)
= 0. (7)
Here urj is a modelled relative velocity used to compress the
interface. For more details on the numerical implementation,
the reader is referred to Deshpande et al. (2012).
All simulations are performed utilizing OpenFOAM version
foam-extend 3.2. The authors are aware of a ”new” MULES
algorithm (not present in the extend versions) in newer versions
from OpenFOAM-2.3.0, and also of the new commit support
for Crank-Nicolson on the time integration of α. There-
fore the base case to be presented later, was also simulated
utilizing a newer version of the standard OpenFOAM, namely
OpenFOAM-3.0.1. We were unable to produce significantly
different results with these newer versions as compared to our
simulations with foam-extend 3.2, hence the base perfor-
mance demonstrated in what follows is likewise expected to be
representative of newer versions.
2.2. Boundary and initial conditions
For this study a simple base case of a regular propagating
wave will be simulated with various numerical settings. The
quality of the simulated wave will be assessed through com-
parison with the analytical solution in terms of surface eleva-
tions and velocity profiles. We use a so-called stream func-
tion wave from Rienecker and Fenton (1981), initialized with
waves2Foam developed by Jacobsen et al. (2012), with a pe-
riod T = 2 s and wave height H = 0.125 m at a water depth
of h = 0.4 m. This gives kh = 0.66 and H/h = 0.31, which
indicates that the simulated wave is non-linear and at interme-
diate depth, with k being the wave number. The stream func-
tion solution can be considered as a numerically exact wave
solution based on nonlinear potential flow equations. The prop-
erties have been selected to correspond to the incoming wave in
the well-known spilling breaker experiment of Ting and Kirby
(1994). For all simulations the wave will be propagated through
a domain which is exactly one wave length long and two wa-
ter depths high with cyclic periodic boundary conditions on
the sides. Unless stated otherwise the domain is discretised
into cells having an aspect ratio of 1 with the number of cells
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per wave height N = H/∆y = 12.5, resulting in cells with
∆x = ∆y = 0.01 m. This results in a two dimensional do-
main with 379×80 cells. At the bed a slip condition is uti-
lized in accordance with potential flow theory. At the top the
pressureInletOutletVelocity is used. This means that
there is a zero gradient condition except on the tangential com-
ponent which has a value of zero.
3. interFoam settings
In this section the default numerical settings for our simu-
lations, as well as a general description of OpenFOAM’s dis-
cretization practices, are presented. Our base numerical set-
tings will be those found in the popular damBreak tutorial
shipped with foam-extend-3.2. With this starting point we
will change various settings to investigate their effect on the
quality of the numerical solution. More specifically, we copy
the controlDict, fvSchemes and fvSolution files directly
from the damBreak tutorial. In the constant directory the
mesh and the physical parameters of the case are specified:
ρwater=1000 kg/m3, ρair = 1.2 kg/m3, νwater = 1 · 10−6 m2/s,
νair = 1.45 · 10−5 m2/s, and σT = 0.0 N/m (i.e. no surface ten-
sion). We note that the analytic stream function solution does
not take into account the presence of air, nor the effect of vis-
cosity or surface tension. With the chosen wave parameters
and boundary conditions (e.g. no slip at the bed) the physics
are dominated by inertia and gravity. With a density rate of
ρwater/ρair ∼ 833, the air will behave like a “slave fluid” moving
passively out of the way for the water close to the surface. To
confirm the insignificance of the physical viscosity in our setup,
we have compared simulations with these set to their physical
values and to zero, and confirmed that this had no effect on our
results. We have also performed simulations with ρair = 0.1
kg/m3 and ρair = 10 kg/m3. This had almost no effect in the
short term, but had some effect for long propagation distances.
Increasing the density made the air behave less like a “slave
fluid” and slowed the propagation of the wave. Decreasing the
density created larger air velocities, but did not alter the wave
kinematics significantly. We have confirmed that switching the
surface tension between zero and its physical value (σT = 0.07
N/m) had next to no effect on our simulation results, as ex-
pected in the gravity wave regime. Finally, the simulations are
performed without turbulence, as the results are intended to be
compared with the idealized stream function (potential flow)
solution.
The OpenFOAM case setup is contained in a file called
controlDict which, among others things, controls the time
stepping method. The schemes used to discretize the dif-
ferent terms in the governing equations are specified in the
fvSchemes file, and the file fvSolution contains various set-
tings for the linear solvers and for the solution algorithm. In
Table 1 the essential parameters for the base set up from these
three files are indicated. The most important details of the
scheme and solver choices presented in Table 1 will be de-
scribed in the following. For descriptions of the remaining set-
tings, the reader is referred to the OpenFOAM user guide and
programmers guides in Greenshields (2015, 2016).
3.1. controlDict
In this subsection the most important controlDict set-
tings are presented. The time step can be specified either as
fixed, such that the user defines the size of the time step, or as
adjustable. In the latter case the time step is adjusted such
that a maximum Courant numberCo = ui∆t/∆xi or a maximum
AlphaCo (The Courant number in interface cells) is maintained
at all times. In the damBreak tutorial an adjustable time step is
used with Co = 0.5, hence this value will be utilized initially.
3.2. fvSchemes
In this subsection some of the discretisation schemes are pre-
sented to aid in the understanding of the forthcoming analysis.
The ddt scheme specifies how the time derivative ∂/∂t is han-
dled in the momentum equations. Available in OpenFOAM are:
steadyState, Euler, Backwards and CrankNicolson. In
this study, steadyState is naturally disregarded as the simula-
tions are unsteady. The Euler scheme corresponds to the first-
order forward Euler scheme, whereas Backward corresponds
to a second-order, OpenFOAM implemented time discretization
scheme, which utilizes the current and two previous time steps.
The CrankNicolson (CN) scheme includes a blending factor
ψ, where ψ = 1 corresponds to pure (second-order accurate)
CN and ψ = 0 corresponds to pure Euler. This blending factor
is introduced to give increased stability and robustness to the
CN scheme.
In the finite volume approach used in OpenFOAM, the con-
vective terms in the mass (7) and momentum (2) equations are
integrated over a control volume, and afterwards the Gauss the-
orem is applied to convert the integral into a surface integral:∫
V
∇ · (φu) dV =
∮
S
φ (n · u) dS ≈
∑
f
φ fF f , (8)
where φ(x, t) is the field variable, φ f is an approximation of the
face averaged field value and F f = s f · u f is the face flux, with
s f being the face area vector normal to the face pointing out
of the cell. φ f can be determined by interpolation, e.g. using
central or upwind differencing. Central differencing schemes
are second order accurate, but can cause oscillations in the so-
lution. Upwind differencing schemes are first order accurate,
cause no oscillations, but can be very diffusive.
OpenFOAM includes a variety of total variation diminishing
(TVD) and normalized variable diagram (NVD) schemes aimed
at achieving good accuracy while maintaining boundedness.
TVD schemes calculate the face value φ f by utilizing combined
upwind and central differencing schemes according to
φ f = (1 − Γ)φ f ,UD + Γφ f ,CD0 (9)
where φ f ,UD is the upwind estimate of φ f , φ f ,CD is the central
differencing estimate of φ f . Γ is a blending factor, which is a
function of the variable r representing the ratio of successive
gradients,
r = 2
d · (∇φ)P
φN − φP . (10)
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Table 1: Base setup from the damBreak tutorial
controlDict Scheme/Value
adjustTimeStep true
maxCo 0.5
maxAlphaCo 0.5
fvSchemes
ddt Euler
grad Gauss Linear
div(rho*phi,U) Gauss LimitedLinearV 1
div(phi,alpha1) Gauss VanLeer01
div(phirb,alpha1) Gauss interfaceCompression
laplacian Gauss linear corrected
interpolation linear
snGrad corrected
fvSolution
pcorr(solver,prec,tol,relTol) PCG, DIC, 1e-10, 0
pd(solver,prec,tol,relTol) PCG, DIC, 1e-07, 0.05
pdFinal(solver,prec,tol,relTol) PCG, DIC, 1e-07, 0
U(solver,prec,tol,relTol) PBiCG, DILU, 1e-06, 0
cAlpha 1
momentumPredictor yes
nOuterCorrectors 1
nCorrectors 4
nNonOrthogonalCorrectors 0
nAlphaCorr 1
nAlphaSubCycles 2
Here d is the vector connecting the cell centre P and the
neighbour cell centre N. In NVD-type schemes the limiter
is formulated in a slightly different way. In the damBreak
tutorial base setup the TVD scheme is utilized by speci-
fying the keyword limitedLinearV 1 for the momentum
flux, div(rho*phi,U), and vanLeer01 for the mass flux,
div(phi,alpha1), where the keyword phi means face flux.
With the limitedLinear scheme Γ = max [min (2r/k, 1) , 0],
where k is an input given by the user, in this case k = 1. When
using the scheme for vector fields a ”V” can be added to the
TVD schemes, which changes the calculation of r to take into
account the direction of the steepest gradients. The vanLeer
scheme calculates the blending factor as Γ = (r + |r|)/(1 + |r|).
The 01 added after the TVD scheme name means that Γ is set
to zero if it goes out of the bounds 0 and 1, thus going to a pure
upwind scheme to stabilize the solution. The other available
TVD/NVD schemes differ in their definition of Γ and result-
ing degree of diffusivity. Since r depends on the numerically
calculated gradient of φ, the choice of gradient scheme can
also play an important role. In general the gradients are cal-
culated utilizing a Gauss linear scheme, but this might lead to
unbounded face values, and therefore gradient limiting can be
applied. As an example the gradient scheme can be specified as
Gauss faceMDLimited. The keyword face or cell specifies
whether the gradient should be limited base on cell values or
face values and the keyword MD specifies that it should be the
gradient normal to the faces. In addition to the linear choice of
gradient schemes there also exists a least square scheme as well
as a fourth order scheme.
The laplacian scheme specifies how the Laplacian in the
pressure correction equation within the PISO algorithm, as well
the third term on the right hand side of equation (2), should
be discretized. It requires both an interpolation scheme for the
dynamic viscosity, µ, and a surface normal gradient scheme
snGrad for ∇u. Often a linear scheme is used for the inter-
polation of µ and the proper choice of surface normal gradient
scheme depends on the orthogonality of the mesh. Besides be-
ing used in the Laplacian, the snGrad is also used to evaluate
the second and fourth term on the right hand side of equation
(2). Often a linear scheme will be used, with or without or-
thogonality correction. Another option is to use a fourth order
surface normal gradient approximation. Finally, the interpola-
tion scheme determines how values are interpolated from cell
centres to face centres.
3.3. fvSolution
In the fvSolutions file the iterative solvers, solution toler-
ances and algorithm settings are specified. The available iter-
ative solvers are preconditioned (bi-)conjugate gradient solvers
denoted PCG/PBiCG, a smoothSolver, generalised geometric-
algebraic multi-grid, denoted GAMG, and a diagonal solver.
Each solver can be applied with different preconditioners and
the smooth solver also has several smoothing options. The
GAMG solver works by generating a quick solution on a coarse
mesh consisting of agglomerated cells, and then mapping this
solution as the initial guess on finer meshes to finally obtain an
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accurate solution on the simulation mesh. The different precon-
ditioners and smoothers will not be discussed here, but Green-
shields (2015, 2016) can be consulted for additional details.
In addition to the solver choices the PISO, PIMPLE and
SIMPLE controls are also given in the fvSolution file. The
cAlpha keyword controls the magnitude of the numerical in-
terface compression term in equation (7). cAlpha is usu-
ally set to 1 corresponding to a “compression velocity” of
the same size as the flow velocity at the interface. The
momentumPredictor is a switch specifying enabling activa-
tion/deactivation of the predictor step in the PISO algorithm.
The parameter, nOuterCorrectors is the number of outer
correctors used by the PIMPLE algorithm and specifies how
many times the entire system of equations should be solved
within one time step. To run the solver in “PISO mode” we set
nOuterCorrectors to 1. The parameter nCorrectors is the
number of pressure corrector iterations in the PISO loop. The
parameter nAlphaSubCycles enables splitting of the time step
into nAlphaSubCycles in the solution of the α equation (7).
Finally, the parameter nAlphaCorr, specifies how many times
the alpha field should be solved within a time step, meaning
that first the alpha field is solved for, and this new solution is
then used in solving for the alpha field again.
4. Results and discussion
In this section the simulated results involving the propaga-
tion of the regular stream function wave will be presented and
discussed for various settings.
4.1. Perfomance of interFoam utilizing the damBreak settings
First, the ”default” performance of interFoam in the pro-
gression of the stream function wave is presented, utilizing the
settings from the damBreak tutorial. The setup utilized here
will be considered as the base setup, and the remainder of the
simulations in this study will utilize this base setup with minor
adjustments.
Starting from the analytical stream function solution imposed
as an initial condition (utilizing the waves2Foam toolbox of Ja-
cobsen et al. (2012)), the simulation is performed for 200 s (cor-
responding to 100 periods). This is sufficiently long to highlight
certain strengths and problems of interFoam. Results are sam-
pled at the cyclic boundary 20 times per period. In Figure 1 the
surface elevation time series is shown. Quite noticeably, even
though the depth is constant, the wave height immediately starts
to increase, and this continues until the wave at some point (ap-
proximately at t = 20T ) breaks. This rather surprising result
demonstrates the potentially poor performance of interFoam,
as the wave does not come close to maintaining a constant form.
A similar result has been shown in Afshar (2010). A feature that
seems to contribute, though is not solely responsible for, the
un-physical steepening of the wave, is small ”wiggles” on the
interface. These are illustrated in Figure 2 where a snapshot of
the wave is seen after approximately five and 16 periods. The
vertical axes are exaggerated to highlight the presence of the
wiggles. As the wave propagates these wiggles emerge, con-
tinue to grow and sometimes merge, hence contributing to the
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Figure 1: Surface elevation for the propagating wave utilizing the damBreak
setup
steepening of the wave, which ultimately breaks. The cause of
the wiggle feature will be discussed in Section 4.4.
While propagating, in addition to steepening, the celerity is
also increasing compared to the analytical stream function solu-
tion, resulting in a phase error. To demonstrate this the surface
elevation for the first 20 periods is compared with the stream
function solution in Figure 3. Here it is quite evident that sig-
nificant phase errors occur after approximately propagating for
10 periods, where the simulated results start to lead the analyti-
cal solution. This corresponds approximately to the time where
over-steepening is apparent, hence the phase error may be at-
tributed to the un-physical increase in the nonlinearity of the
wave.
a)
b)
Figure 2: Snapshot at a) t = 5.5T and b) t = 16.25T , illustrating the appearance
of small wiggles in the crest after sufficiently long propagation
Also of great interest is the velocity profile beneath the prop-
agating wave, as velocity kinematics often form the basis for
force calculations on coastal or offshore structures, while also
influencing e.g. bed shear stresses and hence sediment transport
predictions (in simulations where the boundary layer is also re-
solved). In Figure 4 the velocity profile directly beneath the
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Figure 3: Surface elevation for the propagating wave utilizing the damBreak setup
crest of the wave after five periods is shown together with the
analytical stream function solution. It should be noted that the
velocity here, and in future results, is taken as U = u1α, and
it is only shown from the bed until the height where it reaches
its maximum value. This is done to capture the velocity all the
way to the crest of the wave and not merely to a predefined
height (as just shown, the wave height increases). Furthermore,
this formulation also includes the velocities at cells containing
a mixture of air and water, which is desirable, as some diffusion
of the interface is seen.
As seen in Figure 4, the velocity beneath the crest is under-
estimated close to the bed and, especially near the free surface,
is severely overestimated. This is despite the fact that the wave
has still reasonably maintained its shape up to this time, see
Figure 2a and 3. This over-predicted crest velocity, in addi-
tion to the steepening of the wave, also likely contributes to the
wave breaking. The overestimation of crest velocities in regu-
lar waves by interFoam has, to our knowledge, gone almost
un-recognized in the journal literature. It is recorded in Wro-
niszewski et al. (2014) in the propagation of a solitary wave and
in Roenby et al. (2017b) as well as in the MSc thesis of Afshar
(2010) and the PhD thesis of Tomaselli (2016). The overesitma-
tion of the crest velocity is believed to arise from an imbalance
in the discretized momentum equation near the interface. As the
wave propagates the increase in crest velocity becomes contin-
ually worse, and in addition to the imbalance in the momentum
equation near the free surface, the steepening of the wave also
contributes to this increase.
Finally, though not shown herein for brevity, we note that
regions of high air velocities were seen to develop just above
the free surface and in the mixture cells. Such spurious veloc-
ities have elsewhere been attributed to surface tension effects,
see e.g. Deshpande et al. (2012), but the spurious velocities
found in these simulation are clearly of a different nature as
the surface tension is turned off. The main challenge leading
to this behavior is that when the water/air density ratio is high,
even small erroneous transfers of momentum across the inter-
face from the heavy to the light fluid will cause a large accel-
eration of the light fluid, as also discussed by Vukcevic (2016);
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Figure 4: Modelled velocity distribution beneath the crest (- -) and stream func-
tion solution, (-) at t = 5T .
Vukcevic et al. (2016); Wemmenhove et al. (2015). The result-
ing large air velocities may then be subsequently diffused back
across the interface into the water, the degree to which will be
discussed in Section 4.4.
4.2. Effect of the Courant number, Co
With the poor performance previously shown using the de-
fault damBreak settings, two natural places to attempt improve-
ment in the solution would be in the temporal and spatial reso-
lutions. In this section the effect of the temporal resolution will
be investigated by varying Co.
Figure 5 shows the surface elevation as a function of time for
six different values of Co. From this it is evident that lower-
ing Co has a significant impact on interFoam’s performance.
However, even with Co = 0.02 interFoam it is not capable of
keeping the wave shape for 100 periods as the wave heights are
still seen to increase. Up until 20 wave periods the wave height
is close to constant when using Co ≤ 0.15. The wave is still
leading the analytical stream function solution and in general
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Figure 5: Simulated surface elevation as a function of time for six different Courant numbers (Main fixed parameters: N = 12.5,
ddt-Euler, grad-Gauss Linear, div(rho*phi,U)- Gauss LimitedLinearV 1, laplacian-Gauss linear corrected, cα = 1).
lowering Co reduces the overestimation of the wave celerity as
can be seen in table 2 where the phase-shift at t = 25T is shown
for the six different values of Co. The phase shift is calculated
as φshi f t = (tpeak − tanalytical)/T · 360◦, where tpeak is the time
where the crest of the wave passes the sampling position, and
tanalytical is the time where the stream function solution should
have passed the sampling position.
Table 2: Phase-shift at t = 25T .
Co 0.02 0.05 0.10 0.15 0.25 0.50
φshi f t [◦] 0.0 0.0 -18 -36 -72 -198
Figure 6 shows the velocity profiles beneath the crest at
t = 5T for the six different values of Co together with the
stream function solution, similar to Figure 4. It can be seen
that as Co is lowered the simulated velocity profiles become
closer to the analytical solution. The reason for this is probably
two-fold. First, lowering Co delays the presence and growth of
the interface wiggles and thus also the steepening of the wave.
Second, any inconsistent treatment of the force balance near the
free surface is substantially limited by the small time step as it
reduces e.g. the error committed in linearising the convective
term u j(∂ρui/∂x j). The importance of keeping a low time step
in interFoam when doing two-phase simulations has also been
highlighted by Deshpande et al. (2012) in the context of surface
tension dominated flows, where it was shown that a small time
step is crucial for limiting the growth of spurious velocities.
Even though the present inertia dominated situation is different
from the analysis of Deshpande et al. (2012), the solution to
minimize the interface imbalance by limiting the time step still
seems to hold.
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Figure 6: Velocity distribution beneath the crest at t = 5T
for various Courant numbers (Main fixed parameters: N =
12.5, ddt-Euler, grad-Gauss Linear, div(rho*phi,U)-
Gauss LimitedLinearV 1, laplacian-Gauss linear corrected
cα = 1).
In addition to the velocity profiles depicted in Figure 6, it
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is also of interest to see how the overestimation of the crest
velocity evolves in time. Therefore, in Figure 7 the error in the
crest velocity calculated as
∆E =
max(U) − Uanalytical
Uanalytical
(11)
is shown for each of the six values ofCo considered. Regardless
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Figure 7: Error in the maximum crest velocity as a func-
tion of periods (Main fixed parameters: N = 12.5,
ddt-Euler, grad-Gauss Linear, div(rho*phi,U)-Gauss
LimitedLinearV 1, laplacian-Gauss linear corrected cα = 1)..
of Co, the overestimation of the crest velocity is apparent and
grows in time. From Figure 7 it can be seen that even with a
relatively small Co, e.g. Co = 0.15, after only propagating five
periods, the crest velocity is approximately 17% larger than the
analytical. It thus seems that, what is generally viewed as a
rather ”low” Co, is still not sufficiently small to accurately sim-
ulate surface waves. In contrast, the error in the crest velocity
for the case with Co = 0.05 is only 0.1% after five periods, thus
this value seems like a proper Co for the accurate simulation of
this wave.
4.3. The effect of mesh resolution
Having checked the effect of the temporal resolution, it now
seems natural to check the effect of varying the spatial res-
olution. However, as the solution with Co = 0.5 from the
damBreak tutorial was poor, the rest of the forthcoming anal-
ysis will be continued with Co = 0.15, with the hope of fur-
ther improving the previous results. In Jacobsen et al. (2012)
it was noted that interFoam performed best with cell aspect
ratios, defined as ∆x/∆y, of 1, and this ratio will be main-
tained throughout the analysis. In the previous cases N = 12.5,
and now three additional simulations will be performed with
N = 50, N = 25 and N = 6.25 respectively. Figure 8 shows
the surface elevations as a function of time for the four differ-
ent resolutions. Similar to increasing the temporal resolution
(i.e. lowering Co) it can be seen that increasing the number of
cells per wave height greatly improves the solution when con-
sidering the ability to propagate the wave while maintaining
constant form.
Before continuing, it is also worth commenting on the shape
of the air–water interface in the different resolutions, which is
illustrated in Figure 9 for N = 6.25 and N = 25. As expected
a)
b)
Figure 9: Snapshot at t = 5.5T for a) N = 6.25
and b) N = 25 (Main fixed parameters: Co = 0.15,
ddt-Euler, grad-Gauss Linear, div(rho*phi,U)-Gauss
LimitedLinearV 1, laplacian-Gauss linear corrected cα = 1).
with N = 6.25 the interface looks smeared and is not well cap-
tured. With N = 12.5 (not shown here for brevity) the interface
looks similar to Figure 2a, but the wave gradually steepens in
time as previously explained. With N = 25 and also N = 50
the interface is even sharper and with N = 25 the wave heights
were also seen to increase, but somewhat slower. This is prob-
ably related to the size of the wiggles being much smaller with
the finer mesh. In these cases the wiggles were not only present
in the top of the crest, but also along the whole wave surface.
They also appeared at an earlier time, as seen in Figure 9b.
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Figure 10: Velocity distribution beneath the crest at t = 5T for
various mesh resolutions (Main fixed parameters: Co = 0.15,
ddt-Euler, grad-Gauss Linear, div(rho*phi,U)-Gauss
LimitedLinearV 1, laplacian-Gauss linear corrected cα = 1).
In Figure 10 the velocity profiles beneath the crest at t = 5T
are shown for the four different spatial resolutions together with
the analytical stream function solution. In general, it can be
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Figure 8: Simulated surface elevation as a function of time for four different mesh resolutions (Main fixed parameters: Co = 0.15,
ddt-Euler, grad-Gauss Linear, div(rho*phi,U)-Gauss LimitedLinearV 1, laplacian-Gauss linear corrected cα = 1).
seen that, improving the spatial resolution improves the solu-
tion. However, for the case with N = 25 the crest velocity is
as high as in the coarser resolved cases. This can be explained
by the afore mentioned wiggles. At the crest of such a surface
wiggle, the velocity is much higher compared to the rest of the
wave. This is not seen to the same degree with N = 50 where
the surface wiggles are much smaller. When propagating the
wave longer than the five periods, it was experienced that the
case with N = 25 had crest velocities closer to the analytical
solution than the two coarser resolved cases. From the above
results it is worth noting that increasing the spatial resolution
was not able to produce as good results for the velocity pro-
files as increasing the temporal resolution, see Figures 6 and
10. From a computational point of view decreasing Co seem
to be a more efficient alternative to increase accuracy, than in-
creasing the mesh resolution. This is especially true consider-
ing that increasing the mesh resolution, will also make the time
step decrease to maintain a given Co. However, in terms of
keeping the wave height constant for the entire simulation, in-
creasing the spatial resolution does seem to yield better results
compared to simply increasing the temporal resolution.
4.4. fvSchemes and fvSolution settings
Thus far increasing the temporal and spatial resolution have
been attempted, and unsurprisingly, these improved the solu-
tion. For the rest of this study Co = 0.15 and N = 12.5 will be
maintained for the sake of balancing computational costs and
accuracy, and the additional effects of changing schemes and
solution settings will be investigated. As quite a few schemes
are available, not all results of our investigations will be shown.
Our findings will be summarized and figures will be included
when found to be most relevant. Later, we will combine some
of the investigated schemes to improve the overall solution
quality.
It has been shown that the interface between air and water in
time develop wiggles, which in time grow and sometimes lead
to breaking. First, the additional effects of modifying cAlpha
(with default value cα = 1), which controls the size of the com-
pression velocity, will be investigated. It was experienced that
increasing cα causes the wiggles to appear earlier and grow
faster. Reducing cα reduces the wiggles and at the same time
causes the interface to smear out over more cells. This strongly
indicates that the wiggles are caused by the numerical interface
compression method.
To illustrate the effect of cα, the surface elevations are shown
for four different values in Figure 11. In this figure, to demon-
strate the effect of cα on the interface, we also plot the α = 0.99
and α = 0.01 contours for the crest and the trough for each pe-
riod. The reduction in wave height seen in the case with cα=0
(Figure 11a), is the effect of a very heavy diffusion of the in-
terface. This can be seen even more clearly when looking at
the α = 0.99 and α = 0.01 contours. It can be seen that after
20 periods the 0.99 contour at the crest is actually positioned
lower than the trough level and the 0.01 contour at the trough
is almost at the crest level. The distance between the 0.01 con-
tour and 0.99 contour is approximately four cells with cα = 0.5
(Figure 11b), whereas it only spans approximately three cells
for cα = 1 (Figure 11c) and cα = 1.5 (Figure 11d). This shows
that increasing cα does compress the interface, but that the in-
terface will span more than one cell, even with a high value of
cα.
In addition to the cα value, various other settings affect the
size and behaviour of the wiggles, and in the following cα = 1
will be maintained, for the sake of comparison. The effect of the
time discretization scheme on the surface elevations is shown
in Figure 12. Changing the time discretization scheme from
Euler (first order) to CN (second order) exacerbates the wiggle
feature, causing them to develop earlier and extend throughout
the surface. Contrary to results utilizing the Euler scheme, the
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Figure 11: Simulated surface elevations (-) as a function of time for different values of cα together with the α = 0.99 and α = 0.01 contours (- -) (Main fixed param-
eters: Co = 0.15, N = 12.5, ddt-Euler, grad-Gauss Linear, div(rho*phi,U)-Gauss LimitedLinearV 1, laplacian-Gauss linear corrected).
wiggles do not cause the wave to steepen to the same extent.
The wiggles grow in size, but they often break on top of the
wave before merging, and therefore the wave does not steepen
as much as with the Euler scheme. It is believed that the wig-
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Figure 12: Simulated surface elevation as a function of time for dif-
ferent time discretization schemes (Main fixed parameters: Co = 0.15,
N = 12.5, grad-Gauss Linear, div(rho*phi,U)-Gauss
LimitedLinearV 1, laplacian-Gauss linear corrected, cα = 1).
gle feature is more pronounced with the CN scheme simply be-
cause the scheme is less diffusive than the Euler scheme. The
artificial compression term, as just shown, adds some erratic be-
haviour to the interface, and this is diffused by numerical damp-
ing when using the Euler scheme, but less so when using CN.
The reduction or complete removal of wiggle formations is
also seen utilizing other more diffusive schemes, e.g. when us-
ing the upwind scheme for the convection of the α field or us-
ing the upwind scheme for the convection of momentum. In
the case of utilizing the upwind scheme for the convection of
the α field the solution is very similar to that seen when set-
ting cα = 0 (Figure 11a), with the interface experiencing heavy
diffusion and the resulting wave height decaying rapidly. Uti-
lizing an upwind scheme for the convection of momentum also
causes the wave height to decay, but at a much slower rate, and
is not accompanied by the same degree of interface diffusion.
However, utilizing a pure upwind scheme is generally not rec-
ommended due to excessive smearing of the solution.
Thus far it has been shown that cα and the time discretization
scheme have a significant impact on the surface elevation and
interface. However, regarding the velocity profile beneath the
crest (not shown here for brevity), the impact is very small, ex-
cept for the case with cα = 0, which made made the velocities
throughout the water column beneath the crest too low. This
is probably due to heavy diffusion of the interface (see Figure
11a).
As mentioned, the wiggles can be limited by choosing more
diffusive schemes, but it still needs to be determined how these
schemes affect the general propagation of the wave and the un-
derlying velocity profile. Figure 13 shows the surface elevation
for four different convection schemes (div(rho*phi,U)), and
the influence of the choice on convection scheme is readily ap-
parent. The most diffusive among the four schemes, the upwind
scheme, makes the wave decay in a quite stable fashion (Figure
13b). The SFCD scheme (Figure 13c) is slightly more diffusive
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Figure 13: Simulated surface elevation as a function of time for different convection schemes (Main fixed parameters: Co = 0.15, N = 12.5,
ddt-Euler, grad-Gauss Linear, laplacian-Gauss linear corrected, cα = 1).
than the limitedLinearV 1 scheme (Figure 13a), and is seen
to limit the growth in the wave height. The wave height still
increases as time progresses but the increase is delayed and the
simulation is less erratic. The fourth scheme is the SuperBee
scheme (Figure 13d). This scheme is also within the TVD fam-
ily, but it is much more erratic, and almost immediately the
wave heights start to increase.
The velocity profiles beneath the crest for the four convec-
tion schemes are likewise shown at t = 5T in Figure 14, and
once again the importance of the convection scheme is quite
clear. The upwind scheme limits the error in the velocity at
the top crest whereas it underestimates the velocity closer to
the bed. The SFCD scheme behaves slightly better than the
limitedLinearV 1 scheme, and the SuperBee scheme per-
forms the worst. When propagating further the SuperBee
scheme has oscillations in the velocity profile beneath the crest,
which can also be seen to a smaller degree in Figure 14.
A range of other convection schemes have also been at-
tempted. None of them, however, show significantly differ-
ent results than those shown here, which have been selected to
demonstrate the effect of convection scheme diffusivity on the
propagation of the wave and velocity profile beneath the crest.
While the convection schemes have been shown to have a great
effect on both the ability to maintain a constant wave height,
limit the wiggle feature in the interface and predict the velocity
profile, it is not directly evident which scheme performs the best
overall. The upwind scheme limits the error in the crest veloc-
ity the most, which would be beneficial when e.g. doing loads
on structures, but due to the diffusivity of the scheme might not
be able to capture e.g. vortex shedding around such a structure.
The SFCD scheme improves the ability to maintain a constant
wave height and limits the growth in the crest velocity com-
pared to the limitedLinearV 1 scheme from the damBreak
tutorial, but the crest velocity is still severely overestimated.
We will now turn our attention to the gradient (grad)
 U  [m/s]
0 0.1 0.2 0.3 0.4 0.5 0.6
 y
  
[m
]
-0.4
-0.2
0
0.2
Stream function
limitedLinearV 1
upwind
SFCD
SuperBee
Figure 14: Velocity distribution beneath the crest at t = 5T for various
convection schemes (Main fixed parameters: Co = 0.15, N = 12.5,
ddt-Euler, grad-Gauss Linear, laplacian-Gauss linear
corrected, cα = 1).
schemes. These effects (relative to the default Gauss Linear
scheme in Figures 5c and 6) on the wave propagation and ve-
locity profile will be described, but for brevity no additional
figures will be included. The fourth-order scheme (fourth)
improves the propagation and delays the increase in wave
heights, similar to the behaviour seen with the SFCD convec-
tive scheme (Figure 13c), which is more diffusive than the
standard limitedLinearV 1 scheme. The fourth scheme is
however not more diffusive than the Gauss Linear scheme,
and the delayed increase in wave height is probably due to
the scheme having higher-order accuracy. The velocity pro-
file beneath the crest, on the other hand, is not improved rel-
ative to the Gauss Linear scheme (Figure 6, Co=0.15). The
faceMDLimited Gauss Linear 1 gradient scheme has also
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been tested, and behaves very similar to the upwind convec-
tion scheme (Figure 13b), in the sense that the wave heights
decrease with time. The reason for this is probably that the gra-
dient limiter, coupled with the limitedLinearV 1 convection
scheme, effectively makes the convection scheme an upwind
scheme. With respect to the velocities the faceMDLimited
gradient scheme produced a velocity profile very similar to that
from the upwind scheme (Figure 14). That the limited gradient
scheme can produce results similar to the upwind convection
scheme was also observed by Liu and Hinrichsen (2014), who
studied the effect of convection and gradient schemes on bub-
bling fluidized beds using OpenFOAM.
We will now describe how changing the Laplacian
scheme effects the solution, relative to the default setting
(Gauss linear corrected). As previously mentioned the
Laplacian scheme requires keywords for both interpolation
and snGrad, but the inputs for the stand alone interpolation
and snGrad schemes are not changed. For the Laplacian
scheme, combining the Gauss linear interpolation with the
fourth snGrad scheme, resulting in the Laplacian scheme
Gauss Linear fourth, gave improved results, both in terms
of the ability to maintain constant wave heights and in terms of
the velocity profile beneath the crest. However switching to the
fourth-order scheme (fourth), resulted in very high spurious
velocities in the air region above the wave, and hence (due to
theCo-controlled time step) leads to reductions in the time steps
used during the simulation. In this way changing to a fourth-
order snGrad schemes in the Laplacian is effectively similar
to lowering Co. To check whether the fourth-order snGrad
scheme in the Laplacian really improved the solution, or if it
is merely a result of a reduced time step, two additional simula-
tions, now utilizing a fixed time step dt=0.0025 m/s, have been
performed, with both corrected and fourth snGrad scheme
in the Laplacian. The resulting velocity profiles at t = 5T , to-
gether with the result from a simulation with ρair = 0.1 kg/m3
(also utilizing the same fixed time step), are shown in Figure
15. The three simulations show similar results in the water
phase, but rather different velocities in the air phase. These
results indicate that, while being an un-physical and undesir-
able phenomenon, the spurious velocities in the air do not seem
to effect the wave significantly. The case with a fourth-order
snGrad scheme had approximately twice as high air velocities
as the standard set up, but similar (actually slightly lower) crest
velocities. The case with lower density also has higher air ve-
locities, but very similar water velocities to the standard case.
To summarize: Even though the fourth-order Laplacian scheme
is able to produce better wave kinematics, caution must be taken
as it produces large spurious velocities. These will, utilizing a
variable time step, lead to very low time steps. Alternatively, a
fixed time step may result in an unstable Courant number.
Before conducting the present study it was expected that the
discretization schemes would have an effect on the solution,
but it was also expected that in particular the choice of itera-
tive solvers for the pressure would not have an effect, at least
if the tolerances were sufficiently low. It turns out, however,
that the iterative solver settings in fvSolution also affect the
wave propagation. For the pressure equations (pcorr, pd and
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Figure 15: Velocity distribution beneath the crest at t = 5t with a fixed time
step utilizing the standard setup as well as 4th order Laplacian and ρair = 0.1
kg/m3. Full lines represent the velocities in pure water and the lines with sym-
bols represent the velocities in the air or mixture cells (Main fixed parameters:
N = 12.5, ddt-Euler, grad-Gauss Linear, div(rho*phi,U)-Gauss
LimitedLinearV 1, cα = 1)
pdFinal) switching from PCG to GAMG made the simulations
more erratic as the wave broke much earlier (however the simu-
lation time was much lower), whereas switching to a smooth
solver (smoothSolver) did not affect the quality of the so-
lution, but took much longer time. It was also attempted to
lower the tolerance by a factor 1000 on both the pressure and
the velocity, but hardly any difference in the solution was seen.
For the controls of the solution algorithm increasing the num-
ber of alpha correctors, nAlphaCorr, as well as alpha subcy-
cles, nAlphaSubCycles, improved, though not dramatically,
the propagation of the wave in terms of it maintaining its’ shape,
whereas increasing the number of correctors, nCorrectors did
not change anything. Increasing the number of outer correc-
tors, nOuterCorrectors (nOCorr), effectively making it into
the PIMPLE algorithm, surprisingly made the wave height de-
crease very rapidly. This behaviour was also seen in Weber
(2016) and will be investigated further in the forthcoming sec-
tion.
The choice of iterative solvers could also potentially effect
the velocity profile. The GAMG solver produced much higher
crest velocities (close to that seen with Co = 0.5 in Figure
4). The SmoothSolver, which was a lot slower, produced an
almost identical velocity profile to the PCG solver (Figure 6,
Co = 0.15). Lowering the tolerances by a factor 1000 had al-
most no effect on the surface elevation, and the effect on the
velocity profile was also negligible. Changing the number of
α subcycles (nAlphaSubCycles), α correctors (nAlphaCorr)
and number of correctors (nCorrectors) did not influence the
crest velocity in any significant way, and raising the number of
α correctors actually worsened the result closer to the bed.
It has now been shown that the discretization schemes and
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solution procedures have a potentially large impact in the solu-
tion, both in terms of the wave height and velocity profile, as
well as the wiggles in the interface and the spurious air veloc-
ities. Using more diffusive schemes than the base setup from
the damBreak tutorial has been shown to limit or remove the
growth of the wiggles, limit the overestimation of the crest ve-
locity, and also limit the growth of the wave heights. However,
the more diffusive schemes were seen to smear the interface,
and could potentially be more inaccurate for other situations.
4.5. Combined schemes
It would be ideal to achieve a setup capable of propagating a
wave for 100 periods, while keeping a relatively large time step
and at the same time maintaining both its shape and the correct
velocities. Changing one single scheme has not achieved that.
It was however shown that adding some diffusion in some of
the schemes could mitigate both the increase in wave height as
well as the increased near-crest velocities.
To test whether a combination of schemes can improve the
solution further, the upwind scheme on the convection of mo-
mentum, which was actually seen to cause the wave to de-
cay (Figure 13b), will be combined with the slightly less dif-
fusive blended CN scheme (Figure 12c). It is also attempted
to increase the artificial compression, by increasing cα while
picking a more diffusive scheme for the gradient, namely
faceMDLimited which also caused the wave height to de-
crease. Finally, the outer correctors are increased to two and
combined with the blended CN scheme, together with the SFCD
scheme for the momentum flux.
The surface elevations for three such combinations are seen
in Figure 16b–d. Here it can be seen that by combining the
diffusive upwind scheme for the convection of momentum and
shifting from the more diffusive Euler scheme to a less diffu-
sive CN scheme (Figure 16b) can maintain he wave height for
the entire 100 periods. The same can be done by increasing
the compression factor cα while maintaining a more diffusive
gradient scheme (Figure 16c, although in this case the wave
heights actually decayed a bit), and also by increasing the num-
ber of outer correctors together with the CN scheme (Figure
16d). The latter results in slightly more variations in the wave
height, but also utilized a much higher blending value in the
CN scheme, which can cause oscillations in the solution and, as
previously shown, excite wiggles in the free surface. All three
cases show a great improvement compared to the original de-
fault case, repeated as Figure 16a to ease comparison. It should
also be stated that the balance obtained for the case with the
outer correctors is particularly delicate. First it was attempted to
run with two outer correctors and a blended CN scheme, while
maintaining the limitedLinearV 1 scheme on the momen-
tum flux. This however caused wiggles in the interface, as also
previously described, and therefore the SFCD scheme was cho-
sen to counteract the wiggles. The wiggles were not removed
altogether with the SFCD scheme, but their presence was sig-
nificantly delayed. Further, the best result was obtained with
CN, ψ = 0.625, but lowering the blending factor to ψ = 0.6
made the wave height decrease slightly over the 100 periods,
and raising it to ψ = 0.65 made it increase slightly and caused
more wiggles.
The resulting velocity profiles beneath the crest at t = 5T for
the three cases shown in Figure 16b-d are shown in Figure 17,
together with the velocity profile obtained utilizing the base set-
tings. Here it is evident that all three combinations give lower
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Figure 17: Velocity distribution beneath the crest at t = 5T for vari-
ous combined schemes (Main fixed parameters: Co = 0.15, N = 12.5,
laplacian-Gauss linear corrected).
velocities in the crest than the standard setting. However the
standard setup shows a slightly better comparison with the ana-
lytical result closer to the bottom than the case utilizing upwind
for the momentum flux together with CN as well as the case
utilizing cα = 2 together with the faceMDLimited gradient
scheme. The final combination, utilizing two outer correctors
together with a blended CN scheme and a SFCD scheme shows
a significantly better result, and is very similar to the analytical
profile. It can be seen that there are small odd oscillations in
the profile of this case, and these oscillations actually become
larger as the wave propagates. Nevertheless, this significant im-
provement is achieved with minimal increase in computational
expense, especially compared to the results obtained utilizing
the settings from the damBreak tutorial. The improvement in
the velocity profile with the outer correctors is interpreted as
the outer correctors ensuring a better coupling between veloc-
ity, pressure and the free-surface.
It has now been shown that it is possible to achieve a ”dif-
fusive balance” in the schemes, that enables interFoam to
progress the wave while maintaining its shape. The same dif-
fusive balance is also shown to limit, but (except for the case
utilizing outer correctors) not eliminate, the overestimation of
the velocity in the crest. This diffusive balance is, however,
not universal. What seems a proper amount of diffusion in the
case of Co = 0.15 is not so with a lower Co where the er-
ror in velocity of the crest is much smaller, and more diffusive
schemes would actually worsen the solution. Also, what gives
the best balance for this wave, might not give the best balance
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Figure 16: Simulated surface elevation as a function of time for different schemes (Main fixed parameters: Co = 0.15, N = 12.5,
laplacian-Gauss linear corrected).
for a wave with another shape, but the present study reveals a
generic strategy that can be fine tuned for individual cases. In-
terestingly, this implies that for variable depth problems, where
waves would not maintain a constant form, there may not be
a globally optimal combination. Nevertheless, it is still hoped
that better-than-default accuracy can be achieved with the com-
binations suggested herein.
4.6. Summary of experience using interFoam
To summarize our experience using interFoam from this
section: The safest way to get a good and stable solution is by
using a small Courant number. If the time step is low enough,
interFoam is capable of producing quite good results. How-
ever, due to limited time or computational resources, this solu-
tion may often not be realistic in practice.
If wishing to use larger time steps, alternatively, it is advised
to try to obtain a diffusive balance. The best choice can then be
determined on a case by case basis, though it is hoped that the
examples utilized above may be a good starting point for more
general situations. If looking to simulate e.g. wave breaking,
the incoming waves could first be simulated in a cyclic domain,
as done herein, prior to doing the actual larger-scale simulation.
In this smaller simulation, the proper balance between, diffu-
sivity, time step, computational expense and solution accuracy
could be determined, before doing more advanced simulations.
This should help ensure that reasonable accuracy in the initial
propagation is maintained, which is important as this will affect
the initial breaking point and hence the subsequent surf zone
processes.
The present results have focused on a rather demanding task
of simulating long-time CFD wave propagation over 100 peri-
ods, though the problem with the overestimation of crest veloc-
ities show up much earlier (see again Figure 4). To underline
that interFoam is capable of producing a good result for most
practical applications involving shorter propagation horizons,
without having to resort to a diffusive balance strategy, Figure
18 shows the surface elevations for the first five periods, as well
as the velocity profile beneath the crest at t = 5T using a small
Co = 0.05. Here a good match with the analytical stream func-
tion solution is achieved. A similar improvement in the predic-
tion of the crest velocities, with reduction of Courant number,
were shown in Roenby et al. (2017b), and this thus seems to be
a robust and generally viable strategy.
5. interFoam coupled with isoAdvector: interFlow
One of the problems with interFoam is that the surface
gets smeared over several cells, as demonstrated in Section
4.4. This is mitigated by the artificial compression term,
which makes the surface sharper, but (as shown herein, Fig-
ure 11) also produces some undesired effects. In this section
we will finally test the results using interFoam coupled with
the isoAdvector algorithm, recently developed by Roenby
et al. (2016), which is also available in the newest version of
OpenFOAM (OpenFOAM-v1706). The isoAdvector version in
OpenFOAM-v1706 has a slightly different implementation of the
outer correctors than the version used in the present study, see
Roenby et al. (2017a) for details. With isoAdvector the equa-
tion for α (6) is not solved directly. Instead the surface is iden-
tified by an iso-line, similar to those shown for α = 0.99 and
α = 0.01 in Figure 11. After identifying the exact position of
the surface, it is then advected in a geometric manner. For more
details on the implementation of isoAdvector the reader is
referred to Roenby et al. (2016).
The new isoAdvector algorithm, coupled with interFoam
will for the remainder of this study be named interFlow. As
a first case, interFlow and interFoam will be compared for
the previously well-tested case with the damBreak settings and
Co = 0.15. It should be stated however, that interFlow
was not able to propagate the wave with the settings used in
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Figure 18: Surface elevations and velocity distribution beneath
the crest at t = 5T for Co = 0.05 (Main fixed parameters:
N = 12.5, ddt-Euler, grad-Gauss Linear, div(rho*phi,U)-
Gauss LimitedLinearV 1, laplacian-Gauss linear corrected,
cα = 1).
interFoam. The tolerances on p∗ (pd) needed to be reduced by
a factor 100 and the tolerances on U (U) by a factor 10. Com-
paring the performance of the two is, however, still justified as
interFlow actually, even with the decreased tolerances, per-
formed the simulation slightly faster than interFoam. More-
over, the simulations with interFoam did not improve when
lowering the tolerances with a factor 1000 as shown in Section
4.4. The speed-up in computational time was not due to larger
time steps, but rather to the algorithm moving the free surface
faster.
Figure 19 shows the surface elevations obtained utilizing the
two different solvers. It is quite noticeable that, while with
interFoam the wave heights start to increase, with interFlow
the wave heights decrease mildly. Also shown are the contours
for α = 0.99 and α = 0.01 for the crest and trough for each
period. Here it can be seen that the two contours are substan-
tially closer with interFlow. They are constantly separated
by less than two cell heights meaning that there is actually
only one interface cell in the vertical direction. This is a sub-
stantial improvement of the surface representation compared to
interFoam. Since equation (7) is not solved, there is no ar-
tificial compression term, and the interface wiggles previously
observed are gone altogether. This is likewise a desirable im-
provement. The artificial compression term has been shown to
have undesired effects, as it cause wiggles in the interface, in
the simple propagation of a stream-function wave over suffi-
ciently long propagation times. How these wiggles might be-
have in more complex situation like e.g. wave breaking is an
open question, but one can imagine a greater effect in such a
more chaotic situation.
In Figure 20 the velocity profile beneath the crest at t = 5T
is shown utilizing both interFoam and interFlow. Here it
is quite clear that interFlow, with the current settings is not
improving the velocity profile. The crest velocity is slightly
larger than the interFoam solution, and closer to the bed, the
velocity is underestimated. This underestimation of velocity is
probably due to the decrease in wave height. That interFlow
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Figure 20: Velocity distribution beneath the crest at t = 5T
utilizing interFoam and interFlow (Main fixed parameters: Co =
0.15, N = 12.5, ddt-Euler, grad-Gauss Linear, div(rho*phi,U)-
Gauss LimitedLinearV 1, laplacian-Gauss linear corrected).
gets an even larger error in the velocity in the top of the crest is
probably due to the sharper interface, creating larger gradients,
and any imbalance in the momentum equation near the interface
may then be increased.
As shown with interFoam, interFlow is also sensitive to
the setup, and the same diffusive balance that could be achieved
with interFoam can also be achieved with interFlow. In Fig-
ure 21 the simulated surface elevations utilizing interFoam
and interFlow respectively are once again compared, this
time utilizing schemes to achieve a diffusive balance. It can
be seen that interFlow, like interFoam, is capable of prop-
agating the stream function wave for 100 periods, and that
interFlow throughout the simulation keeps a sharper interface
as the α = 0.01 and α = 0.99 contours are much closer. It can
also be seen that interFlow does not have the same erratic sur-
face elevation when utilizing two outer correctors together with
a blended CN scheme, which can be explained by interFlow
not having an artificial compression term, and therefore the CN
scheme does not excite any erratic behaviour near the free sur-
face. However like interFoam, interFlow is also very sensi-
tive to the exact value of the blended CN scheme, and lowering
the blending factor, i.e. going more towards the Euler scheme
made the wave heights decay, and raising it towards more pure
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Figure 19: Simulated surface elevations (-) as a function of time utilizing interFoam and interFlow together with the α = 0.99 and
α = 0.01 (- -) contours (Main fixed parameters: Co = 0.15, N = 12.5, ddt-Euler, grad-Gauss Linear, div(rho*phi,U)-
Gauss LimitedLinearV 1, laplacian-Gauss linear corrected).
CN made the wave heights increase.
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Figure 21: Simulated surface elevations (-) as a function of time uti-
lizing interFoam and interFlow together with the α = 0.99 and α =
0.01 (- -) contours (Main fixed parameters: Co = 0.15, N = 12.5,
grad-Gauss Linear, laplacian-Gauss linear corrected).
The resulting velocity profiles are shown in Figure 22. Here
it can be seen that the two solvers perform quite similarly
when utilizing an upwind scheme together with a blended CN
scheme, and that the overestimation of the velocity near the
crest is reduced. Furthermore, it can be seen that interFlow
also shows a significantly improved velocity profile when
switching to two outer correctors, together with a blended CN
scheme and that interFlow does not suffer, to the same degree,
from oscillations in the velocity profile as did interFoam.
To further underline the impressive performance of
 U  [m/s]
0 0.1 0.2 0.3 0.4 0.5 0.6
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Figure 22: Velocity distribution beneath the crest at t = 5T utiliz-
ing an upwind scheme for the convection for interFoam with CN(ψ=0.3)
as well as interFlow with CN(ψ=0.9) and two outer correctors with
CN(ψ=0.645) (Main fixed parameters: Co = 0.15, N = 12.5,
grad-Gauss Linear, laplacian-Gauss linear corrected).
interFlow when utilizing a balanced setup, Figure 23 shows
the surface elevation from the 95th to the 100th period together
with the velocity profile beneath the crest at t = 100T . Here it
can be seen that even after propagating the nonlinear wave for
100 periods interFlow still follows the analytical stream func-
tion solution. The surface elevations are of the right magnitude,
and there are no significant phase differences. Furthermore, it
can be seen that the velocity profile is likewise quite close to
the analytical result, though it suffers from minor oscillations.
6. Conclusions
In this study the performance of interFoam (a widely used
solver in OpenFOAM in the simulation of progressive regular
gravity waves (having intermediate depth and moderate nonlin-
earity) has been systematically documented. It has been shown
that utilizing the basic settings of the popular interFoam tuto-
rial damBreak will yield quite poor results, resulting in increas-
ing wave heights, a wiggled interface, spurious air velocities,
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Figure 23: Surface elevations and velocity distribution beneath the crest after
100 periods utilizing interFlow.
and severely overestimated velocities near the crest. These four
problems can be reduced substantially by lowering the time step
and increasing the spatial resolution. It has been shown that
a rather small time step, corresponding to a Courant number
Co ≈ 0.05 is needed to give a good solution when propagating
a wave even short distances of around five wave wave lengths.
To test whether an improved solution could be achieved
without (drastically) lowering the time step and increasing the
spatial resolution, a set of simulation have been performed,
where the discretization schemes and iterative solution proce-
dures where changed one at a time. By gradually increas-
ing and lowering the artificial compression term (cα), it was
identified as root of the interface wiggles, which was exacer-
bated when increasing the cα and damped or completely re-
moved when lowering cα. It was also shown how changing
from first-order forward Euler time discretization scheme to
the (almost) second order, and less diffusive, blended Crank-
Nicolson scheme caused the wiggles to appear earlier and cover
a larger part of the interface. The convection schemes was
shown to affect not only the interface wiggles, but also the de-
velopment of the wave heights as well as the velocities beneath
the crest. More diffusive convection schemes removed the in-
terface wiggles and delayed the increase in wave heights or in
fact, when using an upwind scheme, caused the wave heights
to decrease. Furthermore, the more diffusive schemes also re-
duced the overestimation of the crest velocities. In general the
effect of the gradient schemes was not as large as the convection
schemes, but the fourth scheme improved the solution, and the
faceMDLimited scheme behaved very similar to the upwind
convection scheme. Finally changing the snGrad scheme in
the Laplacian created large spurious velocities in the air phase
directly above the wave. These high velocities however did not
seem to influence the wave kinematics. This was further backed
by simulations done with a fixed time step, which clearly indi-
cated that the spurious air velocities, while being an unwanted
and un-physical phenomenon, do not have a large impact on the
wave kinematics. By combining more or less diffusive schemes
it was shown that a ”diffusive balance” could be reached, where
it was possible to propagate the wave a full 100 wave lengths
while maintaining its shape. One of these balanced settings
also showed a significant improvement in the velocity profile
beneath the crest.
The new open source solver interFlow was subsequently
applied, and it was shown that interFlow was capable of prop-
agating the wave for 100 periods. The wave decreased slightly
in time, but the interface was a lot sharper, and the wiggles in
surface disappeared. Regarding the velocity profile interFlow
performed slightly worse than interFoam with the base set-
tings. Finally it was shown that interFlow could achieve
the same kind of diffusive balance which enabled the solver to
propagate the wave for 100 periods while maintaining it shape
and also maintaining a good match with the analytical velocity
profile.
Given its rapidly growing popularity among scientists and
engineers, it is hoped that the present systematic study will
raise awareness and enable users to more properly simulate a
wide variety of problems involving the general propagation of
surface waves within the open-source CFD package OpenFOAM.
While the present study has focused on the canonical situation
involving progressive non-breaking waves, the experience pre-
sented herein is expected to be widely relevant to other, more
general, problems e.g. involving wave-structure interactions,
propagation to breaking and resulting surf zone dynamics, as
well as boundary layer and sediment transport processes that
result beneath surface waves, all of which fundamentally rely
on an accurate description of surface waves and their underly-
ing velocity kinematics.
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In previous computational fluid dynamics studies of breaking waves, there has been a
marked tendency to severely overestimate turbulence levels, both pre- and post-breaking.
This problem is most likely related to the previously described (though not sufficiently
well recognized) conditional instability of widely-used turbulence models when used to
close Reynolds-Averaged Navier-Stokes (RANS) equations in regions of nearly potential
flow with finite strain, resulting in exponential growth of the turbulent kinetic energy and
eddy viscosity. While this problem has been known for nearly 20 years, a suitable and
fundamentally sound solution has yet to be developed. In this work it is demonstrated
that virtually all commonly-used two-equation turbulence closure models are uncondi-
tionally, rather than conditionally, unstable in such regions. A new formulation of the k-ω
closure is developed which elegantly stabilizes the model in nearly-potential flow regions,
with the modifications remaining passive in sheared flow regions, thus solving this long-
standing problem. Computed results involving non-breaking waves demonstrate that the
new stabilized closure enables nearly constant-form wave propagation over long durations,
avoiding the exponential growth of the eddy viscosity and inevitable wave decay exhibited
by standard closures. Additional applications on breaking waves demonstrate that the
new stabilized model avoids the unphysical generation of pre-breaking turbulence which
widely plagues existing closures. The new model is demonstrated to be capable of
predicting accurate pre- and post-breaking surface elevations, as well as turbulence and
undertow velocity profiles, especially during transition from pre-breaking to the outer surf
zone. Results in the inner surf zone are similar to standard closures. Similar methods for
formally stabilizing other widely-used closure models (k-ω and k- variants) are likewise
developed, and it is recommended that these be utilized in future RANS simulations of
surface waves.
1. Introduction
Among the most ubiquitous phenomena seen in natural aquatic environments, coastal
or otherwise, are free surface waves. Such waves give rise to a highly diverse range of
complexity in terms of their fluid mechanics, with the bulk region beneath non-breaking
waves corresponding to nearly-potential flow, bordered by a thin (usually turbulent)
boundary layer at the bottom, and often a highly complicated multi-phase (air and
water) turbulent surf zone further shoreward. With the growth of computer power,
computational fluid dynamics (CFD) is increasingly being used to study various free-
surface wave processes, though the range of complexity mentioned above can complicate
applications with a single model. Problems involving the computational study of surface
waves commonly include their simple propagation (e.g. Paulsen et al. 2014; Devolder
† Email address for correspondence: bjelt@mek.dtu.dk
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2et al. 2017), their interaction with structures (e.g. Higuera et al. 2013; Chen et al. 2014;
Paulsen et al. 2014; Jacobsen et al. 2015; Schmitt & Elsaesser 2015; Hu et al. 2016), or
the highly complex of phenomena of breaking waves and surf zone dynamics.
Some of the earliest studies involving the computational study of breaking waves
include Sakai et al. (1986), who used the marker-and-cell (MAC) method developed by
Harlow & Welch (1965), and Lemos (1992), who was among the first to apply the volume
of fluid method (VOF), originally developed by Hirt & Nichols (1981). Perhaps the most
modelled experiments are the spilling and plunging breaking cases of Ting & Kirby (1994,
1996). These have been widely used as validation for large eddy simulation (LES) models
(e.g. Watanabe & Saeki 1999; Hieu et al. 2004; Christensen 2006), smooth particle
hydrodynamics (SPH) models (e.g. Shao 2006; Makris et al. 2016), as well as those
based on Reynolds-averaged Navier-Stokes (RANS) equations coupled with various two-
equation turbulence closure models, the focus of the present study. Such studies include
those utilizing closures within both the k- (e.g. Lin & Liu 1998; Bradford 2000; Xie
2013; Hsu et al. 2015; Brown et al. 2016) and k-ω (e.g. Mayer & Madsen 2000; Jacobsen
et al. 2012, 2014; Brown et al. 2016) families.
In the RANS model studies of breaking waves mentioned above, there has been a
marked and collective tendency to predict turbulence levels that are much higher than
have been measured. Such over-predicted turbulence is often even most apparent prior to
breaking, where (in contrast to experimental findings and intuition) computed turbulent
kinetic energy levels can be the same order of magnitude as within the surf zone (see
e.g. Lin & Liu 1998; Bradford 2000; Hsu et al. 2015; Brown et al. 2016). These effects
can potentially cause pre-mature wave decay, and such discrepancies can carry over
well into the outer surf zone, thus affecting the computed sub-surface kinematics and
subsequent surf zone dynamics as a whole. The widespread over-production of turbulence
in RANS modelling of surface waves, especially prior to breaking, represents a significant
and fundamental problem to their computational study. It implies that such commonly-
used CFD models cannot even manage the relatively simple task of long-term wave
propagation without un-physical dissipation, which should seemingly be a pre-requisite
to their application on more complicated surf zone processes. Moreover, it implies that in
many computational studies of the surf zone, the results have most likely been polluted
even prior to the onset of the breaking process, which has usually been the very focus of
study.
The underlying cause of this problem seems to not be sufficiently well recognized. For
example, following long time simulations, Hsu et al. (2002) found unrealistically high
turbulence in the what they characterized as supposed low turbulence regions, hence
being among the first to recognize this problem. They suspected that this was “due to
the convection and diffusion mechanism, which transports the turbulence from the high
turbulence region (e.g., the surf zone) to the low turbulence region”. To combat this
they included a damping mechanism on the eddy viscosity, which effectively reduced
the turbulence to acceptable levels. Bradford (2011) used a k-l model and somewhat
similarly found that limiting the mixing length to be less than or equal to the local flow
depth maintained model stability. In a study of breaking waves using several different
two-equation closures Brown et al. (2016) found that nearly all of their simulations of
spilling breakers resulted in significantly over-produced turbulence prior to breaking.
While they did not offer any explanation as to the underlying cause, they did recognize
the detrimental effect on the local undertow profiles through comparison with results
where no closure was utilized. Devolder et al. (2017) also recognized the problem of over-
predicted turbulence levels beneath computed surface waves (and the related unphysical
decay in the wave heights), and attributed this to turbulence from the air penetrating
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3into the water. To combat this they included a buoyancy production term directly in the
k-equation. While this term should likely be included in two-phase models, and it limited
the excessive production of turbulence to some degree, it does not solve the fundamental
problem; This can clearly be seen from their figure 7, where the computed eddy viscosity
is still many orders of magnitude larger than the kinematic fluid viscosity.
Rather, the more likely explanation for the widespread over-prediction of turbulence
in RANS models of surface waves was provided prior to the studies mentioned just above
by Mayer & Madsen (2000). They specifically showed through analysis that the standard
k-ω model of Wilcox (1988) can become unstable when applied to a region of potential
flow beneath surface waves, leading to exponential growth of both the turbulent kinetic
energy and eddy viscosity. Although they did not specifically analyze the k- model, they
stated that it too suffers from similar issues. Mayer & Madsen (2000) also made an ad-hoc
attempt to solve the problem by using the mean rotation, rather than the strain rate, in
their production terms. This, indeed, greatly reduced the growth of the eddy viscosity
and hence improved predictions of the wave breaking point relative to their unmodified
model. However, (as will be discussed herein) there are several fundamental deficiencies
with this ad-hoc modification, and it has not been widely adopted (seemingly only by
Jacobsen et al. 2012, 2014); Indeed, Mayer & Madsen (2000) did not recommend this
change as a final solution, but instead suggested further research into the problem.
Motivated largely by their suggestion, and especially by a desire to ultimately solve
this long-standing problem in a more fundamentally satisfying and definitive way, the
present work will re-visit the two-equation closure instability problem identified by Mayer
& Madsen (2000), who strictly proved conditional instability of the k-ω closure model.
Their analysis will be briefly reviewed and extended to prove that this model is, in fact,
unconditionally unstable for the conditions they considered, with a predictable asymp-
totic exponential growth rate when applied to a region of nearly-potential flow having
finite strain. Building directly on the analysis, we will likewise demonstrate how such
models can be simply and elegantly stabilized, in a manner that will importantly remain
passive in other sheared regions of interest. The significant advantages to utilizing the
new stabilized closure model will be demonstrated directly through examples involving
simulations of non-breaking and breaking waves.
The present paper is organized as follows: Stability analysis of several RANS turbulence
closure models will be performed in Section 2, including a review of the work of Mayer &
Madsen (2000). The analysis in the main text will focus on k-ω closure models, including
the standard model of Wilcox (1988), the ad-hoc modification of Mayer & Madsen
(2000), as well as the more recent version presented by Wilcox (2006). Building further
from the analysis, this will subsequently lead to development of a new and formally
stable k-ω closure model that is otherwise compatible with these earlier versions. The
significant advantages of utilizing the stabilized model will be demonstrated in Section 3,
for problems involving simple surface wave propagation, as well as the simulation of the
spilling breaking wave experiment of Ting & Kirby (1994), where the problem of over-
production of turbulence leading up to breaking is known to be especially pronounced.
Similar analysis of several other widely-utilized two-equation turbulence closure models
(k-ω SST, standard k-, and RNG k- models) is provided in Appendix A for complete-
ness. The analysis therein demonstrates that these models are likewise unconditionally
unstable in the same sense as are those considered in the main text. Furthermore, we
demonstrate that they too can be formally stabilized with similar, relatively simple,
modifications.
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42. Stability analysis of RANS turbulence closure models beneath
nearly-potential flow waves
2.1. Turbulence closure model
For many problems in fluid mechanics, it is neither practical nor computationally
feasible, to resolve all necessary scales for direct numerical simulation (DNS) or even
large eddy simulation (LES), both of which inevitably require high resolution of three
spatial dimensions. As an alternative, it is often necessary to instead work within the
confines of Reynolds-averaged Navier-Stokes (RANS) equations, thereby necessitating a
separate closure model for describing the effects of turbulence on the mean flow. As a
suitable description of turbulence for the present purposes, we will adopt a generalized
version of the widely-used k-ω model, comprised of the following transport equations for
the turbulent kinetic energy density k = 1/2(u′iu
′
i):
∂ρk
∂t
+ uj
∂ρk
∂xj
= ρPk − ρPb − ρβ∗kω + ∂
∂xj
[(
µ+ ρσ∗
k
ω
)
∂k
∂xj
]
(2.1)
and the specific dissipation rate ω:
∂ρω
∂t
+ uj
∂ρω
∂xj
= ρPω − ρβω2 + ρσd
ω
∂k
∂xj
∂ω
∂xj
+
∂
∂xj
[(
µ+ ρσ
k
ω
)
∂ω
∂xj
]
. (2.2)
Here ui are the mean components of the velocity, xj are the Cartesian coordinates, µ = ρν
is the dynamic molecular viscosity, ν is the kinematic viscosity, ρ is the density, t is time,
and
τij = −u′iu′j = 2νTSij −
2
3
kδij (2.3)
is the Reynolds stress tensor, expressed in accordance with the Boussinesq approxima-
tion. Here the overbar signifies time (ensemble) averaging, a prime superscript denotes
turbulent (fluctuating) components, δij is the Kronecker delta,
Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
(2.4)
is the mean strain rate tensor, and
νT =
k
ω˜
(2.5)
is the eddy viscosity. The shear production term for k is
Pk = τij
∂ui
∂xj
= p0νT , p0 = 2SijSij . (2.6)
Similarly, the buoyancy production for k is formulated as
Pb = −gi
ρ
ρ′u′i = pbνT , pb = α
∗
bN
2, N2 =
gi
ρ
∂ρ
∂xi
, (2.7)
where (g1, g2, g3) = (0, 0,−g) is gravitational acceleration and N is the the Brunt-Vaisala
frequency. The production of ω is likewise taken as
Pω = α
ω
k
ω˜
˜˜ω
Pk = α
ω
˜˜ω
p0. (2.8)
It is emphasized that the basic form of the shear turbulence production term (i.e. Pk =
τij∂ui/∂xj) should be considered sacred, as it can be theoretically derived through the
Reynolds-averaging process; As the Reynolds stress τij appears both here, as well as
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5in the governing RANS equations, it is imperative that they be kept identical. The
production of the specific dissipation rate Pω, on the other hand, is essentially empirical
in nature (based on dimensional analysis, hence necessitating the closure coefficient α on
this term). It is hence not theoretically tied to the RANS equations, and may therefore
be treated with considerably more freedom.
The equations above can be considered a generalized form of the Wilcox (2006)
turbulence closure model. In addition to his basic model, we have specifically added
the previously defined buoyancy production term Pb in (2.1) for potential application to
two-phase (air-water) flows. A similar term was implemented for the k- model by e.g.
Rodi (1987) and Burchard (2002), for the k-ω model by e.g. Umlauf et al. (2003) and
Fuhrman et al. (2013) as well as for the k-ω SST model by Devolder et al. (2017). We
have likewise incorporated additional freedom via the introduction of two (rather than
the usual one) utility variables ω˜ and ˜˜ω within (2.5) and (2.8). These represent potential
stress limited versions of ω, to be determined and taken advantage of in what follows.
The generalized form presented above is convenient, as it can be reduced to a number of
common variations of the k-ω model in the literature, with suitable selections of ω˜, ˜˜ω,
and closure coefficients. Throughout the present work (unless noted otherwise) we will
adopt the closure coefficients of Wilcox (2006, 2008): α = 0.52, β = 0.0708 (constant for
two-dimensional flows), β∗ = 0.09, σ = 0.5, σ∗ = 0.6, σdo = 0.125, with
σd = H
(
∂k
∂xj
∂ω
∂xj
)
σdo, (2.9)
where H (·) is the Heaviside step function, which takes a value of unity if the argument is
positive and zero otherwise. Additionally, we adopt the value α∗b = 1.36, which is derived
in Appendix B.
2.2. Turbulence production beneath potential flow waves
Let us now briefly review the production of turbulence beneath potential flow progres-
sive waves, as originally described by Mayer & Madsen (2000). Following their work, and
for the sake of simplicity, let us consider the velocity fields given by Stokes first-order
wave theory, where z = 0 is measured from the bed:
u =
Hσ
2
cosh (kwz)
sinh (kwh)
cos(kwx− σt), (2.10)
w =
Hσ
2
sinh (kwz)
sinh (kwh)
sin(kwx− σt). (2.11)
Here σ is the angular frequency, kw is the wave number, h is the water depth and H
is the wave height. If these velocity fields are inserted into (2.6), after period-averaging,
there will be turbulent kinetic energy production corresponding to:
〈p0〉 = k
2
wH
2σ2
2
cosh(2kwz)
sinh2(kwh)
. (2.12)
Note that after further depth-averaging, this becomes
〈p0〉 = k
2
wH
2σ2
2kwh tanh(kwh)
. (2.13)
Hence, the above demonstrates that there will be a non-zero production of turbulent
kinetic energy in a potential flow region beneath surface waves, provided that the eddy
viscosity is finite.
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62.3. Analysis of the standard Wilcox (1988) k-ω model
Having established that standard methods for achieving turbulence closure will po-
tentially result in finite turbulence production in a region of potential flow, let us now
conduct a formal stability analysis of several widely-used closure models. For this purpose,
consider a region of nearly-potential flow, such that
pΩ = 2ΩijΩij << p0, Ωij =
1
2
(
∂ui
∂xj
− ∂uj
∂xi
)
(2.14)
in a fluid of constant density (hence Pb = pb = 0), where Ωij is the mean rotation
rate tensor and p0 is assumed fixed at some finite value. Following Mayer & Madsen
(2000), diffusive and convective terms will be neglected in the analysis for the sake of
simplicity, which is justifiable in the region above the bottom boundary layer. In this
case the governing generalized turbulence model equations (2.1) and (2.2) reduce to
∂k
∂t
=
k
ω˜
p0 − β∗ωk, (2.15)
∂ω
∂t
= α
ω
˜˜ω
p0 − βω2. (2.16)
Let us begin by analyzing what will be deemed the standard (Wilcox 1988) k-ω model.
This corresponds to setting ω = ω˜ = ˜˜ω in the above leading to the further reduced
equations
∂k
∂t
=
k
ω
p0 − β∗ωk, (2.17)
∂ω
∂t
= αp0 − βω2. (2.18)
This corresponds to the same form as considered by Mayer & Madsen (2000). (Note that
the closure coefficients in the Wilcox (1988) model are slightly different from those used
here, but have no qualitative influence on the analysis.) Mayer & Madsen (2000) proved
conditional instability of this model, stating that if at any instant
ω 6
√
1− α
β∗ − β p0 = 5
√
p0 (2.19)
then the turbulence model will become unstable, resulting in exponential growth of the
eddy viscosity.
In what follows, we will extend their analysis, and formally prove that the simplified
model, subject to the conditions described above, is in fact unconditionally unstable.
Moreover, we will establish a methodology to analytically determine the asymptotic
unstable growth rate. From inspection of (2.18), it is seen that this equation is de-coupled
from the k equation (2.17). Hence, regardless of its initial value, ω will ultimately evolve
to a constant such that ∂ω/∂t = 0, corresponding in this case to
ω∞ =
√
p0α
β
≈ 2.71√p0. (2.20)
As this satisfies the constraint (2.19), this slight extension thus proves that the model
is, indeed, unconditionally unstable; This stronger finding has apparently also been
arrived at independently by Mayer ca. 2001 (personal communication, October 31, 2017).
Moreover, once the specific dissipation rate reaches its asymptotic value ω = ω∞, the k
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7equation effectively becomes linearised, ultimately leading to equations of the form
1
k
∂k
∂t
=
1
νT
∂νT
∂t
= Γ∞, (2.21)
having solutions such that k ∼ νT ∼ exp(Γ∞t), where Γ∞ is the asymptotic unstable
growth rate. For the standard k-ω model under consideration this works out to be
Γ∞ = (β − αβ∗)
√
p0
αβ
≈ 0.125√p0. (2.22)
As an independent check of the analysis above, we have performed several numerical
simulations of (2.17) and (2.18). As a demonstration we will consider a case with initial
conditions ω = ω0 = 100
√
p0, such that the turbulence scales are initially well separated
from those of the mean flow, and k = k0 = 10ν
√
p0 such that initially νT /ν = 0.1. Figure
1 shows the simulated temporal development of k/k0, ω/
√
p0 and νT /ν. Included in the
figure as the dashed lines are the predicted asymptotic exponential growth rates for k
and νT from the above analysis, as well as the predicted asymptotic value ω∞. As can
be seen ω quickly tends towards ω∞, and once this occurs k and νT (which were initially
declining) start growing exponentially at precisely the growth rate Γ∞ predicted above.
2.4. Analysis of the modified Mayer & Madsen (2000) k-ω model
In an effort to combat the un-physical growth of turbulence in their CFD simulation of
breaking waves, Mayer & Madsen (2000) made an ad-hoc modification of their production
terms (Pk and Pω, though they did not modify the eddy viscosity outside these terms)
such that they were based on the vorticity, rather than the strain rate. They did
not formally analyze the resulting turbulence closure model for stability, and this will
therefore be investigated here. In the context of our simplified analysis, this ad-hoc
modification is equivalent to setting
ω˜ = ˜˜ω =
p0
pΩ
ω (2.23)
whence (2.15) and (2.16) become
∂k
∂t
=
k
ω
pΩ − β∗ωk, (2.24)
∂ω
∂t
= αpΩ − βω2. (2.25)
These are identical to (2.17) and (2.18), but with p0 now replaced by pΩ . Hence, without
requiring further analysis, it is evident that in this model ω will tend asymptotically to
ω∞ =
√
pΩα
β
≈ 2.71√pΩ (2.26)
at which point the unstable growth rate for k and νT will be
Γ∞ = (β − αβ∗)
√
pΩ
αβ
≈ 0.125√pΩ . (2.27)
Thus, even with this alteration, since the vorticity would never be exactly zero in a CFD
model involving surface waves (due to both numerical error and/or imposed boundary
conditions) the resulting model is still formally unconditionally unstable, though the
asymptotic growth rate would be significantly reduced compared to the standard k-ω
model, since it is assumed that pΩ << p0.
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8Figure 1. Simulated development (full lines) of (a) k/k0, (b) ω/
√
p0 and (c) νT /ν for the Wilcox
(1988) closure model. Dashed lines indicate predicted asymptotic exponential growth rates in
(a) k and (c) νT , as well as (b) the predicted asymptotic value ω = ω∞.
Independent confirmation of the analysis above is provided via numerical solution of
the reduced governing equations, maintaining the same initial conditions as before and
now with pΩ/p0 = 0.01. The resulting evolution of the eddy viscosity is depicted in figure
2(a). Again this first declines, before ultimately growing exponentially at precisely the
asymptotic rate predicted above.
The ad-hoc modification used by Mayer & Madsen (2000) represents an interesting first
attempt to control the instability that they identified, and which was expanded upon in
the preceding sub-section. Nevertheless, it cannot be considered a fundamentally viable
solution for several reasons. First, though weaker, the model is still formally uncondi-
tionally unstable, as proved above. Second, Mayer & Madsen (2000) effectively utilized
different ω˜ in the production terms and in the eddy viscosity outside of these terms,
which is in direct violation of the Boussinesq approximation (2.3); This is equivalent
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Figure 2. Simulated development of νT /ν (full lines) compared to the predicted asymptotic
exponential growth (dashed lines) for the (a) Mayer & Madsen (2000) k-ω closure, (b) Wilcox
(2006) k-ω closure, and (c) present k-ω closure with λ1 = 0 and λ2 = 0.05.
to simultaneously utilizing two different definitions of the Reynolds stress tensor τij .
Third, it is again emphasized that the turbulence production term is theoretical in nature
(derived directly from Reynolds averaging), and hence rightly ought to be based on the
strain rate rather than the vorticity, at least if the standard Boussinesq approximation
is utilized. While in simple uniform boundary layer flows these may be equal, in more
complex flows they can be quite different. (For example, in the forthcoming simulation
of spilling breaking waves we have found that they can differ by a factor of 1–10 in
most of the surf zone.) Hence, in the context of surface waves this modification must
be considered intrusive, resulting in a significantly altered turbulence production term
that is applied globally i.e. even in sheared flow regions of primary interest (e.g. the
surf zone), where the original model should be maintained. This is evidenced directly by
the work of Jacobsen, Fuhrman & Fredsøe (2012), who utilized the modified production
terms of Mayer & Madsen (2000) to simulate spilling breaking waves, and found that
it was necessary to alter one of the fundamental closure coefficients in isolation (from
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α = 0.52 to 0.4) to obtain reasonable undertow profiles. This is likewise problematic,
since as shown e.g. in Wilcox (2006), the closure coefficients are carefully tuned, and are,
among other things, related to the von Karman constant κ according to
α =
β
β∗
− σ κ
2
√
β∗
. (2.28)
Hence, the alteration just mentioned corresponds to a model yielding κ ≈ 0.482 rather
than the accepted κ ≈ 0.4, and will therefore be inaccurate for simple steady uniform
boundary layer flows. Indeed, it must be pointed out that (likely in recognition of some
of the concerns presented above) Mayer & Madsen (2000) rightly concluded that ”at
this stage we do not recommend this modification as generally applicable and instead
some new fundamental analysis and development seems necessary,” largely inspiring the
present work.
2.5. Analysis of the Wilcox (2006) k-ω model
As a third alternative, let us now similarly consider the stability of the Wilcox (2006)
k-ω closure model. In this closure model Wilcox (2006) added, among other things, a
stress limiting feature, such that
ω˜ = ˜˜ω = max
[
ω, λ1
√
p0
β∗
]
(2.29)
where he suggested λ1 = 7/8 = 0.875. This feature essentially limits the resulting eddy
viscosity in regions where turbulence production exceeds the dissipation, and has been
shown to result in larger separation bubbles and greatly improve incompressible and
transonic-flow predictions relative to models without this feature.
If the first argument in the limiter (2.29) dominates, then ω˜ = ˜˜ω = ω and the
model becomes identical to that analyzed in §2.3, which was already proven to be
unconditionally unstable in a nearly-potential flow with finite p0. Alternatively, if the
second (stress limiting) argument dominates, then (2.15) and (2.16) become
∂k
∂t
=
k
λ1
√
β∗p0 − β∗ωk, (2.30)
∂ω
∂t
=
αω
λ1
√
β∗p0 − βω2. (2.31)
As before, setting the right-hand-side of (2.31) equal to zero, we now find that ω will
tend to the asymptotic value
ω∞ =
α
λ1β
√
β∗p0 ≈ 2.52√p0. (2.32)
Inserting this value for ω back into (2.30) then leads directly to linearised expressions of
the form (2.21), where the unstable growth rate is
Γ∞ =
(β − αβ∗)
λ1β
√
β∗p0 ≈ 0.116√p0. (2.33)
Hence, this model is likewise formally unconditionally unstable in the situation consid-
ered, though the stress limiter notably reduces the unstable growth rate slightly relative
to the standard k-ω model.
Independent confirmation of the analysis above is provided via numerical solution of
(2.15) and (2.16) while invoking (2.29), maintaining the same initial conditions for ω and
νT as before. The resulting evolution of the eddy viscosity is depicted in figure 2(b). As
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before, following the initial decline, the eddy viscosity grows exponentially at the rate
predicted above.
2.6. Analysis of a new stabilized closure
In this section an elegant and simple solution to the instability considered above, which
seems to widely plague most existing two-equation closure options (all that the authors
have analyzed), will be presented. We seek a solution to this long-standing problem
that will be otherwise un-intrusive i.e. such that the resulting model will default to
an existing closure in sheared flow regions, while still formally curing the instability in
regions of nearly-potential flow. At the same time the solution should remain true to the
theoretically based terms in the k equation, maintain full consistency with the Boussinesq
approximation, and not require alteration of any fundamental closure coefficients. We
further aim for the solution to be readily adaptable to similarly stabilize other two-
equation closures in wide use.
As just shown in §2.5, the stress limiting feature in the Wilcox (2006) model reduces the
unstable growth rate, relative to the standard k-ω model. Working within this established
feature is therefore a natural place to attempt to remedy this problem. To both formally
stabilize the model and generally improve the CFD simulation of surface waves with
RANS models, we propose the following modifications to the stress limiting features.
First, we propose to generalize ˜˜ω slightly such that:
˜˜ω = max
[
ω, λ1
√
p0 − pb
β∗
]
, (2.34)
where we have included buoyancy production for potential two-phase (air and water)
flow applications, for the sake of full consistency with (2.1). Obviously, this will not
affect the formal stability of the model, as constant density (hence pb = 0) is assumed
in the analysis. Second (and much more importantly in the present context), to formally
stabilize the instability considered at length above, we propose the following modification
to ω˜:
ω˜ = max
[
˜˜ω, λ2
β
β∗α
p0
pΩ
ω
]
(2.35)
where λ2 << 1 is an additional stress limiter coefficient, the physical meaning of which
will be made explicitly clear in what follows. Note that the new addition to the limiter
in (2.35) is, by design, un-intrusive, as it will become active only in a region of nearly-
potential flow where p0 >> pΩ . Moreover, note that (for single-phase incompressible
flows) if λ2 = 0 the model becomes equivalent to the Wilcox (2006) model, whereas if
λ1 = λ2 = 0 this model becomes equivalent to the standard k-ω model of Wilcox (1988).
It is hence fully compatible with the other standard closures that have been specifically
considered. (Note that to avoid any possibility of dividing by zero, the denominator in
(2.35) can be implemented numerically as pΩ+ξ, where ξ is a small number near machine
precision, though we strictly analyze the form above for the sake of elegance.)
To demonstrate the formal asymptotic stability of the proposed new model, let us first
repeat the above analysis of the standard Wilcox (1988) model (momentarily setting
λ1 = 0, hence ˜˜ω = ω), but now with the new limiter active in ω˜. In this case, the k
equation (2.15) becomes
∂k
∂t
=
αβ∗
λ2β
kpΩ
ω
− β∗ωk, (2.36)
whereas the ω equation from (2.16) remains equivalent to (2.18), and hence ω will
ultimately evolve to ω∞ from (2.20). Inserting this value into (2.36) leads to linearized
86
12
expressions of the form (2.21), where the exponential growth rate is
Γ∞ =
√
p0α
β
β∗
(
pΩ
λ2p0
− 1
)
. (2.37)
From this it can be seen that the new turbulence closure model will be formally stable
(i.e. Γ∞ 6 0) provided that
pΩ
p0
6 λ2. (2.38)
This hence provides a clear physical meaning for the added stress limiter coefficient
λ2, as it defines the threshold of pΩ/p0 identifying a region as effectively potential
flow. Note also that at the pure potential flow limit where pΩ = 0, the growth rate
is Γ∞ = −β∗
√
p0α/β = −β∗ω∞ ≈ −0.244√p0, and any turbulent kinetic energy will
decay similar to how it would in a quiescent fluid.
If instead, we repeat the analysis of the Wilcox (2006) model (now retaining λ1), then
the k equation will remain equivalent to (2.36), whereas the ω equation will be equivalent
to (2.31), and hence ω will tend towards ω∞ in (2.32). Inserting this value as a constant
within (2.36) then similarly leads to linearized expressions of the form (2.21), where the
unstable growth rate is
Γ∞ =
√
p0β
∗
(
pΩλ1
p0λ2
√
β∗
− α
√
β∗
λ1β
)
. (2.39)
This will thus be stable provided that
pΩ
p0
6 λ2
αβ∗
λ21β
≈ 0.863λ2, (2.40)
where the standard coefficient values have been inserted. As the lead coefficient is near
unity, it is seen that this further generalization does not greatly affect the previously
mentioned physical interpretation of λ2. Note also that once ω = ω∞ if λ1 <
√
αβ∗/β ≈
0.813 then the first argument will inevitably dominate in (2.34), and the threshold for
stability will again be given by (2.38).
It should be noted that in uniform boundary layer flows p0 = pΩ , and thus the new
limiter will be completely inactive. Moreover, in other more complicated sheared flow
regions (e.g. both in the surf-zone and the surface boundary layer region near the air-
water interface) pΩ and p0 will typically be the same order of magnitude, and the new
limiter will similarly remain inactive. Hence, the new closure will, by design, effectively
reduce to a standard closure, except in a region of nearly-potential flow (clearly defined
by the choice of λ2), where such existing standard methods are inherently unconditionally
unstable. The value of λ2 should naturally be small, but also large enough to work for
practical applications since pΩ can always be expected to have a small, but finite, value in
the discretized world. Throughout this work λ2 = 0.05 is used to achieve such a balance.
The stabilization of the new model presented above has been confirmed via numerical
simulation of (2.15) and (2.16) while invoking (2.34) and (2.35), maintaining the same
initial conditions as before. An example (with λ1 = 0 and λ2 = 0.05) depicting the
temporal evolution of the eddy viscosity is provided in figure 2(c). Consistent with the
analysis above, exponential decay, rather than growth, is now observed. Thus, the new
closure model should remain stable in a region of nearly-potential flow with finite strain,
in contrast to all of the other models considered previously.
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Model Reference ≈ ω∞ ≈ Γ∞
Standard k-ω Wilcox (1988) 2.71
√
p0 0.125
√
p0
k-ω Mayer & Madsen (2000) 2.71
√
pΩ 0.125
√
pΩ
k-ω Wilcox (2006) 2.52
√
p0 0.116
√
p0
k-ω SST Menter (1994) 2.72
√
p0 0.066
√
p0
Standard k- Launder & Sharma (1974) 2.31
√
p0 0.226
√
p0
RNG k- Yakhot et al. (1991) 2.70
√
p0 0.142
√
p0
Table 1. Summary of asymptotic ω values (ω∞) and unstable exponential growth rates (Γ∞)
for analyzed existing two-equation turbulence closures.
2.7. Analysis of other existing closure models
The formal asymptotic stability of several other widely-utilized two-equation turbu-
lence closure models is similarly considered in Appendix A. These include: the k-ω SST
model originally formulated by Menter (1994), the standard k- model of Launder &
Sharma (1974), and the RNG k- model developed by Yakhot et al. (1991). It turns
out that all of these basic two-equation models are similarly unconditionally unstable
for the same conditions as analyzed above. This is demonstrated analytically, as well as
via independent numerical simulations of the reduced governing equations. The resulting
asymptotic values for ω∞ and the unstable growth rates Γ∞ for each of the pre-existing
closure models analyzed in the present work are summarized in table 1.
Fortunately, and in line with the goals set forth above, these other widely-utilized
closure models can also be formally stabilized via simple modifications to their stress
limiting features, in a similar manner as presented in the preceding sub-section. The
necessary modifications to stabilize each model are described in full detail in Appendix
A. With these modifications, asymptotic exponential decay (rather than growth) in the
turbulent kinetic energy and eddy viscosity is proved analytically, as well as independently
demonstrated through numerical simulation of the reduced modified model equations,
similar to the above.
To avoid the potential for excessive and un-physical over-production of turbulence
in nearly-potential flow regions, it is recommended that these (or otherwise formally
stabilized and un-intrusive) modified closure models be utilized in any future CFD
simulations of surface waves with two-equation RANS closure models, the significant
and fundamental benefits of which will be demonstrated in the next section.
3. Numerical simulation of surface waves
The advantages of utilizing a formally stable closure model will now be demonstrated
directly through the CFD simulation of surface water waves. Essential details of the
computational model are provided in the next sub-section, which will be followed by test
cases involving the simulation of both non-breaking and breaking waves.
3.1. Model description
For the purposes of CFD simulation, surface water waves will be considered in the
context of two-phase (air and water) flow. For this purpose the turbulence model defined
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by (2.1) and (2.2) will be used to close a CFD model solving incompressible Reynolds-
averaged Navier-Stokes (RANS) equations
∂ρui
∂t
+ uj
∂ρui
∂xj
= −∂p
∗
∂xi
− gjxj ∂ρ
∂xi
+
∂
∂xj
(2µSji + τij) , (3.1)
and the local continuity equation
∂ui
∂xi
= 0. (3.2)
In the above p∗ is the pressure in excess of hydrostatic. A scalar field γ is used to track the
two fluids, where γ = 0 represents pure air and γ = 1 pure water, with any intermediate
value representing a mixture. The distribution of γ is governed by an advection equation
∂γ
∂t
+ uj
∂uiγ
∂xj
+ urj
∂uri γ(1− γ)
∂urj
= 0 (3.3)
where urj is a relative velocity used to compress the interface, as documented in Berberovic
et al. (2009). Any fluid property Φ in the flow is assumed to be given by
Φ = γΦwater + (1− γ)Φair. (3.4)
The governing equations are solved within the open-source CFD environment Open-
FOAM (version foam-extend 3.1), making use of the waves2FOAM toolbox developed by
Jacobsen et al. (2012) for wave generation/absorption or specification of initial conditions.
This toolbox is built upon the widely used interFoam solver, which utilizes the volume
of fluid method (VOF). For further details on this solver the interested reader is referred
to Deshpande et al. (2012). In all forthcoming cases the time step has been adjusted such
that a maximum Courant number Co = |ui|∆t/∆xi = 0.05 is maintained at all times.
This ensures accurate velocity kinematics and enables nearly constant-form propagation
of wave trains for long durations. Boundary conditions will be clarified on a case-by-case
basis in what follows.
3.2. Simulation of a simple progressive wave train
In this section computed results will be presented for the long term propagation of a
periodic surface wave train. This is perhaps the simplest of computational wave problems,
and is a test that should ideally be passed by CFD models prior to their application on
more complicated problems. As an initial condition, a numerically exact stream function
wave (potential flow) solution of Fenton (1988) is specified, with zero Stokes drift, and
with period T = 2 s, wave height H = 0.125 m, and water depth h = 0.4 m (hence
kwh = 0.664 and kwH = 0.207). It should be noted that this wave is the same as that
generated for the forthcoming simulation of the Ting & Kirby (1994) spilling breaker
experiments. Being intermediately deep and moderately nonlinear, these wave conditions
are indeed well suited for generic study.
The computational domain is discretized into regular cells having horizontal and
vertical size ∆x = ∆z = 0.01 m (corresponding to H/∆z = 12.5 cells per wave
height). This resolution has been experienced to be sufficient for the accurate propagation
of this specific wave in a laminar set-up. This mesh also maintains an aspect ratio
∆x/∆z = 1, which can be important for accuracy, as noted by Jacobsen et al. (2012),
Jacobsen et al. (2014) and Roenby et al. (2017). The computational domain spans a
single wavelength, making use of periodic lateral boundaries. At the bottom boundary a
slip condition is applied. This is primarily for canonical demonstration purposes, making
the computational situation as close to potential flow as possible, such that a turbulence
closure model should ideally not influence the physics of the wave propagation.
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To demonstrate the performance of the proposed new turbulence closure relative to
standard approaches, we will compare computed results from the standard Wilcox (1988)
k-ω model (with the buoyancy production term also included in (2.1), henceforth taken
as granted) with those from our new closure with λ1 = 0 and λ2 = 0.05. All other
model settings are kept identical. We initially set ω = ω∞ = 2.71
√
p0, where p0=0.66
s−2 is the depth- and period-averaged value computed from the initial conditions, and
with k = k0 = ω∞ν to initially yield νT /ν = 1. This is intended as a direct test of the
preceding simplified analysis in an actual surface wave computation, where the standard
closure should exhibit unstable behaviour from the outset, whereas the proposed new
closure should remain stable indefinitely. We consider the initial condition for ω above
to be most sensible in the present context, since as shown previously, it will always tend
to approximately this value in the potential flow region beneath waves.
Figure 3 shows the computed temporal development of the (depth- and period-
averaged) non-dimensional eddy viscosity 〈νT 〉/ν with both closure models considered.
Included in the figure (dashed line) is also the predicted development of 〈νT 〉/ν =
exp(Γ∞t) with the growth rate from (2.22). Figure 3 clearly shows that the Wilcox
(1988) k-ω model is indeed initially unstable, resulting in an exponentially growing eddy
viscosity (hence also k) that ultimately becomes several orders of magnitude larger than
the kinematic viscosity, before eventually levelling off. The computed exponential growth
rate is near that expected based on the simplified analysis, which has neglected several
terms. It is emphasized that the growth of turbulence does not come from the bottom
boundary layer, which is non-existent as a slip condition has again been used. Nor does
it stem from the free-surface, where the buoyancy production term in equation (2.7)
dissipates turbulent kinetic energy in this region. Rather, it is due to the instability of
the potential flow region, as confirmed via the close match with the theoretical growth
rate. In contrast, also consistent with the preceding analysis, our new modified closure
remains stable, with the eddy viscosity quickly decaying to physically insignificant levels.
The eventual levelling off of the eddy viscosity with the standard k-ω of Wilcox (1988)
can be explained as due to declining wave heights, which are a direct consequence of the
un-physical growth of the turbulent kinetic energy and eddy viscosity. These eventually
reach levels that are sufficiently high to cause un-physical turbulent diffusion of the wave,
with energy thus being extracted from the mean flow. As a result of the decreased wave
height the turbulence production quantity p0 is likewise reduced. This can be seen from
the surface elevation time series depicted in figure 4(a), where the waves begin to decline
after only t ≈ 20T . The decay in wave height is similar to what was shown by Mayer &
Madsen (2000) and Devolder et al. (2017). In contrast, the wave evolution computed with
the new stabilized closure maintains a nearly constant wave height, as seen from figure
4(b). The slight decay seen is clearly due to minor numerical diffusion associated with
the numerical scheme, and not in any way related to the new turbulence closure, as it has
effectively switched itself off. This is clear from the previously-mentioned extremely small
eddy viscosity in figure 3, as well as through comparison with an additional (otherwise
identical) simulation with the turbulence model switched off entirely, which results in
visually identical behaviour (not directly shown here for the sake of brevity). Note that
we have also made other, similar, simulations as above, with 0.02 6 λ2 6 0.1, which
result in similar surface elevations as in figure 4(b).
This example demonstrates how the instability identified by Mayer & Madsen (2000),
and which is inherent in standard two-equation turbulence closure models as shown
herein, can manifest in their rather spectacular failure in even the simplest of surface
wave computations. The comparison above likewise demonstrates that such failure can
be avoided entirely by employing the simple new (stabilized) closure proposed herein.
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Figure 3. Computed temporal development of the depth- and period-averaged eddy viscosity
beneath a periodic wave train using the present k-ω closure model with λ1 = 0 and λ2 = 0.05
(full line), the Wilcox (1988) k-ω model (dashed line), as well as the predicted development from
(2.22) (dotted line).
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Figure 4. Computed time series of surface elevations in the simulation of a periodic wave train
using (a) the standard Wilcox (1988) k-ω model and (b) the proposed new closure model with
λ1 = 0 and λ2 = 0.05. The horizontal dashed lines represent the crest and trough levels of the
initial wave, for comparison.
3.3. Simulation of spilling breaking waves
As a follow-up to the preceding example, let us now consider simulations of the spilling
breaking wave experiment of Ting & Kirby (1994), to demonstrate the performance of the
new model in a more physically complex situation. We focus here on their spilling, rather
than plunging, case as it is these incoming wave conditions where the over-production of
turbulence has consistently been observed in prior studies. Quantitatively the reason for
this can be explained by equation (2.13) which yields 〈p0〉=0.55 s−2 and 〈p0〉=0.08 s−2
for their spilling and plunging cases respectively, i.e. a much lower turbulence production
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Figure 5. Layout of the computational domain for the simulation of the spilling breaking
wave experiments of Ting & Kirby (1994).
and hence unstable growth rate for the plunging case. It is emphasized that the strength
of the instability does not strictly depend on the breaker type (which also depends on
the slope encountered), but rather only on the characteristics of the incoming waves.
The model domain for these simulations consists of a flat region having water depth
h = 0.4 m, connected to a region having constant 1:35 slope. For these simulations, the
same waves as considered previously (T = 2 s and H = 0.125 m with zero Stokes drift;
kwh = 0.664 and kwH = 0.207) are generated on the horizontal bed. At the left inlet
boundary a relaxation zone of 4 m is used, which serves to absorb any waves reflected
by the slope, thus the incoming waves do not change over time. In figure 5 a layout of
the computational domain is seen. For the purposes of consistent comparison, the origin
is positioned at the same depth (h = 0.38 m) as in the experiments. No roughness was
indicated in the experiment, but it was stated that the bed was made of plywood, and
therefore the model bed is assigned a Nikuradse equivalent sand roughness ks = 10
−4 m.
The initial condition for ω is again taken as ω = ω∞ = 2.71
√
p0, with p0 calculated
from (2.13) and with k = k0 = 0.1ω∞ν such that νT /ν = 0.1 (this is one order of
magnitude below that used in the previous progressive wave train test case in §3.2). In
contrast to the previous idealized simulation in §3.2, a no-slip boundary condition is
imposed at the bottom, meaning that a wave boundary layer will now develop near the
bed, as in reality. Turbulence quantities in the first cell near the bottom are prescribed
using the generalized wall functions presented in Fuhrman et al. (2014), which build upon
the generalized van Driest profile of Cebeci & Chang (1978). These wall functions have
been used succesfully in the simulation of various scour processes, see e.g. Baykal et al.
(2015), Bayraktar et al. (2016), Larsen et al. (2016), Larsen et al. (2017) and Larsen et al.
(2018), and allow for near-bed cells to lie in either the logarithmic or viscous sub-layer.
On the flat region the domain is discretized into cells with ∆x = ∆z = 0.01 m, and on
the slope the mesh is gradually refined towards the shore while keeping a constant aspect
ratio of unity. At the right end of the domain the cells have a size ∆x = ∆z = 0.0063 m.
Near the bed layers of cells are refined in the vertical direction with near bed cells having
height ∆z = 7.5 · 10−4 m. This ensures that ∆z+ = ∆zUf/ν <30 during the simulation,
with Uf being the friction velocity.
For the sake of systematic comparison, simulations of these experiments will be
considered using five different turbulence closure variants. These correspond to: (1) the
standard Wilcox (1988) k-ω model, (2) the Wilcox (2006) k-ω model, as well as three
variants of the new modified k-ω closure with fixed λ2 = 0.05 and: (3) λ1 = 0, (4)
λ1 = 0.875, and (5) λ1 = 0.2. These λ1 values correspond to those associated with the
models of Wilcox (1988) and Wilcox (2006) (thus allowing direct comparison), as well
as an intermediate value, more in line with Eq. (9) of Durbin (2009) (corresponding
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Case Model λ1 λ2 ˜˜ω ω˜ Line type (Figs. 10 & 11)
1 Wilcox (1988) 0 0 = ω = ω Dashed light (blue) line
2 Wilcox (2006) 0.875 0 = ω˜ Eq. (2.29) Dotted light (blue) line
3 Present 0 0.05 = ω Eq. (2.35) Dashed dark (black) line
4 Present 0.875 0.05 Eq. (2.34) Eq. (2.35) Dotted dark (black) line
5 Present 0.2 0.05 Eq. (2.34) Eq. (2.35) Solid dark (black) line
Table 2. Summary of parameters used in the five different simulations of the Ting & Kirby
(1994) spilling breaking wave experiment.
to λ1 = 0.26). For ultimate clarity, the parameter settings used in these five cases are
listed in table 2. We shall henceforth refer to these simulations by their case number, as
indicated in table 2 and in the text immediately above.
Figure 6 shows computed snapshots depicting the surface and non-dimensional eddy
viscosity νT /ν from each of the five model variants mentioned above, following a long
simulation time of 100 periods, such that steady (repeatable) conditions have effectively
been reached. (As an indication of simulation time, each run requires approximately three
weeks when simulated in parallel on eight modern processors.) Each plot is frozen at an
instant where the wave is very close to breaking, such that the location of the surf zone is
evident (beginning approximately at x = xb = 6.4 m). As can be seen, both the standard
Wilcox (1988) (Case 1, figure 6(a)) and the Wilcox (2006) k-ω models (Case 2, figure 6(b))
result in uniformly high eddy viscosity (orders of magnitude larger than ν), even in the
pre-breaking region. These high values are in no way physical, as in real waves significant
turbulence should not be expected prior to breaking, see e.g. the measured turbulence
levels from Ting & Kirby (1994) and van der A et al. (2017), the PIV experiments of
Chang & Liu (1998), Kimmoun & Branger (2007), Belden & Techet (2011), and Grue &
Jensen (2006) or the dye experiment of Duncan et al. (1999). Rather, these high values are
again an artefact related to the inherent instability of these models in the nearly-potential
flow regions which are prevalent leading up to the surf zone. Conversely, regardless of the
value of λ1, the three results using the proposed new stabilized closure (figures 6(c)–(e)
corresponding to Cases 3–5) predict negligible eddy viscosity in the bulk region beneath
the waves prior to breaking; Significant eddy viscosity with these stabilized models is
rightly confined to the near bed boundary layer and surf zone, demonstrating a clear
and qualitative correction over existing models. Figure 6 is hence a clear demonstration
of how, due to their inherent instability, existing standard turbulence closure models in
wide use can result in severely polluted results prior to wave breaking, often the very
phenomenon of interest in CFD studies where such models are employed. This figure
likewise definitively demonstrates that the new stabilized closure model proposed herein
eliminates this problem altogether.
We will now further demonstrate the differences between results computed with stan-
dard (unstable) and new closure models via further quantitative comparison against the
spilling breaker data set of Ting & Kirby (1994). To make proper comparisons, as in the
experiments, a relatively long warm up period is needed to establish stable conditions in
the computational flume. Before extracting data, models have therefore been run for 60
periods. Such a long warm up period has not been common in most previous numerical
studies of the Ting & Kirby (1994) experiments. Jacobsen et al. (2012) demonstrated,
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Figure 6. Snapshots of νT /ν at t/T = 100 with the wave right at breaking computed with the
(a) standard Wilcox (1988) k-ω model (Case 1), (b) Wilcox (2006) k-ω model (Case 2), and
(c)–(e) present stabilized k-ω closure model (respectively, Cases 3–5), where parameters for each
case are indicated in table 2. The free surface and bottom are marked by a solid line.
however, that at least 40 periods were necessary in order to reach a constant volume
of water in their domain. We have similarly found that an additional 20 periods were
necessary to achieve a convincing quasi-steady situation. For comparison, it can be noted
that the warm up length in the experiments was 600 periods. Furthermore, in order to
achieve stable mean values, the results presented in the following have been obtained by
averaging over an additional 60 periods following the warm up (i.e. simulations have been
run for a total of 120 periods). For comparison, in the original experiments the results
were averaged over a comparable duration corresponding to 102 periods.
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Figure 7 shows comparison of the computed and experimental surface elevation en-
velopes as well as the mean water levels for the five models mentioned above. The solid
lines represent the mean (ensemble averaged) values, whereas the shaded area represents
plus or minus one standard deviation, to give an indication of wave-to-wave variability.
It can be seen that all five models, in general, capture the evolution of the mean surface
elevations well. The horizontal position of the breaking point and surface elevation at
breaking is well captured, as is the subsequent decay in wave heights in the surf zone.
These results compare well with surface elevations presented in other numerical studies
of these experiments, see e.g. Jacobsen et al. (2012), Hieu et al. (2004), Xie (2013) and
Brown et al. (2016). The most notable difference between the models is the standard
deviation in the surface elevations in the surf-zone. As seen, those results sharing λ1 = 0
(i.e. the Wilcox (1988) model, Case 1 shown in figure 7(a) and our stabilized version
of this model, Case 3 shown in figure 7(c)) demonstrate little wave-to-wave variability.
Conversely, the three results with the Wilcox (2006) limiter active (λ1 > 0, Cases 2,
4 and 5, respectively depicted in figure 7(b),(d),(e)) result in significant wave-to-wave
variability during the breaking process, much more in line with the experiments (see
e.g. figure 3 of Ting & Kirby 1994).
Further inspection has revealed that this lack in wave-to-wave variability computed
with λ1 = 0 is due to the waves not breaking properly. This is due to large eddy viscosity
computed in the crest (see figure 6(a),(c)), leading to turbulent dissipation of the wave
rather than a convincing sequence of spilling breaking. This is illustrated in figure 8,
where snapshots of typical waves computed during the breaking process are compared
for Cases 3 (λ1 = 0) and 4 (λ1 = 0.875) i.e. two variants of the present stabilized
model having different λ1, but being otherwise identical. As a result of this failure of
the waves to properly spill with λ1 = 0, there is little deviation in the surface elevations
experienced in successive waves in the surf-zone. In contrast, the cases computed with
λ1 > 0, figure 7(b),(d),(e), spilling breaking occurs, leading to a much more dynamic
surf zone. These results indicate that using a Wilcox (2006)-type limiter in the turbulent
production is necessary to qualitatively capture the spilling breaking process. In the
authors’ opinion, while at first glance the five results in figure 7 may appear similar,
the inability of the k-ω models with λ1 = 0 (figure 7 (a),(c)) to predict proper spilling
breakers (and corresponding wave-to-wave variability) can be regarded as an important
qualitative shortcoming.
Considering the previous example from §3.2, it may be somewhat surprising that the
Wilcox (1988) and Wilcox (2006) models perform reasonably in terms of the mean surface
elevations (figure 7(a),(b)). One might have expected that the large eddy viscosity would
cause the waves to decay even prior to breaking, as was seen in the previous demonstration
involving a propagating wave train (figure 4(a)). This is, in fact, a real possibility, and
the reason why this did not occur in the previous examples is merely due to the short
propagation distance (in this case only a few wavelengths) allotted prior to the onset of
breaking, which limits the extent of the turbulence over-production problem. Such pre-
breaking wave decay would most certainly occur if the pre-slope distance was extended
sufficiently further. To show this we have performed one additional simulation, but with
the flat region now being 40 m instead of 4.7 m. The resulting surface elevations using
the Wilcox (1988) model are shown in figure 9. Here it can be seen that the unstable
growth in the eddy viscosity has caused the incoming wave to decline significantly,
and as a consequence the horizontal position of the breaking point has shifted to be
further onshore. Importantly, this recognition implies that previously computed results
of breaking waves with non-stabilized closure models (prevalent in the literature) are not
unique, instead being heavily dependent on both the initial conditions and the allotted
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Figure 7. Comparison of modelled (lines) and measured (circles, from Ting & Kirby 1994)
surface elevation envelopes (top and bottom lines) and mean water levels (middle lines). Results
in (a)–(e) correspond to Cases 1–5, respectively. Solid lines represents the mean surface elevation
and the shaded area represents plus and minus one standard deviation.
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Figure 8. Snapshots of the breaking process computed in (a) Case 3 (λ1 = 0, λ2 = 0.05) and
(b) Case 4 (λ1 = 0.875, λ2 = 0.05), beginning at t = t0 = 110T . Here dark represents water,
white represents air, and light shades represent air-water mixtures. The wave shown in (a) never
actually spills.
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Figure 9. Comparison of computed (lines) and measured (Ting & Kirby 1994, circles) surface
elevation envelopes and mean water levels using the Wilcox (1988) model with a long (40 m)
flat region. This plot can be compared directly with figure 7(a), which depicts results computed
with the same model, but where the flat region is only 4.7 m.
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propagation distance prior to shoaling and breaking. Results computed with the new
stabilized closure, on the other hand, will be fundamentally insensitive to these issues.
As further comparison, figure 10 presents computed and measured (Ting & Kirby 1994)
averaged turbulent kinetic energy k profiles at a total of eight positions, corresponding
to two pre-breaking positions (figure 10(a),(b)), as well as six in the surf zone (figure
10(c)–(h)). In the experiments only two components of the velocity were measured, so k
was approximated by k ≈ 1.33/2(u′2 + w′2). This approximation was also used by Stive
& Wind (1982) and Svendsen (1987), and comes from the results of a plane wake from
Townsend (1976). However more recent results from Scott et al. (2005) indicate that
k ≈ 0.75(u′2 + w′2) (3.5)
in the surf-zone, and this approximation has been used in what follows. Ting & Kirby
(1994) did not provide approximate k-profiles in the two pre-breaking positions and
the first post-breaking position (figure 10(a)-(c)) as well as the top three measurement
positions, but did provide profiles of the single component u′2. At these positions we have
alternatively utilized the approximation
k ≈ 1.25u′2, (3.6)
again based on the measurements of Scott et al. (2005). It is thus emphasized that
the experimental k-profiles must all be regarded as approximate, but are still likely
reasonably indicative. For further discussions or indications on the uncertainties of such
approximations see e.g. Scott et al. (2005) and Ting & Kirby (1996).
To ease comparison the computed results in figure 10 are organized such that results
with light shaded (blue) lines correspond to non-stabilized closures (λ2 = 0, Cases 1 and
2), whereas dark (black) lines correspond to formally stabilized models (λ2 = 0.05, Cases
3–5). Moreover, results having the same line type share common λ1 values, see again table
2. As might by now be expected, the standard Wilcox (1988) (Case 1) and Wilcox (2006)
(Case 2) k-ω models severely over-predict the turbulence pre-breaking (light shaded/blue
lines in figure 10(a),(b)), which may again be regarded as a direct consequence of the
instability of these models. The depicted over-production of turbulence using the Wilcox
(1988) and Wilcox (2006) models is typical of previous studies. In contrast, the new
stabilized closure models (Cases 3–5) predict low turbulent kinetic energy pre-breaking
(dark black lines in figure 10(a),(b), see also again figure 6), much more in line with the
experiments. The improvement seen with the new stabilized closures in figure 10(a),(b),
and related effects further shoreward, can be regarded as the principal achievement of
the present work: Only waves computed with the new stabilized closure arrive at the surf
zone un-polluted.
The over-production of turbulence prior to breaking using the non-stabilized models
also has an effect on the post-breaking turbulence. As can be seen, both the Wilcox (1988)
and Wilcox (2006) models (Cases 1 and 2) predict higher turbulence levels than their
stabilizied counterparts (respectively, Cases 3 and 4) during the initial breaking process
(figure 10(c)-(e)). This demonstrates that the unphysically high levels of pre-breaking
turbulence predicted by the non-stabilized models can indeed pollute results extending
well into the outer surf zone. Once the inner surf zone is reached (figure 10(f)–(h)) the
differences between the stabilized (dark black lines) and standard (light shaded/blue
lines) turbulence models become smaller. Rather, the results in the inner surf zone are
more governed by the value of the Wilcox (2006) stress limiter coefficient λ1. This can
be clearly seen in figure 10, where the results having the same line type i.e. Cases 1 and
3 (dashed lines), and Cases 2 and 4 (dotted lines), which were initially quite different in
figure 10(a)–(c), have become quite similar in figure 10(f)–(h). Thus, the stabilization of
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Figure 10. Comparison of modelled (lines) and measured (empty circles: from (3.5),
filled circles: from (3.6)) turbulent kinetic energy k profiles at (a) x = −1.265 m
(x˜ = (x − xb)/hb = −38.518), (b) x = 5.945 m (x˜ = −2.286), (c) x = 6.665 m (x˜ = 1.332),
(d) x = 7.275 m (x˜ = 4.397), (e) x = 7.885 m (x˜ = 7.462), (f) x = 8.495 m (x˜ = 10.528), (g)
x = 9.11 m (x˜ = 13.618) and (h) x = 9.725 m (x˜ = 16.709).
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the closure models achieved by utilizing λ2 > 0, as introduced herein, plays an important
role both prior to breaking and in the outer surf zone, while expectedly becoming less
important in the inner surf zone. This behaviour is as intended, as it has again been the
aim of the present work to produce a formally stabilized closure model in potential flow
regions, which default to existing closures in sheared regions (i.e. the surf zone in the
present context). The results in figure 10, as a whole, demonstrate that this has indeed
been achieved.
To demonstrate the consequences directly on the flow properties, the computed and
measured averaged undertow velocity profiles 〈u(z)〉 are finally compared in figure 11, at
the same eight positions as in figure 10. Figure 11(a),(b) clearly illustrates the adverse
effects associated with the pre-breaking over-production of turbulence inherent within
the standard Wilcox (1988) and Wilcox (2006) models (Cases 1 and 2, respectively). The
negative peaks in the computed undertow with these models are consistently near the
sea bed, whereas the measurements show these to be much higher up. This qualitative
difference is important and can be explained by the artificially high νT in the upper part
of the wave increasing the flow resistance, thus resulting in the strongest undertow near
the bottom (similar to those profiles measured deeper into the surf zone). In contrast, in
the experiments, as well as with the proposed new stabilized closure models (dark lines,
Cases 3-5), the flow resistance is largest near the bed at these positions, and hence the
undertow is strongest in the upper part of the flow.
The effects of over-produced turbulence in the outer surf-zone are also clearly visible,
with the two models having λ1 = 0 (Cases 1 and 3, dashed lines) maintaining an erroneous
undertow structure (figure 11(c),(d)) while the cases with λ1 > 0 (Cases 2, 4 and 5)
show a better evolution of the undertow structure at these positions. These results thus,
again, highlight the positive influence of the Wilcox (2006) stress limiter, which was
previously found essential to obtain properly spilling waves (figure 8). The model which
best matches the evolution of the measured undertow structure from pre-breaking and
throughout the outer surf zone (figure 11(a)–(e), corresponding to -1.265 m 6 x 6 7.885
m) is Case 5, corresponding to the present closure with the intermediate value λ1 = 0.2.
Notably, this transition from shoaling to the outer surf zone is a physically important and
complex region of great interest, as the physics associated with the pre-to-post breaking
transformation are related e.g. to the formation and dynamics of nearshore breaker bars,
which play an important role in coastal protection.
Consistent with the trends seen previously in the computed turbulent kinetic energy,
the results in the inner surf zone become grouped largely based on the value of λ1 utilized
(figure 11(f)-(h)) i.e. the results using (otherwise identical) formally stabilized or non-
stabilized models are essentially similar in this region. The velocity profiles computed
with λ1 > 0 (Cases 2, 4 and 5) remain qualitatively correct in structure, but become
exaggerated by a factor of approximately two relative to those measured. It can be noted
that very similar results for the undertow in the inner surf-zone have been shown with
various RANS closure models in Brown et al. (2016), as well as with a LES model in
Christensen (2006). In contrast, the models using λ1 = 0 (Cases 1 and 3, dashed lines)
produce more accurate undertow profiles in the inner surf zone. These results are certainly
interesting, though in the authors’ opinion they may well be fortuitous, given that these
models did not result in properly spilling waves or correct turbulence/undertow structure
at many positions leading up to the inner surf. Upon inspection of the present results,
the quantitative differences in the undertow in the inner surf zone achieved with λ1 = 0
(Cases 1 and 3, dashed lines) and the other models are believed to be related to the
increased eddy viscosity (hence flow resistance), especially in the upper part of the flow,
predicted with λ1 = 0 in this region. This is demonstrated in figure 12, where the average
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Figure 11. Comparison of modelled (lines) and measured (circles) undertow velocity profiles
at (a) x = −1.265 m (x˜ = (x−xb)/hb = −38.518), (b) x = 5.945 m (x˜ = −2.286), (c) x = 6.665
m (x˜ = 1.332), (d) x = 7.275 m (x˜ = 4.397), (e) x = 7.885 m (x˜ = 7.462), (f) x = 8.495 m
(x˜ = 10.528), (g) x = 9.11 m (x˜ = 13.618) and (h) x = 9.725 m (x˜ = 16.709).
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Figure 12. Comparison of modelled eddy viscosity profiles at (a) x = 9.11 m
(x˜ = (x− xb)/hb = 13.618) and (b) x = 9.725 m (x˜ = 16.709).
eddy viscosity profiles for Cases 3-5 at the two inner-most positions of the surf-zone are
shown.
In summary, the present case definitively demonstrates that the new stabilized closure
proposed herein avoids entirely the important problem of non-physical over-production of
turbulence prior to breaking, a long-standing problem in the CFD simulation of surface
waves and the primary aim of the present paper. This, in turn, significantly improves both
the prediction of turbulent kinetic energy and the evolution of the undertow as waves
progress from the shoaling region to the outer surf zone. Conversely, due to their inherent
instability, surface waves propagated with existing standard closure models can arrive at
the surf zone already polluted, adversely affecting their results, and making the validity
of any subsequently simulated breaking process, as a whole, rather questionable. As
intended, results with otherwise identical non-stabilized and stabilized closures become
similar once the inner surf-zone is reached. In the authors’ opinion, in light of the present
work, avoiding un-physical over-production of turbulence during wave propagation prior
to breaking should henceforth be a pre-requisite for the further simulation of the breaking
process. Indeed, we regard this to be necessary for the true performance of existing
closures in the surf zone to be properly assessed. Given that the instability addressed
in the present work is inherent within the nearly-potential flow region beneath waves,
it is thus recommended that formally stabilized closure models, such as those presented
herein, be utilized in any future studies involving the RANS-based CFD study of surface
waves.
4. Conclusions
In this work the instability of two-equation turbulence closure models in a nearly-
potential flow region beneath surface waves has been re-visited, a long-standing problem
originally diagnosed by Mayer & Madsen (2000). It has been shown analytically that
this problem is widespread and seemingly plagues most (all that the authors have
analyzed) commonly used two-equation closure models. These have been demonstrated
to be unconditionally (rather than conditionally, as shown by Mayer & Madsen 2000)
unstable, and the asymptotic exponential growth rates for the turbulent kinetic energy
and eddy viscosity for several closures have been derived in closed form. Working within
the confines of an established stress limiting feature in the k-ω model, a new and formally
stable closure model is proposed. The new closure model, by design, defaults to a desired
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un-modified k-ω model in uniform boundary layer flows and other sheared regions,
remains true to theoretically-based terms in the k-equation, is fully consistent with the
Boussinesq approximation, and does not require modification of any standard closure
coefficients.
The new stabilized turbulence model has been implemented as closure to a computa-
tional fluid dynamics model solving Reynolds-averaged Navier-Stokes (RANS) equations,
and directly tested for problems involving both non-breaking and breaking surface waves.
As a first idealized test a simple periodic progressive wave train has been considered,
which has been kept as close to potential flow as possible. Consistent with analytic
expectations, it is demonstrated that the standard k-ω model results in exponential
growth of the turbulent kinetic energy and eddy viscosity, ultimately destroying the
simulation by leading to non-physical decay of the wave. Conversely, the new stabilized
closure yields an eddy viscosity that decays to insignificant levels, enabling a nearly-
constant form wave propagation over long durations. This test has demonstrated how
standard turbulence closure models in wide use can, due to their inherent instability, fail
quite spectacularly when applied to even in the simplest of computational surface wave
problems. The new stabilized closure, on the other hand, does not adversely affect such
simulations.
As a subsequent computational test, the spilling breaking experiment of Ting & Kirby
(1994) has been considered, corresponding to the precise incoming wave conditions where
the over-production of turbulence beneath surface waves has been most pronounced in
the literature. Consistent with several previous studies, it has been shown that standard
closure models can lead to severely over-predicted turbulence levels even prior to wave
breaking, with pre-breaking turbulent kinetic energy being the same order of magnitude
as within the surf zone. This is not physical, but again a direct consequence of their
instability, and implies that standard model results in such applications may well be
polluted before the phenomenon of physical interest (i.e. the breaking process) has
even begun. It is demonstrated that such pollution results in erroneous structure of the
undertow velocity profile, both pre-breaking and extending into the outer surf zone.
In contrast, the new stabilized closure has been demonstrated to avoid un-physical
over-production of pre-breaking turbulence altogether, and results in a model that
is able to produce the correct evolution of the undertow structure from outside to
within the surf zone. The new closure model has been demonstrated to predict accurate
surface elevations throughout the breaking process, as well as reasonable turbulence and
undertow profiles, especially prior to breaking and in the outer surf zone. The effect of
the formal stabilization in the potential flow regions becomes expectedly less important
in the inner surf zone, where results of otherwise identical stabilized or non-stabilized
models become similar.
While the main text has focused on variations of the k-ω turbulence closure model,
analysis of several other widely used closures (both k-ω and k- types) are similarly
considered in Appendix A. These are likewise demonstrated to be unconditionally un-
stable, but can fortunately be formally stabilized through similar simple modifications
to their stress limiting features. Given the potentially adverse effects of doing otherwise,
apparent from several previous studies as well as demonstrated herein, it is recommended
that these (or otherwise formally stabilized approaches) be utilized in any future CFD
studies involving surface waves based on RANS equations coupled with two-equation
closure models. The authors hope that the present study will both raise awareness of this
important problem, and that the remedies proposed will enable more accurate simulations
of surface waves with such computational models going forward.
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Appendix A. Analysis of additional turbulence closure models
In this appendix three additional popular two-equation turbulence closure models
are analyzed for stability in a region of nearly-potential flow with finite strain. It is
demonstrated that, in their standard forms, these models are likewise unconditionally
unstable. Moreover, it is shown that each may be formally stabilized via the addition
of similar stress-limiting modifications, as devised in §2.6. It is recommended that the
stabilized versions of these these models be utilized in any future CFD simulations of free
surface waves, to avoid non-physical exponential growth of the turbulent kinetic energy
and eddy viscosity in the nearly-potential flow region, the significant benefits of which
have been demonstrated in the main text.
A.1. k-ω SST model
In addition to the standard k-ω models considered in the main text, another widely
used variant is the k-ω SST (shear stress transport) model of Menter (1994). Neglecting
convective and diffusive terms as before, in this model the k equation is
∂k
∂t
= min (νT p0, c1β
∗ωk)− β∗ωk, (A 1)
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combined with the ω equation from (2.18), from which it is evident that ω will ultimately
tend to ω∞ from (2.20). In this model the eddy viscosity is defined by
νT =
a1k
max
(
a1ω, F2
√
p0
) (A 2)
where the denominator includes a stress limiting feature somewhat similar to that used
in the Wilcox (2006) model. In the above c1 = 10, a1 = 0.31, and α and β are closure
coefficients, which are a blend of inner (subscript 1) and outer constants (subscript 2)
based on
φ = F1φ1 + (1− F1)φ2, (A 3)
where φ represents either of these coefficients. The inner coefficients are α1 = 0.5532 and
β1 = 0.075, whereas the outer coefficients correspond to α2 = 0.4403 β2 = 0.0828. This
model utilizes the following two blending functions:
Λ1 = min
{
max
( √
k
β∗ωzw
,
500ν
z2wω
)
, 10
}
, (A 4)
Λ2 = min
(
max
[
2
√
k
β∗ωzw
,
500ν
z2wω
]
, 100
)
, (A 5)
where F1 = tanh
(
Λ41
)
and F2 = tanh
(
Λ22
)
, and zw represents the distance to the nearest
wall.
Due to the blending of inner and outer constants, the min condition in the production
term in the k equation (A 1) and the max condition in νT (A 2), the analysis of the
k-ω SST model is not as simple as in the standard k-ω model variations. It is therefore
necessary to split the analysis into three different cases: First, if the first arguments in
(A 1) and (A 2) are active, then this model is the same as the standard k-ω model, and
hence will result in exponential growth at the rate predicted analytically by (2.22). As
this rate is inevitably positive (i.e. regardless if inner or outer coefficients are used) the
model will be unstable, and it is hence clear that the model will eventually tend to the
inner coefficients, yielding F1 = 1 and Γ∞ ≈ 0.124√p0. Second, suppose that the second
term in the max condition of (A 2) is active. Inserting the threshold ω = ω∞ into the k
equation (A 1) yields
1
k
∂k
∂t
= Γ∞, Γ∞ =
√
p0
(
a1
F2
−
√
αβ∗√
β
)
. (A 6)
Here Γ∞ is again inevitably positive, and thus inserting F2 = 1 and the inner coefficient
values yields Γ∞ ≈ 0.0656√p0. Third, suppose that the second term in the min condition
(A 1) is active. Inserting ω = ω∞ into (A 1) then similarly yields the growth rate
Γ∞ = (c1 − 1)β∗
√
α
β
√
p0. (A 7)
This is also inevitably positive, and inserting inner coefficients yields Γ∞ ≈ 2.20√p0.
To conclude, the k-ω SST model is also unconditionally unstable, with an asymptotic
growth rate that is at least Γ∞ ≈ 0.0656√p0, though it may exhibit preliminary
exponential growth that is considerably larger. To independently demonstrate the validity
of the analysis above, the two differential equations (A 1) and (2.18) (complete with the
blending functions above, utilizing zw = 10
√
k0p0) are again solved numerically, with the
same initial conditions as in §2.3 (these are maintained throughout the Appendix). The
107
33
50 100 150
t p0
1
10
100
1000
10
4
10
5
νT/ν
(a)
10 20 30 40 50 60 70
t p0
10
1000
10
5
νT/ν
(b)
10 20 30 40 50 60 70
t p0
0.1
1
10
100
1000
νT/ν
(c)
Figure 13. Simulated development of νT /ν (full lines) compared to the asymptotic exponential
growth exp(Γ∞t) (dashed lines) for the (a) k-ω SST, (b) k-, and (c) RNG k- models. In (c) the
grey dashed-dotted line presents numerical results when an oscillation in the production is added
as p0 + p˜0 sin(
√
p0t) and the grey dotted line depicts the predicted exponential growth with Γ∞
calculated analytically from (A 21) with ω = ω∞ from (A 22). After some initial development all
numerical results are seen to follow precisely the analytically predicted asymptotic exponential
growth rates.
result for νT /ν of the numerical solution is shown in figure 13(a), where it is seen that
after the initial evolution, the model (full line) is unstable at an accelerated rate, before
ultimately arriving at the asymptotic Γ∞ ≈ 0.0656√p0 (dashed line) predicted above.
Similar to the standard variants, the k-ω SST model can be stabilized via a slight mod-
ification to the stress limiting feature. In this case the necessary modification corresponds
e.g. to re-defining the eddy viscosity from (A 2) according to
νT =
a1k
max
(
a1ω, F2
√
p0, a1λ2
β
β∗α
p0
pΩ
ω
) (A 8)
where a new (third) argument has been added within the max function, designed to only
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Figure 14. Simulated development of νT /ν (full lines) compared to the predicted exponential
decay exp(Γ∞t) (dashed lines) for stabilized versions of the (a) k-ω SST, (b) k-, and (c) RNG
k- models. After some initial development all numerical results are seen to follow precisely the
analytically predicted asymptotic exponential decay rates.
be active in a region of nearly-potential flow i.e. where pΩ << p0. Adopting this value
within νT , and repeating the analysis above leads to the asymptotic growth rate
Γ∞ =
(pΩ − λ2p0)β∗
λ2
√
α
p0β
. (A 9)
This is formally stable provided that pΩ/p0 6 λ2, in accordance with (2.38), such that λ2
defines the effective potential flow threshold, as before. Note that at the pure potential
flow limit (where pΩ = 0) the growth (or in this case, decay) rate is Γ∞ ≈ −0.244√p0.
Exponential decay in line with that predicted by (A 9) is independently confirmed by
numerical solution of the reduced modified model equations in figure 14(a).
A.2. k-ε model
Another widely used class of turbulence closure models are those in the k-ε family.
Neglecting convective and diffusive terms, the standard high Reynolds number k-ε model
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of Launder & Sharma (1974) reduces to the following two equations
∂k
∂t
= νT p0 − ε, (A 10)
∂ε
∂t
= C1Cµkp0 − C2ε
2
k
, (A 11)
where the eddy viscosity is defined as
νT =
Cµk
2
ε
. (A 12)
It is emphasized that, similar to the k-ω models considered previously, the eddy viscosity
is here retained as a variable only within the k equation; It has been explicitly eliminated
within the ε equation by invoking the definition (A 12). This makes no difference to the
model in its standard form, but is an important detail in its formal stabilization, to
be presented in what follows. The closure coefficients are Cµ = 0.09, C1 = 1.44 and
C2 = 1.92.
To analyze the stability of this model, it turns out to be convenient to utilize an
equivalent equation for the specific dissipation rate ω = ε/(Cµk):
∂ω
∂t
=
1
Cµk
∂ε
∂t
− ε
Cµk2
∂k
∂t
= (C1 − 1)p0 − Cµ(C2 − 1)ω2. (A 13)
Although it is not directly modelled, this variable will still (regardless of the initial
conditions) evolve asymptotically to the constant
ω∞ =
√
(C1 − 1)p0
Cµ(C2 − 1) ≈ 2.31
√
p0 (A 14)
such that ∂ω/∂t = 0. Substituting ε = Cµωk with ω = ω∞ back into (A 10) and (A 11)
leads to linearized equations of the form (2.21) where the unstable growth rate is
Γ∞ =
Cµ(C2 − C1)√p0√
(C1 − 1)(Cµ(C2 − 1))
≈ 0.226√p0. (A 15)
Hence, similar to the pre-existing k-ω models considered previously, the standard k-ε
model is likewise unconditionally unstable for the conditions considered. The analysis
above is confirmed through independent numerical simulation of (A 10) and (A 11), the
results of which are shown in figure 13(b).
It can be noted that Mayer & Madsen (2000) stated, but did not directly show, that the
standard k-ε model would also have conditional uncontrollable growth of νT when used
to simulate surface waves. The analysis above demonstrates this formally, and extends
their conditional finding to be unconditional. The instability of the k-ε model is also
widely evidenced in simulation of surface waves, with the model resulting in severely over-
predicted turbulent kinetic energy, especially pre-breaking as shown by several authors
e.g. Bradford (2000) and Xie (2013)
The standard k-ε model presented above can be formally stabilized via the following
simple modification to the eddy viscosity:
νT =
Cµk
2
ε˜
, ε˜ = max
(
ε, λ2
C2
C1
p0
pΩ
ε
)
(A 16)
In most circumstances (sheared flow regions) the first argument in the max function
will be active, and the model is then identical to the standard k-ε model. In a region
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of nearly-potential flow, however, the second argument is designed to become active.
Letting ε˜ take this value, and repeating the analysis above leads to the growth rate
Γ∞ =
(pΩ − λ2p0)Cµ√
λ2C2p0 − pΩ
√
C1C2
λ2(Cµ(C2 − 1)) . (A 17)
This is formally stable provided that pΩ/p0 6 λ2, where λ2 again defines the effective
potential flow threshold. Note that the singularity in (A 17) at pΩ/p0 = C2λ2 is outside
the range pΩ/p0 < C2λ2/C1, when the new limiter introduced in (A 16) is active. Note
also that at the limit where pΩ = 0 the growth rate is Γ∞ ≈ −0.375√p0. Exponential
decay of the eddy viscosity in accordance with (A 17) is demonstrated via independent
numerical solution of (A 10) and (A 11), while invoking (A 16), in figure 14(b) using the
same initial conditions as before.
A.3. RNG k-ε model
Neglecting convective and diffusive terms as before, the RNG k-ε model of Yakhot
et al. (1991) is again comprised of (A 10) and (A 11), but with C1 now defined as
C1 = C1ε − η (1− η/η0)
1 + βrngη3
(A 18)
where η0 = 4.38, βrng = 0.012, and η =
√
p0k/ε, with closure coefficients Cµ = 0.0845,
C1ε = 1.42 and C2 = 1.68. The eddy viscosity is again defined according to (A 12). Due
to the added complexity of this model our analysis will be performed with all coefficient
values invoked. Similar to before, we invoke the above into the equivalent ω equation
(A 13), which in this case leads to a complicated polynomial in ω. To find the asymptotic
value ω = ω∞ we set ∂ω/∂t = 0 and look for solutions of the form
ω∞ = A
√
p0. (A 19)
After some simplification, this ultimately leads to the following fifth-order polynomial:
A5 − c3A3 + 225.846A2 − 556.477A− c0 = 0 (A 20)
where c3 = 7.30943 and c0 = 145.377. This has the lone physical (real and positive) root
A = 2.702. Invoking this back into (A 10) and (A 11) then leads to linearized equations
of the form (2.21), with unstable growth rate
Γ∞ =
p0
ω∞
− Cµω∞ (A 21)
yielding Γ∞ ≈ 0.142√p0. Hence, this model is also unconditionally unstable. The unstable
growth rate found analytically above is confirmed via independent numerical simulation
of (A 10) and (A 11), after invoking (A 18), in figure 13(c).
Interestingly, in the study of breaking waves by Brown et al. (2016), the RNG k-ε model
was the only closure model of those tested not to result in excessive turbulence prior to
breaking. To investigate the potential reasons for this observation, we have extended
the analysis above to also consider the addition of an oscillatory production component
i.e. p0 + p˜0 sin(σt). Repeating the analysis above, it can be shown that, to leading-order
in p˜0, the addition of the oscillating components modifies the (now period-averaged)
asymptotic value for ω to
〈ω∞〉 ≈ 2.702
√
p0 + 0.1795
p˜20
p0
, (A 22)
111
37
which is obviously an extension of the steady-state result (A 19). We have likewise
simulated such a case numerically, taking σ =
√
p0 =
√
p˜0 for simplicity, and the
resulting time evolution of the eddy viscosity is depicted as the dashed-dotted line in
figure 13(c). From (A 22) this case yields 〈ω∞〉 ≈ 2.93√p0, which when inserted back into
(A 21) results in the predicted period-averaged growth rate 〈Γ∞〉 ≈ 0.0927√p0. While
still positive, this is considerably less than would be expected from the strictly steady-
state analysis from either the standard or RNG k-ε models. This predicted exponential
growth is likewise depicted on figure 13(c) as the dotted line, which matches nearly
perfectly the long-term (period-averaged) growth rate exhibited by the independent
numerical simulation. Hence, this extension of the steady-state analysis (as well as the
simple numerical simulation) likely demonstrates why reduced growth rates in the CFD
simulation of surface waves have seemingly been observed in practice with the RNG k-ε
model. Note that similarly adding oscillatory components to p0 e.g. in the numerical
simulation of the reduced standard k-ε or k-ω models does not lead to significant
deviations from the growth rates Γ∞ predicted by the steady-state linear stability theory.
Hence, this behaviour is seemingly a rather unique feature of the RNG k-ε model, and
can clearly be attributed to the modified term in the ε equation. Nevertheless, despite
the potentially reduced growth, this closure is still formally unconditionally unstable at
the steady-state limit, and its performance as a whole for simulating surface waves leaves
much to be desired. For example, it was ranked as the least accurate of all of the closure
models tested by Brown et al. (2016), severely overestimating turbulence levels in the
inner surf zone.
In any event, similar to the standard k-ε model, the RNG k-ε model can be formally
stabilized via the following simple modification to the eddy viscosity:
νT =
Cµk
2
ε˜
, ε˜ = max
(
ε, 1.2603λ2
C2
C1ε
p0
pΩ
ε
)
. (A 23)
As before, in most circumstances (sheared flow regions) the first term in the max
argument will be active, and the model is then identical to the standard RNG k-ε model,
whereas in a region of nearly-potential flow the second term will be active. Letting ε˜ take
this value, we will seek a solution for the (steady-state) asymptotic value value for ω of
the form
ω∞ ≈ A
√
p0 +B
pΩ
λ2
. (A 24)
To accomplish this we set ∂ω/∂t = 0, and Taylor expand the resulting ω equation about
pΩ = 0. Collecting O(1) terms leads, after some simplification, to a polynomial of the
form (A 20), now with c0 = 491.512 and c3 = 24.7128. This has the lone physical (real and
positive) root A = 3.716. Inserting this value for A and then requiring that O(pΩ) terms
vanish subsequently yields B = −0.425254, thus defining the leading-order contributions
for ω∞. Inserting ω = ω∞ from (A 24) back into (A 10) and (A 11) leads to linearized
equations of the form (2.21), where the asymptotic growth rate is
Γ∞ =
0.3140(pΩ − λ2p0)
λ2
√
p0 − 0.4253pΩλ2
. (A 25)
This is again formally stable provided that pΩ/p0 6 λ2, where λ2 again defines the
effective potential flow threshold. Note that the singularity in (A 25) at pΩ/p0 ≈ 2.351λ2
is outside the range pΩ/p0 < 1.2603C2/C1ελ2 ≈ 1.49λ2 where the new limiter introduced
in (A 23) is active. Note also that at the limit where pΩ = 0 the growth rate is
Γ∞ ≈ −0.314√p0. Exponential decay in accordance with (A 25) is demonstrated via
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independent numerical solution of the modified RNG k-ε equations, i.e. after invoking
(A 23), in figure 14(c).
Appendix B. Derivation of the buoyancy production closure
coefficient α∗b
To derive a value for the buoyancy production closure coefficient α∗b , consider a sheared
flow region such that ω˜ = ˜˜ω. Neglecting convective and diffusive terms, but retaining
shear and buoyancy production terms, we may reduce (2.1) and (2.2) to
∂k
∂t
= p0νT − α∗bN2νT − β∗kω (B 1)
∂ω
∂t
= α
ω
k
p0νT − βω2 (B 2)
where the eddy viscosity is intentionally kept general. To find steady state conditions,
we set both equations above equal to zero, and solve for p0 and N
2. This leads to the
steady-state Richardson number
Ri∞ =
N2
p0
=
β − αβ∗
α∗bβ
≈ 0.339
α∗b
. (B 3)
According to Schumann & Gerz (1995) (see also Burchard 2002) the constraint Ri∞ 6
0.25 should be satisfied, implying that, at minimum, we must require α∗b ≈ 1.36, which
is the value adopted throughout the present work. Note that this is quite similar to
the value 1/0.7 ≈ 1.4 used by several other authors (e.g. Rodi 1987; Ruessink et al.
2009; Fuhrman et al. 2013), and conveniently enables the constraint above to be satisfied
without requiring an additional buoyancy production closure term in the ω equation.
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Chapter 6
Full-scale CFD simulation of
tsunamis. Part 1: Model
validation and run-up
This Chapter is under preparation as:
Larsen, B. E., Fuhrman, D. R. (2018). Full-scale CFD simulation of tsunamis. Part
1: Model validation and run-up.
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Abstract
This paper presents numerical simulations of the propagation, shoaling and run-up of full-scale tsunami waves. The simulations are
performed with a model solving Reynolds-averaged Navier-Stokes equations with k-ω turbulence closure, and is one of very few
studies involving CFD simulations at full tsunami scale, involving full resolution of short scale dispersive effects as well as wave
breaking. It is demonstrated that previous analytical expressions for run-up heights match those simulated well. This indicates that
these are reasonable even in cases where the underlying assumption of linearity of the incoming tsunami is violated as well as in
cases where breaking occurs, though they slightly underestimate the run-up height in these cases. It is shown that the run-up of
tsunamis can manifest in different ways depending on the initial wave shape and slope of the coast, and three qualitative run-up
types previously identified in the literature are described detail. It is further shown that the smaller waves of an undular bore,
which appear during lengthy propagation in shallow water, can either maintain their shape the entire distance to shore, or break
far offshore creating a breaking bore. It is demonstrated the previously identified ”wall of water” will not appear in the case of
leading depression N-waves, because these need to re-wet the drawn-down region before reaching the original shoreline. Finally,
the importance of the smaller waves riding at the front of the tsunami is discussed, and it is shown that they have little impact on
the run-up height and inundation distance, but are important in terms of local flow velocities velocities. The results presented here
are Part 1 of a larger study, where Part 2 involves details of the tsunami-induced boundary layer dynamics, bed shear stress and
implication for sediment transport.
Keywords: Tsunamis, Computational Fluid Dynamics, Run-up, inundation, RANS, Turbulence modelling
1. Introduction
When tsunamis hit a coast they are potentially catastrophic
as seen with the two recent major tsunami incidents, the Box-
ing day tsunami in 2004 in the Indian Ocean, and the Tohoku
tsunami in Japan in 2011 where 230,000 and 20,000 people
were killed, respectively (Suppasri et al., 2012). These tsunamis
also caused severe damage to buildings and structures, and in
many places houses and bridges were washed away. With the
destructive force of the tsunamis, run-up and inundation have
naturally received considerable attention in the past.
Experimentally, however, the run-up of tsunami waves is dif-
ficult to study due to the scales involved, even at model scale
with a large scaling factor. Jiang et al. (2015) boldly stated that:
”both the length and time scales of an actual tsunami wave can-
not be down-scaled in wave flume experiments according to the
Froude similarity law.” A similar point was made by Chen et al.
(2012). As a result many have used solitary or other short wave
forms, which might be interesting in itself, but their resem-
blance to geophysical tsunamis is at best questionable (Madsen
et al., 2008).
Despite the challenges mentioned above a limited number of
studies have been made where reasonable scaling was achieved,
∗Corresponding author
Email address: bjelt@mek.dtu.dk (Bjarke Eltard Larsen)
using large scale facilities. Matsuyama et al. (2007) did a prop-
erly scaled tsunami experiment in their 200 m long wave flume.
Their waves were sinusoidal and ran up different bathymetries.
While propagating, the waves developed into undular bores
which shoaled, and the individual waves ultimately broke. In
this study they did not focus on run-up height, but rather wave
transformation, wave breaking and velocities during breaking.
To our knowledge this is the first experiment of its sort where
undular bores show up in an experimental study involving the
run-up of tsunamis. Recently Schimmels et al. (2016) and Sri-
ram et al. (2016) generated properly scaled tsunami waves with
a piston. The waves propagated on a flat bed, before running
up a 1/6 slope. Here the run-up heights were not measured, but
they demonstrated the splitting of the wave front into an un-
dular bore, similar to Matsuyama et al. (2007), and they also
showed the reflected wave. Others have achieved reasonable
scaling using other generation methods, see e.g. the pump gen-
erated tsunami experiments by Goseberg et al. (2013), Gose-
berg (2013), Drahne et al. (2016) and Larsen et al. (2018a).
The run-up of tsunamis has also been studied numerically,
often using either non-linear shallow water (NLSW) or Boussi-
nesq models. For good reviews of NLSW models, the reader is
referred to Synolakis and Bernard (2006) and Levin and Nosov
(2016). Despite not being able to handle dispersion NLSW
models have, as stated by Madsen et al. (2016), had reason-
able success in simulating geophysical tsunamis. Over long
Preprint in preparation April 19, 2018
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propagation distances however, a dispersive tail might evolve
and when the undular bores form in shallow water dispersion
likewise becomes important. (For a more in depth discussion
on the role of dispersion for tsunami waves please see Grue
et al. (2008), Kim and Lynett (2011) ,Glimsdal et al. (2013),
Løvholt et al. (2012), Grilli et al. (2013).) Dispersion can ob-
viously be handled by Boussinesq type models (see e.g Lynett
and Liu (2002), Lynett and Liu (2005) and Fuhrman and Mad-
sen (2009)), but such models are limited to a single-valued free
surface and still require a largely empirical breaking model to
capture the breaking.
Computational Fluid Dynamics (CFD) models, on the con-
trary, can in principal handle both non-linearity and dispersion,
and in contrast to NLSW and Boussinesq models, actually re-
solve the breaking process directly. CFD studies of tsunamis
are few, however. Horrillo et al. (2006) simulated the propaga-
tion of the Indian Ocean tsunami using both a NLSW model,
a Boussinesq model and a Reynolds-averaged Navier Stokes
(RANS) model and concluded that over long propagation dis-
tances dispersion became important, which only the Boussinesq
and CFD model could handle. Horrillo et al. (2006) did not go
into details regarding the simulated run-up with the CFD model,
however. Biscarini (2010) first validated their CFD model
against an experimental landslide generated tsunami, and was
subsequently able to accurately predict the run-up height of the
1958 Lituya Bay (Alaska) landslide generated tsunami. Mon-
tagna et al. (2011) validated their CFD model (Flow 3D) with
an experimental landslide generated tsunami and concluded that
the model was able to accurately reproduce surface elevations
near the generation as well as in inundated areas, but did not
proceed to simulate full-scale tsunami events. Tomita and Taka-
hashi (2014) used the STOC-IC model, developed by Tomita
et al. (2006), and were able to accurately reproduce an exper-
iment where undular bores showed up at the tsunami wave-
front. The STOC-IC model used, however, is not a standard
CFD model, as the surface elevation is solved for using a depth-
averaged continuity equation. Finally, Qu et al. (2017) com-
pared run-up heights of properly scaled tsunamis with those ob-
tained using a solitary wave. They concluded, similar to Mad-
sen et al. (2008), that there were great differences between soli-
tary waves and properly scaled tsunami waves.
Despite the large number of studies on tsunami run-up, the
process is still not fully understood in detail. In this work we
will use CFD to study and clarify how tsunamis run-up in differ-
ent scenarios, both in terms of run-up height, inundation speed
as well as a more qualitative description of the run-up sequence.
With the latter we intend to focus on the various ways tsunamis
can appear at the coast. Often in experiments a breaking bore
is assumed, but a tsunami can run-up in other ways as well.
We wish to characterise these scenarios and describe when they
appear. Finally, as the CFD model naturally handles disper-
sion and resolves the breaking process without empiricism, this
study also aims to investigate the quantitative importance of
shorter dispersive waves, sometimes appearing at the tsunami
wave front, on both the run-up, inundation speed and local flow
velocities. The generated knowledge can potentially be impor-
tant for hazard assessment by describing run-up heights and in-
undation speeds for different scenarios, as well as design of ex-
perimental campaigns (as it can help identify more appropriate
run-up scenarios).
The simulations presented here are also used in Larsen and
Fuhrman (2018a) (hereafter referred to as Part 2). Here details
of the tsunami-induced boundary layer dynamics, bed shear
stress and implication for sediment transport are discussed.
The remainder of the study is organized as follows: Model
description and boundary conditions are given in Section 2. In
Section 3 the model is validated first for propagation of long
non-linear waves over large distances by comparing to result
by Sriram et al. (2016), and then for its performance on surface
elevations and bed shear stresses in the surf and swash zone
by comparing to measurements of Sumer et al. (2011). In Sec-
tion 4 the case selection and model setup is described. Section
5 shows the model results for run-up heights of two archetype
tsunami signals using different slopes. Section 6 entails a de-
tailed description of different run-up types, and in Section 7 a
discussion of when the different run-up types appear are per-
formed. Finally, in section 8 overall conclusions are drawn.
2. Model description
The simulations are performed in the two-phase volume of
fluid method (VOF) flow model waves2FOAM developed by
Jacobsen et al. (2012). Here the Reynolds-averaged Naviers
Stokes (RANS) (1) and continuity (2) equations are solved
∂ρui
∂t
+ u j
∂ρui
∂x j
= −∂p
∗
∂xi
− g jx j ∂ρ
∂xi
+
∂
∂x j
(
2µS ji + τi j
)
, (1)
∂ui
∂xi
= 0. (2)
Here ui are the ensemble averaged components of the veloci-
ties, xi are the Cartesian coordinates, µ = ρν is the dynamic
molecular viscosity, ν is the kinematic viscosity, ρ is the den-
sity, p∗ is the pressure in excess of hydrostatic, t is time, S i j is
the mean strain rate tensor given by
S i j =
1
2
(
∂ui
∂x j
+
∂u j
∂xi
)
, (3)
and τi j is the Reynolds stress tensor, which is expressed accord-
ing to the Boussinesq approximation
τi j
ρ
= −u′iu′j = 2νTS i j −
2
3
kδi j. (4)
Here the overbar signifies time (ensemble) averaging, νT is the
eddy viscosity, δi j is the Kronecker delta, and
k =
1
2
u′iu
′
i (5)
is the turbulent kinetic energy density. In the above a prime su-
perscript denotes turbulent (fluctuating) velocity components.
To close the system the k-ω model of Larsen and Fuhrman
(2018b) is used, which is an extension of the Wilcox (2006)
model. This model solves transport equations for k
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∂ρk
∂t
+u j
∂ρk
∂x j
= ρPk−ρPb−ρβ∗kω+ ∂
∂x j
[(
µ + ρσ∗
k
ω
)
∂k
∂x j
]
(6)
and the specific dissipation rate ω:
∂ρω
∂t
+ u j
∂ρω
∂x j
= ρPω − ρβω2 + ρσd
ω
∂k
∂x j
∂ω
∂x j
+
∂
∂x j
[(
µ + ρσ
k
ω
)
∂ω
∂x j
]
.
(7)
The shear production term for k is
Pk = τi j
∂ui
∂x j
= p0νT , p0 = 2S i jS i j. (8)
Similarly, the buoyancy production for k is formulated as
Pb = −gi
ρ
ρ′u′i = pbνT , pb = α
∗
bN
2, N2 =
gi
ρ
∂ρ
∂xi
, (9)
where (g1, g2, g3) = (0, 0,−g) is gravitational acceleration and
N2 is the square of the Brunt-Vaisala frequency. The production
of ω is likewise taken as
Pω = α
ω
k
ω˜
˜˜ω
Pk = α
ω
˜˜ω
p0. (10)
In this model the eddy viscosity is defined as
νT =
k
ω˜
(11)
with
˜˜ω = max
[
ω, λ1
√
p0 − pb
β∗
]
, (12)
ω˜ = max
[
˜˜ω, λ2
β
β∗α
p0
pΩ
ω
]
. (13)
The formulation of the Larsen and Fuhrman (2018b) k-ω
model above was designed to maintain stability in potential
flow regions, while defaulting to a standard closure in sheared
regions. Mayer and Madsen (2000) showed that two-equation
closure models could be unstable in the potential flow region
beneath surface waves, resulting in exponential growth of the
turbulent kinetic energy and eddy viscosity, leading to wide-
spread over production of turbulence in the literature (see e.g
the recent state-of-the art applications of Brown et al. (2016)).
As shown by Larsen and Fuhrman (2018b), the inclusion of
the two stress limited versions of ω (i.e. ω˜ and ˜˜ω ) arranged as
above formally solves this wide-spread and long-standing prob-
lem.
The standard closure coefficients utilized are those of Wilcox
(2006): α = 0.52, β = 0.0708, β∗ = 0.09, σ = 0.5, σ∗ = 0.6,
σdo = 0.125, with
σd = H
(
∂k
∂x j
∂ω
∂x j
)
σdo, (14)
where H (·) is the Heaviside step function, which takes a value
of unity if the argument is positive and zero otherwise. Addi-
tionally, we adopt the value α∗b = 1.36, which was derived by
Larsen and Fuhrman (2018b) as well as the stress limiting terms
λ1 = 0.2 and λ2 = 0.05.
A scalar field γ is used to track the two fluids, where γ = 0
represents pure air and γ = 1 pure water, with any intermediate
value representing a mixture. The distribution of γ is governed
by the advection equation
∂γ
∂t
+ u j
∂uiγ
∂x j
+ urj
∂uriγ(1 − γ)
∂urj
= 0 (15)
where urj is a relative velocity used to compress the interface.
The method is developed by OpenCFD, and it is documented
in Berberovic et al. (2009). Any fluid property Φ in the flow is
assumed to be given by
Φ = γΦwater + (1 − γ)Φair (16)
The boundary conditions are as follows: The bottom will
have a no-slip condition imposed such that velocities are zero.
For the turbulence quantities at the bottom a generalized wall
function approach is used. The friction velocity is determined
from the tangential velocity at the nearest cell center, based on
the profile of Cebeci and Chang (1978):
u
U f
= 2
∫ y+c
0
dy+
1 +
[
1 + 4κ2(y+ + ∆y+cc)2C
]1/2 , (17)
C = [1 − exp(−(y+ + ∆y+cc)/25)]2, (18)
∆y+cc = 0.9
[ √
k+s − k+s exp
(
−k
+
s
6
)]
, (19)
who generalized the van Driest van Driest (1956) profile to in-
corporate potential roughness effects, with yc = ∆y/2 being the
normal distance from the wall to the cell center, where ∆y is the
thickness of the near wall cell, ks = 2.5d is Nikuradse’s equiva-
lent sand roughness and y+c = ycU f /ν. The boundary conditions
for k and ω are then as described by Fuhrman et al. (2014)
k
U2f
= min
{
Ay+2c ,
1√
β∗
}
, (20)
ων
U2f
= max
{
B
y+2c
,
1√
β∗κy+c
}
. (21)
The first arguments in these functions ensure that these vari-
ables follow their proper scaling k ∼ y2 and ω ∼ 1/y2 for
near wall cells within the viscous sub-layer (see e.g. Wilcox
(2006)). The values A = 1/(δ+2
√
β∗) = 0.02466 and B =
δ+/(
√
β∗κ) = 96.885 are utilized, which ensure a continuous
transition to the (fully-turbulent) second arguments at y+c = δ
+,
where δ+ = 11.626 is taken as the viscous sub-layer thickness
(in dimensionless wall coordinates). In the first cells nearest
the bed, the eddy viscosity is not calculated from (11), but is
instead calculated from
U2f =
τb
ρ
= (ν + νT )
dU
dz
. (22)
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The wall functions described above have also been used to a
great extent, see e.g. Baykal et al. (2015), Larsen et al. (2016)
and Bayraktar et al. (2016).
The tsunami waves in this study, will be specified either as
initial conditions or generated at the inlet. Specifically these
will be represented by a general N-wave form (the summation
of a positive and negative single wave) inspired by Madsen and
Scha¨ffer (2010), but with x variation now included. The free-
surface is given by
η(x, t) = A1sech
Ω1 (t − t1) − x − x0√
gh
2
−A2sech
Ω2 (t − t2) − x − x0√
gh
2
(23)
where A1 and A2 are the amplitudes of the two single waves,
the effective frequencies Ω1 and Ω2 defines the time span of
the two single waves according to Ωi = 2pi/Ti where Ti can be
interpreted as the effective period of the corresponding single
wave, defined as the time separating where the surface eleva-
tions drops below 0.7% of the amplitude. x0 defines the center
of the wave and t1 and t2 can be used to phase shift the two
single waves. This signal can be reduced to a single wave by
setting A2=0. The horizontal velocity is then given by linear
shallow water theory
u(x, t) =
√
g
h
η(x, t) (24)
The vertical velocity is derived from the local continuity equa-
tion, and the pressure is calculated as hydrostatic.
3. Model validation
Before simulating the actual tsunami-scale events it is impor-
tant to validate that the model can, in fact handle the necessary
and relevant physics. It is therefore important to show that the
model is capable of handling the propagation and wave defor-
mation of long waves over long distances. It is also important
to show that the model can handle potential breaking of short
waves as well as run-up in situations where breaking occurs.
3.1. Long wave propagation over long distances
In this section the model results are compared to one of the
experiments of Sriram et al. (2016). Sriram et al. (2016) inves-
tigated how long waves with different shapes and amplitudes
propagated on a flat bed and subsequently ran up a steep slope
of S=1/6. The model will be compared to test ”2/3” of Sriram
et al. (2016). The incoming wave was a single wave (hence A2
= 0), with a period T = 30 s, and an amplitude A1 = 0.12 m
at a water depth h = 1 m. This wave signal was used as an
inlet condition with the inlet of the flume positioned at x = 0
m and the toe of the slope at x = 251.5 m. Figure 1 shows
a sketch of the domain used in the simulations. The mesh in
the majority of the domain has a height of ∆y = 0.01 m and
∆x = 0.02 m. This means that 12 cells are used to discretize
x
y
h=1 m S=1/6
251.5 m
H=0.12 m, T=30 s
Figure 1: Layout of the computational domain for the Sriram et al. (2016) ex-
periment
the amplitude. This was shown by Larsen et al. (2018b) to be a
reasonable resolution for propagating waves. All forthcoming
simulations will have at least this number of cells per wave am-
plitude and keep the same aspect ratio, ∆x/∆y. Near the bed the
cells were gradually refined in the vertical, with near bed cells
having ∆y = 6 · 10−4 m. In this and all future simulations the
time step was adjusted such that a maximum Courant number
Co = |ui|∆t/∆xi = 0.15 is maintained at all times. This is lower
than used in most CFD studies, but a low Courant number was
shown by Larsen et al. (2018b) to be necessary to accurately
simulate free surface waves with the interFOAM solver.
Figure 2 shows the modelled and experimental surface eleva-
tions at two different locations in the flume. Included for com-
parison as a dashed line is also the initial analytical single wave
expression, with the peak shifted to match the experiments. It
can be seen that at x = 60 m (Figure 2a) the wave has deformed
slightly, now having a steeper wave front, compared to the sin-
gle wave expression. At x = 225 m (Figure 2b) the wave is
starting to split and two clear peaks are visible. The third peak
in Figure 2b (at approximately t=117 s) is the reflected wave. In
general the comparison between the CFD model and the exper-
iment is good. The model captures both the initial deformation
of the wave (Figure 2a) and the subsequent split and reflection
(Figure 2b). This shows that the model, with the present mesh
resolution, is capable of handling both dispersion and nonlin-
earity. That the model is able to capture the reflection accu-
rately also suggests that it is capable of handling the run-up and
run-down of a non-breaking long single wave accurately.
3.2. Surface elevations and bed shear stresses in the surf and
swash zone
Having shown that the model can handle propagation, de-
formation and reflection of long waves, we will now validate
that the model can handle the more complex surf and swash
zone. The model will therefore be compared with experimen-
tal results involving a plunging solitary wave by Sumer et al.
(2011). Here a solitary wave with amplitude A1 = 0.071 m
4
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Figure 3: Layout of the computational domain and positions of the measurement sections for the Sumer et al. (2011) experiment
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Figure 2: Comparison between modelled (-), experimental (o) from Sriram
et al. (2016) and initial single wave (–) surface elevations at (a) x=60 m and
(b) x =225 m.
was generated on a water depth h = 0.4 m. The solitary
wave can be viewed as a special case of the single wave with
Ω1 =
√
3gA1/(4h). In the experiments, the wave propagated
on a flat bed which was 8.01 m long, before continuing up a
slope of S ≈ 1/14. Surface elevations were measured with
wave gauges at nine different cross shore positions, and bed
shear stresses were measure with hot film at eight different cross
shore positions. The toe of the slope is positioned at x = 0 m.
The layout of the computational domain, as well as the mea-
surement positions (with the exception of section 0, which is
positioned at the toe of the slope) are shown in Figure 3. The
majority of the domain is discretized into cells having a size of
∆y = 0.005 m and ∆x = 0.01 m, which corresponds to approx-
imately 14 cells per wave amplitude, and an aspect ratio of 2.
This is a very similar resolution as in the previous validation
case. Near the bed the grid is refined in the vertical with near
bed cells having ∆y = 6 · 10−4 m. A solitary wave is initialized
in the domain with the crest of the wave positioned 4.5 m from
the toe of the slope.
Figure 4 shows a sequence of the computed breaking and
run-up of the solitary wave. In Figure 4a,b, a clear plunger is
seen, with a small amount of air trapped beneath the plunging
wave (Figure 4b). In Figure 4c it is at the maximum run-up
height. In Figure 4d a hydraulic jump is forming as the wave is
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Figure 4: Sequence of the run-up of the solitary wave. The wave can be seen plunging in (a),(b), at full run-up height in (c), the initialization of the hydraulic jump
in (d), the hydraulic jump moving seawards in (e) and the trailing wave in (f)
drawing down. This hydraulic jump travels seaward as shown
in Figure 4e, and a complicated air-water mixture is seen just
seaward of the hydraulic jump. Finally, in Figure 4f a trailing
wave, involving a mixture of air and water can be seen. The
sequence presented here, is very similar to that shown in Figure
2 of Sumer et al. (2011).
Figure 5 shows the comparison between the experimental and
modelled surface elevations at five different cross shore posi-
tions. It can be seen that the model is capable of capturing the
surface elevation at the toe (Figure 5a), in the shoaling region
(Figure 5b-c), in the surf zone (Figure 5d) and in the swash zone
(Figure 5e). The largest discrepancy is found at section 1 during
the run-down (Figure 5b at t=8-10 s). The reason for this dis-
crepancy is probably that the hydraulic jump forms just onshore
of the measurement position at this time, as seen in Figure 4d,e.
The hydraulic jump in the experiments occurred at this position
(see Figure 2 in Sumer et al. (2011)), but it seems that there are
discrepancies in the measured and computed surface elevations
(these may, at least in part, be related to the difficulties in clearly
defining the surface elevation in this complex region) compared
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Figure 5: Comparison between modelled (-) and experimental (o) from Sumer
et al. (2011) surface elevations at a) section 0, b) section 1, c) section 3, d)
section 5) and e) section 8.
to the model.
The run-up height in the experiments was estimated as 18
cm whereas in the simulation it was 21 cm, and is thus slightly
overestimated. This is perhaps a bit surprising taking into ac-
count the good surface elevation comparison in the swash-zone
(Figure 5e). The explanation for this is probably due to the
near bed cells having somewhat large aspect ratios. In a VOF
model, if γ is larger than zero, there will be a flux over the
cell faces, irrespective of the actual location of the water within
the cell. Large aspect ratios may therefore cause the tip of the
wave to ”smear out.” Additionally, spurious velocities in the
air phase may have added to the overestimation. (The pres-
ence of the spurious velocities can be explained by the large
density ratio between air and water, meaning that just a small
erroneous transfer of momentum across the interface from the
heavy to the light fluid will cause a large acceleration of the
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Figure 6: Comparison between modelled using ρ = 1000 kg/m3 (-), using ρcell
(:) and experimental (o) from Sumer et al. (2011) bed shear stresses at (a)
section 1, (b) section 2, (c) section 5, (d) section 6) and (e) section 8.
light fluid). Such spurious velocities have been documented in
many places see e.g. Deshpande et al. (2012) and Wemmen-
hove et al. (2015). In Larsen et al. (2018b), it was shown that
these only affect the wave very near the interface, but at the tip
of the swash tongue, there are only one or two cells containing
water, suggesting that it might have an effect here. In relation
to tsunamis, this effect can be considered small, however, as the
tsunamis are much longer, and the tip of swash tongue (with
only a few cells of water) will only represent a very small frac-
tion of the full tsunami wave.
The comparison between the bed shear stresses at five dif-
ferent cross shore positions is additionally shown in Figure 6.
It can be seen that at all five measurement positions the bed
shear stress during run-up is well captured (the first peak). It is
slightly underestimated in section 8 (Figure 6a). Here, however,
it is expected that the flow consist of a mixture of air and water,
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and it is therefore questionable exactly what shear stress was
measured by the hot film in the experiments, which was cali-
brated for pure water. Furthermore, the model in this position
also contained a mixture of air and water. For the comparison
in Figure 6 (full line) a constant density of ρ = 1000 kg/m3, was
used, but using the actual density of the near bed cell (shown as
the dotted line), the non-dimensional shear stress would have
been slightly higher than was measured.
During the draw-down larger differences are seen. In sec-
tions 1 and 2 (Figure 6a,b) the negative bed shear stress occurs
slightly later in the model than in the experiments. These sec-
tions are however placed right around the position where the
hydraulic jump forms (see Figure 3). Here slight differences be-
tween modelled and experimental surface elevations were seen
(Figure 5b). The poorer comparison at this position is therefore
apparantly more due to the inability of the model to capture
details within the hydraulic jump. At sections 5 and 6 the bed
shear stress of the draw-down is also well captured by the model
(Figure 6c,d). Finally in section 8 the bed shear stress during
the draw-down is underestimated. We ascribe this underestima-
tion to the presence of spurious velocities in the air, which are
in the opposite direction of the flow. In general the comparison
of the bed shear stress is acceptable. There is some uncertainty
regarding the performance right around the air/water/bed inter-
face, but in relation to tsunamis this uncertainty can be consid-
ered small, as a given cross shore position will either be fully in
air or in water for the vast majority of a tsunami event.
4. Case selection and model setup
In this study we will now consider the simple canonical case
of 2D tsunami waves propagating over an initial constant depth
region, before running up a constant slope. As an inspiration for
the present study we use the well-known Mercator yacht sig-
nal, which similarly has inspired other tsunami studies see e.g.
Williams and Fuhrman (2016) and Larsen et al. (2017). The
leading wave was estimated by Madsen and Fuhrman (2008)
to be approximately sinusoidal and to have a wave height of 5
m, a period of T=13 min at a water depth of h = 14 m. This
shape, wave height and period is obviously just one realization
of a tsunami signal. As an example of the variability of tsunami
signals please see Kawai et al. (2013). For the present simula-
tions we will use various generalized N-waves, but all with a
crest-to-trough wave height of H = 5 m and a period of T=13
min at a water depth of h = 14 m, similar to the measurements
from the Mercator yacht.
Unless stated otherwise the waves will be initialized on a flat
bed, which is one wave length long, such that the flat part of
the domain houses the entire wave. The waves will then propa-
gate and deform before reaching a constant slope region, where
the slope will be systematically varied. A general setup of the
computational domain can be seen in Figure 7. Note that x = 0
defines the initial shoreline.
It is important to stress that the wave reaching the slope will
no longer be precisely given by equation (23), as the wave, sim-
ilar to the validation case in Figure 2, deforms while propagat-
ing. Furthermore, as will be shown later, the presence of the
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Figure 8: Time signal of the initial waves
toe also effects the incoming wave, such that the surface eleva-
tions at the toe of the slope will be slightly different for differing
slopes, even with the same initial wave form.
Table 1 gives a summary of the considered cases. In the
first half of the table A2=0 and therefore these waves are single
waves, with only a positive displacement. The second half of
the table contains the N-waves with a leading depression. The
periods and phase shifts of the N-waves are chosen to yield the
same wave length and crest-to-trough wave height as the single
wave cases. Only a leading depression wave was chosen, and
not a leading elevation N-wave, as this would run-up similar to
the single wave. A0 is the maximum wave amplitude at the toe
of the slope and ξ is the surf similarity parameter given by
ξ =
√
pi
(
A0
h0
)−1/2 (
Ω2h0
gS 2
)−1/2
, (25)
where h0=14 m is the depth at the toe and Ω = 2pi/T is the
effective frequency.
Figure 8 shows a time signal of the initial single wave and
N-wave used in the simulations. Here it can clearly be seen that
the two initial signals represent quite different tsunami realiza-
tions despite having the same crest-to-trough height and period.
For all cases the domain is discretized into cells ∆y = 0.25 m
and ∆x = 0.5 m and from 5 m above the bed and lower the grid
is gradually refined in the vertical with near bed cells having
∆y = 0.0014 m. The roughness for the present cases is given
by ks = 0.001 m. The simulations to be presented in what fol-
lows each took between two weeks and two months to complete
when simulated in parallel on 12 modern processors.
5. Model results and run-up heights
This section will describe and discuss the modelled run-up
heights. Before continuing, the effect of the slope on the in-
coming wave will be discussed, as this affects the analysis of
the run-up.
As previously stated, the slope itself actually has an im-
pact on the surface elevation at the toe of the slope, such that
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Figure 7: Layout of the computational domain, with origo positioned at the original shoreline.
Table 1: Names, slopes and initial wave parameters of the simulated cases.
Name S A1[m] A2[m] T1[s] T2[s] t1[s] t2 [s] x0 [m] A0 [m] ξ
S005 1/5 5 0 780 0 0 0 -4640.5 10.8 41.9
S015 1/15 5 0 780 0 0 0 -4780.5 10.1 14.4
S030 1/30 5 0 780 0 0 0 -4990.5 8.03 8.11
S075 1/75 5 0 780 0 0 0 -5620.5 5.49 3.92
S100 1/100 5 0 780 0 0 0 -5970.5 5.34 2.98
S200 1/200 5 0 780 0 0 0 -7370.5 5.13 1.52
S500 1/500 5 0 780 0 0 0 -11571 5.02 0.62
S030L 1/30 5 0 780 0 0 0 -9561 8.56 7.86
N005 1/5 2.52 2.52 520 520 130 -130 -4640.5 5.45 59.1
N015 1/15 2.52 2.52 520 520 130 -130 -4780.5 4.87 20.8
N030 1/30 2.52 2.52 520 520 130 -130 -4990.5 4.38 11.0
N075 1/75 2.52 2.52 520 520 130 -130 -5620.5 3.21 5.13
N100 1/100 2.52 2.52 520 520 130 -130 -5970.5 2.93 4.03
N200 1/200 2.52 2.52 520 520 130 -130 -7370.5 2.67 2.11
tsunamis with identical initial wave fields, running up different
slopes, will have different surface elevation signals at the toe of
the slope. To illustrate this Figure 9 shows the surface eleva-
tions as a function of time for both single waves and N-waves
for three different slopes. Most noticeably both cases with with
S=1/5 result in much larger wave heights than the initial wave
signal (see Figure 8) and are substantially higher than the the
other cases. This can be explained by the tsunami being re-
flected even before the crest of the tsunami arrives at the slope.
The reflected part of the tsunami is then super positioned on top
of the incoming wave, resulting in higher surface elevations.
This is essentially a transient standing wave, similar to the pe-
riodic form shown in Madsen and Fuhrman (2008). For the
cases with S=1/30 the peak of the surface elevations comes at a
later time. This is again due to reflection and the reflected wave
interacting with the incoming wave. For the single wave with
S=1/100, the surface elevation signal shows two distinct peaks,
one for the incoming and one for the reflected wave. However,
following the crest of the incoming wave, the surface elevations
never return to the still water level before the arrival of the re-
flected wave. For the single wave, this only occurs for the very
mild slope of S=1/500 (not included in the figure). For the N-
waves, the slope of S=1/100 is mild enough that the reflected
and the incoming wave can be clearly distinguished.
The surface elevations presented here demonstrate the diffi-
culty in identifying incoming and reflected tsunami waves from
a surface elevation signal alone. This can pose a challenge when
trying to reproduce a tsunami event, using a measured surface
elevation signal as an inlet condition in model simulations.
In Madsen and Scha¨ffer (2010) expressions for the run-up
height were given as a function of the surf-similarity param-
eter ξ for both single waves and N-waves propagating on a
constant depth before running up a constant slope, very simi-
lar to this study. Their analysis assumes a linear wave at the
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Figure 9: Development of the surface elevation at the toe of the slope for (a)
single waves and (b) N-waves.
toe of the slope and although this is not entirely the case in the
present study, we will now compare the run-up heights from the
simulations to the analytical results from Madsen and Scha¨ffer
(2010). Their analysis builds on the hodograph transform by
Carrier and Greenspan (1958). They then expressed their solu-
tion in terms of both inverse Fourier transformations and con-
volution integrals to arrive at a solution for the time varying
run-up. They provided a breaking criterion which corresponds
to the theory breaking down, which happens when the Jacobian
vanishes. This corresponds to the time and position where the
wave front becomes vertical.
By this analysis the maximum run-up is then given by
R∗up = min
(
Rup,Rlimitup
)
(26)
where
Rup
A0
= χelevpi
1/4
(
A0
h0
)−1/4
ξ−1/2, (27)
and
Rlimitup
A0
=
χelevχbreak
pi
ξ2. (28)
Here χelev and χbreak comes from the analytical analysis of Mad-
sen and Scha¨ffer (2010). They are different for sinusoidal,
Table 2: Values for χelev and χbreak for single waves and N-waves, taken from
Madsen and Scha¨ffer (2010).
Wave type χelev χbreak
single wave 3.043 0.1561
N-wave 4.243 0.084
Sinusoidal wave 2
√
pi 2 (
√
pi)−1
single- and N-waves and the values used are presented in Ta-
ble 2
Figure 10 compares the simulated run-up heights with those
obtained with equations (25)–(28), for the single waves (in-
cluded in the figure are also selected labels for those cases de-
scribed in detail in the next section). As previously shown the
amplitudes of the incoming waves are not identical with the dif-
ferent slopes. Therefore the analytical curve has been created
using the initial wave amplitude A0 = 5 m, whereas the sim-
ulated results are based on the actual A0 at the toe (indicated
in Table 1). This is the most legitimate comparison possible
since the Madsen and Scha¨ffer (2010) incident wave contained
both the incoming and reflected wave. The analytical solutions
of Madsen and Scha¨ffer (2010) are actually a family of curves,
and for the cases with A0 higher than 5 m, the analytical curve
would be positioned slightly, but not significantly, lower than
that shown in Figure 10.
The analytical curve has two distinct regions. Starting from
ξ = 0 and increasing the expected run-up heights increase
rapidly. This part of the curve (full line) represents the line
given by (28), which is the breakdown limit of the theory. To
the right of the peak, the curve follows a line given by (27)
which corresponds to full reflection at the shore. Included in
the figure is also a linear function given by
RHuntup
A0
= ξ, (29)
which was suggested by Hunt (1959) to be a better estimate
for breaking waves, see also Madsen and Fuhrman (2006). An
alternative formulation for the run-up is therefore
R∗up = min
(
Rup,RHuntup
)
(30)
which is depicted as a dashed line.
It can be seen that, even though the assumption of linearity at
the toe is violated the analytical solution and the simulated re-
sults agree reasonably well. Similar to observations by Park
et al. (2015), the run-up heights are slightly underestimated
with the analytical expressions in the region where (28) is dom-
inating. Here the expression by Hunt (1959) seems to give more
accurate predictions. This can be explained by the breakdown
of NLSW theory not directly corresponding to breaking. Fur-
thermore, even after NLSW theory predicts a vertical surface
elevation (approximately interpreted as the tsunamis breaking),
the tsunami waves continue to run-up.
Figure 11 compares the simulated run-up heights with those
obtained utilizing equations (25)–(28), for the N-waves. Simi-
lar to before the analytical curve is made using the initial wave
amplitude A0 = 2.5 m and the modelled results have used actual
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Figure 11: Comparison between modelled (*), analytical (26) (-) and (30) (- -)
run-up of the N-wave as a function of surf-similarity parameter.
A0 at the toe. Here, in general, a good agreement between the
modelled run–up heights and the analytical run-up heights is
again achieved. Similar to before, the modelled run-up heights
are slightly above those obtained with the analytical approach
in the region dominated by (28) and the expression by Hunt
(1959) (30), seems more appropriate.
Overall, based on the decent match with the more advanced
CFD simulations, we would argue that the combined expres-
sions from Madsen and Scha¨ffer (2010) and Hunt (1959), ex-
pressed in (30), do a reasonably good job of predicting the run-
up heights across a wide range of cases and can be used as a
quite reasonable first assessment of the run-up height. As they
are based on NLSW equations, however, the detailed informa-
tion of the actual process is limited. This information can, in
contrast, be gathered by the advanced CFD model, as will be
done in the next sections.
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Figure 13: Results for case S005 showing (a) Velocities and surface elevations
at x = 0, (b) the horizontal position of the shoreline.
6. Qualitative run-up description
The various tsunami signal and slope combinations can yield
a wide array of different run-up types. According to Sriram
et al. (2016), Shuto (1985) states that the observed tsunamis
hitting the coast can broadly be placed into three categories:
1) Rapidly rising ”tide” (we prefer the phrase ”tide-like”)
2) Breaking bore or ”wall of water”
3) Undular bore
These three run-up types have all been experienced in the
present simulations though we would like to add an additional
category, namely:
4) An undular bore turning into a breaking bore
In what follows, based on the highly resolved CFD results,
we will now describe and study in detail the characteristics of
the run-up process for each of these categories. Additionally,
we will discuss different run-up features between single- and
N-waves. The cases chosen to illustrate these different run-up
categories are listed in Table 3.
6.1. ”Tide-like” run-up
Now, we will consider the ”tide-like” run-up type. As a rep-
resentation of this type we choose case S005 which is a single
wave running up a steep 1/5 slope. Figure 12 shows results of
surface elevations and velocities from case S005 at several dif-
ferent instants. In Figure 12a the initial wave can be seen. In
Figure 12b the wave has steepened slightly and has started to in-
undate the coast, and in Figure 12c the wave is at its maximum
run-up. Finally, in Figure 12d the reflected wave can be seen
with a steep wave front which ultimately evolves into an undu-
lar bore as shown in Figure 12e. From this representation it is
very clear that the steep slope of 1/5 is seen almost as vertical
wall by the tsunami, which is fully reflected.
It is noteworthy that there is a phase shift between the max-
imum velocity and the maximum surface elevation as can be
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Table 3: Sections, run-up types, case names and maximum inundation speed of the cases used for the detailed discussion.
Section Run-up type Case Max inundation speed [m/s]
6.1 Tide-like S005 0.7
6.2 Breaking-bore/wall of water S100 13
6.3 Undular bore turning into a breaking bore S500 14
6.4 Undular bore S030L 6.5
6.5 Breaking bore N100 12
Figure 12: Surface elevation and velocities of S005 at different times.
seen in Figure 12c. This shift can more clearly be seen from a
time perspective and therefore Figure 13a shows a time series of
the surface elevations and velocities at x = 0, corresponding to
the original shoreline. In Figure 13b the temporal evolution of
the horizontal position of the shoreline, xshore, is shown. From
Figure 13a the phase-shift between the maximum free stream
velocity and the maximum surface elevation is completely clear.
This phase shift is very similar to what has been observed be-
neath a real geophysical tsunami by Lacy et al. (2012), and is a
result the steep slope acting as a vertical wall, essentially creat-
ing a standing wave. This explanation, we believe, provides an
alternative and more likely explanation for the phase shift, than
that given by Lacy et al. (2012). They explained the phase shift
through a near-bed momentum balance, where the bed friction,
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they argued, resulted in the 90◦ phase lag between η and u. The
analogy to a standing wave explains this observation in a much
simpler manner.
While inundating the tsunami wave front is almost horizontal
as can also be seen in Figure 12f-g, which shows zoomed in
positions of the wave fronts. At the same time, the increase
in water depth at the original shoreline is not very rapid, as
illustrated in Figure 13a. Over the initial approximately 3 min
the depth at the shore goes from 10 cm to 1 m. From here the
increase in water depth is faster and after additionally 1.5 min
the depth increases from approximately 1 m to 10 m. Although
the increase in surface elevation is large, the duration is still
the order of minutes rather than seconds. Finally, Figure 13b
illustrates that the inundation speed defined as
Vin =
∂xshore
∂t
, (31)
is very low. The fastest inundation speed (averaging over a
minute) is reached during t = 200–260 s, where it reaches ap-
proximately 0.7 m/s (2.52 km/h). This present tsunami, could
thus easily be outrun. The above observations means, that the
tsunami will not be seen as a steep wave, but rather ”tide-like.”
A real life example of this run-up type can be found in the
video in TD Interesting Topics Tube (2017) at the time 3:50
to 5:05 and also at 10:25–12:40. These two sequences show the
tsunami running into the harbour of Miyako with a seemingly
constant, but gradual, increase in water depth. The tsunami en-
ters the harbour next to a seawall, which is finally over-topped
in the second video sequence.
As previously mentioned, an undular bore forms at the front
of the reflected wave (Figure 12e). This actually also happened
in cases S015, S030, N005, N015 and N030. That the undu-
lar bore develops in front of the reflected wave is also interest-
ing, and can perhaps help explain why undular bores have been
observed at many places in real tsunami events, as reflected
tsunami waves will have travelled a long distance in shallow
water. The run-up behaviour of undular bores will be discussed
later in this section.
6.2. Breaking bore or ”wall of water”
To represent the scenario of tsunamis running up as a break-
ing bore or ”wall of water”, we will now show results of case
S100, which is a single wave running up a 1/100 slope. Fig-
ure 14 shows surface elevations and velocities of case S100 at
different instants. In Figure 14a the initial wave is shown. Fig-
ure 14b shows the shoaled wave with a steep wave front, and
significantly higher velocities, as would be expected. The wave
front has actually split at this time, and an undular bore is start-
ing to form, as can be seen in the zoom-in of the wave front in
Figure 14e. The short wave riding on top of the main tsunami
wave cannot maintain it’s shape for very long, however, as this
wave shoals and steepens. After only four seconds, the smaller
wave riding on the front of the tsunami breaks, as seen in Fig-
ure 14c, and in more detail in the zoom in of the front in Figure
14f. From here the tsunami runs-up the beach like a breaking
bore or ”wall of water”, before it reaches its maximum run-up
shown in Figure 14d.
According to the breaking criterion by Madsen and Scha¨ffer
(2010) this bulk tsunami would be predicted to break (Figure
10), though it is right near the theoretical threshold. It is im-
portant to note, however, that in this case, it was not the main
tsunami wave that broke, but rather a short wave riding on the
wave front. In all the simulated cases appearing as breaking
bores or ”walls of water”, the wave front initially split into one
or more short waves which broke, and turned the entire wave
into a breaking bore. Behind the breaking wave front (Figure
14c,f), the surface elevations actually continue to increase, in-
dicating that only a very small fraction of the entire wave is
affected by breaking.
In contrast to the previous case (S005) this case did not result
in a standing wave, and as a result the free surface elevations
and the velocities are in phase. This can be seen more clearly
in Figure 15a where the velocities and free-surface elevations
at x = 0 m are shown. In Figure 15b the temporal development
of the shoreline position is shown. From the representation in
Figure 15a it is evident that this tsunami runs up as a ”wall
of water” or breaking bore (the front of the wave is breaking).
Similar to before, the depth goes from 10 cm to 1.3 m in the
initial approximately 3 min, but hereafter the depth increases
rapidly to 4 m in a matter of 4 s. Additionally the inundation
speed is also much faster, as can be seen from Figure 15b. The
fastest inundation speed (averaging over a minute) at t = 344–
414 s corresponds to approximately 13 m/s (47 km/h). This is
in sharp contrast to the low inundation speed seen in case S005,
and this tsunami could not be outrun.
This rapid increase in water depth, the much larger inunda-
tion speed, together with the steep wave front (as seen in Figure
14f), can surely be deemed a wall of water. Breaking bores
or ”walls of water” have been observed in many instances, and
have also often been used as tsunami representations in exper-
iments. Real examples of breaking bores can e.g. be found in
videos of the Tohoku tsunami in TD Interesting Topics Tube
(2015) at times 3:00–3:15, 4:40–4:48 and 7:50–8:50. This
case demonstrates the potential devastation that can arrise when
tsunamis are near the peak correspondence of the two curves in
Figure 10, i.e. where
ξ = χ−2/3elev pi
−1/6
(A0
h
)1/6
. (32)
6.3. Undular bore turning into a breaking bore
As could be seen from the previous case, the tsunami started
evolving towards an undular bore, but the resulting short waves
quickly broke before turning into a full undular bore. There
were cases where several smaller waves were riding on the
wave front, thus forming a more proper undular bore. Similar
to before, the individual waves broke before reaching the shore,
and as a result turned into a breaking bore. This gave rise to our
fourth category namely ”an undular bore turning into a break-
ing bore”. This category we will now illustrate using case S500,
which is a single wave running up a 1/500 slope (see Figure 10
for it’s position on the run-up curve).
Figure 16 shows results of surface elevations and velocities at
different instants from case S500. Figure 16a shows the initial
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Figure 14: Surface elevation and velocities of S100 at different times.
wave. During shoaling an undular bore forms on the tsunami
wave front as seen in Figure 16b. Figure 16e shows a zoomed
in portion of the wave front, and here the shorter waves rid-
ing on the front are clearly visible. These waves, even though
we refer to them as ”shorter” are still rather large, with wave
lengths of approximately 100 m and wave heights of approx-
imately 10 m, very similar to what have been observed many
places, see e.g. Madsen and Fuhrman (2008) or the videos of
the Tohoku tsunami in TD Interesting Topics Tube (2015) from
at time 2:10–2:25.
As the tsunami propagates, the waves riding on the wave
front shoal and steepen until they at some point break. This
is illustrated in Figure 16c as well as the zoom-in Figure 16f
where the tsunami is seen after propagating approximately 2
km further than in Figure 16b. Figure 16f clearly shows the that
the front waves are breaking. Traces of the undular bore can
still be seen, but when this tsunami finally hits the coast (Figure
16d) there are no undulations at the wave front which is purely
a breaking bore or ”wall of water”. This is also illustrated in
Figure 17a where the time series of the surface elevations and
velocities are shown at the original shoreline (x = 0 m). Here it
can be seen that for the first 12 min, only small increases in wa-
ter depth are seen, but then in 6 s the depth suddenly increases
to approximately 2 m, before gradually increasing to a maxi-
mum of 4 m. From the figure it can also be seen that the milder
slope, compared to case S100 (Figure 15), causes the duration
that the shore is inundated to be substantially longer. The total
inundation is approximately 3 km in this case, which around
twice the inundation distance of case S100. From the tempo-
ral development of the shoreline, shown in Figure 17b, it can
be gathered that the fastest inundation speed (averaged over a
minute) occur from t = 794–854 s , and results in an inundation
14
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Figure 16: Surface elevation and velocities of S500 at different times.
speed of approximately 13.5 m/s (48.6 km/h), very similar to
the previous case (S100), running up as a breaking bore. Obvi-
ously, this tsunami could also not be outrun.
6.4. Undular bore
As none of the cases with the initial set-up, with the flat part
of the domain being one wave length long, resulted in an undu-
lar bore reaching all the way to the coast, an additional simula-
tion has also been made (S030L). This simulation entailed the
single wave running onto a slope of S=1/30, but with the flat
part of the domain being two wave lengths long instead of one,
and with the initial tsunami positioned an entire wave length
away from the shore. This was done as the formation of undu-
lar bores is dependent on the propagation distance in shallow
water, as highlighted by Madsen et al. (2008), among others.
Figure 18 shows surface elevations and velocities from case
S030L at different times. In Figure 18a the initial wave can
be seen, positioned now further away from the coast. While
propagating an undular bore evolves at the front of the tsunami
as seen in Figure 18b. The undular bore keeps growing with
more and more individual waves forming as shown in Figure
18c and in the zoom in in Figure 18e. While shoaling these
waves, similar to the previous case S500, steepen and break,
as shown in Figure 18d,f. However, due to the steeper slope
(1/30 relative to 1/500) the individual waves do not lose all their
energy while breaking and survive all the way to the shore as
seen in Figure 18f.
The smaller waves riding in front of the tsunami have been
given much importance in the past, and the appearance of these
is probably one of the reasons why solitary waves have often
been used to study tsunamis in the past, despite the previous
15
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Figure 18: Surface elevation and velocities of S30L at different times.
mentioned scaling issues. To discuss the importance of these
smaller waves relative to the bulk tsunami, we will now com-
pare directly case S030 with S030L. These cases have the same
initial wave form and are running up the same slope, but have
propagated different distances before reaching the slope. Figure
19 shows surface elevations at two different times for S030 and
S030L. At the first instant, the wave is approaching the shore.
In Figure 19a the wave has steepened slightly compared to the
initial single wave, whereas the undular bore is clearly visible
in Figure 19b. At the second instant the tsunamis are at their
respective maximum run-up. Despite the difference in the ap-
proaching wave, it can be seen that the final run-up heights of
the two cases are very similar. The run-up height of case S030L
is slightly lower, and this can be interpreted as the breaking of
the smaller waves extracting small amounts of energy from the
main wave. This has not significantly altered the run-up process
as a whole, however.
Another interesting comparison is the inundation speed of the
two cases. Figure 20 shows the temporal evolution of the shore-
line for cases S030 and S030L. To ease the comparison they are
plotted against t∗ = t − tp, where tp is the time where the max-
imum inundation distance is reached. From this figure it can
clearly be seen that the initial inundation speed of case S030L
is slightly larger (steeper initial slope), but overall the inunda-
tion speed of both cases are very similar. For case S030 the
largest inundation speed over a minute is 6.3 m/s (22.7 km/h)
and for case S030L it is only slightly larger, namely 6.5 m/s
(23.4 km/h). It is worth noting, that despite not breaking, the
inundation speed of case S030 is substantially larger than that
of case S005, but still also significantly lower than case running
up as breaking bores.
The similar run-up height and inundation speed of these two
16
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Figure 15: Results for case S100 showing (a) Velocities and surface elevations
at x = 0, (b) the horizontal position of the shoreline.
cases indicates that the bulk tsunami is much more important
than the relatively smaller waves riding on top of it. This
point was also previously hypothesized by Madsen et al. (2008)
and Madsen and Scha¨ffer (2010), but is more clearly and di-
rectly demonstrated in the present fully resolved CFD simula-
tions. Photographs of the tsunami events show undular bores on
the tsunami front without showing the main and much longer
tsunami wave. This is natural due to the long wave length,
but can result in too much importance given to the ”shorter”
waves. To illustrate this, Figure 21 shows the undular bore seen
from the side (Figure 21a) and from a perspective view (Figure
21b). This illustration is very similar to that shown in Mad-
sen et al. (2008), but it raises an important point which needs
to be emphasized. When seen from the side, it can clearly be
seen that front waves are riding on a much longer main wave.
However, when looking from above, only the smaller waves
are visible, which is similar to photographs and videos of real
tsunami events.
While it has been shown that the undular bore forming in
front of a tsunami does not matter much for the run-up dis-
tance and inundation speed, it does however matter in terms of
local flow velocities. These will be important when assessing
forces on structures or estimating sediment transport. To illus-
trate this Figure 22 shows the velocities and surface elevation of
the front of the tsunami for cases S030 and S030L with the front
of the tsunami having just inundated past the original shoreline
(x = 0). It can be seen, that the maximum flow velocity of case
S030 is right at the tip of the inundating tsunami with velocities
reaching approximately 10 m/s. The maximum flow velocities
of case S030L, on the other hand, are reached in the tip of the
breaking short waves, with velocities here reaching up to 19
m/s. These differences in velocities may be important for the
impact forces on structures. This indicates, that if attempting
to model tsunami forces on structures, choosing a model which
Figure 17: Results for case S500 showing (a) Velocities and surface elevations
at x = 0, (b) the horizontal position of the shoreline.
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Figure 19: Comparison of run-up of singles wave on a S=1/30 slope.
can handle dispersion and wave breaking is important.
6.5. N-waves
Thus far all examples of run-up types have been illustrated
using single waves. The same run-up types as just described
(except the undular bore, which required a longer domain to
fully evolve) have also been experienced with the leading de-
pression N-waves. There are, however, also some distinct dif-
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Figure 22: Surface elevations and velocities of (a) case S030 and (b) case S030L.
t
∗ [s]
-300 -200 -100 0 100
x
s
h
o
r
e
[m
]
0
100
200
300
400
500
S030
S030L
Figure 20: Development in shoreline position for cases S030 and S030L.
ferences between the run-up of single waves and leading de-
pression N-waves. These will discussed in what follows, by
considering specifically case N100 (See Figure 11 for this case’
position on the run-up curve).
Figure 23 shows surface elevations and velocities at different
instants for case N100. In contrast to the previous cases, the
initial wave shown in Figure 23a now has a leading depression.
The leading depression results in an initially retreating shore-
line, as seen in Figure 23b. Leading depression tsunamis with
retreating shorelines have been observed many places; One of
the most memorable and unfortunate situations is probably the
tourist standing on a dry beach in Thailand with the front of
the Indian Ocean tsunami approaching, see Figure 1 of Foster
(2014).
Figure 23b also reveals an additional feature which is dis-
tinctively different than the previously simulated single waves,
namely that the split of the front wave is not happening at the
crest of the tsunami, but rather in between the trough and the
crest. This can more clearly be seen in Figure 23e. A similar ob-
servation was also made in the experimental study Matsuyama
et al. (2007), where it was shown that the individual waves in
some cases evolved in front of the crest of the wave. Here the
waves were leading elevation sinusoidal-like waves, and thus
the split occurring in front of the crest in the simulation is not
due to the leading depression. The split rather occurs where
the local surface elevation steepness is largest. In these simula-
tions this was the case between the trough and crest, whereas in
the experiments, due to the imperfect initial sinusoidal shape, it
happened in front of the wave crest.
Similar to case S100 the individual wave seen in Figure 23b,e
cannot sustain its shape during shoaling, and breaks before
reaching the slope. This wave therefore runs up as a breaking
bore as shown in Figure 23c,f. We will however not classify
the run-up of the present case as a ”wall of water”. As can be
seen in Figure 23f, the front of the bore is only approximately
1 m high. At the same time the increase in water depth is not
nearly as rapid as in cases S100 and S500 (Figures 15 and 17).
This can be seen in Figure 24a where the time series of the sur-
face elevations and velocities at x = 0 m are shown for case
N100. Here it can clearly be seen that the depth increases much
more gradually than case S100 and S500 going from 0–3 m in
slightly over a minute. The reason for this could be the leading
depression, which cause the shoreline to retreat as seen in Fig-
ure 24b. The breaking tsunami front will therefore re-wet the
drawn-down region prior to reaching the original shoreline at
x = 0. The appearance of this tsunami wave front is more simi-
lar to the appearance of cases S100 and S500 further inland.
The inundation velocity of the present case is ultimately very
similar to the single wave cases running up as a breaking bore.
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Figure 23: Surface elevation and velocities of N100 at different times.
The maximum inundation speed (averaging over a minute) oc-
curs at t = 542–602 s with a value of 12 m/s (43 km/h), indi-
cating again that it would be impossible to outrun this tsunami
run-up type.
7. Expected occurrence of the run-up types
In the previous subsections the run-up types have been de-
scribed in detail and a new run-up type has likewise been
framed. We will now discuss in which situations these run-up
types can be expected to show up.
The first identified category, was the ”tide like” tsunami. This
run-up type was only experienced in cases where the slope was
very steep. In fact, it was only experienced in cases where the
run-up from (27), from the analysis of Madsen and Scha¨ffer
(2010) was less than (29), corresponding to the right solid line
in Figures 10 and 11. In that sense the surf-similarity parameter
can be used to access whether a ”tide like” scenario is possible.
However, as shown in case S030L, if the tsunami has propa-
gated sufficiently far before reaching the toe of slope, an undu-
lar bore can develop. In this case the wave at the toe of slope
was no longer at all described by (23). Furthermore, near the
intersection of the two curves, it is not certain that a clear dis-
tinction between breaking and non-breaking cases can be made.
We therefore believe it is fair to assume, that if the tsunami
reaching the slope is linear (as was a pre-requisite for the Mad-
sen and Scha¨ffer (2010) analysis), then cases far to the right of
the intersection between (27) and (29), will appear ”tide-like”.
This can be expressed in terms of the surf-similarity parameter
by
ξ >> χ−2/3elev pi
−1/6
(A0
h
)1/6
(33)
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Figure 21: A side looking (a) and a perspective view (b) of the undular bore
or alternatively
Υ =
h1/60
√
gS
ΩA2/30
>> (χelevpi)2/3 (34)
The second category, the breaking bores or ”wall of wa-
ter”, all appeared in situations near the intersection of (27) and
(29) or where ξ < χ−2/3elev pi
−1/6 ( A0
h
)1/6
, alternatively expressed as
Υ < (χelevpi)2/3. The latter corresponds to cases where wave
breaking is predicted to be present, corresponding to the left
dashed line in Figures 10 and 11. However, this will not alone
make the tsunami run-up as a breaking bore or wall of water.
In situations where the slope is very mild, an undular bore can
form on the front of the tsunami. Furthermore, for leading de-
pression waves, the tsunami will be re-wetting the drawn-down
region prior to reaching the original shoreline, and therefore the
wall of water has not been observed in these cases, but the wave
instead runs-up as a breaking bore.
The third category, an undular bore turning into a break-
ing bore, was only experienced in situations where ξ <<
χ−2/3elev pi
−1/6 ( A0
h
)1/6
or Υ << (χelevpi)2/3. For the undular bore
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Figure 24: Results for case N100 showing (a) Velocities and surface elevations
at x = 0, (b) the horizontal position of the shoreline.
to properly form, the slope had to be very mild, otherwise re-
sulting in immediate breaking of the small wave riding on the
front of the tsunami, due to shoaling effects.
The fourth category, an undular bore, has only been experi-
enced in one case, and required the tsunami to propagate a long
distance in shallow water, and subsequent run-up a steep slope.
In reality tsunamis will not propagate on a flat bed, before go-
ing up a constant slope region. Often it might propagate very
mild slope before going up a steeper slope. As this is similar
to the scenario of S030L, this could explain why undular bores
have been observed in so many places with real geophysical
tsunamis. With this kind of bed profile the undular bore devel-
oped on the very mild slope will be able to reach all the way to
the shore due to the subsequent steeper slope.
The different tsunami categories exemplify the variety of
ways a tsunami can appear. In research tsunamis have often
been treated as breaking bores, but the classification and de-
scriptions shown here, can be used as an inspiration for alterna-
tive scenarios in experiments. An attempt to capture the undular
bore followed by the much longer main tsunami wave was pre-
sented very recently in the study by Aniel-Quiroga et al. (2018),
where breakwater stability due to a tsunami attack was investi-
gated experimentally. Here the tsunami was represented first
by a series of solitary waves followed by a continuous inflow
of water, to represent the main wave. As mentioned, bores have
been used as tsunami representations, and the results shown in
Figure 14 could be used as a full-scale inspiration. Here the
breaking bore lasted approximately 500 seconds, and the max-
imum bore velocity was close to 10 m/s. Assuming a scaling
factor of 100, this would (by Froude scaling) result in a model
scale bore duration of approximately 50 seconds, and a model
scale bore velocity of 1 m/s. The ”tide-like” scenario has, to
our knowledge, not been used in tsunami experiments previ-
ously. This is perhaps because they are less dangerous than the
other run-up types. As illustrated here, however, if considering
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a very steep beach, this is the most likely run-up type and repre-
senting the tsunami as a bore (though conservative) would not
represent a likely tsunami scenario.
8. Conclusion
In this paper the results of 14 full scale tsunami simulations
have been presented. The simulations have been performed
with a RANS models, using the new stabilized k-ω model of
Larsen and Fuhrman (2018b). The model is first validated
by comparing with surface elevation from a properly scaled
tsunami experiment by Sriram et al. (2016). The model was
shown to be capable of predicting the initial deformation and
steepening of the wave as well as the subsequent splitting of the
wave front, run-up and reflection. The model was further val-
idated for surface elevations and bed shear stresses in the surf
and swash zone by comparing to the plunging solitary wave
experiments by Sumer et al. (2011). In general the model pre-
dicted both the surface elevations and the bed shear stresses
well, although some differences were seen around the hydraulic
jump during run-down as well as, for the bed shear stresses at
the air/water/bed interface.
Using single waves and N-waves as generic tsunami wave
forms, simulations were performed of full-scale tsunamis prop-
agating on a flat bed before running up a constant slope. The
modelled run-up heights for both the single waves and the N-
waves were shown to compare reasonably well with the an-
alytical expression by Madsen and Scha¨ffer (2010). In cases
where breaking could be expected to be present, the analytical
solution slightly underestimated the run-up height, and the ex-
pression from Hunt (1959) gave better estimations. The overall
good comparison between analytical expression and the mod-
elled run-up heights indicates that the combined non-breaking
expression of Madsen and Scha¨ffer (2010) and the empirical
breaking expression from Hunt (1959) is suitable as a first es-
timate of the run-up height even in situations were the wave is
non-linear at the slope, and in situations where waves break.
It has been demonstrated, that despite identical initial waves,
the time series of the surface elevations at the toe of the slope
can be quite different for different slopes due to the long
tsunamis waves being reflected. It has been emphasized that
this can pose a challenge in identifying incoming and reflected
wave signals, even for what appears to be the leading wave.
Three previously defined run-up types were identified in the
simulations, and their characteristics were described. Addition-
ally a fourth run-up type was identified and described. It was
shown that the tsunami can appear both (1) ”tide like”, (2) as a
”wall of water” or breaking bore (3) as an ”undular bore turn-
ing into a breaking bore” and finally (4) as an undular bore. In
the ”tide like” scenarios the surface elevations are essentially
horizontal and the inundation speeds are generally lower. Fur-
thermore, these case are characterized by full reflection from
the beach, resulting in a standing wave, causing a phase shift
between the maximum surface elevation and flow velocity. The
”tide-like” tsunami would primarily occur in situations where
the slope was sufficiently steep to be felt more or less as a ver-
tical wall. If the tsunami is linear at the toe of the slope, the
simulated results indicated that cases clearly predicted to be
non-breaking by the analytical method of Madsen and Scha¨ffer
(2010) would appear ”tide-like”.
On milder slopes, the tsunami steepened significantly, and
the wave front split into shorter waves. In most situations these
waves broke almost immediately, turning the whole tsunami
into a breaking bore. In some situations more and more short
waves developed, turning the front of the tsunami into an undu-
lar bore which some times broke before reaching the shore and
one time survived all the way to the shore.
It was shown that the shorter waves of the undular bores,
could appear at the crest of the tsunami, but also in front of the
crest depending on the local surface elevation steepness. It was
further shown that these smaller waves had little impact on the
run-up height and inundation speed. They were however shown
to be important in relation to local flow velocities, which were
demonstrated to be significantly higher in when shorter waves
were present.
It is hoped that the present paper will shed light on, in gen-
eral, how tsunamis run-up and from this understanding con-
tribute to improved hazard assessment.
9. Acknowledgements
The authors acknowledge support from the European Union
project ASTARTE–Assessment, Strategy And Risk Reduc-
tion for Tsunamis in Europe, Grant no. 603839 (FP7-ENV-
2013.6.4-3).
References
Aniel-Quiroga, I., Vidal, C., Lara, J. L., Gonzales, M., Sainz, A., 2018. Stability
of rubble-mound breakwaters under tsunami first impact and overflow based
on laboratory experiments. Coast. Eng. 135, 39–54.
Baykal, C., Sumer, B. M., Fuhrman, D. R., Jacobsen, N. G., Fredsøe, J., 2015.
Numerical investigation of flow and scour around a vertical circular cylinder.
Phil. Trans. Roy. Soc. A 373, article no. 20140104.
Bayraktar, D., Ahmad, J., Larsen, B. E., Carstensen, S., Fuhrman, D. R., 2016.
Experimental and numerical study of wave-induced backfilling beneath sub-
marine pipelines. Coast. Eng. 118, 63–75.
Berberovic, E., van Hinsberg, N. P., Jakirlic, S., Roisman, I. V., Tropea, C.,
2009. Drop impact onto a liquid layer of finite thickness: Dynamics of the
cavity evolution. Phys. Rev. E 79 (3), article no. 036306.
Biscarini, C., 2010. Computational fluid dynamics modelling of landslide gen-
erated water waves. Landslides 7 (2), 117–124.
Brown, S. A., Greaves, D. M., Magar, V., Conley, D. C., 2016. Evaluation of
turbulence closure models under spilling and plunging breakers in the surf
zone. Coast. Eng. 114, 177–193.
Carrier, G. F., Greenspan, H. P., 1958. Water waves of finite amplitude on a
sloping beach. J. Fluid Mech. 4, 97–109.
Cebeci, T., Chang, K. C., 1978. Calculation of incompressible rough-wall
boundary-layer flows. AIAA J. 16, 730–735.
Chen, J., Huang, Z., Jiang, C., Deng, B., Long, Y., 2012. An experimental
study of changes of beach profile and mean grain size caused by tsunami-
like waves. J. Coast. Res. 28 (5), 1303–1312.
Deshpande, S. S., Anumolu, L., Trujillo, M. F., 2012. Evaluating the perfor-
mance of the two-phase flow solver interFoam. Comput. Sci. Discov. 5 (1),
article no. 014016.
Drahne, U., Goseberg, N., Vater, S., Beisiegel, N., Behrens, J., 2016. An ex-
perimental and numerical study of long wave run-up on a plane beach. J.
Marine Sci. Eng. 4 (1), 1 (23 pp.).
Foster, P., 2014. Boxing day tsunami, 10 years on: ’the water came my family
is gone. The telegraph.
21
135
Fuhrman, D. R., Baykal, C., Sumer, B. M., Jacobsen, N. G., Fredsoe, J., 2014.
Numerical simulation of wave-induced scour and backfilling processes be-
neath submarine pipelines. Coast. Eng. 94, 10–22.
Fuhrman, D. R., Madsen, P. A., 2009. Tsunami generation, propagation, and
run-up with a high-order boussinesq model. Coast. Eng. 56 (7), 747–758.
Glimsdal, S., Pedersen, G. K., Harbitz, C. B., Lovholt, F., 2013. Dispersion
of tsunamis: does it really matter? Nat. Haz. and Earth Sys. Sci. 13 (6),
1507–1526.
Goseberg, N., 2013. Reduction of maximum tsunami run-up due to the interac-
tion with beachfront development - application of single sinusoidal waves.
Nat. Haz. and Earth Sys. Sci. 13 (11), 2991–3010.
Goseberg, N., Wurpts, A., Schlurmann, T., 2013. Laboratory-scale generation
of tsunami and long waves. Coast. Eng. 79, 57–74.
Grilli, S. T., Harris, J. C., Bakhsh, T. S. T., Masterlark, T. L., Kyriakopoulos, C.,
Kirby, J. T., Shi, F., 2013. Numerical simulation of the 2011 Tohoku tsunami
based on a new transient FEM co-seismic source: Comparison to far- and
near-field observations. Pure and App. Geophys. 170 (6-8), 1333–1359.
Grue, J., Pelinovsky, E. N., Fructus, D., Talipova, T., Kharif, C., 2008. Forma-
tion of undular bores and solitary waves in the strait of Malacca caused by
the 26 December 2004 Indian Ocean tsunami. J. Geophys. Res. 113 (C5),
C05008.
Horrillo, J., Kowalik, Z., Shigihara, Y., 2006. Wave dispersion study in the
Indian Ocean tsunami of December 26, 2004. Sci. of Tsunami Ha.
Hunt, I. A., 1959. Design of seawalls and breakwaters. J. Waterw. Harbors Di-
vision ASCE 85, 123–152.
Jacobsen, N. G., Fuhrman, D. R., Fredsøe, J., 2012. A wave generation toolbox
for the open-source CFD library: OpenFOAM (R). Int. J. Numer. Meth.
Fluids 70, 1073–1088.
Jiang, C., Chen, J., Yao, Y., Liu, J., Deng, Y., 2015. Study on threshold motion
of sediment and bedload transport by tsunami waves. Ocean Eng. 100, 97–
106.
Kawai, H., Satoh, M., Kawaguchi, K., Seki, K., 2013. Characteristics of the
2011 Tohoku tsunuami waveform acquired around Japan by NOWPHAS
equipment. Coast. Eng. J. 55 (3), 1350008.
Kim, D.-H., Lynett, P. J., 2011. Dispersive and nonhydrostatic pressure effects
at the front of surge. J. Hydraul. Eng. ASCE 137 (7), 754–765.
Lacy, J. R., Rubin, D. M., Buscombe, D., 2012. Currents, drag, and sediment
transport induced by a tsunami. J. Geophys. Res.- Oceans 117 (9), –.
Larsen, B. E., Arbøll, L. K., Frigaard, S., Carstensen, S., Fuhrman, D. R.,
2018a. Experimental study of tsunami-induced scour around a monopile
foundation. Coast. Eng. 138, 9–21.
Larsen, B. E., Fuhrman, D. R., 2018a. Full-scale CFD simulation of tsunamis.
part 2: Boundary layers and bed shear stresses. Under preparation.
Larsen, B. E., Fuhrman, D. R., 2018b. On the over-production of turbulence
beneath surface waves in RANS models. In review.
Larsen, B. E., Fuhrman, D. R., Baykal, C., Sumer, B. M., 2017. Tsunami-
induced scour around monopile foundations. Coast. Eng. 129, 36–49.
Larsen, B. E., Fuhrman, D. R., Roenby, J., 2018b. Performance of interFoam on
the simulation of progressive waves. available at axiv.org. ID: 1804.01158.
Larsen, B. E., Fuhrman, D. R., Sumer, B. M., 2016. Simulation of wave-plus-
current scour beneath submarine pipelines. J. Waterw. Port C-ASCE 142 (5),
article no. 08216001.
Levin, B., Nosov, M., 2016. Physics of Tsunamis. Springer Netherlands.
Løvholt, F., Kaiser, G., Glimsdal, S., Scheele, L., Harbitz, C. B., Pedersen, G.,
2012. Modeling propagation and inundation of the 11 March 2011 Tohoku
tsunami. Nat. Haz. and Earth Sys. Sci. 12 (4), 1017–1028.
Lynett, P., Liu, P. L.-F., 2002. A numerical study of submarine-landslide-
generated waves and run-up. Proc. R. Soc. Lond. A 458, 2885–2910.
Lynett, P., Liu, P. L.-F., 2005. A numerical study of the run-up generated by
three-dimensional landslides. J. Geophys. Res. 110, C03006/1–16.
Madsen, P. A., Fuhrman, D. R., 2006. Third-order theory for bichromatic bi-
directional water waves. J. Fluid Mech. 557, 369–397.
Madsen, P. A., Fuhrman, D. R., 2008. Run-up of tsunamis and long waves in
terms of surf-similarity. Coast. Eng. 55, 209–223.
Madsen, P. A., Fuhrman, D. R., Scha¨ffer, H. A., 2008. On the solitary wave
paradigm for tsunamis. J. Geophys. Res. 113, article no. C12012.
Madsen, P. A., Scha¨ffer, H. A., 2010. Analytical solutions for tsunami runup on
a plane beach. J. Fluid Mech. 645, 27–57.
Madsen, P. A., Schffer, H. A., Fuhrman, D. R., Toledo, Y., 2016. Uniform
asymptotic approximations for transient waves due to an initial disturbance.
J. Geophys. Res. 121 (1), 60–84.
Matsuyama, M., Ikeno, M., Sakakiyama, T., Takeda, T., 2007. A study of
tsunami wave fission in an undistorted experiment. Pure and App. Geophys.
164 (2-3), 617–631.
Mayer, S., Madsen, P. A., 2000. Simulations of breaking waves in the surf zone
using a Navier-Stokes solver. In: Proc. 25th Int. Conf. Coast. Eng. Sydney,
Australia, pp. 928–941.
Montagna, F., Bellotti, G., Di Risio, M., 2011. 3D numerical modeling of
landslide-generated tsunamis around a conical island. Nat. Haz. 58 (1), 591–
608.
Park, H., Cox, D. T., Petroff, C. M., 2015. An empirical solution for tsunami
run-up on compound slopes. Nat. Haz. 76 (3), 1727–1743.
Qu, K., Ren, X. Y., Kraatz, S., 2017. Numerical investigation of tsunami-like
wave hydrodynamic characteristics and its comparison with solitary wave.
App. Ocean Res. 63, 36–48.
Schimmels, S., Sriram, V., Didenkulova, I., 2016. Tsunami generation in a large
scale experimental facility. Coast. Eng. 110, 32–41.
Shuto, N., 1985. Nihonkai-Chubu earthquake tsunami on the north Akita coast.
Coast. Eng. Japan 28, 255–264.
Sriram, V., Didenkulova, I., Sergeeva, A., Schimmels, S., 2016. Tsunami evolu-
tion and run-up in a large scale experimental facility. Coast. Eng. 111, 1–12.
Sumer, B. M., Sen, M. B., Karagali, I., Ceren, B., Fredsøe, J., Sottile, M.,
Zilioli, L., Fuhrman, D. R., 2011. Flow and sediment transport induced by a
plunging solitary wave. J. Geophys. Res. 116 (1), C01008.
Suppasri, A., Muhari, A., Ranasinghe, P., Mas, E., Shuto, N., Imamura, F.,
Koshimura, S., 2012. Damage and reconstruction after the 2004 Indian
Ocean tsunami and the 2011 Great East Japan tsunami. J.l Nat. Disaster
Sc. 34 (1), 19–39.
Synolakis, C. E., Bernard, E. N., 2006. Tsunami science before and beyond
Boxing Day 2004. Phil. Trans. Roy. Soc. Lond. A 364, 2231–2265.
TD Interesting Topics Tube, 2015. Largest and best tsunami compilation of
japan tohoku eartquake 2011.
URL https://www.youtube.com/watch?v=S2ZOmMH4WHA ,
retrieved February 14, 2018
TD Interesting Topics Tube, 2017. Giant tsunami in Miyako - final documen-
tary - japan 2011.
URL https://www.youtube.com/watch?v=xtd6xUuul1s ,
retrieved February 14, 2018
Tomita, T., Honda, K., Kakinuma, T., 2006. Application of Storm surge and
Tsunami simulator in Oceans and Coastal areas (STOC) to tsunami analy-
sis. In: Joint Panel Conference of the U.S.-Japan Cooperative Program in
Natural Resources, , Volume 38. pp. 109–115.
Tomita, T., Takahashi, K., 2014. Simulation of tsunami accompanied by break-
ing short-period waves. Coast. Eng. Proc. 1 (34), 2.
van Driest, E. R., 1956. On turbulent flow near a wall. J. Aeronautical Sciences
23, 1007–1011, 1036.
Wemmenhove, R., Luppes, R., Veldman, A. E. P., Bunnik, T., 2015. Numerical
simulation of hydrodynamic wave loading by a compressible two-phase flow
method. Computers and Fluids 114, 218–231.
Wilcox, D. C., 2006. Turbulence Modeling for CFD, 3rd Edition. DCW Indus-
tries, Inc., La Canada, California.
Williams, I. A., Fuhrman, D. R., 2016. Numerical simulation of tsunami-scale
wave boundary layers. Coast. Eng. 110, 17–31.
22
136
Chapter 7
Full-scale CFD simulation of
tsunamis. Part 2: Boundary layers
and bed shear stresses
This Chapter is under preparation as:
Larsen, B. E., Fuhrman, D. R. (2018). Full-scale CFD simulation of tsunamis. Part
2: Boundary layers and bed shear stresses.
137
Full-scale CFD simulation of tsunamis. Part 2: Boundary layers and bed shear stresses
Bjarke Eltard Larsena,∗, David R. Fuhrmana
aTechnical University of Denmark, Department of Mechanical Engineering, Section of Fluid Mechanics, Coastal and Maritime Engineering, DK-2800 Kgs.
Lyngby, Denmark
Abstract
This paper presents results from numerical simulations of the propagation and run-up of full scale tsunamis, using a Reynolds-
Averaged Navier Stokes model, with emphasis on the resulting boundary layers and bed shear stresses. Spatial distributions of
the Shields parameter and Rouse number during run-up and draw-down show that for tsunamis of the sizes considered, with a
grain size corresponding to medium sand, considerable sediment transport can be expected during run-up and that the sediment
transport can be expected to be dominated by suspended sediment. The results likewise show that the expected sediment transport
during draw-down will similarly be considerable and dominated by suspension. The tsunami-induced boundary layers are shown
(as expected) to grow in time and at flow reversal a new boundary layer forms. The observed boundary layers thickness ranges
from spanning only a small fraction of the water depth to spanning the entire depth. The velocity profiles beneath the tsunamis are
shown to have good correspondence with a logarithmic profile within the boundary layer. Similarly, the bed shear stresses beneath
the tsunamis are investigated and a new and simple engineering model is developed for predicting the temporal variation of the bed
shear stress based only on a free-stream velocity signal. The new engineering model is shown give better predictions for the bed
shear stress than the standard Mannings approach. It is likewise shown how the temporal evolution of the boundary layer thickness
can be predicted based only on a free-stream velocity signal. The results presented here are Part 2 of a larger study, where Part 1
involved the model validation and detailed descriptions of the run-up process.
Keywords: Tsunamis, Computational Fluid Dynamics, Boundary layers, Shear stress, Turbulence modelling
1. Introduction
The potentially fatal impact of large tsunamis is well known.
The two recent major tsunami incidents, the Boxing day
tsunami in 2004 in the Indian Ocean, and the Tohoku tsunami
in Japan in 2011 were responsible for 230,000 and 20,000 fatal-
ities respectively (Suppasri et al., 2012). Therefore, it is natural
that most tsunami research in the past has rightly focused on
predicting run-up height and inundation distance, as increased
knowledge in these areas can potentially save humans lives.
In addition to fatalities, tsunamis can also potentially have
a long term effect on entire coastal regions. Beaches can get
eroded, scour can occur around coastal structures, large sedi-
ment deposits can enter harbors, and sediment deposited inland
can hinder recovery work. Following the Tohoku tsunami, it
was reported reported that 90% of the beach disappeared in the
Takata Matsubara area (Japan) and it was estimated that the to-
tal volume of morphological change in this area was 1.9 x 106
m3 (Yamashita et al., 2016). Before -and-after satellite images
of the beaches of Banda Aceh, Indonesia from the 2004 Indian
Ocean tsunami likewise show large scale erosion, with the coast
locally retreating up to 200 m (Paris et al., 2009; Borrero et al.,
2006). For other field studies of the morphological impacts of
tsunamis see e.g. Udo et al. (2016) and Kuriyama et al. (2014).
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The above-mentioned field studies all provide some useful in-
sight on tsunami induced sediment transport and morphology.
They do not, however, give insight into the detailed transport
patterns that emerge, which is needed if prediction of tsunami-
induced sediment transport should be improved.
Despite the potentially large effect on beaches and coastal
profiles, the tsunami induced sediment transport and morphol-
ogy has, apart from the previous mentioned surveys, received
relatively little attention compared to e.g. run-up height and in-
undation distance. The few studies that have treated this have
primarily been numerical using the non-linear shallow water
(NLSW) models. These have either been two-dimensional hor-
izontal (2DH) where the flow is assumed uniform across the
depth (e.g. Li et al. (2012b), Kuriyama et al. (2014), Ontowirjo
et al. (2013), Sugawara et al. (2014b)) or three-dimensional
where the vertical direction is resolved by using a number of
σ-layers. Often these have been reduced to two-dimensional
vertical models (2DV), however (e.g. Apotsos et al. (2011a),
Apotsos et al. (2011b), Apotsos et al. (2011c)). For a more
detailed review on numerical modelling of tsunami induced
sediment transport using NLSW models see Sugawara et al.
(2014a). Such models are reasonably good at handling tsunami
propagation and inundation. They do not describe dispersion,
however, and will therefore not be able to capture the splitting
of steep tsunami wave fronts into an undular bore, nor do they
solve wave breaking accurately. Furthermore, in 2DH models
the flow is uniform across the depth, and hence bed shear stress
Preprint in preparation April 19, 2018
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and resulting sediment transport is typically based on either a
Manning coefficient, a Colebrook-White type friction formula
or an assumed logarithmic velocity profile. Due to the very lim-
ited number of studies on tsunami-induced boundary layers, it
is however not known how well these approximations work in
such instances.
Studies relating to tsunami induced boundary layers are
seemingly limited to the field measurement by Lacy et al.
(2012), as well as the numerical studies by Williams and
Fuhrman (2016) and Tanaka et al. (2016). Lacy et al. (2012)
showed that the tsunami induced boundary layer spanned more
than typical wind wave boundary layers, though only spanning
a small portion of the entire depth. In a one dimensional ver-
tical (1DV) Reynolds Averaged Navier-Stokes (RANS) model
Williams and Fuhrman (2016) simulated a series of tsunami-
scale boundary layers, emphasizing that they are both current-
like due to their long duration, but also wave-like, in the sense
that they are unsteady and that the boundary layer may not
span the entire water depth, similar to that observed by Lacy
et al. (2012). Williams and Fuhrman (2016) likewise proposed
formulas for predicting tsunami boundary layer thickness and
friction factors for various tsunami signals and various rough-
nesses. Their study was limited to offshore regions to pre-
vent the boundary layer being depth-limited, and the driving
tsunami signal was treated as a time varying current. Treat-
ing the tsunami induced boundary layer as a time varying cur-
rent has also been utilized in studies of tsunami induced scour
around monopiles by Larsen et al. (2017) and Larsen et al.
(2018). In an attempt to combat the uncertainties of the NLSW
models regarding the bed-shear stress Tanaka et al. (2016) sim-
ulated tsunami run-up with a NLSW model coupled with a
RANS model, using a k-ω turbulence model for describing the
boundary layer. They showed this gave different shear stress
approximations compared to those that would be predicted us-
ing a Manning coefficient. It is unclear, however, exactly how
they coupled the two models. Despite this, it is an interesting
attempt to remedy some of the uncertainties regarding the bed
shear stresses predicted by NLSW models.
Finally, tsunami-induced sediment transport has also been
considered in a branch of the paleo-tsunami research commu-
nity trying to predict flow characteristics of historic tsunamis
based on sediment deposits, using what is normally referred to
as inverse models. Many different inverse models exists see e.g.
Moore et al. (2007), Soulsby et al. (2007) and Jaffe and Gelfen-
buam (2007). These models all rely on numerous assumptions,
and amongst the most common are that sediments travel in sus-
pension, and are not re-suspended during draw down. For a
more complete overview of the inverse models see Sugawara
et al. (2014a).
With the use of Computational Fluid Dynamics (CFD) the
present work aims at both qualitatively and quantitatively de-
scribing tsunami-induced boundary layers and shear stresses as
well as the implication for sediment transport. The knowledge
on boundary layers and shear stresses can be useful for imple-
mentation in ”simpler” potential flow models (i.e. NLSW type
or Boussinesq type), potentially improving their sediment trans-
port predictive capabilities. The results can likewise be useful
for the previously described inverse models, as it will shed light
on some of the used assumptions in these models.
The results presented in this work builds on the same simu-
lations presented in Larsen and Fuhrman (2018a) (hereafter re-
ferred to as Part 1). Here, the numerical model was described,
validated (for free surface elevations, run-up, wave breaking
and bed shear stresses) and used to describe in detail the run-up
process of full-scale tsunamis.
The remainder of the paper is organized as follows: In Sec-
tion 2 the model is briefly described and the set-up of the model
is provided. In Section 3 the model result are presented. Finally,
in Section 4 overall conclusions are drawn.
2. Model description and setup
For a complete description of the model used the reader is
referred to Part 1. For the sake of efficiency, only am ab-
breviated description is provided here. The CFD simulations
are performed in the two-phase volume of fluid method (VOF)
flow model waves2FOAM developed by Jacobsen et al. (2012).
Here the Reynolds-averaged Naviers Stokes (RANS) equations
are solved. To close the system the k-ω model of Larsen and
Fuhrman (2018b) is used, which is an extension of the Wilcox
(2006) model. For the turbulence quantities at the bottom the
generalized wall function approach, presented in Fuhrman et al.
(2014) is used. These wall functions have also been used by e.g.
Baykal et al. (2015), Larsen et al. (2016) and Bayraktar et al.
(2016).
The tsunami waves in this study, will be specified as initial
conditions and are the same as considered in Part 1. Specifi-
cally these will be represented by a general N-wave form (the
summation of a positive and negative single wave) inspired by
Madsen and Scha¨ffer (2010), but with x-variation now included.
The free-surface is given by
η(x, t) = A1sech
Ω1 (t − t1) − x − x0√
gh
2
−A2sech
Ω2 (t − t2) − x − x0√
gh
2
(1)
where A1 and A2 are the amplitudes of the two single waves, h
is the water depth and g is the gravitational acceleration. The
effective frequencies Ω1 and Ω2 defines the time span of the
two single waves according to Ωi = 2pi/Ti where Ti can be
interpreted as the effective period of the corresponding single
wave, defined as the time where the surface elevations drops
below 0.7% of the amplitude. In the above x0 defines the center
of the wave and t1 and t2 can be used to phase shift the two
single waves. This signal can be reduced to a single wave by
setting A2=0. The horizontal velocity is then given by linear
shallow water theory
u(x, t) =
√
g
h
η(x, t). (2)
The vertical velocity is derived from the local continuity equa-
tion, and the pressure is calculated as hydrostatic.
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Figure 1: Layout of the computational domain, with origo positioned at the original shoreline. This sketch is a repeat from Part 1.
In the simulations we consider the simple canonical case of
2D tsunami waves propagating over an initial constant depth,
before running up a constant slope. The waves will be initial-
ized on a flat bed, which is one wave length long, such that the
flat part of the domain houses the entire wave. The waves will
then propagate and deform before reaching a constant slope re-
gion, where the slope will be systematically varied. A general
setup of the computational domain can be seen in Figure 1.
Table 1 gives a summary of the cases considered to be in
detail in this study, corresponding to a sub-set of those in Part
1. In the first two rows of the table A2=0 and therefore these
waves are single waves, with only a positive displacement. The
third row contains an N-wave with a leading depression. The
periods and phase shifts of the N-wave are chosen to yield the
same wave length and crest-to-trough wave height as the single
wave cases. In Part 1 a total of 14 cases were presented, but here
we only go into great detail with three of these. These three
are specifically chosen to represent different run-up scenarios
as detailed in Part 1. For all cases the domain is discretized into
cells ∆y = 0.25 m and ∆x = 0.5 m and from 5 m above the bed
and down the grid is gradually refined in the vertical with near
bed cells having ∆y = 0.0014 m. The grain size of the bed is
taken as d = 0.4 mm (medium sand) such that the roughness
for the present cases is given by ks = 2.5d = 0.001 m.
3. Model results
In this section the modelled results will be presented. The
first part of this section will focus on the spatial distribution
of the Shields parameters and Rouse numbers during run-up
and draw-down of the three characteristic tsunami events. The
next part will focus on the tsunami induced boundary layers, de-
scribing both the development in boundary layer thickness and
the shape of the velocity profiles. Finally, based on the results
from the detailed boundary layer analysis a new engineering
approach for estimating the friction velocity will be developed.
In this section some mentioning of the run-up characteristics
of the tsunami will be made, but for a full discussion on this,
please see Part 1.
3.1. Shields parameters and Rouse numbers
In the present study, sediment transport was not directly
solved for. However, some conclusions regarding sediment
transport can be made by looking at the Shields parameter and
the Rouse number. The Shields parameter is a non-dimensional
number proportional to the ratio between driving and stabilizing
forces on a sediment grain and is defined as
θ =
U f |U f |
g(s − 1)d (3)
where s = 2.65 is the relative sediment density. The Rouse
number can be interpreted as the ratio between settling velocity
and near-bed turbulent fluctuations, and is defined as
Z =
ws
κU f
(4)
where ws = 0.0527 m/s is the Stokes fall velocity (Fredsøe and
Deigaard, 1992). According to Fredsøe and Deigaard (1992)
Z < 2 is typically necessary for sediment to go into suspen-
sion, and sediment will be distributed more uniformly across
the boundary layer as Z is lowered
It is important to stress that the result for θ and Z, presented
here, are based on the single used grain size. Other grain sizes
would naturally result in different values for θ and Z and as a
result conclusions regarding sediment transport must be inter-
preted in this context.
As a first case we will consider case S200 (a single wave
running up a slope of S=1/200). This wave runs up as a break-
ing bore, and for more details regarding the characteristics of
3
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Name S A1[m] A2[m] T1[s] T2[s] t1[s] t2 [s] x0 [m]
S030 1/30 5 0 780 0 0 0 -4990.5
S200 1/200 5 0 780 0 0 0 -7370.5
N100 1/100 2.52 2.52 520 520 130 -130 -5970.5
Table 1: Names, slopes and initial wave parameters of the simulated cases
Figure 2: Surface elevations, velocities, Shields parameters (θ) and Rouse numbers (Z) of case S200 at different times.
tsunamis running up as breaking bores please see Part 1. Figure
2 shows surface elevations, velocities, Shields parameters and
Rouse numbers from case S200 at three different instants. The
times correspond to the tsunami shoaling (Figure 2a,b), inun-
dating (Figure 2c,d) and drawing down (Figure 2e,f). During
shoaling it can be seen that the steep tsunami wave front has
split, and that a short wave is riding on the front (Figure 2a).
The short wave was not able to maintain it’s shape, however,
and it broke before reaching the shore (this was shown in Part
1 to be typical of tsunamis running up as breaking bores). The
very steep tsunami wave front in Figure 2a can be seen to give a
very sudden increase in the velocity. This increase in velocity,
of course, causes θ to increase and Z to decrease, as shown in
Figure 2b. Behind the wave front θ decreases. This is due to the
decreasing velocity, but also, as will be shown in the coming
subsections, due to the boundary layer increasing behind the
tsunami front. This reduces the velocity gradients and in turn
the bed shear stresses. During shoaling θ is already high and
Z < 2 for most of the wave front meaning that sediment can be
expected to be transported largely in suspension. It is important
to stress that the boundary layer may or may not span the entire
water depth, as will be discussed in the following section. Thus
even in cases with very low Z, the suspended sediment may not
necessarily span across the entire depth. It should be noted that
the tsunami is much longer (approximately 9 km) than shown in
Figure 2a, and further behind the tsunami front Z > 2 meaning
that bed load transport would likely start to dominate.
While inundating the velocities increase further as seen in
Figure 2c. This results in significantly higher θ with a maxi-
mum value close to 60 as seen in Figure 2d. Here it is also
evident that the tsunami front is breaking, as large fluctuations
in θ can be seen. Z on the other hand drops down to approx-
imately 0.25, which indicate that the suspended sediment will
be present to a large degree throughout the boundary layer. Be-
hind the breaking tsunami front Z is increasing meaning that
suspended sediment will likely be more and more confined to
the lower part of the tsunami-induced boundary layer.
During draw-down (Figure 2e,f) it can be seen that the ve-
locities and resulting θ values are somewhat lower than those
near the breaking tsunami front. It can however be seen that
high-magnitude θ values are present over a much longer span
(>2 km). This can be explained by the water depth being much
lower compared to the height of the tsunami front, and as a re-
sult velocity gradients and shear stresses become larger. This
likewise results in a much broader region with low Z, mean-
ing that the sediment transport during the draw-down would
likewise also seemingly be characterized to a high degree by
suspended sediment load.
The θ values and Z values will also naturally depend on
how the tsunami runs-up. To demonstrate other characteristic
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Figure 3: Surface elevations, velocities, Shields parameters (θ) and Rouse numbers (Z) of case S030 at different times.
scenarios, we will now show results for two additional cases,
namely case S030 and case N100 (Table 1). These were chosen
to also demonstrate the results in cases where the tsunami is not
breaking (case S030, categorised as being ”tide-like”, see Part
1) or have a leading depression (case N100) which runs up as a
breaking bore similar to case S200.
Figure 3 shows surface elevations, velocities, Shields param-
eters and Rouse numbers at three different instants for case
S030, which is a single wave running up a slope of S = 1/30.
The times were again selected to show the tsunami shoaling
(Figure 3a,b), inundating (Figure 3c,d) and drawing down (Fig-
ure 3e,f). While shoaling the tsunami wave front is not very
steep, as seen in Figure 3a. This results in lower velocities and
as result also lower θ values, compared to case S200 (Figure
2a,b). As a result Z > 1 is generally the case while shoaling.
As Z < 2, this still means that sediment will likely travel in
suspension, but due to the larger values relative to those from
case S200 (Figure 2b) the sediment would not be expected to be
as uniformly distributed across the boundary layer, and would
likely be more confined to the bottom part of the boundary
layer. During inundation (Figure 2c,d) it can be seen that the
tsunami wave front has accelerated significantly and the veloc-
ities and resulting θ values are of the same size as in case S200
during inundation (Figure 2c,d), as are the Z values, which re-
main below two all the way to the toe of the slope. Similar to
case S200, it can be seen that during draw-down (Figure 3e,f),
θ does not reach such large extreme values as near the front of
the tsunami. Values exceeding unity are still observed all the
way to the toe of the slope, again indicating significant sedi-
ment transport also during draw-down.
Finally, in Figure 4 the surface elevations, velocities, Shields
parameters and Rouse numbers are shown for case N100. This
case is running up a slope of S = 1/100 and has a leading de-
pression, as can be seen in the shoaling position in Figure 4a.
Here a region with lower surface elevations and negative ve-
locities are clearly visible in front of the tsunami wave front.
Similar to case S200, the front of the tsunami has split, and a
few shorter waves can be seen riding on the main tsunami wave.
Also similar to case S200, these shorter waves cannot sustain
their shape during shoaling, and break some distance from the
shore. The resulting Shields parameter near the crest of the
tsunami is high, but not has high as case S200, where a signif-
icantly larger wave front was present. It can also be seen that
the leading depression, causing the shoreline to retreat, has the
potential to move significant amounts of sediment as the value
of θ is generally larger than one. In this scenario it seems likely
that the tsunami would form some sort of bar offshore, around
the location where θ changes sign (Figure 4a, x ≈ −1000 m),
as this would seemingly correspond to a region of rapid deposi-
tion. This was also observed in the numerical study by Li et al.
(2012a) in the case of a leading depression tsunami. During
inundation (Figure 4c,d) and draw-down (Figure 4e,f) the im-
age is very similar to the two previous cases. Here, the front
of the inundating tsunami has very high Shields parameters and
low Rouse numbers, indicating significant sediment transport
as well as significant amount of sediment transported in sus-
pension. During draw-down the Shields parameters are again
generally high, the Rouse numbers generally low, again indi-
cating, likely, significant suspended sediment transport during
draw-down.
To summarize: Tsunamis of the size considered in the
present work, have the potential to move a considerable amount
of sediment. The largest magnitude Shields parameters are seen
at the tsunami front while inundating, indicating highest sedi-
5
142
Figure 4: Surface elevations, velocities, Shields parameters (θ) and Rouse numbers (Z) of case N100 at different times.
ment transport rates here. Generally the Rouse numbers in the
considered cases were so low that the sediment transport would
be expected to be dominated by suspension. At the front of
the inundating tsunami the Rouse numbers were even lower,
such that suspended sediment could be expected to be present
throughout the boundary layer and potentially mixed further via
any breaking waves.
The results presented here can help assess the assumption
used by inverse paleo tsunami models. In the models by Moore
et al. (2007), Soulsby et al. (2007) and Jaffe and Gelfenbuam
(2007) it was assumed that sediment was transported only dur-
ing run-up, and not re-suspended during draw down. As just
shown, during the draw-down phase, suspended sediment trans-
port can be expected to be present to a large degree. It should
however be said that the present tsunami cases can all be con-
sidered to be rather large tsunamis, and smaller tsunamis would
naturally have less sediment transport potential. The Shields
parameters during draw-down are generally slightly lower than
those present near the tsunami wave front. If the sediment was
comprised of widely varying grain sizes, this would mean that
the largest grains, which could be carried by the tsunami wave
front will not necessarily move during draw-down, and the as-
sumption that sediment will not be re-suspended during draw-
down would probably be more reasonable for the largest grains
in a sample. This scenario, however, would mean the grains will
not fine inland (sediment deposits having smaller grain sizes
inland), as assumed by many inverse models, as the finer sed-
iments will be re-suspended and be drawn seaward, while the
coarser sediments would remain. This is similar, in fact, to the
experimental finding by Yoshii et al. (2017).
3.2. Boundary layers
In this section we will focus on the the tsunami induced-
boundary layers from the CFD simulations. For brevity, we will
not go detail in all three cases. Rather, we will discuss in detail
the tsunami-induced boundary layer of case S200 which is suf-
ficiently typical. Figure 5 shows the free-stream velocity signal
(Figure 5e) as well as the velocity profiles (Figure 5a-d) at dif-
ferent times for case S200 at the toe of the slope (x = −2800 m).
Included in the figure as asterisks are also the modelled bound-
ary layer thickness δ, which has been estimated as the lowest
vertical position where
y − y0
|u|
∂|u|
∂y
< 0.03. (5)
Here y0 is the bed elevation. If the above is not fulfilled at
any position the boundary layer thickness is taken as the wa-
ter depth. This is somewhat different from the standard way of
estimating boundary layer thickness, which is sometimes taken
as the vertical position where u < 0.99u0, u0 being free stream
velocity. From the modelled results, however, it was difficult
to estimate u0, as the crest of the steep waves sometimes had
higher velocities than the near bed flow. Overcoming this diffi-
culty therefore led to the above formulation, and as can be seen
from Figure 5 the modelled boundary layer thicknesses corre-
sponds well with visual expectations. For the remainder of this
study u0 is defined as the velocity at y = y0 + δ.
Williams and Fuhrman (2016) proposed that the boundary
layer thickness beneath the peak flow in a tsunami could be
predicted by
δ
a
= 0.05
(
a
ks
)−0.11
or δ = 0.05a0.89k0.11s (6)
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Figure 5: (a)-(d) Modelled velocity profiles (-), modelled boundary layer thick-
ness (*), predicted from (7) boundary layer thickness (- -) and (e) free-stream
velocity signal for case S200 at the toe of the slope (x = −2800 m). (:) marks
the separation between the phases shown in (a)-(d)
where a = Um/Ω is the amplitude of the orbital motion and
Um is the maximum free-stream velocity. As we would like to
predict the time varying boundary layer thickness, we propose
to extend this formula such that
δ(t) = min
(
0.05a(t)0.89k0.11s , h
)
(7)
The first argument is similar to (6) except that the second argu-
ment ensures that the predicted boundary layer thickness will
not exceed the water depth. a = Um/Ω has been replaced with
a(t) =
∫ t
t0
|u0(t)|dt (8)
which is a measure of the distance travelled by a near bed par-
ticle following flow reversal. This definition of a(t) will for
the standard sinusoidal wave case give the same boundary layer
thickness at the peak velocity as the formulation by Williams
and Fuhrman (2016). t0 is the time of the previous zero crossing
of the free stream velocity. The predicted value for the bound-
ary layer thickness using (7) is included in the figure as a dashed
line.
The first acceleration phase is shown in Figure 5a, the subse-
quent deceleration phase in Figure 5b, the second acceleration
phase, which is the tsunami drawing down in Figure 5c, and
finally the second deceleration phase in Figure 5d.
During the first acceleration phase (Figure 5a) and the first
deceleration phase (Figure 5b) it can be seen that the bound-
ary layer continually grows. It starts as only a small fraction
of the water depth, but grows nearly to the free surface by the
end of the first deceleration phase. This supports the results
by Williams and Fuhrman (2016) which highlighted that the
tsunami-induced boundary layers may be both wave-like and
current-like. During the draw-down (Figure 5c-d) it can be
seen that the boundary layer grows both during the acceleration
and deceleration phases. It can also be seen that the predicted
boundary layer thickness from (7) agrees well during the ac-
celeration phase, but slightly under-predicts the boundary layer
thickness during the deceleration phase.
When the tsunami shoals, the wave front steepens and veloc-
ities increase, as seen in Figure 2a. Figure 6 shows the velocity
profiles (Figure 6a-d) and free-stream velocity (Figure 6e) of
the now shoaled wave at x = −1200 m corresponding to a wa-
ter depth of h = 6 m. Included in the figure is also the modelled
and predicted boundary layer thickness, similar to before. Dur-
ing the first acceleration phase (Figure 6a) it can be seen that
the initial acceleration is is not that large but from t = 336 s
to t = 348 s the wave accelerates from approximately 2 m/s
to approximately 6 m/s. This corresponds to the arrival of the
very steep wave front. Due to the very large acceleration, the
boundary layer barely has time to grow, and at the peak ve-
locity the boundary layer thickness is only around 1 m high.
This development is well predicted by equation (7), shown as
the dashed line. During the subsequent deceleration (Figure
6b) the boundary layer grows all the way to the free surface,
which is also captured by (7). During the draw-down (Figure
6c) a new boundary layer forms. Here the water depth is al-
most constant, and the boundary layer eventually stretches all
the way to the free-surface. In the deceleration phase of the
draw-down (Figure 6d), the boundary layer remains depth lim-
ited. Again an excellent agreement between the modelled and
predicted boundary layer thickness is achieved.
When the tsunami hits the coast it becomes even steeper than
at the shoaling position, and the front of the tsunami is breaking
as seen in Figure 2b. Figure 7 shows the velocity profiles (Fig-
ure 7a-d) and free-stream velocity (Figure 7e) at the original
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Figure 6: (a)-(d) Modelled velocity profiles(-), modelled boundary layer thick-
ness (*), predicted from (7) boundary layer thickness (- -) and (e) free-stream
velocity signal for case S200 in a shoaling position at x = −1200 m. (:) marks
the separation between the phases shown in (a)-(d)
shoreline (x = 0 m). Included in the figure is also the modelled
and predicted boundary layer thickness, similar to before. As a
result of the increase steepness the initial acceleration phase is
only approximately 1% of the period where it accelerates from
zero to 12 m/s in just 8 s, as seen in Figure 7a. In this case the
wave is running up like a breaking bore, and the boundary lay-
ers are at all times limited by the water depth. This behaviour is
not perfectly captured by (7), but as can be seen during the sub-
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Figure 7: (a)-(d) Modelled velocity profiles (-), modelled boundary layer thick-
ness (*), predicted from (7) boundary layer thickness (- -) and(e) free-stream
velocity signal for case S200 at the shore (x = 0 m). (:) marks the separation
between the phases shown in (a)-(d)
sequent longer deceleration phase (Figure 7b) (7), due to the
high velocities, quickly predicts that the boundary layer will
extend all the way to the free-surface, similar to the modelled
results. Similar to the shoaling position, Figure 7c shows that a
new boundary layer is forming during the acceleration phase of
the draw-down, and this boundary layer eventually reaches the
free-surface. During the final deceleration stage (Figure 7d),
the boundary layer remains limited by the water depth, which
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slowly declines towards zero.
In some studies logarithmic velocity profiles have been as-
sumed, see e.g. Kuriyama et al. (2014) and Sugawara et al.
(2014b). This assumption was partially backed up by Lacy
et al. (2012), who showed a clear logarithmic profile beneath
the 2010 Chilean tsunami, though this logarithmic profile did
not span the entire water depth. To demonstrate the appear-
ance of the tsunami induced boundary layers, Figure 8 shows
the velocity profiles of the first acceleration and deceleration
phase from case S200 at both the toe of the slope at x = −2800
m (Figure 8a,b) and in the shoaling position at x = −1200 m
(Figure 8c,d) now using a logarithmic vertical scale. Figure 8
clearly illustrates that the tsunami-induced boundary layers are
indeed logarithmic, as nearly perfect straight lines near the bed
are shown. The results, however, also indicate that the veloc-
ity profiles do not follow a logarithmic profile all the way to
the free-surface, but rather a limited part of the water depth. It
can likewise be seen that (7) depicted as a dashed line, gives a
reasonable approximation for the region where the velocity pro-
files are logarithmic. This is typical for all the cases simulated.
This indicates that assumed logarithmic velocity profiles could
work reasonable for sediment transport purposes provided that
the limited thickness of the boundary layer is taken into ac-
count.
3.3. Predicting the friction velocity
With the good agreement between the modelled and pre-
dicted time varying boundary layer thickness, it seem obvious
to extend this approach to likewise predict the bed shear stress
(or friction velocity), which is often regarded as the primary
factor governing sediment transport. Williams and Fuhrman
(2016) showed that standard wave friction factor expressions
also applied reasonably to the tsunami-scale waves at peak flow.
We therefore suggest the following simple engineering model to
predict the friction velocity beneath tsunami waves:
U f =
√
f (t)
2
u0(t) (9)
where f (t) is a time varying friction factor. For rough flows,
the constant friction factor is traditionally given as a function
of a/ks. There exists many formula for the friction factor as a
function of a/ks, see e.g. Fredsøe and Deigaard (1992), Nielsen
(1992) or Fuhrman et al. (2013). In what follows, we will utilize
the expression from Fuhrman et al. (2013), but again substitut-
ing a with a(t) from (8), leading to the following time-varying
wave friction factor:
fw(t) = exp
5.5 (a(t)ks
)−0.16
− 6.7
 (10)
From this equation it can be seen that large orbital free stream
motion will lead to smaller friction factors. The reason for this
is that the boundary layer will have longer time to grow, and
thus the velocity gradients become smaller. In addition to this,
it is important to recognize (as just shown) that the tsunami
boundary layer may extend all the way to the free surface, and
at this stage it would be more current-like. Therefore, to also
account for this possibility we define f (t) generally as
f (t) = max( fw(t), fc) (11)
where fc is the current friction factor given by the Colebrook-
White formula
fc =
2
(C − 2.5 log(kN/h))2 (12)
with C = 8.5. The change from the traditional coefficient
C = 6.5 from Colebrook and White to C = 8.5 is because
the present formulation is based on the free-stream velocity
(u0 = u(y = δ) rather than the depth averaged velocity. The
above formulation ensures a continuous transition to a current
based friction factor in positions where the boundary layer ex-
tends all the way to the free-surface. The model described
above may also be utilized in conjunction with depth-averaged
velocities e.g from NLSW models, by setting C = 6.5. Ad-
ditionally, for comparison, we will also estimate the friction
velocity by what we will deem a standard approach for NLSW
models. In the literature different approaches have been used.
Kuriyama et al. (2014) and Cheng and Weiss (2013) e.g. used
an assumed logarithmic profile and Yamashita et al. (2016) as
well as Li et al. (2012b) used a Manning approach. Here we
will compare with the Manning approach, where the friction
velocity for the present cases can be alternatively calculated as
U f = 〈U〉nh−1/6 √g (13)
where
〈U〉 = 1
h
∫ η
yb
udy (14)
is the depth averaged velocity and n is the Manning coefficient,
which can be calculated by
n =
k1/6s
8.1
√
g
= 0.0085
s
m1/3
(15)
In what follows we will now compare the predicted values
using both the new engineering approach and the Manning ap-
proach for cases N100 and S030. We will likewise compare
the modelled and predicted boundary layer thickness for these
two cases, to illustrate the performance of (7) for two additional
cases.
Figure 9 shows free-stream velocities (Figure 9a-c), surface
elevations, modelled- and predicted boundary layer thickness
(Figure 9d-f) and modelled friction velocities as well as pre-
dicted friction velocities using both the present engineering ap-
proach and the Manning approach (Figure 9g-i) for case N100
at the toe of the slope (x = −1400 m), in a shoaling position
(x = −900 m,) and at the shore (x = 0 m). For the Manning ap-
proach we have used the calculated free-stream velocity rather
than the depth averaged velocity. The difference between the
depth-averaged and free-stream velocity is small, although us-
ing the depth-averaged velocity resulted in slightly lower fric-
tion velocity predictions than are presented here.
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Figure 8: Modelled velocity profiles (-) and predicted boundary layer thickness (- -) for case S200 at (a),(b) x = -2800 m and (c),(d) x = - 1200 m.
Figure 9g-i shows the friction velocity being lowest at the
toe of slope and highest at the shore. This is both due to an
increased velocity as the wave shoals (see the increasing free
stream velocity in 9a-c), but also an increased asymmetry re-
sulting in smaller boundary layer thickness and higher velocity
gradients. The predicted friction velocity using both the Man-
ning approach (13) as well as the engineering model (9) follow
the shape of the modelled friction velocity. There is, however,
a tendency to under-predict the magnitude of the friction veloc-
ity using the Manning approach at the toe of the slope and in
the shoaling position. This can be explained by the Manning
approach not capturing the effect of the time varying bound-
ary layer thickness, which at these position only spans a small
fraction of the water depth, when the front of the tsunami ar-
rives (Figure 9g-h). This physical feature, by design, seems to
be well captured by the present approach. It can also be seen
that (7), in general, does a consistently good job at predicting
the time varying boundary layer thickness of case N100. The
largest discrepancies are found at the shoaling position during
the second and third deceleration phases (Figure 9e, t = 430 –
670 s and t = 900 – 950 s).
Figure 10 shows free-stream velocities (Figure 10a-c), sur-
face elevations as well as modelled- and predicted boundary
layer thickness (Figure 10d-f) and modelled friction velocities
as well as predicted friction velocities using both the present
engineering approach and the Manning approach (Figure 10g-
i) for case S030 at the toe of the slope (x = −420 m), in a
shoaling position (x = −180 m,) and at the shore (x = 0 m).
Similar to before both the present engineering model and the
Manning approach follows the shape of the modelled friction
velocity (Figure 10g-i), but again there is a tendency to under-
predict the magnitude of the friction velocity using the Manning
approach at the toe of the slope and in the shoaling position
(Figure 10g,h). The proposed engineering model again cap-
tures this effect. It is also worth noting, that in this case, where
the wave is not breaking, the boundary layer only stretches the
entire depth in the deceleration phase of the draw-down in the
shoaling position (Figure 10e, t = 550 – 800 s) as well as the
deceleration phase of the draw-down at the shore (Figure 10f, t
= 430 – 600 s). This indicates that the tsunami induced bound-
ary layer is very dependent on the run-up type. Finally, it can
be seen that the match between the modelled boundary layer
thickness and that predicted by (7) is again reasonable.
To demonstrate further the performance of the proposed en-
gineering model and the difference between this and the stan-
dard Manning approach, Figure 11 shows the computed and
predicted friction velocity at both the toe of the slope, at a shoal-
ing position and at the shore, for 13 of the 14 cases simulated in
Part 1, taken at a 2 seconds interval (The only case not included
is case S030L, which ran up as a undular bore. In this case the
estimations for u0, based on the approach described in the previ-
ous section, were not very accurate). Here it can clearly be seen
that the proposed model improves the prediction of the friction
velocity significantly at the toe of the slope (Figure 11a,b) and
in the shoaling position (Figure 11c,d), but remains very sim-
ilar to the prediction using the Manning approach at the shore
(Figure 11e,f). The greatest improvement is seen at the higher
friction velocities, which corresponds to the arrival of the steep
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Figure 9: Time series of free-stream velocities (a)-(c), surface elevation and boundary layer thickness (d)-(f) and friction velocities (g)-(i) for case N100 at the toe
of the slope (x = −1400 m), at one shoaling position (x = −900 m) and at the shore (x = 0 m).
wave front where the tsunami-induced boundary layer has not
had time to grow much. At the shore, where wave breaking oc-
curs in many of the cases, the scatter is naturally larger for both
methods.
4. Conclusions
In this work results from numerical simulations of full scale
tsunamis running up different constantly sloped regions are pre-
sented, with a special focus on tsunami-induced boundary lay-
ers, bed shear stress and implications for sediment transport.
The results presented here is connected to Part 1, where the run-
up process of the same full scale simulations were discussed.
Spatial distributions of Shields parameters and Rouse num-
bers have revealed that, for the cases considered, significant
sediment transport could be expected to occur, and that this sed-
iment transport would in general be dominated by suspended
sediment transport, provided that the sediment corresponds to
medium sand. Large Rouse numbers beneath the inundating
tsunami front have indicated that the sediment in suspension
would probably span the entirety of the boundary layer. Fur-
thermore, behind the tsunami front the lower Rouse numbers
indicate that suspended sediment transport would still be domi-
nant, but that it would likely be confined to the lower part of the
boundary layer. During the draw-down both Shields parameters
and Rouse numbers likewise indicate that substantial suspended
sediment transport could be expected. This thus questions one
of the main assumptions of many inverse paleo tsunami re-
search models, namely that sediment will not get re-suspended
during draw-down.
Subsequently the detailed physics of the tsunami-induced
boundary layers have been discussed. The boundary layers be-
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neath the tsunamis have been shown to grow in time beneath the
tsunami, reaching a maximum height just before flow reversal.
After flow reversal a new boundary layer forms and grows. The
observed boundary layer thicknesses have ranged from span-
ning a small proportion of the water depth to spanning the en-
tire depth. Especially in the non-breaking case considered, the
boundary layer rarely stretched the entire depth. In the cases
running up as breaking bores, the boundary layers stretched the
entire water depth during run up, but during draw-down a new
boundary layer formed which was not depth limited.
It was shown that the temporal variation of the boundary
layer thickness can be reasonably predicted using standard em-
pirical engineering formulas, but replacing the orbital ampli-
tude with the total distance travelled by a free-stream particle
following each flow reversal. The velocity profiles beneath the
tsunami were shown to yield a good match with a logarithmic
profile up to the predicted boundary layer thickness.
Finally, it has been shown that the time varying friction
velocity could be similarly well predicted by an engineering
model building on a time varying friction factor, while also tak-
ing into account the time varying boundary layer thickness de-
scribed above. This approach was shown to give better esti-
mates for the friction velocity beneath the steep tsunami wave
front than a standard Manning approach. Both the engineering
model for the time varying boundary layer thickness and the
friction velocity can easily be implemented in any NLSW or
Boussinesq model, improving, potentially, their ability to pre-
dict sediment transport beneath tsunamis. This can prove valu-
able in accessing the impact of a tsunami of different coasts.
The general way in which these formula are derived and im-
plemented,suggests that they may well be also applicable for
shorter waves, though this is left as a topic for future research.
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Chapter 8
Conclusions
Through numerical modelling and an experimental campaign detailed knowledge on
tsunami-seabed interactions has been obtained. One of the main goals of this thesis
was to use CFD to generate insight, that was otherwise difficult to achieve, either
due to experimental constraints or model limitations. This has been achieved in the
present thesis, though as also described in Chapters 2 and 6 the simulations still take
substantial amount of time. In the simulations of tsunami-induced scour (Chapter
2), it was even necessary to perform these at a model scale rather than full-scale.
Despite this the simulations still took approximately four months to complete. From
this, it is clear, that using CFD to study tsunami processes require a lot of patience.
The aim of using CFD to study tsunamis, should therefore not be to get fast and
accurate solutions. This is, with the current available computational power, not
possible. The advantage of using CFD, as already mentioned, is that it can be used
to generate knowledge, that otherwise would be very difficult to gain.
In what follows I will now conclude on each of the four specific research questions:
RQ 1) How can tsunami-induced scour around offshore monopile foundations
be studied, characterized and predicted?
This research question was answered through Chapters 2 and 3. In these chapters
the scour process was studied by representing the tsunami by a time varying current.
This enabled the use of a rigid lid in the numerical simulations in Chapter 2, and a
pump to drive the flow in Chapter 3. This is a novel approach for studying tsunami-
induced scour, and could potentially be used for other offshore problems, provided
that the depth based Froude number is low enough, such that the effects associated
with the free-surface become negligible.
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The simulations and experiments in Chapter 2 and 3 were done at a model scale.
The difficulties of conducting properly scaled experiments have been mentioned
many times in the present thesis. This is an important discussion, and I believe
one of the reasons that solitary waves have been used to such a large degree in
the past is that scaling considerations were not done. One cannot, however, obtain
full similarity. Therefore, similarity should be achieved differently depending on
the physical processes being studied. In Chapter 2, a methodology was developed
for establishing similarity between model and full-tsunami scales in relation to the
tsunami-induced scour process. This methodology is based on a diameter-based
Froude number, coupled with the dimensionless ratio of the expected boundary
layer thickness to monopile diameter. This ensures similarity between the adverse
pressure gradient, induced by the presence of the structure, as well as similarity in
the relative size of the horseshoe vortex, which largely governs the scour process.
The tsunami-induced scouring, both for tsunamis represented by sinusoidal (Chapter
2) and single (Chapter 3) waves, were shown to occur in a stepwise cumulative
fashion with increasing number of tsunami waves. Some backfilling was experienced
in the experiments when the Shields parameter was just above the critical and here
sand was transported back into the scour hole. Some backfilling also occurred upon
flow reversal in one of the sinusoidal cases in Chapter 2, where the period to time
scale ratio was large. In general, however, due to the relatively long times involved,
the process occurring during two half cycles of the sinusoidal tsunami seemed to be
largely independent of one another.
The bed profiles presented in Chapter 2, were reasonable symmetric beyond the
first period and the asymmetry observed at any particular time was primarily due
to the directionality of the flow. In the case where the period-to-time scale ratio
was large, the simulated bed profiles resembled that of steady currents. The bed
profiles in Chapter 3 likewise resembled scour profiles of a steady currents, as could
be expected, since the flow was uni-directional.
Tsunamis may both current-like and wave-like. The tsunami-induced scour process
resembles that under steady currents, and the scouring can mainly be attributed
to the horseshoe vortex similar to steady current scour. This was demonstrated in
Chapter 2, where a clear horseshoe vortex was shown in front of the monopile. The
scour process will, however, be limited by the finite wave boundary layer thickness
rather than the water depth.
Based on the simulations in Chapter 2, it was argued that the scour depths tended
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towards an equilibrium value with increasing number tsunami waves. It was sug-
gested that this equilibrium value could reasonably be predicted using empirical
expressions for steady current monopile scour, but invoking the predicted tsunami-
induced boundary layer thickness. This finding was further supported by the ex-
perimental results in Chapter 3, where it was possible to continue the experiments
until equilibrium scour depths were reached. This recognition was an important first
step towards being able to predict the time varying tsunami-induced scour depth.
Furthermore, the high number of periods needed to reach equilibrium, indicates that
equilibrium may or may not be reached during a tsunami event.
With the insights just presented, a simple methodology for predicting tsunami-
induced scour around monopiles in practice, was developed in Chaper 2. This
methodology takes into account the time variation of the scour process as well
as finite boundary layer thickness effects. The practical method makes modified
use of existing experimentally-based expressions for predicting steady current scour
and time scales, and is hence fully-consistent with these at this (infinite period)
limit. This practical model was shown to give accurate predictions of the considered
tsunami-induced scour cases in Chapter 2.
In Chapter 3, the practical model was slightly modified. Here the parameter ψ, was
now calculated analytically, rather than using the fixed value, suggested in Chapter
2. The modified model was shown to be able to predict the tsunami-induced scour
depths now also in cases where the tsunami was represented by a single wave.
RQ 2) How can current VOF and RANS models be used and modified to enable
accurate simulations of the run-up of a tsunami event?
This research question was answered through Chapters 4 and 5. The chapters them-
selves, are not directly related to tsunamis, but rather, in general, to the accurate
simulation of waves using VOF and RANS models. A good performances of the
VOF and RANS models used are, however, necessary for accurately simulating the
run-up of tsunamis.
In Chapter 4, the performance of interFoam, on the simulation of progressive regular
gravity waves, was systematically documented. It was shown that taking interFoam
”out of the box” (i.e. using basic settings) yielded quite poor results. The wave
heights were shown to increase, wiggles appeared at the interface, spurious velocities
were present in the air and velocities near the crest were severely overestimated,
following a propagation of only a few wave lengths. These undesirable effects would
also be present in simulations of tsunami waves, and hence the research into limiting
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these.
It was shown that the four problems could be reduced substantially by lowering the
time step and increasing the spatial resolution. This can be considered comforting
result (for the solver), as it demonstrates that interFoam converges towards the
stream function solution. A very small Courant number was needed, however, to
get a good solution when propagating a wave even a short distance. Such a low
Courant number is not normally used when simulating free-surface waves using
interFoam, and this indicates that previous studies might have not converged.
The effect of the discretization schemes and iterative solution procedures was docu-
mented, by changing them one at a time. It was shown that, especially the convec-
tive schemes, had a huge impact on the solution, and the choice convection scheme
alone could determine whether the wave height decayed or increased while propagat-
ing. This effect was largely determined by the numerical diffusivity of the applied
scheme. By combining more or less diffusive schemes (not only convective, but also
e.g. temporal) it was shown that a diffusive balance could be reached, where it was
possible to propagate the wave a full 100 wave lengths while reasonably maintaining
its shape. One of these balanced settings also showed a significant improvement in
the velocity profile beneath the crest. Furthermore, it was demonstrated that the
spurious air velocities only affected the interface cells, as cases with very high air
velocities did show significant different results for the velocity profiles.
Using the basic settings, the new open source solver interFlow, was (similar to
interFoam) shown to be able to propagate the wave for 100 wave lengths. In con-
trast to interFoam the wave heights, with the basic settings, slightly decreased
rather than increase. Both the spurious velocities and the severely overestimated
crest velocities were present using the interFlow solver. The interface wiggles were
however not present, as interFlow advects the surface in a geometric manner, rather
than solving the advection-diffusion equation of the volume fractions, as also dis-
cussed in Roenby et al. (2017). interFlow was able to obtain a similar diffusive
balance, and succeeded in accurately propagating the wave for 100 wave lengths,
while maintaining a reasonably good match with the stream function solution, both
in terms of the surface elevations and velocities.
Despite being able to reach a diffusive balance, the most safe way of obtaining a
good solution, both using interFoam and interFlow, is using small Courant num-
ber. With interFoam, this can be coupled with a slightly more diffusive convection
scheme (e.g. SFCD) to limit the presence of the interface wiggles, as was also done
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in subsequent free-surface wave simulations in this thesis.
Although large improvements, relative to using the basic settings, were achieved, the
solvers interFoam and interFlow are not without problems. They are reasonably
good at reproducing accurate surface elevations over short propagations distances,
but the crest velocities are still severely overestimated, unless very small time steps
are used. This is an important recognition as it implies, that solely validating your
CFD model against surface elevations does not assure proper wave kinematics.
Solving the problems of interFoam and interFlow in a more fundamentally satis-
fying way, rather than reducing the time step or obtaining a diffusive balance, can
be considered an important task for future research.
The findings above can improve the basic VOF solver’s ability to accurately prop-
agate laminar waves, and was a necessary first step before the run-up process of
tsunamis could be accurately simulated. To study run-up of tsunami the effect
of turbulence also needed to be accurately represented, and this let to the work
presented Chapter 5.
In Chapter 5, a long-standing instability problem for RANS models, when applied to
free-surface waves, is treated. The problem was originally diagnosed by Mayer and
Madsen (2000), but this study has received very little attention the last 18 years.
The problem arises because potential flow waves will have a non-zero production
of turbulent kinetic energy, provided that the eddy viscosity is finite. This results
in an exponential growth of the turbulence and eddy viscosity. This can cause
waves to artificially decay or arrive at the surf-zone polluted, as demonstrated in
Chapter 5 and also experienced in many previous studies involving the simulation of
breaking waves using RANS models. The instability problem would also be present
for tsunami waves, and Chapter 5 can therefore be viewed as a necessary model
development, before accurate simulations of actual tsunamis could be made.
It is shown analytically, that standard two-equation turbulence closures are uncondi-
tional rather than conditional unstable, and the unstable growth rates are predicted.
These models can be formally stabilized through the slight modification of an al-
ready established stress-limiting feature. The new stabilized closure models are, by
design, as un-intrusive as possible. They default to standard models in uniform
boundary layer flows (where these models are calibrated) as well other sheared flow
regions. They also remain true to theoretically-based terms in the k-equation, are
fully consistent with the Boussinesq approximation, and do not require modification
of any standard closure coefficients.
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It is demonstrated, that only the stabilized closure can propagate a stream function
wave without an artificial decay in the wave heights. This was otherwise experienced
with the standard closures, due to the high amounts of eddy viscosity extracting
energy from the wave. The exponential growth of the eddy viscosity matched the
predicted growth rate well, underlining the validity of the analysis. The propagation
of a stream function wave can be considered a simple test case which all turbulence
closures should be able to pass before simulating more complex problems.
The stabilized closures were also applied to a more complex case, by simulating the
spilling breakers experiment of Ting and Kirby (1994). The results of otherwise
identical stabilized and non-stabilized closures were compared and only stabilized
models were able to predict low levels of turbulence pre-breaking, similar to the
experiments. The standard models, on the other hand, predicted turbulence levels
in the pre-breaking region of the same order of magnitude as in the surf zone.
This is not physical, but again a direct consequence of their instability, and implies
that standard model results, in such applications, may well be polluted before the
phenomenon of physical interest (i.e. the breaking process) has even begun. It is
demonstrated that such pollution results in an erroneous structure of the undertow
velocity profile, both pre-breaking and extending into the outer surf zone. Only the
stabilized closure is able to produce the correct evolution of the undertow structure
from outside to within the surf zone.
It is hoped that Chapters 4 and 5 will raise awareness and enable users to more
properly simulate a wide variety of free-surface wave problems using the open-source
CFD package OpenFOAM together with RANS turbulence closure models. These
problems involve wave-structure interactions, propagation to breaking and resulting
surf zone dynamics, as well as boundary layer and sediment transport processes that
occur beneath surface waves. These problems all fundamentally rely on an accurate
description of surface waves and their underlying velocity kinematics.
RQ 3) What characterizes the tsunami run-up processes, and what is the im-
portance of the ”shorter” waves, sometimes riding on the tsunami front, on
run-up height, inundation speed and local flow velocities?
This research question was answered through Chapter 6. Here, full-scale tsunami
simulations were performed, with the tsunamis propagating on an initial flat bed,
before running a constant slope region. The simulations used the idealized single
waves and leading depression N-waves as tsunami representations.
The run-up of tsunami waves is dependent on incoming wave characteristics, such as
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period, wave height and shape, but also on the bathymetry the tsunami encounters.
This inter-dependence was attempted to be captured analytically by Madsen and
Scha¨ffer (2010) who expressed run-up heights and inundation speeds as function of
the incoming wave amplitude and surf-similarity parameter. Based on these expres-
sions’ decent match with the more advanced CFD simulations, it can be concluded
they do a reasonably good job in predicting the run-up heights in cases where break-
ing is not predicted occur. When breaking is predicted to occur, the expression from
Hunt (1959) seem more appropriate. The expression from Hunt (1959) is also based
on the surf-similarity parameter, and this indicates that the surf-similarity param-
eter can be considered one of the main non-dimensional parameters when assessing
tsunami run-up. Furthermore, the general good match between the combined ex-
pressions of Madsen and Scha¨ffer (2010) and Hunt (1959) indicates that this can be
used as a quite reasonable first assessment of the run-up height.
Tsunamis can, however, not be considered as purely breaking or non-breaking. The
run-up process is more complex than that. From the highly resolved CFD simu-
lations, three previously defined, tsunami run-up categories were identified and a
fourth category was likewise identified.
The tsunami run-up can appear ”tide-like”. In this situation, no breaking is occur-
ring. The surface elevations of the tsunami are almost horizontal, and if standing
on the shore, the tsunami would be experienced as a continuous, but relentless, in-
flow of water with gradually increasing depth. The inundation speed in one of these
cases was shown to be very low, such that the tsunami could in fact be outrun. Such
a run-up appearance have been seen with many real geophysical tsunamis as also
highlighted in Chapter 6. The ”tide-like” scenario only occurs in situations where
the slope is steep, such that the slope will essentially be experienced as a vertical
wall. In these cases, the very long incoming tsunamis, were reflected even before the
crest of the tsunami arrived at the slope, essentially creating a transient standing
wave. This caused a phase difference between the maximum velocity and maximum
surface elevations. The analogy to a standing wave can be viewed as an alternative,
but more likely, explanation for the phase-shift described in the study by Lacy et al.
(2012). Furthermore, superposition between the incoming waves and the reflected
waves meant that the incoming waves at the toe of slope was different for different
slopes. This can pose a challenge if attempting to use measured surface elevations
signals in numerical models. The ”tide-like” scenario only appeared in situations
where the waves were not predicted to break by the Madsen and Scha¨ffer (2010)
analysis. It was therefore argued that the surf similarity parameter can be used to
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access whether a ”tide-like” scenario is possible. This however required that the
incoming wave was linear, and that the surf similarity parameter was much larger
than the value where breaking would be predicted to occur (from the Madsen and
Scha¨ffer (2010) analysis).
Tsunamis can also run-up as a breaking bore or ”wall of water”. In this situation,
the front of the tsunami is breaking, and the wave front is relatively steep. In the
cases running up as breaking bores or ”walls of water”, the depth at the shore was
seen to increase with several meters in a manner of a few seconds. At the same time
the inundation speed was substantially larger than in the ”tide like” scenario, which
means that tsunamis running up as breaking bores can generally not be outrun. The
breaking bores or ”walls of water”, can occur in situations where the slope is milder.
The milder slopes, result in the tsunami having longer time to steepen compared to
the ”tide-like” scenarios. In all cases considered, resulting in a breaking bore, the
steep tsunami wave front split into one or more shorter waves. These waves could
not sustain their shape during shoaling and broke far from the shore, turning the
wave front into a breaking bore.
In some cases with very mild slopes the tsunami front developed many shorter waves,
forming a more proper undular bore. These shorter waves propagated a significant
distance before breaking, but still broke at a distance to the shore, turning the
entire wave into a breaking bore. This led the definition of a new category namely
the ”undular bore turning into a breaking bore”. This category is different from
the previous category where the shorter waves broke almost immediately. In cases
belonging to this new category, the inundation speed was generally also so high that
the tsunamis could not be outrun.
By extending the flat part of the domain, such that the tsunami propagated further
before reaching the slope, it was shown, that a tsunami can also manifest itself at the
coast as an undular bore. This has been observed with many real tsunamis, and is
possibly one of the reasons why solitary waves have been used to such a great extend
in the past. This run-up type required the tsunami propagating a long distance in
shallow water, but at the same time a relatively steep slope, such that the shorter
waves riding at the tsunami front, did not break at a large distance to the shore.
By comparing two cases with the same slope and initial wave shape, propagating
different distances before reaching the slope, it was possible to access the importance
of the shorter waves riding at the tsunami wave front. It was shown that these waves
have little impact on the run-up height and inundation speed. Here, the much larger
main tsunami wave is much more important. It was, however, also shown, that the
159
CHAPTER 8. CONCLUSIONS
local flow velocities of each the shorter waves were significantly higher compared to
the case without an undular bore, and thus the shorter waves can be important for
impact forces on structures and sediment transport.
Leading depression waves have been seen in relation with many real geophysical
tsunamis. The simulated leading depression N-waves resulted in an initially retreat-
ing shoreline. As a result, the tsunami front of a leading depression N-wave will
necessarily re-wet the drawn down region prior to reaching the original shoreline.
This behaviour meant that, the previous observed ”wall of water”, was not observed
for the N-waves at the original shoreline, but rather further offshore. From the
simulated N-waves, it was also shown, that the undular bore, does not necessarily
appear at the tsunami crest, but rather where the local surface elevation steepness
is largest. In these cases, this happened between the trough and the crest.
It is hoped that this chapter will raise general awareness of how tsunamis run-up.
This can be important in assessing the potential impact of a tsunami in different
places, as it was shown that the combined expression of Madsen and Scha¨ffer (2010)
and Hunt (1959) gave reasoable run-up height approximations. Furthermore, the
very large differences in inundation speed between the ”tide-like” scenario and the
other run-up types indicate that steep slopes are less vulnerable and this can be
used in hazard assessments. The results can also be important for the design of
future research, as it highlights different realistic tsunami scenarios. Tsunamis are
definitely not solitary waves as often been used, and they are not necessarily breaking
bores (as often taken for granted as the default run-up type), though this is a
possible run-up type. In many cases the tsunami will not be breaking and instead
just reflected, something which is often overlooked in the literature.
RQ 4) What are the characteristics of tsunami-induced boundary layers, bed
shear stresses and resulting sediment transport beneath shoaling, inundating
and retreating tsunamis and how can the boundary layer thickness and bed
shear stress be predicted as well as included in potential flow models?
This research question is answered through Chapter 7, which builds on the same
simulations presented in Chapter 6.
Boundary layers beneath shoaling and inundating tsunamis, may be both current-
like and wave-like, similar to the description given by Williams and Fuhrman (2016)
for offshore tsunami-induced boundary layers. The boundary layers beneath the
tsunamis grow in time, reaching a maximum thickness just before flow reversal.
After flow reversal a new boundary layer forms and grows. The modelled boundary
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layer thickness ranged from spanning a small proportion of the water depth to
spanning the entire depth. Especially in the non-breaking cases, the boundary
rarely stretched the entire depth. In the cases running up as breaking bores, the
boundary layers stretched the entire water depth during run up, but during draw-
down a new boundary layer formed, which did not initially span the entire depth.
This demonstrates that the different run-up types have a significant impact on the
tsunami-induced boundary layers.
The velocity profiles beneath the tsunamis were shown to have a good match with
a logarithmic profile, although only within the boundary layer. This indicates that
the log-profiles used in many NLSW models will probably work well, if the effect of
the limited boundary layer thickness is taken into account.
Spatial distributions of Shields parameters and Rouse numbers revealed that, for
the present cases, significant sediment transport could be expected to occur, and
that the sediment transport, in general, would be dominated by suspended sediment
transport. Low Rouse numbers beneath the inundating tsunami front indicated that
sediment in suspension would probably span the entire boundary layer here. Fur-
thermore, behind the tsunami front the slightly larger Rouse numbers indicate that
suspended sediment transport would be confined to the lower part of the bound-
ary layer, though probably still dominating over bed load transport. During the
draw-down, both Shields parameters and Rouse numbers likewise indicated that
substantial suspended sediment transport could be expected. This thus questioned
one of the main assumptions of many inverse paleo tsunami research models, namely
that sediment will not get re-suspended during draw down.
It was argued, that the time varying boundary layer thickness can reasonably be
predicted, using standard empirical engineering formulas, but replacing the orbital
amplitude with the distance travelled by a particle following each flow reversal.
It was shown that this approach gave reasonably accurate boundary layer thickness
predictions both during shoaling, run-up and draw-down for both breaking and non-
breaking tsunami waves. In a similar fashion it was shown that the time varying
friction velocity could be well predicted by a new engineering model building on a
time varying friction factor, which takes into account the effect of the time varying
boundary layer thickness. This approach was shown to give better estimates for the
friction velocity beneath the steep tsunami wave front than the standard Manning
approach. Both the expression for the time varying boundary layer thickness and
the engineering model for the friction velocity can easily be implemented in any
NLSW or Boussinesq model, potentially improving their ability to predict sediment
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transport beneath tsunamis. The general way in which these formula are imple-
mented also suggest that they might be applicable also for shorter waves, although
it was outside the scope of the present work to test this.
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Appendix - Simulation of the Ting
and Kirby (1994) plunging
breakers experiment
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Figure 9.1: Snapshots of νT/ν at t/T = 47.8 for the plunging wave case of Ting
and Kirby (1994), (a) Case 1 (b) Case 5, where the parameters used
can found in Table 2 in Chapter 5.
The notation for this appendix follow that of Chapter 5.
In Chapter 5, the simulated results using the new stabilized turbulence closure was
compared to the experiments involving spilling breakers from Ting and Kirby (1994).
Ting and Kirby (1994) also presented results for a case involving plunging breaking
waves, and in this appendix, the results of the new stabilized turbulence closure
will be compared to this experiment. This is done to further validate the model,
but also to show that λ1 = 0.2 (present in equation (2.34) in Chapter 5) is also the
most suitable value for the stress limiter in another breaking wave scenario. In the
present appendix only the results of the stabilized version of the turbulence closure
will be presented as the plunging wave case will also have the instability problem
described in Chapter 5, and there is no reason to proceed with a model that is
clearly unstable. To demonstrate that the standard models are in fact unstable
also for the plunging case Figure 9.1 shows a snapshot of the non-dimensional eddy
viscosity using the standard Wilcox (1988) model (Figure 9.1(a)) and a stabilized
model (Figure 9.1(b)). Each plot is again frozen at an instant where the wave is
very close to breaking, such that the location of the surf zone is evident. As can
be seen (similarly to the spilling case) the Wilcox (1988) model result in uniformly
high eddy viscosity (orders of magnitude larger than ν), even in the pre-breaking
region.
The stabilized versions considered in what follows are identical to those used for
the spilling breakers simulations, and are listed in Table 9.1. The model domain for
these simulations consists of a flat region having water depth h = 0.4 m, connected
to a region having constant 1:35 slope. For these simulations, the waves are again
stream function waves, this time with T = 5 s and H = 0.128 m with a zero Stokes
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Case Model λ1 λ2 Line type (Figs. 9.3 & 9.4)
3 Present 0 0.05 Dashed dark (black) line
4 Present 0.875 0.05 Dotted dark (black) line
5 Present 0.2 0.05 Solid dark (black) line
Table 9.1: Summary of the names and stress parameters used in the plunging
breaking wave experiment.
drift. A slightly longer domain and relaxation zone is used compared to the spilling
breakers case. The relaxation zone is these simulations is now 8 m rather than 4
m. This is due to the longer wave length relative to the waves used for the spilling
breakers. Except for the changed domain length and relaxation zone, the mesh is
identical to the spilling breakers case. For a layout of the computational domain see
again Figure 5 in Chapter 5.
Similar to the simulations of the spilling breakers a warm up period was needed
before a quasi steady state was reached. The simulations were therefore run for 35
periods before data was extracted. Furthermore, in order to achieve stable mean
values, the results presented in the following have been obtained by averaging over
an additional 30 periods following the warm up (i.e. simulations have been run for
a total of 65 periods)
Figure 9.2 shows comparison of the computed and experimental surface elevation
envelopes as well as the mean water levels for the three models mentioned above.
The solid lines represent the mean (ensemble averaged) values, whereas the shaded
area represents plus or minus one standard deviation. It can be seen that all three
models predict similar surface elevations, but that Cases 4 and 5 (λ1 > 0) predicts
a lot more wave to wave variability than Case 3, similar to that experienced in the
simulations of the spilling breakers experiments (Figure 7 in Chapter 5). It can also
be seen that with all the models the surface elevations during shoaling increase faster
than in the experiments, and as a result, the break point is shifted slightly offshore,
relative to the experiments. This behaviour is not due to the stabilized turbulence
models, as it was also seen in the studies by Brown et al. (2016) and Christensen
(2006) using non-stabilized RANS models and a LES model respectively.
As a further comparison, Figure 9.3 presents computed and measured (Ting and
Kirby, 1994) averaged turbulent kinetic energy k profiles at a total of seven positions,
corresponding to one pre-breaking position (Figure 9.3(a)), as well as six positions in
the surf zone (Figure 9.3(b)–(g)). Similar to Chapter 5 the filled circles are calculated
from u′ alone ((3.6) in Chapter 5) whereas empty circles are calulated from both u′
and v′ ((3.5) in Chapter 5). In the figure the experimental values for the positions
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Figure 9.2: Comparison of modelled (lines) and measured (circles, from Ting and
Kirby, 1994) surface elevation envelopes (top and bottom lines) and
mean water levels (middle lines). Results in (a) Case 3, (b) Case 4
and (c) case 5. Solid lines represents the mean surface elevation and
the shaded area represents plus and minus one standard deviation.
of the breakpoint, xb = 7.795 m and depth at breaking hb = 0.154 m are used. It
can be seen that all three versions of the stabilized models, as expected, predict
low levels of turbulence pre-breaking (Figure 9.3(a)) similar to the experiments. In
the two outermost positions in the surf-zone (Figure 9.3(b),(c)) Case 3 (i.e. the
stabilized Wilcox (1988) model) predicts much higher levels of turbulence than the
experiments, whereas the prediction by the two limited Cases (Case 4 and 5) are
more in line with the experiments. Going further into the inner surf-zone, the results
from Case 3 and 5 compare reasonably, whereas Case 4 (the stabilized version of the
Wilcox (2006) model) severely under-predicts the turbulence levels.
Similar to the spilling breaking case, the huge over-prediction of turbulence of Case
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Figure 9.3: Comparison of modelled (lines) and measured (empty cicles: from (3.5)
in Chapter 5, filled circles: from (3.6) in Chapter 5) turbulent kinetic
energy k profiles at (a) x = 7.295 m (x˜ = (x − xb)/hb = −3.247), (b)
x = 7.795 m (x˜ = 0), (c) x = 8.345 m (x˜ = 3.571), (d) x = 8.795
m (x˜ = 6.494), (e) x = 9.295 m (x˜ = 9.740), (f) x = 9.795 m (x˜ =
12.987), (g) x = 10.395 m (x˜ = 16.883).
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3 in the outer surf zone, indicates that some limiting is necessary when simulating
breaking waves. From the results above, however, it is clear that λ1 = 0.875 (the
stabilized version of the Wilcox (2006) model) limits the production of turbulence
too much.
Finally, the undertow profiles are compared in Figure 9.4, at the same seven positions
as in Figure 9.3. In the pre-breaking position (Figure 9.4(a)) all three models slightly
overpredicts the strength of the undertow. This is probably due to the position of
the breakpoint, being positioned slightly more offshore in the simulations than in
the experiments. In the outer surf zone ((Figure 9.4(b),(c)) Case 4 and 5 (the two
limited versions) maintain the correct structure in the undertow shape, whereas
the structures are erroneous for Case 3 (the stabilized version of the Wilcox (1988)
model). This can, similarly to the simulations of the spilling breakers, be tied to
the over-prediction of turbulence in this region, increasing the flow resistance in the
upper part of the flow. In the remaining four positions, the results of all three models
are rather similar, and all of them overestimate the strength of the undertow near
the bed in the three inner most positions (Figure 9.4(e)-(g)). This is again very
similar to the simulated results of the spilling breakers, and is also very similar
to what have been observed in previous simulations of these experiments (see e.g.
Brown et al. (2016))
Considering the comparison between the modelled results for both the spilling and
plunging breakers of Ting and Kirby (1994), as whole, it is clear that some kind of
stress limiting is necessary, i.e. λ1 > 0. This is both to ensure a proper breaking
sequence in the spilling breakers and to limit the level of turbulence in the outer
surf zone. It is, however, also clear, that the standard value proposed by Wilcox
(2006) (λ1 = 0.875) is probably to high, i.e. limiting production of turbulence too
much. None of the chosen values give a perfect match in both surface elevations,
turbulence levels and undertow profiles. Several other values have been attempted,
but λ1 = 0.2 was found to give the best results as a whole. This value have therefore
been used in Chapters 6 and 7.
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Figure 9.4: Comparison of modelled (lines) and measured (circles) undertow ve-
locity profiles at (a) x = 7.295 m (x˜ = (x − xb)/hb = −3.247), (b)
x = 7.795 m (x˜ = 0), (c) x = 8.345 m (x˜ = 3.571), (d) x = 8.795
m (x˜ = 6.494), (e) x = 9.295 m (x˜ = 9.740), (f) x = 9.795 m
(x˜ = 12.987), (g) x = 10.395 m (x˜ = 16.883).
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