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ON DIMENSION AND REGULARITY OF BUNDLE
MEASURES
R. AYOUSH AND M. WOJCIECHOWSKI
Abstract. In this paper we quantify the notion of antisymmetry of the
Fourier transform of certain vector valued measures. The introduced
scale is related to the condition appearing in Uchiyama’s theorem and
is used to give a lower bound for the rectifiable dimension of those mea-
sures. Moreover, we obtain an estimate of the lower Hausdorff dimension
assuming certain more restrictive version of the 2-wave cone condition.
Results of our considerations can be viewed as an uncertainty-type prin-
ciple in the following way: it is impossible to simultaneously localize a
(bundle) measure and a direction of its Fourier transform on small sets.
The investigated class is modeled on the example of gradients of BV
functions. The article contains also a theorem concerning regularity:
we prove that elements of considered class vanish on 1-purely unrec-
tifiable sets. Our results can be applied to studying the properties of
PDE-constrainted measures.
1. Introduction
1.1. Formulation of results. Geometric structure and dimensional prop-
erties of distributional gradients of functions from BV (Rn) are well studied
and widely applied (cf. [1], [2], [4], [19]). It is known, for example, that
their lower Hausdorff dimension is at least n − 1 and that it is an optimal
bound. Moreover, (n − 1)-dimensional part, if exists, can be exhausted by
a countably (n − 1)-rectifiable set (see Lemma 3.76 and Theorem 3.78 in
[4]). For the class of bundle measures (introduced in [23]) which generalizes
aforementioned example, we can consider analogous problems.
Definition 1.1. ByG(m,E) let us denote the Grassmannian ofm-dimensional
subspaces of some fixed, finitely dimensional vector space E. We call a
bundle any continuous function φ : Rn\{0} → G(m,E). If additionally
φ(aξ) = φ(ξ) for any positive a, then we refer to it as a homogeneous bun-
dle.
Above setting gives a possibility to define bundle measures by imposing
Fourier analytic rigidity conditions:
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Definition 1.2. For any homogeneous bundle φ, by Mφ(R
n, E) we denote
the set of vector measures taking values in E such that µˆ(ξ) ∈ φ(ξ) for ξ 6= 0.
When it is known from the context, we sometimes neglect E.
In this article, unless it is explicitly stated, we limit our interest to the case
of line bundles (m = 1). Above notation is complementary to the language
of A-free measures ([8]) - see Chapter 4 for an explanation.
We propose a conjecture that links antisymmetry of a bundle with dimen-
sion of vector measures.
Definition 1.3. By the lower Hausdorff dimension of a (scalar or vector)
measure µ we understand
dimH(µ) = inf{α : ∃F −Borel set, µ(F ) 6= 0, dimH F = α}.
Definition 1.4. We say that a nonconstant line bundle φ is antisymmetric
on k-dimensional subspheres or k-antisymmetric (k = 0, 1, ..., n − 1), if for
each (k+1)-dimensional subspace V ⊂ Rn there exist ξ1, ξ2 ∈ V ∩S
n−1 such
that φ(ξ1) 6= φ(ξ2). Denote
a(φ) = min{k : φ is k − antisymmetric}.
Conjecture 1.5. If µ is a bundle measure subordinated to a smooth, non-
constant bundle φ, then
dimH(µ) ≥ n− a(φ).
Our first result confirms correctness of Conjecture 1.5 under only mild
geometric assumptions. To prove this we use classical measure-theoretic
method of blowing-up measures, modified for dealing with Fourier trans-
forms.
Theorem 1.6. a) Suppose that µ is a bundle measure subordinated to a
smooth, nonconstant bundle φ. Then
dimrect(µ) ≥ n− a(φ),
where
dimrect(µ) := min{k : ∃k − rectifiable measure ν
s.t. µ ¬F = ν 6= 0 for some Borel set F}.
b) If µ is rectifiable then either
dimH(µ) ≥
n
2
or µ can be identified with a scalar measure (its values belong to some line).
Next, in Chapter 3, we prove two theorems which can be treated as ex-
tensions of the main result from [23] (Theorem 1.10). Perhaps, the most
signifficant theorem of our paper is the following:
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Theorem 1.7. Suppose that µ is subordinated to a Lipschitz bundle φ. If
there exist 2−dimensional spaces V1, . . . , Vl such that φ(Vi\{0}) is contained
in a linear space Wi (of arbitrary dimension) and ∩jWj = {0}, then
dimH(µ) ≥ 2.
The condition is related to the one appearing in [3] (see Example 4.4 for
the discussion). We also prove a rectifiability result which, together with
Theorem 1.10 may be treated as an analogue of Federer-Volpert theorem
([4], Theorem 3.78., Proposition 3.92.).
Theorem 1.8. Suppose that φ : Rn\{0} → G(1, E) is a nonconstant, ho-
mogeneous bundle, Ho¨lder with exponent > 12 . Then, for µ ∈ Mφ(R
n) and
any 1-purely unrectifiable set F satisfying H1(F ) <∞ we have µ ¬F ≡ 0.
Proofs of both results are based on the theory of s-Riesz sets from [23],
extended to tempered Radon measures. To get the first one we combine it
with a suitable use of Salem sets, while the second one is obtained by an
application of Besicovitch-Federer theorem.
Chapter 4 contains examples and comparison with some known results
about measures satisfying differential equations.
1.2. Motivation and brief history of the problem. Conjecture 1.5 is
inspired by Uchiyama’s theorem on multiplier characterization of Hardy
spaces (Theorem 1.12) which gives a proof when a(φ) = 0. It appeared
while an attempt to answer a question from [23]:
Conjecture 1.9. ([23]) If the Fourier transform of a bundle measure µ con-
tains n linearly independent vectors and µ ∈ Mφ(R
n) for some line bundle
φ, then dimH(µ) ≥ n− 1.
Theorem 1.10. ([23]) Let φ be a nonconstant line bundle, Ho¨lder with
exponent > 12 . Then dimH(µ) ≥ 1 for each µ ∈Mφ(R
n).
Theorem 1.10 covers the case ”a(φ) = n − 1” which is on the opposite
endpoint. In this paper we concentrate on the intermediate points of the
scale. Conjecture 1.9 was inspired by the example of measures derived from
BV , that is, satisfying equation ∇f = µ for some f ∈ L1(Rn) in the sense of
distributions (they are subordinated to the bundle φ(ξ) = span{iξ}). This
result shows that if in such problem we replace ∇ by any so called canceling
operator (see [27] and Example 4.2), then the resulting measure has lower
Hausdorff dimension at least 1. Let us also mention that a particular case
of the main result from [25] is a proof of the above conjecture for measures
given by (Dm1 f, ...,D
m
n f) = µ for some natural m and f ∈ L
1(Rn) (φ(ξ) =
span{(iξ)m}). In this situation we have a(φ) = 1. Theorem 1.8 says that
the lower bound from Theorem 1.10 may be attained only on rectifiable sets.
The technique used in [25] revealed strong connections of dimension esti-
mates with embedding theorems. Briefly: the better range of an embedding
connected with a differential operator, the higher lower bound of dimension
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it gives. It is worth mentioning that canceling and elliptic operators (see [27]
or Example 4.2 for definitions) are precisely those which determine critical
Sobolev embedding:
Theorem 1.11. ([27]) Suppose that A(D) is a homogeneous differential
operator of rank k on Rn from V to W . Then the estimate
‖Dk−1f‖
L
n
n−1
≤ C‖A(D)f‖L1
holds for f ∈ C∞c (R
n;V ) if and only if A(D) is elliptic and canceling.
Let us also underline that the theorem of Uchiyama gives the answer when
H1 norm is equivalent to a norm given by a family of multipliers.
Theorem 1.12. Let θ1(ξ), . . . , θm(ξ) ∈ C
∞(Sn−1) and Kθif = F
−1(θi(
ξ
|ξ|)F(f)).
Then the inequality
1
C
‖f‖H1 ≤
m∑
i=1
‖Kθif‖L1 ≤ C‖f‖H1
is true for some absolute constant C if and only if
rank
[
θ1(ξ) θ2(ξ) . . . θm(ξ)
θ1(−ξ) θ2(−ξ) . . . θm(−ξ)
]
≡ 2
for ξ ∈ Sn−1.
The above suggests that the mechanism of creating singularities and va-
lidity of some norm inequalities is governed by the same phenomenon.
Conjecture 1.5 was proposed by the first author in his master’s thesis
[5]. Theorems 1.6 and 1.8 appeared in an early preprint of this paper. In
the meantime, B. Raita (independently) in [21] posed a question analogous
to Conjecture 1.5 for measures solving differential equations. For the same
setting, article [3] yielded another estimates and rectifiability results in terms
of other type of antisymmetry/cancelation. Condition appearing in Theorem
1.7 (result later in time than [3]) is close to one point of a cancelation scale
from [3] (Example 4.4).
1.3. Conventions. By M(Rn) we understand the set of finite Radon mea-
sures. For f ∈ L2(Rn) and µ ∈M(Rn) we choose the following normalization
of the Fourier transform:
fˆ(ξ) =
∫
Rn
e−2pii〈ξ,x〉f(x)dx,
µˆ(ξ) =
∫
Rn
e−2pii〈ξ,x〉dµ(x).
In the paper we use the below definition of rectifiability
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Definition 1.13. A set E ⊂ Rn is called k-rectifiable, if there exist Lipschitz
functions fi : R
k → Rn, i = 1, 2, ..., such that
Hk(E \
∞⋃
i=1
fi(R
k)) = 0.
A set F ⊂ Rn is called purely k-unrectifiable if Hk(F ∩ E) = 0 for every
k-rectifiable E. We call a (scalar or vector) measure µ k-rectifiable if there
exist a k-rectifiable set E and a Borel function (scalar or vector) f such that
µ = fHk ¬
E
.
For a vector space V and a vector u we denote pV , pu orthogonal pro-
jections on V and on span{u} respectively. A symbol D(Rn) means for us
the space of smooth functions with compact support. By the spectrum of
a tempered Radon measure we understand the support of its distributional
Fourier transform.
2. Estimates for rectifiable part
2.1. Tangent measures and rectifiability. The notion of tangent mea-
sure, introduced by Preiss in [20] is extremally useful in geometric measure
theory. However, one has to be careful while using it in Fourier analysis.
For example, it is not hard to construct a measure whose one of tangent
measures is not a tempered distribution (see also [18] for a more patholog-
ical example). In this and the next subsection we present how to preserve
Fourier analytic constraints in the limit.
Definition 2.1. ([20]) For a given r > 0 and a Radon measure µ we define
its blow-up by the formula µr,x(A) = µ(x+ rA). Any measure ν which is a
weak-∗ limit in M(Rn) of a sequence of the type
cnµx,rn
for some positive α and rn ↓ 0 and cn > 0 we call tangent measure to µ at
point x. We denote the set of those measures by Tan(µ, x).
The above definition can be easily extended on vector measures (in this
case, convergence is understood as weak-∗ convergence of coordinates in
M(Rn)). For rectifiable measures it suffices to consider normalizaitons of
blow-ups given by suitable power functions.
Definition 2.2. For fixed α > 0, by Tanα(µ, x) we denote a subset of
Tan(µ, x) obtained by taking cn = r
−α
n . By Tan
∗(µ, x) and Tan∗α(µ, x)
we denote subsets of Tan(µ, x) and Tanα(µ, x), respectively, consisting of
tempered Radon measures which are limits of blow-ups in S ′(Rn).
A straightforward generalization of Theorem 4.8 from [7] or Theorem 2.83
from [4] is
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Theorem 2.3. Let µ = fHk ¬
E
be a k-rectifiable vector measure. Then for
Hk - a.e. x ∈ E there exists a k−dimensional vector space Vx such that
r−kµx,r → f(x)H
k ¬
Vx
,
as r ↓ 0.
Corollary 2.4. If µ ∈ M(Rn) is a k-rectifiable measure, then for Hk-a.e.
x there exists Cx > 0 such that |µ|(B(x, r)) ≤ Cxr
k.
Convergence from Theorem 2.3 is tested on functions from Cc(R
n). How-
ever, for our applications we need convergence in S ′(Rn). This can be
achieved with the following lemma:
Lemma 2.5. Suppose that µ ∈M(Rn). a) If r−mµx,r → ν in M(R
n), then
also r−mµx,r → ν in S
′(Rn). b) Tan∗α(fµ, x) = f(x)Tan
∗
α(µ, x) for µ-a.e.
x.
Proof. We will prove only the first point, the second one is completely sim-
ilar. Choose any ϕ ∈ S(Rn). We can write ϕ =
∑
ϕl, where ϕl ∈ C
∞,
supp(ϕl) ⊂ B(0, l) \ B(0, l − 1). Moreover, we can assume that ‖ϕl‖∞ ≤
‖ϕ|B(0,l)\B(0,l−1)‖∞. Then∣∣∣∣ 1rm
∫
ϕdµx,r −
∫
ϕdν
∣∣∣∣ ≤
∣∣∣∣ 1rm
∫ n∑
l=1
ϕldµx,r −
∫ n∑
l=1
ϕldν
∣∣∣∣+
+
∣∣∣∣ 1rm
∫ ∑
l>n
ϕldµx,r
∣∣∣∣+
∫ ∑
l>n
|ϕl|d|ν|.
Second term can be majorized by
∑
l>n
‖ϕl‖∞|µ|(B(x, lr))
rm
≤ C
∑
l>n
lm‖ϕl‖∞,
and the third one is a tail of a convergent series. After taking sufficiently
big n and then choosing suitable r0, we see that for r < r0 the starting
expression is smaller than any a priori given positive number. 
2.2. Distributional definition of bundle measures. We say that a bun-
dle φ : Rn \ {0} → G(k,E) is C∞ if (locally) φ(x) = span{e1(x), ..., ek(x)},
where (e1(x), ..., ek(x)) is an orthonormal system and el(x) are C
∞ func-
tions. For a bundle φ we can define pointwise its orthogonal complement by
φ⊥(x) := φ(x)⊥. Of course, if φ is C∞, then so is φ⊥ (one can see it while
applying Gram-Schmidt orthogonalization).
Definition 2.6. For a C∞-bundle φ, by Sφ(R
n) we denote the set of vector
valued Schwartz functions f such that f(x) ∈ φ(x) for x ∈ Rn \ {0}.
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Definition 2.7. By S ′φ(R
n) we understand the class of vectors of tempered
distributions (Λ1, ...,Λm) satisfying
m∑
i=1
〈Λˆi, fi〉 = 0
for an arbitrary (f1, ..., fm) ∈ Sφ⊥(R
n). It is equivalent to
m∑
i=1
〈Λi, fˆi〉 = 0.
Further we prove that this class contains bundle measures and that it is
preserved by taking limits of blow-up processes. We use Parseval identity
(see [14]):
Theorem 2.8. If µ ∈M(Rn) and f ∈ S(Rn), then
〈f, µ〉 =
∫
fˆ(ξ)µˆ(−ξ)dξ.
Lemma 2.9. Let µ ∈ Mφ(R
n). If at some point x there exists a tangent
(vector) measure ν ∈ Tan∗(µ, x), then it belongs to S ′φ(R
n).
Proof. Step 1. For each r, r−αµx,r ∈Mφ(R
n).
For a fixed coordinate µ(i) we have
r−αµ̂(i)x,r(ξ) = r
−α
∫
Rn
e−2pii〈ξ,
y−x
r
〉dµ(i)(y) =
r−αe2pii〈ξ,
x
r
〉
∫
Rn
e−2pii〈
ξ
r
,y〉dµ(i)(y) = r−αe2pii〈ξ,
x
r
〉µ̂(i)
(ξ
r
)
,
hence r−αµ̂x,r(ξ) ‖ µ̂(ξ).
Step 2. If µ = (µ1, ..., µm) ∈Mφ(R
n), then ν ∈ S ′φ(R
n).
Let (f1, ..., fm) ∈ Sφ⊥(R
n). By Parseval identity we have
m∑
i=1
〈µi, fˆi〉 =
∫ m∑
i=1
fi(ξ)µˆi(ξ)dξ = 0,
because (f1, ..., fm) and (µˆ1, ..., µˆm) are perpendicular at each ξ 6= 0.
Step 3. Let (f1, ..., fm) ∈ Sφ⊥(R
n). Then
0 = lim
rn↓0
r−αn
m∑
i=1
〈µ(i)x,rn , fˆi〉 =
m∑
i=1
〈ν(i), fˆi〉.

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2.3. Proof of Theorem 1.6. We begin from invoking a well-known fact,
whose proof can be found in [12] (Theorem 7.1.25).
Lemma 2.10. If V ⊂ Rn is a k-dimensional linear subspace, then Hk ¬
V
ˆ=
Hn−k¬
V ⊥
.
Now, by using Lemma 2.5, we can reduce our considerations to the case
of flat measures.
Lemma 2.11. Suppose that a measure µ ∈Mφ(R
n) has a tangent measure
(from Tan∗) of the form
ν = vHk ¬
V
,
where dimV = k, and v is some non-zero vector. Then φ ≡ span{v} on
V ⊥ \ {0}.
Proof. Let us take any vector-valued function F ∈ Sφ⊥(R
n). Then, by
preceeding lemma and the definition of Sφ⊥(R
n) we obtain:∫
Rn
〈F (x), v〉dHn−k¬
V ⊥
(x) = 0
(brackets under integral sign mean standard scalar product in Rn). Let us
assume that at some x0 ∈ V
⊥ \ {0} we have φ(x0) 6= span{v}. It implies
existence of w ∈ φ⊥(x0) such that 〈w, v〉 6= 0, say 〈w, v〉 > 0. Take any
function g ∈ Sφ⊥(R
n) such that g(x0) = w. Obviously, 〈g(x), v〉 > 0 in some
neighbourhood of x0. Multiplying g coordinatewise by suitable mollifier and
substituting it in place of F we get a contradiction. 
Our efforts can be summerized as follows:
Theorem 2.12. Suppose that µ, subordinated to φ, satisfies following con-
ditions:
(1) there exists x such that for some α > 0 we have |µ|(B(x, r)) ≤ Crα,
(2) µ has at x non-zero tangent measure of the form ν = vHk ¬
V
, where
dimV = k.
Then we have
k ≥ n− a(φ).
Let us prove the main result of this chapter.
Proof. of Theorem 1.6 a) By Lemma 2.5 we can assume that µ is rectifiable.
Then tangent measure at a generic point x is of the form f(x)Hk ¬
Vx
(where
f(x) is the density and Vx is the tangent plane at x), so we have φ ≡
span{f(x)} on the plane orthogonal to the support at x.
b) Let µ = fdHk ¬
E
be such a measure and assume k < n2 . Observe that,
by Theorem 2.3, Lemma 2.5 and Lemma 2.11 for a generic point x from the
set {y : f(y) 6= 0} we have φ ≡ span{f(x)} on V ⊥x \ {0}. But dimV
⊥
x >
n
2 ,
which means V ⊥x ∩ V
⊥
y 6= {0} and consequently span{f(x)} = span{f(y)}
for any two such points. Hence, the density f(x) is Hk - a.e. parallel to some
fixed vector, which shows that µ can be identified with a scalar measure. 
ON DIMENSION AND REGULARITY OF BUNDLE MEASURES 9
3. Two extensions of Theorem 1.10
3.1. Few remarks on a theorem concerning s-Riesz sets.
Definition 3.1. Subset A ⊂ Rn is called a Riesz set if spec(µ) ⊂ A implies
that µ ∈M(Rn) is absolutely continuous.
Definition 3.2. ([23]) Subset A ⊂ Rn is called a s-Riesz set if dimH(µ) ≥ s
for each µ ∈M(Rn) whose spectrum lies inside A.
Next theorems give examples of Riesz sets.
Theorem 3.3. (F. and M. Riesz) If a measure µ ∈M(R) has its spectrum
inside some half-line, then it is absolutely continuous with respect to the
Lebesgue measure.
Theorem 3.4. Suppose that a measure µ ∈ M(R2) has its spectrum in-
side some angle of measure strictly smaller than π. Then it is absolutely
continous with respect to the full Lebesgue measure.
Both theorems has its higher dimensional analogues - Theorem 0.3. from
[22] generalizes all mentioned above cases. To produce examples of s-Riesz
sets, in [23] authors used a trick a’la de Leeuw theorem.
Theorem 3.5. ([23]) Let A ⊂ Rn. If there exists a k-dimensional subspace
V ⊂ Rn such that ∀a ∈ Rn (V + a) ∩A is a Riesz set on V + a, then A is a
k-Riesz set.
Moreover, an easy modification of their method gives a little bit more:
Theorem 3.6. Let A ⊂ Rn and suppose that µ ∈ M(Rn) has its spectrum
inside A. If there exists a k-dimensional subspace V ⊂ Rn such that ∀a ∈ Rn
(V + a) ∩ A is a Riesz set on V + a, then µ(F ) = 0 for each F such that
λV (pV (F )) = 0. (λV is the Lebesgue measure on V .)
Example 3.7. Our model set is the following: let V ∈ Rn be some k-
dimensional subspace and let us take some strictly increasing function f . In
coordinates ξ = (ξ1, ξ2) ∈ V × V
⊥ let
A = {(ξ1, ξ2) : |ξ1| ≥ 1, |ξ2| ≤ f(|ξ1|)},
then A is a k-Riesz set.
Next, we present a stronger version for tempered measures. Namely, we
allow µˆ to be an L2 function outside A. In exchange, we require certain
stability of Riesz sets with respect to taking ǫ-neighbourhoods.
Corollary 3.8. Let A ⊂ Rn and µ be a tempered Radon measure. Suppose
that:
(1) restriction (in the sense of distribution) of µˆ to Rn \ A is an L2
function,
(2) there exists a k-dimensional subspace V ⊂ Rn such that for suffi-
ciently small ǫ > 0 ∀a ∈ Rn (V + a)∩ (A+B(0, ǫ)) is a Riesz set on
V + a,
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then µ(F ) = 0 for each F such that λV (pV (F )) = 0.
Proof. Suppose that there exists a bounded set F contradicting thesis. As-
sume first that µˆ = 0 outside A. For any δ > 0 we can find a function
f ∈ S(Rn) such that fˆ ∈ D(Rn) and |f(x)− 1| < δ for x ∈ F .
Construction: Take g ∈ D(Rn) such that
∫
g = 1 and denote f = gˇ. Then
f(0) = 1 and there exists U , a neighbourhood of 0, such that |f(x)− 1| < δ
for x ∈ U . Of course ∀r>0f(
x
r
)ˆ ∈ D(Rn). Taking r such that F ⊂ rU we
get a suitable function.
Denote ν = fdµ. For sufficiently small δ, ν(F ) 6= 0, ν is a finite measure
and spec(ν) ⊂ spec(µ) + spec(f) (ν is a product of a tempered distribution
µ and a Schwartz function f) and spec(f) is a bounded set. Hence, the
spectrum of ν is as in the previous theorem, which gives a contradiction.
Now, if µˆ = f 6= 0 outside A, then we can apply previous reasoning for
µ− fˇ . 
What can be said if restriction of µˆ to Rn \ A is close to an L2 func-
tion in some sense? For example it is a Fourier transform of a distribution
from the fractional Sobolev space H−s? If order of smoothness −s may be
taken arbitrarily close to zero, then the lower bound of Hausdorff dimension
remains the same (though this trade-off formally costs us the result about
projections). This answer is obtained by the following lemma which employs
a technique used in [15].
Lemma 3.9. Let µ ∈ M(Rn) and F be a Borel set s.t. dimH(F ) = α and
µ(F ) 6= 0. Then, for any 0 < ǫ ≤ 1 there exists a probability measure on Rn
such that:
a) |νˆ(ξ)| . |ξ|−
ǫ
4 ,
b) ν is supported on a compact set G s.t. dimM (G) ≤ 2ǫ,
c) there exists F˜ such that µ ∗ ν(F˜ ) 6= 0 and dimH(F˜ ) ≤ α+ 2ǫ.
Proof. To get first two properties it suffices to consider an image of a uni-
form measure on ǫ-dimensional Cantor subset on R by the n-dimensional
Brownian motion. Theorem 12.1. from [16] or Theorem 1 from Chapter 17
in [13] gives a) while b) is implied by a well known fact that trajectories of
the Brownian motion are almost surely β-Ho¨lder continuous with 0 < β < 12 .
Now let us prove c). Suppose that µ(F ) > 0. By regularity, we can
assume that F is compact and, for some δ > 0, its δ-neighbourhood Fδ
satisfies µ(Fδ) > 0. It suffices to rescale previously obtained ν so that
G ⊂ B(0, δ2) and take F˜ = F +G. Indeed
µ ∗ ν(F +G) =
∫
G
µ(F +G− x)dν(x)
and F ⊂ F+G−x ⊂ Fδ for any x ∈ G, so the integral is positive. Moreover,
dimH(F+G) ≤ dimH(F )+dimM (G) ≤ α+2ǫ, ([15], Lemma 2) which proves
the lemma. 
The above immediately leads to announced corollary:
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Corollary 3.10. Let A ⊂ Rn and µ be a tempered Radon measure. Suppose
that:
(1) for arbitrary s > 0 restriction (in the sense of distribution) of µˆ to
Rn \ A is a Fourier transform of an element of H−s,
(2) there exists a k-dimensional subspace V ⊂ Rn such that for suffi-
ciently small ǫ > 0 ∀a ∈ Rn (V + a)∩ (A+B(0, ǫ)) is a Riesz set on
V + a,
then dimH(µ) ≥ k.
Proof. Suppose that µ(F ) 6= 0, and ǫ > 0 is such that dimH(F ) + 2ǫ < 2.
For this ǫ, take ν from Lemma 3.9 and convolve it with µ. Then, restriction
of µ̂ ∗ ν to Rn \ A is in L2, but (c) from Lemma 3.9 and Corollary 3.8 lead
to contradiction. 
3.2. Proof of Theorem 1.7.
Proof. Let us assume that for some A ⊂ Rn, dimH(A) < 2 we have µ(A) =
e 6= 0 and take j such that e /∈ Wj . There exists a functional θ ∈ E
∗
satisfying Wj ⊂ ker θ and θ(e) 6= 0. Its value on v may be computed
as follows: project v on span{e} along a subspace containing Wj (but not
e), take scalar product with e. Let ν ∈ M(Rn) be defined by a formula
ν = θ(µ). Then we have νˆ = θ(µˆ(ξ)), ν(A) 6= 0 and for some constant
C = C(ker θ, e) the following estimate holds
|νˆ(ξ)| ≤ C|µˆ(ξ)| · sin∠(φ(ξ),Wj) = C|µˆ(ξ)| · distG(2,n)(φ(ξ),Wj).
It is obvious if e is orthogonal to Wj (we can take C = 1). In other cases,
for a fixed ker θ, each two such functionals are proportional.
In coordinates ξ = (ξ1, ξ2) ∈ Vj × V
⊥
j let Ω be given by
{(ξ1, ξ2) : |ξ1| ≥ 1, |ξ2| ≤ f(|ξ1|)},
where f(t) = log(1 + t). Then Ω is a 2-Riesz set and satisfies assumptions
of Corollary 3.10. We will show that the distribution (νˆ1Ω)ˇ is in H
−s for
arbitrary s > 0.
Lipschitz continuity of a bundle easily implies that distG(2,n)(φ(ξ),Wj) ≤
CdistRn(ξ, Vj). Indeed, let ξ0 be such that distRn(ξ, ξ0) = distRn(ξ, Vj).
Then
distG(2,n)(φ(ξ),Wj) ≤ distG(2,n)(φ(ξ), φ(ξ0)) ≤ CdistRn(ξ, ξ0) = distRn(ξ, Vj).
By homogenity and above remarks we obtain∫
Ω
|νˆ(ξ)|2|ξ|−2sdξ .
∫
{1≤|ξ1|<∞}
∫
{|ξ2|≤f(|ξ1|)}
distG(2,n)(φ(ξ),Wj)
2|ξ|−2sdξ2dξ1
.
∫
{1≤|ξ1|<∞}
∫
{|ξ2|≤f(|ξ1|)}
distRn(ξ, Vj)
2|ξ|−2sdξ2dξ1
.
∫
{1≤|ξ1|<∞}
f(|ξ1|)
(n−2)
(
f(|ξ1|)
|ξ1|
)2
|ξ1|
−2sdξ1
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For an arbitrary γ > 0, f(u) ≤ Cγt
γ when u ≥ 1, so the last integral may
be majorized, up to a constant, by∫
1≤|ξ1|<∞
|ξ1|
γn−2−2sdξ1 = 2π
∫ ∞
1
tγn−1−2sdt.
Choosing γ < 2s
n
, we obtain ‖(νˆ1Ω)ˇ ‖H−s <∞, so by Corollary 3.10 we get
ν(A) = 0, which gives a contradiction. 
3.3. Rectifiability of bundle measures. As we have seen in the proof
of Theorem 1.6, the homogenity condition gives us a possibility to relate
geometry of sets with values of bundles measures. Proof of theorem is a
consequence of a qualitative reformulation of Theorem 1.10.
Definition 3.11. For A ⊂ Rn, by N(A) we denote {v ∈ Rn : ‖v‖ =
1, λ(pv(A)) = 0}. Here, for v ∈ R
n \ {0}, by pv : R
n → span{v} we under-
stand orthogonal projection on span{v} and λ is 1-dimensional Lebesgue
measure on span{v}.
Theorem 3.12. If φ : Rn\{0} → G(k,E) is a homogeneous bundle, Ho¨lder
with exponent > 12 , then for each µ ∈ Mφ(R
n, E) and arbitrary Borel set
A ⊂ Rn we have
N(A) ⊂ φ−1(µ(A)) := {u ∈ Rn : ‖u‖ = 1, µ(A) ∈ φ(u)}.
Note, that it proves Conjecture 1.5 if we replace dimH by the lowest
dimension of an affine subspace on which a measure does not vanish.
Proof. (Sketch) Let A ⊂ Rn, µ(A) = e, λ(pv(A)) = 0 and assume that the
thesis does not hold, i.e. v /∈ φ−1(e) for some v. We can choose a functional
θ ∈ E∗ satisfying φ(v) ⊂ ker θ and θ(e) = 1. The rest of the proof goes
similarly as in Theorem 1.7. We replace Vj by span{v} and, and making a
use of Ho¨lder continuity, we prove that suitable integral is square summable.
Instead of Corollary 3.10 we invoke Corollary 3.8. 
To prove Theorem 1.8, we will need a part of Besicovitch-Federer projec-
tion theorem (see Theorem 18.1 in [17]):
Theorem 3.13. Let A ⊂ Rn be a Borel set with Hm(A) <∞, where m < n
is an integer. Then, A is purely m-unrectifiable if and only if Hm(pV (A)) =
0 for almost all V ∈ G(m,Rn) (with respect to the natural measure on the
Grassmannian).
Proof. (of Theorem 1.8) Suppose that µ(F ′) 6= 0 for some F ′ ⊂ F . Then,
by Theorem 3.12, N(F ′) = φ−1(µ(F ′)). But, by Besicovitch-Federer the-
orem this is a dense set so, by continuity of the bundle, φ is constant -
contradiction. 
Remark 3.14. Because in the proof of Corollary 3.10 we modified a measure
by convolving it with a Salem measure, analogous method does not give
rectifiability in Theorem 1.7.
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Remark 3.15. Theorems 1.7 and 1.8 can be proved for more general class
than homogeneous bundles. We admit certain error in the sense of L2 norm
(c.f. original formulation of Theorem 1.10 in [23]).
Remark 3.16. The proof works if we assume only Lipschitz continuity of φ
at points from Vj.
4. Connections with PDE-constrainted measures
Example 4.1. If (Dm1 f,D
m
2 f,D
m
3 f) = µ for some natural m and f ∈
L1(R3), then we have (φ(ξ) = span{im(ξm1 , ξ
m
2 , ξ
m
3 )}). Let us take
V1 = span{e2, e3}, V2 = span{e1, e3}, V3 = span{e1, e2}.
Then φ(Vj \ {0}) = i
mVj and ∩
3
j i
mVj = {0}, so assumptions of Theorem
1.7 are fulfilled. In particular, we obtained purely Fourier analytic proof of
dimension estimate for gradients from BV (R3).
Example 4.2. (cf.[27]) Let V,W be some finitely dimensional vector spaces,
n ≥ 1 and k ∈ N. Suppose that A(D) is a homogeneous differential operator
of order k on Rn from V to W , that is
A(D)u =
∑
α∈Nn,|α|=k
Aα(∂
αu)
for u ∈ C∞(Rn, V ), where Aα ∈ L(V,W ). We say that A(D) is canceling if⋂
ξ∈Rn\{0}
A(ξ)[V ] = {0}.
(A(ξ) is the symbol of A) Assume, that in the above dim V = 1 and for
some f ∈ L1(Rn) we have A(D)f = µ in the sense of distributions. If A is
elliptic (A(ξ) 6= 0 for ξ 6= 0), then the canceling condition means that µ is
subordinated to a nonconstant bundle φ(ξ) = span{A(ξ)}.
In the case of general bundles with values in G(m,E), the k-antisymmetry
condition can be formulated as follows: for each (k+1)-dimensional subspace
V ⊂ Rn there exist ξ1, ..., ξs ∈ V ∩ S
n−1 such that φ(ξ1) ∩ ... ∩ φ(ξs) = {0}.
Example 4.3. (Continuation of Example 4.2) Assume that columns of a
matrix A(ξ): A1(ξ), ...,Am(ξ) are linearly independent. Then, the oper-
ator A satisfies the canceling condition if and only if the bundle φ(ξ) =
span{A1(ξ), ...,Am(ξ)} is (n − 1)-antisymmetric.
Example 4.4. ([3]) Suppose that for A(D) as before we have
A(D)µ = 0
in the weak sense. It is easy to see, that any such measure belongs to the
class given by the bundle φ(ξ) = ker{A(ξ)}. Then, k-wave cone condition
from [3] reads as ∩V ∈G(k,n) = φ(V \{0}) = {0}. In the mentioned paper it is
proved, among other things, that under this assumption, any such measure
is at least k-dimensional. So, a constraint in Theorem 1.7 is a particular
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case of 2-wave condition. However, we do not require any connections with
differential operators or even smoothness of the bundle. In fact, our proof
requires only Lipschitz continuity of φ at points from Vj.
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