The central cusps in dark matter halos: fact or fiction? by Baushev, A. N. & Pilipenko, S. V.
ar
X
iv
:1
80
8.
03
08
8v
1 
 [a
str
o-
ph
.G
A]
  9
 A
ug
 20
18
The central cusps in dark matter halos: fact or fiction?
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We investigate the reliability of standard N-body simulations by modelling of the well-known
Hernquist halo with the help of GADGET-2 code (which uses the tree algorithm to calculate the
gravitational force) and ph4 code (which uses the direct summation). Comparing the results, we
find that the core formation in the halo center (which is conventionally considered as the first
sign of numerical effects, to be specific, of the collisional relaxation) has nothing to do with the
collisional relaxation, being defined by the properties of the tree algorithm. This result casts doubts
on the universally adopted criteria of the simulation reliability in the halo center. Though we
use a halo model, which is theoretically proved to be stationary and stable, a sort of numerical
’violent relaxation’ occurs. Its properties suggest that this effect is highly likely responsible for the
central cusp formation in cosmological modelling of the large-scale structure, and then the ’core-cusp
problem’ is no more than a technical problem of N-body simulations.
I. INTRODUCTION
N-body simulations of the origin of present-day cosmic
objects from initial small perturbations is not only
popular, but almost inevitable method of studying the
large-scale structure formation in the Universe: the task
is highly nonlinear and complex, which makes numerical
methods to be the only direct approach to the prob-
lem. Simulating the structure formation under various
cosmological assumptions and comparing the results
with observations one may check the applicability of the
cosmological models. Probably, the strongest result that
has been derived from N-body cosmological simulations
is the core-cusp problem (see [1] for a review). Simula-
tions of the ΛCDM Universe always predict that dark
matter (hereafter DM) halos have either a high density
core or a very steep density profile in the center [2, 3] (for
the sake of simplicity, this dense central region is named
’a cusp’, despite of its shape). However, abundant
observations of galaxies favor a respectively large and
low-density cores in their central regions: the dark
matter mass there is much lower than the cusp should
contain [4, 5]. This discrepancy is known for many
years at the galaxy scale, but some recent observations
disfavor cusps in the galaxy clusters as well [6].
The core-cusp problem may indicate that the cold dark
matter model is incorrect. However, only irreproachably
reliable estimations of the simulation accuracy and con-
vergence may permit to make so strong physical conclu-
sions. N-body simulations may suffer from several nu-
merical effects; we mention only the major ones.
Collisional relaxation of the test particles is an
unphysical effect, if one models dark matter, which is
∗Electronic address: baushev@gmail.com
believed to be collisionless. In the case of a spherical
halo, the process may be characterized by the relaxation
time [7, eqn. 1.32]
τr =
N(r)
8 lnΛ
· τd (1)
where lnΛ = ln(bmax/bmin) is the Coulomb logarithm
(bmax and bmin are the characteristic maximum and min-
imum values of the impact parameter), N(r) is the num-
ber of test particles inside radius r, τd = (4πGρ¯(r)/3)
−1/2
is the characteristic dynamical time of the system at ra-
dius r, ρ¯(r) is the average density inside r. It is note-
worthily that the potential softening used in the N-body
simulations allows to avoid close collisions of the parti-
cles, but scarcely affects the collisional relaxation time:
bmin is of the order of the softening radius, but τr depends
on it only logarithmically. We will use lnΛ = ln(3rs/ǫ),
where ǫ is the softening radius, like in [8].
The second potential source of undesirable numerical
effects is the gravitational interaction computations. The
direct summation is exact, but very resource-intensive al-
gorithm, since it requires to calculate N−1 partial forces
per particle in a system containing N particles. It means
that we need ∼ N2 partial force calculations for all the
system. Many N-body codes use a hierarchical tree al-
gorithm [9, 10], which is significantly more economical.
The idea of the method is to group distant particles into
larger cells and calculate their gravity as a single mul-
tipole force. A recursive subdivision of space is used to
achieve the required spatial adaptivity. For instance, the
algorithm of the GADGET code [11] divides the space in
cubic cells. Each cell is repeatedly subdivided into eight
daughter ones until the ratio between the distance to the
cell and the size of the cell exceeds the parameter spec-
ified by the user. The GADGET code that we consider in
this paper splits the cells until the following cell-opening
2criterion is satisfied
GMcell
r2
(
l
r
)2
≤ facc|~a|, (2)
where Mcell and l are the cell mass and extension, r is
the distance to the cell, |~a| is the value of the total accel-
eration obtained in the last timestep, and facc is a tol-
erance parameter (see [11, equation (18)], where facc is
denoted by α). The interaction with the closest particles
is calculated by the direct summation. Requiring only
O(N lnN) partial force calculations for all the system,
the tree algorithm is, generally speaking, much faster
than the direct summation. The price to pay is that
the result represents only an approximation to the true
force.
Finally, figure 4 in [11] gives a highly visual illustration
of significant numerical phenomena appearing during the
temporal integration of particle orbits. Thus, several un-
physical effects inevitably occur in the simulations, and
their correct estimation is necessary for an appropriate
interpretation of simulation results.
However, the present state-of-art of N-body simula-
tion tests (especially, of the DM behavior) can hardly be
named adequate. The commonly-used criterion of the
convergence of N-body simulations in the halo center is
solely the density profile stability [12]: these simulations
show that the central cusp (close to ρ ∝ r−1) is formed
quite rapidly (t < τr). The shape of the cusp and its sta-
bility is insensitive to the simulation parameters. Con-
sidering the temporal dependence of the overdensity in-
side various radii r from the halo center (i.e., the ratio
of the average density inside radius r from the halo cen-
ter to the average universe density), [12] find that a core
forms in the center no earlier, than t(r) = 1.7τr(r). We
will denote this time by τp(r) = 1.7τr(r). The authors
assume that cusp universality and stability implies the
negligibility of numerical effects, and the core formation
is the first sign of the collisional relaxation. Therefore,
[12] suggest that N-body simulation results are trustable
until t(r) = 1.7τr(r). The reasons why the collision in-
fluence can be neglected at almost two relaxation times
are not quite clear. Moreover, [13] and [14] report that
the cusp is stable much longer, probably, up to tens of
relaxation times.
The weak point of this reasoning is that the profile
stability by itself does not guarantee the absence of the
collisional influence. Indeed, if the collisions are already
significant, but the particles mainly scatter on small an-
gles in the collisions (the latter is true for N-body sim-
ulations), the system can be described by the Fokker-
Planck equation. This equation may have a stationary
solution [15–17], and if it is stable, it works as a sort
of attractor: the collisions tend to transform an initial
distribution into the stationary one. Then the attrac-
tor profile should survive for much longer than τr, since
the Fokker-Planck diffusion is self-compensated in this
case. The profile corresponding to the stationary solu-
tion should also be quite universal, since its shape is de-
fined by the the Fokker-Planck coefficients (i.e., by the
potential of the particle interaction) that are similar for
various N-body packages. However, the profile universal-
ity and stability have nothing to do with the simulation
veracity: it is already created by test particle collisions,
that is, by a purely numerical effect. It seems to be no
coincidence that the Fokker-Planck equation really has a
stationary solution that is similar to ρ ∝ r−1 in the halo
center [15, 16] and close to the Einasto profile with n ∼ 6
at r ∼ 10−1rs [17].
Another way to test N-body simulations is to model an
analytical solution and compare the results with theoret-
ical predictions. Simulations of an isolated spherically
symmetric halo allow to go beyond the density profile
stability and consider the full array of dynamical pa-
rameters of the particles. [8] modelled a Hernquist halo
and found that all integrals of motion characterizing indi-
vidual particles experience strong unphysical variations
along the whole halo, revealing an effective interaction
between the test bodies. Moreover, the simulations show
that the cusp stability is really provided with the parti-
cle collisions, as we described in the previous paragraph:
intense upward and downward Fokker-Planck streams of
particles in the cusp region occur, and the cusp is stable
because they compensate each other. This result sug-
gests that the cusps in cosmological N-body simulations
may also be a consequence of numerical effects.
However, the paper [8] has not answered to several im-
portant questions. Though significant unphysical effects
were found, the immediate causes of them, as well as
their dependence from the N-body code parameters, re-
mained unclarified. The fact that the variations of the
integrals of motion of individual particles were significant
at very large radii, where the influence of the collisions
and potential softening was certainly negligible, implied
that the integral variations there are most likely due to
the potential calculating algorithm. In order to clarify
this point, we perform a new simulation of the Hernquist
halo, following the way described in [8]. However, con-
trary to that work, we evolve the same initial conditions
for the halo using the GADGET-2 code with various param-
eter settings. Besides, we follow the system evolution in
a 4-th order Hermite code, which uses the direct sum-
mation algorithm to calculate the gravitation force, and
thus is free from the tree algorithm drawbacks. Com-
paring the results, we may elucidate the cause of the
unphysical effects and clarify their dependence from the
code parameters.
In Sect. II we describe the codes we used and the sim-
ulation setup, in Sect. III we present the methods we use
to treat the data, in Sect. IV, we present the results of
the simulations and discuss them. Finally, in Sect. V we
briefly summarize the obtained results.
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FIG. 1: The density profiles at t = 3.17 ·109years = 3.17 Gyr.
Black squares, red circles, blue crosses, and green triangles
correspond to the direct summation (ph4 code), facc = 5 ·
10−5, 5 · 10−4, and 5 · 10−3, respectively.
II. SIMULATIONS
A. The simulation setup
We evolve the system using one of the most exten-
sively employed in cosmological simulations SPH codes,
GADGET-2 [11, 18][35]. We vary the cell-opening parame-
ter facc to check the impact of the tree algorithm on the
system evaluation. The lower the value of facc is, the
more GADGET-2 resembles a direct summation algorithm
with the second order accuracy of temporal integration.
The default value of facc recommended by [11] is 5 ·10−3.
So we use three values: facc = 5 · 10−5, 5 · 10−4, and
5 · 10−3. For comparison, we also use a 4-th order direct
summation parallel Hermite code with individual parti-
cle time steps, which is a part of AMUSE suite [19, 20] and
is called “ph4” inside it. Of course, the direct summation
code is much slower than the tree one. All ph4 simula-
tions were run at the Lomonosov supercomputer of the
Moscow State University computer center[36].
Thus, the GADGET-2 and ph4 codes have significantly
different field calculation algorithms. However, they dif-
fer little in other calculation performance: both the codes
utilize the leapfrog algorithm to calculate the test parti-
cle trajectories, and very similar gravitational softening
to avoid close particle collisions. In ph4, the value of the
softening radius ǫ gives the radius of a Plummer ‘sphere’,
i.e. the gravitational potential of a point mass is calcu-
lated as −Gm/√r2 + ǫ2. The GADGET-2 code uses the
same value of the potential at zero radius −Gm/ǫ and
represents the density distribution of a point mass by a
spline kernel. Thus, despite of some difference in gravita-
tional softening, the meaning of the softening parameter
is the same for both codes.
B. The Hernquist profile
The Hernquist profile has the shape
ρini(r) =
Ma
2πr(r + a)3
, (3)
whereM is the total halo mass, a is the Hernquist radius,
rs = a/2 [21]. It is important that it behaves exactly as
the NFW in the center. The specific angular momentum
Kcirc corresponding to a circular orbit of radius r is
Kcirc(r) =
√
GM
r3/2
(r + a)
. (4)
We set M = 107M⊙, a = 100 pc, which roughly cor-
responds to the well-known dwarf spheroidal satellite of
the Milky Way, Segue 1 [22]. Since we use the standard
N-body units [23], the results are independent on the
choice of a and halo mass. However, it defines the time
scale, and we choose the realistic values for illustrative
purposes.
It is convenient to introduce the Hernquist time ξ =(
GM
a3
)−1/2
and the dimentionless radius y ≡ r/a. Then
τd = ξ(y + 1)
√
y; τr =
Nξ
8 lnΛ
y2
√
y
(y + 1)
. (5)
Here N is the total number of particles in the Hernquist
halo.
In order to generate the initial conditions, we place
randomly N = 105 test bodies of equal masses, in accor-
dance with the analytically obtained space and velocity
distributions, corresponding to the Hernquist profile [21].
Theoretically, the halo should be stable: not only the
density profile, but even the energy and angular momen-
tum components of each particle should be conserved.
Any deviation from this behavior is a numerical effect.
The relatively small number N of test particles comes
from the slowness of the direct summation algorithm:
simulations for N = 106 particles would last for too long.
On the other hand, even recent and high-performance
cosmological simulations contain only a few of halos with
∼ 106 test particles [3].
We choose the softening length ǫ = 0.5aN
−1/3
a , where
Na is the number of particles inside radius a around the
halo center. This gives us ǫ = 1.7 pc. Then the Coulomb
logarithm is equal to lnΛ ≃ 4.5 for the halo under con-
sideration, ξ = 4.72 ∗ 106 years, and
τd = (y+1)
√
y×4.72·106years; τr =
2y2
√
y
(y + 1)
×1.36·1010years.
(6)
At r = a τd = 2·ξ = 9.45·106 years, τr = 1.36·1010 years.
We model an astrophysical stationary DM halo, which
has a smooth and constant gravitational potential φ(r).
Therefore, the specific energy w = φ(r) + v2/2 and the
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FIG. 2: The density profiles at t = 9.51 ·109years = 9.51 Gyr.
Black squares, red circles, blue crosses, and green triangles
correspond to the direct summation (ph4 code), facc = 5 ·
10−5, 5 · 10−4, and 5 · 10−3, respectively.
specific angular momentum ~K of each particle should
be conserved[37]. Instead of w, it is more convenient to
use the apocenter distance of the particle r0 (i.e. the
maximum distance on which the particle can move off
the center, which can be found from the implicit equation
w = φ(r0)+K
2/2r0). We analyze the behavior ofK, Kx,
Ky, Kz, and r0 (r0 is an integral of motion as an implicit
function of the integrals of motion w andK) of individual
particles in our simulations. Any temporal variation of
these values is necessarily a numerical effect.
III. DATA TREATMENT
We ignore all the data inside 0.1a = 10 pc, i.e., ∼ 6ǫ
from the halo center in order to avoid the influence of the
potential softening on the cusp. Moreover, our statistics
is poor in this region. First of all, we considered the
velocity distribution of the particles at various radii and
temporal moments and found no anisotropy: the initial
isotropy of the velocity distribution conserves.
In order to consider the density profile evolution, we
split the halo into spherically symmetric layers of the
same thickness 10pc = 0.1a and divide the number of
particles in each by the value corresponding to the initial
Hernquist profile (3). Thus we obtain an approximation
of the current halo density as a fraction of the initial
density ρini(r) given by the equation (3).
We want to consider variations of the integrals of mo-
tion and their dependence of radius. We split the parti-
cles into groups of 1600 units in each, according to their
initial r0, starting from the lowest r0. Thus, all the par-
ticles in the same group have similar r0. In principle, the
group may be characterized by the averaged initial r0 of
its members. Indeed, if the particle orbit is elongated,
the particle spends almost all the time near the apocen-
ter, in accordance with the Kepler’s second law. On the
contrary, if the orbit is circular, the particle moves along
almost uniformly, but its radius always remains close to
r0. However, each particle contributes to the density pro-
file on an interval between its pericenter radius rmin and
apocenter radius r0. Therefore, we use the averaged ini-
tial radius of the particles of the group rini as the char-
acteristic radius corresponding to the group. This choice
is not very important: rini . r0 for each group.
We examine the behavior of five integrals of motion:
K, Kx, Ky, Kz, and r0. Let us use K to illustrate the
procedure. At various given temporal moments, we cal-
culate the change ∆K of K with respect to the initial
value for each particle of a group. Then we evaluate the
mean µ(∆K) and the standard deviation σ(∆K) over the
group.
To visualize the significance of the variations of the
integrals of motion, we transfer to dimensionless values.
We divide the mean changes µ and σ, relating to the an-
gular momenta and their components, by Kcirc(r0), the
angular momentum corresponding to the circular orbit at
r0. Roughly speaking, Kcirc(r0) is the maximum value of
K any particle with the apocenter distance r0 may pos-
sess. We divide the mean changes µ(∆r0) and σ(∆r0)
by r0. Being so defined, the values of µ and σ give us
the idea of the importance of the non-conservation of the
integrals of motion at various moments of time.
The non-conservation of integrals of motion leads to
the Fokker-Planck diffusion of particles in the phase
space. Indeed, [8] found strong Fokker-Planck streams in
the cusp area, which suggested that the numerical effect
of alteration of the integrals of motion might significantly
influence the shape of the cusp or even create it.
In order to investigate the point, we follow the proce-
dure offered in [8]. For an array of radii r, we calculate
the number N+(t, r) of particles that have r0 < r at the
initial moment and r0 > r at the time t, and the num-
ber N−(t, r) of particles that have r0 > r at the initial
moment and r0 < r at the time t. By counting each
particle no more than once, we avoid a possible effect
of small noise, produced by particles having r0 just near
the boundary radius r, crossing and recrossing it and thus
giving an impression of intensive flows that do not exist.
On the other hand, the values of N+(t, r) and N−(t, r)
give only the lower bounds on the upward and downward
Fokker-Planck streams of particles: the value of r0 of a
particle could have crossed r an odd number of times
(and then it is counted only once) or an even number of
times (and then it is not counted at all). In the collision-
less case, N+(t, r) and N−(t, r) are obligatory equal to
zero, since r0 is an integral of motion.
IV. RESULTS AND DISCUSSION
Before discussing the obtained results, it is pertinent
to remind briefly the main possible sources of numeri-
cal effects and the differences between the N-body codes
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FIG. 3: The density profiles at t = 28.5 ·109years = 28.5 Gyr.
Black squares, red circles, blue crosses, and green triangles
correspond to the direct summation (ph4 code), facc = 5 ·
10−5, 5 · 10−4, and 5 · 10−3, respectively.
we use. The discretization may lead to numerical arte-
fact occurrence, the collisional relaxation being one of
them. All the simulations we perform in this work are
equivalent in this sense, since the initial conditions (in
particular, the number of particles in the halo) are ex-
actly the same, and the potential softening is identical
(which means that the Coulomb logarithm lnΛ has the
same value). N-body codes typically use relatively sim-
ple algorithms of particle trajectory evaluation, for cal-
culation duration’s sake, which may also lead to numer-
ical effects. However, GADGET-2 and ph4 use the same
leapfrog algorithm. Thus, the only significant difference
between the four simulations of the same halo that we
perform in this work is the potential calculation algo-
rithm. The most precise is the direct summation algo-
rithm realized in ph4. The accuracy of the tree algorithm
of GADGET-2 code depends on the cell-opening parame-
ter facc: augmentation of facc makes the algorithm faster,
but increases the numerical effects as well. We use three
values: facc = 5 · 10−5, 5 · 10−4, and 5 · 10−3; the last one
is typical for cosmological N-body simulations.
A. Density profiles and convergence criteria of
N-body simulations
Figures (1)-(3) represent the density profiles (obtained
with the help of the procedure described in the previous
section) at t = 3.17 · 109years = 3.17 Gyr, 9.51 Gyr, and
28.5 Gyr. Black squares, red circles, blue crosses, and
green triangles correspond to the direct summation (ph4
code), facc = 5 · 10−5, 5 · 10−4, and 5 · 10−3, respectively.
We can see that the cusp behavior drastically depend
on the potential calculation algorithm. Figure (1) corre-
sponds to ∼ τr at the radius 0.5a and to the Power’s time
τp = 1.7τr at the radius 0.4a (the relaxation and Power’s
times scale with radius in accordance with (6)). The pro-
files calculated by GADGET-2 are still very similar, and the
core formation in the center is clear (rcore ≃ 0.3a), but
the core formation is apparently stunted in the ph4 code.
Figure (2) corresponds to ∼ τr at the radius 0.85a and to
the Power’s time τp at the radius 0.65a. The core radius
is rcore ≃ 0.5a for facc = 5 · 10−5 and facc = 5 · 10−4, and
rcore ≃ 0.95a for facc = 5 · 10−3. Figure (3) corresponds
to ∼ τr at the radius 1.45a and to the Power’s time τp
at the radius 1.1a. The core radius is rcore ≃ 0.9a for
facc = 5 · 10−5 and facc = 5 · 10−4, and exceeds 2a for
facc = 5 · 10−3. We should make a remark that, though
the central part of the density profile corresponding to
5 · 10−3 seems to be completely emptied at figure (3),
the absolute value of density still has a high peak in the
center in this case. The impression of emptiness occurs
because the density drops very significantly with respect
to the initial cuspy profile.
We may make several conclusions from the plots. First,
the behavior of the profiles for the simulations with
facc = 5 ·10−5 and facc = 5 ·10−4 is identical. On the one
hand, this might be a hint that a decreasing of facc be-
low 5 · 10−4 is not effective: it significantly increases the
evaluation time and does not improve the result (at least,
for the system under consideration). On the other hand,
there is a popular way to check the simulation conver-
gence: vary the simulation parameters by several times
and (provided that the simulation results do not change)
consider it as a prove of the simulation reliability. A
comparison with the results of the direct summation al-
gorithm shows that the criterion fails in our case: though
the decreasing of facc from 5 · 10−4 to 5 · 10−5 does not
change the simulation results, the direct summation al-
gorithm is still much better.
Second, the core formation occurs a bit later, but al-
most exactly as reported in [12] if facc = 5 · 10−5 or
facc = 5 · 10−4. This is not surprising: facc = 10−3 was
used in that paper.
The third and the main conclusion is that (contrary to
contrary to popular belief) the core formation in the halo
centers in cosmological N-body simulations has nothing
to do with the collisional relaxation of particles, being
totaly defined by the characteristics of the evaluation al-
gorithm of gravitational field. Indeed, the collisional re-
laxation should manifest itself in exactly the same way
in all four simulations: we have exactly the same number
and masses of particles, and exactly the same initial dis-
tribution. The softening radius ǫ is also the same, and so
is the Coulomb logarithm lnΛ. Nevertheless, the profile
behaviors are completely different, i.e., they are defined
by the value of the tree algorithm parameter facc, and
not by the collisional relaxation.
This illustrates the failure of the generally recognized
criteria [12] of N-body simulation reliability, based on the
profile stability and universality. Indeed, the cusp is rou-
tinely formed in the halo centers, being quite insensitive
to the numerical code realization and initial conditions,
then it remains stable until t ∼ 1.7τr(r), and then a core
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FIG. 4: The density profiles at t = 0.321 ·106years = 0.321 Myr, 5.64 Myr, 10.0 Myr, 17.8 Myr, 56.4 Myr, and 317 Myr (see the
top caption of each panel). Black squares, red circles, blue diamonds, and green triangles correspond to the direct summation
(ph4 code), facc = 5 · 10
−5, 5 · 10−4, and 5 · 10−3, respectively.
appears. It is widely believed that the cusp stability and
universality proves the negligibility of numerical effects
until t ∼ 1.7τr(r), while the core formation is the first
manifestation of numerical effects (namely, of the colli-
sional relaxation).
However, as we could see, the start of the core forma-
tion has nothing to do with the collisional relaxation; it
is mainly defined by the properties of the tree algorithm,
and can be strongly postponed or even avoided by the
use of the direct summation algorithm ph4. As for the
numerical effects, we will see in the next subsection that
they become quite tangible on the time scale ∼ τd(r),
i.e., orders of magnitude earlier than the core formation.
Thus, the commonly-accepted use of the central core for-
mation as the first sign of presence of numerical effects
breaks down. As we will see, the cusp formation itself is
probably due to numerical effects.
B. Numerical ’violent relaxation’
The second interesting effect appearing in the sim-
ulations is an early occurrence of an instability. Fig-
ure (4) represents the density profiles of the system at
t = 0.321 · 106years = 0.321 Myr, 5.64 Myr, 10.0 Myr,
17.8 Myr, 56.4 Myr, and 317 Myr. Distinct ’waves’ in
the density profiles occur already at 0.321 Myr, reach
the maximum amplitude at ∼ 10.0 Myr, and then their
amplitude even decreases (see the plot corresponding to
17.8 Myr). After that, the amplitude of the instability
does not change much: the perturbations do not grow
and do not disappear. The ’waves’ are in evidence in fig-
ures (1)-(3) as well. It is remarkable that the instability
does not differ in all four simulations that we performed:
the positions and the amplitudes of the ’waves’ are iden-
tical.
We consider the behavior of the mean (µ) and mean-
square-root (σ) variations of the integrals of motion, as
we described in the previous section. It turns out that for
all the integrals at all radii the mean variation is, at least,
one or (more typically) two orders of magnitude smaller
than the mean-square-root variation[38]. It means that
the simulation codes conserve the net angular momenta
and energy much better, than the characteristics of indi-
vidual particles.
The temporal behavior of variations of K, Kx, Ky, Kz
turns out to be almost indistinguishable (and, of course,
σ(∆Kx) ≃ σ(∆Ky) ≃ σ(∆Kz) ≃ σ(∆K)/
√
3). There-
fore, we present the results only for K instead of that for
Kx, Ky, Kz. What is more, the temporal behavior of all
the five integrals is also very similar for the GADGET-2 and
ph4 simulations, especially the results for the tree sim-
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FIG. 5: The temporal behavior of σ(∆K)/Kcirc (left panel) and σ(∆r0)/r0 (right panel) at the radii r = a/2 (upper panel) and
r = 2a (lower panel) for the direct summation algorithm (ph4, black crosses) and GADGET-2 with facc = 5 · 10
−3 (red circles).
ulations with the GADGET-2, which are almost identical.
Therefore, we plot only the results for the direct summa-
tion (black crosses) and GADGET-2 with facc = 5 · 10−3,
since they differ the most.
Figure (5) represents the behavior of σ(∆K) (left
panel) and σ(∆r0) (right panel) at the radii r = a/2 (up-
per panel) and r = 2a (lower panel). As we can see, even
the behaviors of σ(∆K) and σ(∆r0) are quite similar: the
standard deviations linearly grow with time, then reaches
its maximum at t ∼ τd(r), then slightly decreases, and
then remains almost constant. The temporal behavior
resembles that of the above-discussed instability of the
density profile (figure (4)), and it is more than proper to
assume that this is actually the same phenomenon.
Finally, the instability is quite distinct in figures 6
and 7 representing the upward N+(t) (black crosses) and
downward N−(t) (red circles) radial streams of particles
through the spheres[39] of radii r = a/2 and r = 2a, re-
spectively, divided by the total number of the particles
N(r) inside r. The separation of the cross and circle lines
at the late parts of the plots corresponds to the core for-
mation and has nothing to do with the instability. How-
ever, other features of the plot closely resemble these of
figure (5). The number of particles, which apocenter dis-
tances r0 have crossed the spheres of radii r = a/2 and
r = 2a, rapidly grows, reaches its maximum at t ∼ τd(r),
and then some particles even return back: N+(t) and
N−(t) decrease.
The behavior of the quantities presented in figures 5,
6, and 7 clearly indicates that the rapid initial varia-
tions of the integrals of motion are not due to a slow
accumulation of numerical inaccuracies or the collisional
relaxation: first, the decrease of the standard deviations
(figure 5), as well as the decrease of the number of parti-
cles having crossed the radii r = a/2 (figure 6) and r = 2a
(figure 7), at t ∼ τd(r) would be impossible in this case.
Second, the standard deviations in figure 5 grow linearly
for t < τd(r), which suggests that we deal with a col-
lective instability, and not with any sort of a stochastic
process. Indeed, in figure 4 we can see the appearance of
density waves with the amplitude corresponding to that
of the integrals variations.
We should emphasize that the instability is undeniably
a numerical effect. The Doremus-Feix-Baumann theo-
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FIG. 6: The upward N+(t) (black crosses) and downward N−(t) (red circles) radial streams of particles (see section III for
exact definition) through the sphere of radius r = a/2, divided by the total number of the particles N(a/2) inside a/2.
rem together with the Antonov’s second law (see [7] for
details) prove: the Hernquist profile with the isotropic
velocity distribution that we model is stable.
What could be the influence of the instability on the
cosmological simulations, in particular, the simulations
of the hierarchical structure formation? We will discuss
this question in more details in the next subsection, here
restricting ourselves to a remark that the effect that we
have found resembles the violent relaxation [24] (here-
after we abbreviate it as VR), which may occur during
the halo formation from an initial small perturbation.
The essence of later process is simple: when the halo
collapses, strong and rapidly evolving density inhomo-
geneities (caustics etc.) should appear. The inhomo-
geneities create a small-scale gravitational field, and as
a result the halo particles may effectively exchange their
energies and other integrals of motion. The characteris-
tic time of the violent relaxation t ∼ τd(r) coincides with
that of the instability that we have found: the violent
relaxation ’works’ only during the halo collapse.
However, the real violent relaxation has nothing to
do with the numerical ’violent relaxation’ that we have
found. The violent relaxation is a quite real effect that
may occur (but not necessarily occurs) during the halo
formation. It certainly cannot take place in our simula-
tions, since we consider a stationary and stable profile.
There are also less fundamental differences between the
effects: for instance, the efficiency of the violent relax-
ation rapidly drops with radius, while figure (4) shows
that the numerical ’violent relaxation’ is rather effective
even at large radii.
A major challenge for N-body simulations is that there
seems to be no apparent way to separate the real and nu-
merical violent relaxations in realistic cosmological mod-
elling. Furthermore, as we will see, the numerical relax-
ation in simulations of the hierarchical structure forma-
tions may, in all likelihood, be far in excess of the ∼ 10%
that we obtain for the stationary halo and completely
transfigure the energy portrait of the system.
We may say a few words about the nature of the insta-
bility. Since its development is not sensitive to facc, the
instability does not depend on the algorithm of gravita-
tional field evaluation. It is hardly an effect of discretiza-
tion: if this were so, the effect would drastically depend
9of radius (as, for instance, the collisional relaxation does).
The phenomenon is probably produced either by an inad-
equate accuracy of the trajectory evaluation algorithm,
or by the Miller’s instability.
Actually, it is the Miller’s instability (together with
the calculation time) that makes an employment of pre-
cise and heavy algorithms of trajectory evaluation in
N-body simulations low useful: the Miller’s instability
makes the Liapunov time comparable with the dynami-
cal time of the system [25]. Even if we take into account
the specificity of N-body algorithms (like the potential
smoothing), the instability arises in a time, which is much
shorter than τr(r) at the given radius and remains com-
parable with the dynamical time τd(r) [26, 27]. The cre-
dence to the results of N-body simulations under these
conditions is totally based on the resulting density profile
stability. Indeed, different N-body codes, with various
algorithms of potential and trajectory evaluation lead to
quite similar profiles of the formed halos. Relying on this,
the profile is considered to be physically meaningful and
describing real halos, despite of the fact that the orbits
of individual particles have no physical significance [7,
section 4.7.1(b)]. Now we try to show on the basis of our
simulations, how vulnerable this reasoning is.
C. The variations of the integrals of motion and
the ’core-cusp problem’
1. Are the variations of integrals of motion of individual
particles important?
Thus we have found that, on the one hand, the inte-
grals of motion of individual particles significantly vary in
a short time (they change on ∼ 10% in ∼ 107 years, i.e.,
∼ 10−3 of the age of the Universe). On the other hand,
the density profile is, generally speaking, quite stable and
does not decline much from the analytical solution. This
raises a very important question. It is widely believed
that, though the Millers’s instability totally ruins the or-
bits and the integrals of motion of individual particles,
the statistical properties of the particle distribution (in
particular, the density profiles) are trustable. Indeed, N-
body simulations of the clustering of dark matter lead
to a universal density profile of the halos (hereafter we
abbreviate it as UDP), low-sensitive to the simulation
parameters [12]. Unfortunately there is no adequate an-
alytical model of the clustering, and we cannot compare
the simulation results with the analytical solution. How-
ever, the fact that different computer codes lead to very
similar UDPs (though the UDP itself gradually changes
from the NFW in 1997 to the Einasto profile with n ≃ 6
in 2017) creates an impression that the DM density pro-
files may be reliably simulated despite of inaccuracies of
the velocity distribution and any dynamical parameters
of individual particles [2, 3].
Of course, this is not true. First, the velocity distri-
bution is mutually bound with the density profile. For
simplicity, let us consider a stationary spherically sym-
metric DM halo with an anisotropic velocity distribution
of the particles. Then the particle distribution f in the
phase space is a function of only the particle energy w
[7]: f(r, ~v) ≡ f(w) = f(φ(r) + v2/2). The velocity dis-
tribution and the density at some radius r are equal to
f(φ(r) + v2/2)dv3 and
∫
4πv2f(φ(r) + v2/2)dv, respec-
tively. Thus, any inaccuracy of the velocity distribution
directly translates into an inaccuracy of the density pro-
file.
The second, more fundamental argument is the follow-
ing. We consider a spherically symmetric halo; therefore,
we may use the integrals of motion K, Kx, Ky, Kz, and
r0 as a full set of generalized coordinates[40] and consider
the distribution function f of the system as a function
of only these five coordinates. A collisionless system (for
instance, a DM system, which is supposed to be collision-
less) obeys the collisionless kinetic equation df/dt = 0.
On the other hand, if the integrals of motion experience
a relatively slow evolution (which is the case), the system
may be described by the Fokker-Planck equation [28]
df
dt
=
∂
∂qα
{
Aαf +
∂
∂qβ
[Bαβf ]
}
(7)
where qα are the integrals of motion, and A and B are
the Fokker-Planck coefficients.
Aα =
δqα
δt
Bαβ =
δqαδqβ
2δt
. (8)
Figure (5) illustrates that at least some of Bs tangibly
differ from zero. Hence the N-body system in all our
simulations behave as essentially collisional.
Thus, a reliable simulation of DM density profiles with-
out a reliable simulation of the velocity distribution and
the integrals of motion of individual particles is out of
the question.
2. The ’core-cusp problem’ and the halo relaxation
The ’core-cusp problem’ gives us an apt illustration
of the importance of correct modelling of the behavior
of the integrals of motion (in particular, of the parti-
cle energies) in simulations for reliability of their results.
Indeed, DM halos appear from small linear cosmologi-
cal perturbations. It is easy to show analytically that a
strong relaxation is absolutely necessary during the halo
formation in order to form a cuspy profile; the resulting
profile is obligatory cored if the relaxation is moderate or
weak [29, 30]. Fundamentally, the only plausible mech-
anism of the strong relaxation during the formation of
a DM halo is the violent relaxation[41]. However, it is
important to understand, how effective the real VR is,
i.e., how significantly the initial specific energy is redis-
tributed between the DM particles during the formation
of an astrophysical halo. The task of the gravitational
collapse is too complex to obtain an exact analytical solu-
tion for realistic situations. Observations rather suggest
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FIG. 7: The upward N+(t) (black crosses) and downward N−(t) (red circles) radial streams of particles (see section III for
exact definition) through the sphere of radius r = 2a, divided by the total number of the particles N(2a) inside 2a.
that the relaxation is not violent [30]. And our simula-
tions show that a numerical ’violent relaxation’ occurs
in the N-body modelling, which may be easily confused
with the real VR.
There is no apparent way to control the integrals of
motion in real cosmological simulations, but we model
the Hernquist profile, which is very close the universal
density profile obtained in cosmological simulations. We
find the change of the integrals on ∼ 10% in the time in-
terval of ∼ 10−3 of the age of the Universe. Though the
integrals of motion evolve much slower after the initial
’violent relaxation’, we should emphasize that the nu-
merical artefacts in simulations of the hierarchical struc-
ture formations may, in all likelihood, be far in excess.
First, we model an ideal system, a stationary halo. Sec-
ond, the effects of the ’numerical interaction’ between
particles occurring in complex simulations of the hier-
archical clustering are most likely to be more percepti-
ble: the simulation inaccuracies may be larger during the
highly-nonstationary process of halo collapse. Third, the
numerical ’violent relaxation’ may occur over and over
again in repeating merging of smaller halos into a larger
one during the hierarchical clustering.
Hence the N-body simulations also give no plausible
way to determine the efficiency of the relaxation occur-
ring during the formation of astrophysical DM halos. A
strong relaxation is absolutely necessary to form a cuspy
profile from the initial small perturbation [29, 30], and
it apparently occurs in N-body simulations. However, if
the relaxation is real, the cusps routinely occurring in the
centers of DM halos in cosmological N-body simulations
correspond to the properties of real astrophysical sys-
tems. If the relaxation is caused by numerical effects —
the cusps are no more than a numerical artefact. In the
first case, the ’core-cusp problem’ gives us the extremely
valuable information that cold DM paradigm is wrong:
the DM should be either warm, or self-interacting, or has
some other non-trivial physical properties. In the second
case, we still need to improve N-body codes in order to
be able to make physical conclusions from discrepancies
of the simulation results and observations.
It is a wide-spread opinion (based mainly on [12] and
similar works) that the cusp formation in the centers of
DM halos is a genuine property of collision-less systems:
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indeed, in N-body simulations it forms in a time, which
is comparable with τd(r) and much shorter than τr(r).
Meanwhile, the core formation at t ≃ 1.7τr(r) is consid-
ered as the first sign of relaxation. Thus, it is believed
that the relaxation tends to destroy the cusp.
Our simulations show that both these statements are
doubtful. First, the core formation at t ≃ 1.7τr is caused
by inaccuracy of the tree algorithm, and not by a relax-
ation. Second, the density profiles corresponding to the
direct summation code ph4 are almost identical in fig-
ures (1), (2), and (3), i.e., at time moments t = 3.17 Gyr,
t = 9.51 Gyr, and t = 28.5 Gyr. There is no core for-
mation, and the profile for r ≥ 0.2a has little difference
with the initial one. A small depression at r ≤ 0.1a is
present already at t = 3.17 Gyr, being most likely not
the core, but an effect of the potential softening: its ra-
dius is ∼ 6ǫ, and (contrary to the core) it does not grow
with time. Meanwhile, figures (1), (2), and (3) corre-
spond to ∼ 1, 3, and 9τr at r = 0.5a and ∼ 8, 24, and
71τr at r = 0.2a, respectively. The influence of, at least,
the collisional relaxation should be very significant (or
even decisive) at t ∼ 70τr. However, we can see no cusp
destruction outside r = 0.1a (contrary to the GADGET-2
simulations). Thus, the relaxation effects do not obliga-
tory tend to transform a cusp into a core. On the other
hand, as we have already mentioned, a strong relaxation
is necessary to form a cuspy profile from the initial small
perturbation. Hence relaxation processes tend to form
the cusp, rather than to destroy it.
3. The Fokker-Planck streams
The standpoint that the cusps in the halo centers is a
numerical artefact is strongly supported by the proper-
ties of the upward N+(t, r) and downward N−(t, r) ra-
dial drifts of particles in the halo. As one can see in
figure (6), ∼ 12% of particles inside r = a/2 cross this
radius in a quite short period of time t ∼ τd (to be more
precise, their apocenter distances r0 cross r = a/2), and
the halo profile is stable only because the upward and
downward streams compensate each other. Indeed, the
curves in figures (6) and (7) branch off at ∼ 100 Myr, ear-
lier in figure (6) and later in figure (7). The appearing
imbalance between the upward and downward streams
corresponds to the core formation. The divergence of
the curves for the ph4 simulation (the upper left panels
in both the figures) is rather small, which depicts the
strong suppression of the core formation in this instance.
It is interesting to mention that the N+ and N− curves
branch off much earlier, than the moment when the core
becomes visible in the density profile.
Let us underline several important points. First,
the drifts N+ and N− are purely numerical effects:
N+(t, r) = N−(t, r) ≡ 0 in the collisionless case, since r0
is an integral of motion. Second, the streams are not just
a minor effect of a low-amplitude particle wiggling: as we
have already mentioned, each particle is counted no more
than once in calculation of N+ and N−. What is more,
the fluxes are just too strong. For instance, the number
of particles crossing the radius r = a/2 in t ≃ τd(a/2)
(figure (6)) is approximately equal to the total number
of particles between a/2 and a/2 + 0.04a. Thus, the or-
bits of particles move as a whole in the halo due to some
significant numerical effects, and the amplitude of this
drift is quite large on average.
It may be argued that, though the numerical streams
under consideration are rather intensive, they are insuffi-
cient to determine the profile shape, since only ∼ 12% of
particles inside r = a/2 are carried through this sphere in
t ∼ τd(a/2), and then the streams significantly weaken.
This is not so. First, the upper left panel in figure (6) (the
only panel in the figure, where the influence of the core
formation is relatively small) shows that N+ and N− are
still growing after t ∼ τd, even if much slower than during
the numerical ’violent relaxation’. They reach ∼ 20% at
t = 2 Gyr, and if their growth continues like this, they
may reach ∼ 100% at t = 13.6 Gyr. It means that the
numerical effects may thoroughly redistribute the parti-
cles even inside the radius r = a/2 = rs. Moreover, this
radius is very large, the ’core-cusp problem’ occurs much
closer to the center, while the efficiency of the numerical
streams grows in inverse proportion of radius.
We cannot reliably calculate N+(t, r) and N−(t, r) for
r ≪ a/2, because the core formation starts too early at
small radii. Since we use the slow algorithm ph4, we
have to limit ourselves with 105 particles in the halo.
It spoils the spacial resolution, and the relaxation time
becomes comparable with the dynamical one as we ap-
proach the halo center.However, we can estimate the be-
havior of N+(t, r) and N−(t, r) close to the halo center if
we combine our results with those of [8]. These authors
also simulate the Hernquist halo, but they test only the
Gadget-2 code with facc = 0.005. As a result, simula-
tions [8] contain much more particles and gain signifi-
cantly higher spatial resolution. The authors of [8] also
found the unphysical streams N+(t, r) and N−(t, r), and
in the area where we can compare the results, they co-
incide with ours. In the region between r = 0.1a and
r = 0.5a the ratios N+(τd, r)/N(r) and N−(τd, r)/N(r)
(i.e., the number of particles crossed the sphere of radius
r upward and downward, respectively, in the dynamical
time at this radius, divided by the total number of the
particles N(r) inside r) are in inverse proportion of r
(see figure 3 in [8]). It means that the fraction of parti-
cles carried by the unphysical streams through the sphere
of radius r = 0.1a = 0.2rs in t ∼ τd reaches ∼ 60% of
the total mass inside the sphere. Recall that we consider
the ideal instance of a stationary and stable halo. If in
the cosmological simulations of hierarchical structure for-
mation the balance between the upward and downward
streams is violated, the 60% mass drift is sufficient to
transfigurate the profile entirely, in particular, to form
the cusp in t ∼ τd.
Hence a purely numerical effect, the upward and down-
ward streams of particles are strong enough to totally
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determine the shape of the density profile in the centers
of cosmological halos. The profile is stable not due to the
absence of numerical effects, but just due to the mutual
compensation of two strong numerical artefacts. More-
over, we do not know for sure, why the upward N+ and
downward N− streams initially compensate each other
so well, and why the self-compensation ends at some mo-
ment leading to the core formation. One can see that
the last process is defined by the parameters of N-body
codes, having nothing to do with the properties of real
DM systems. Besides this, the time of the numerical ’vio-
lent relaxation’ that we found (t ∼ τd) coincides with the
characteristic time (∼ τd) of the central cusp formation
in cosmological N-body simulations.
4. Resume
To summarize, the unphysical stream of particles N−
during the numerical ’VR’ can bring through the radius
r = 0.1a = 0.2rs approximately 60% of the mass that
the resulting halo contains inside this radius. This is
more than enough to form the cusp in the halo center in
t ∼ τd by purely numerical effects. The intensive vari-
ations of the integrals of motion of individual particles
reveals a sort of interaction between them (it does not
matter if it is physical or numerical), and the system is
described not by the collision-less kinetic equation, but
by the Fokker-Planck one. The Fokker-Planck equation
has its own stationary solutions, and the universal den-
sity profile obtained in simulations falls exactly on the
stationary solution of the Fokker-Planck equation in the
halo center [16, 17]. All these facts suggest that the cusp
routinely occurring in the centers of DM halos in cosmo-
logical simulations is no more than a numerical artefact.
Finally, the ’core-cusp problem’ is the most known,
but not the only strange phenomenon occurring in N-
body simulations. The authors of [31, 32] report that,
in the absence of baryonic processes, the complete physi-
cal disruption of CDM substructure should be extremely
rare[42] and that most disruption in numerical simula-
tions are, most likely, artificial. The authors suppose that
subhaloes in N-body simulations suffer from an instabil-
ity triggered by the amplification of discreteness noise
in the presence of a tidal field. We can see, however,
that some numerical instability occurs even in a station-
ary and stable halo, and even in the absence of any tidal
field.
The main conclusion that one can make from these
facts is that the present state-of-art of N-body simula-
tion tests is absolutely insufficient. First, the criteria of
reliability based on the profile stability and universality
are extremely questionable and may lead to false conver-
gence, as we could see. The full set of integrals of motion
of the system should be considered to reveal undesirable
numerical effects with assurance. Yes, precise evaluation
of trajectories of each particle is probably unnecessary to
reliably reproduce the halo density profiles. However, the
neglect of the energy and momentum exchange between
particles is surely not harmless.
Second, one can see that the density profile in
GADGET-2 simulations is unresponsive to decreasing of
facc below 5 · 10−4. Thus, we reach a sort of ’conver-
gence’, but the convergence is false: the behavior of the
real DM system that we model (or even of the system
where the gravitational force is evaluated with the
help of the direct summation algorithm) is significantly
different. This is a good illustration why a comparison of
the simulation results with the analytical model should
always be preferred over a comparison of the simulation
results with another simulation results as a reliability
test. Indeed, an analytical solution of the extremely
complex task of the hierarchical structure formation is
scarcely possible. However, it is usually possible to offer
an analytical model close enough to the realistic one.
For instance, for each halo obtained in simulations, an
analytical model of an isolated halo with similar profile
and similar velocity distribution may always be obtained
[7], which allows to test the simulation properties com-
prehensively, with the use of the full set of dynamical
parameters of the system. Only irreproachably reliable
estimations of the simulation accuracy and convergence
may permit to make strong physical conclusions: other-
wise any discrepancy with observations may turn out to
be just a result of an unaccounted numerical effect.
V. SUMMARY
1. The reliability criteria of the N-body simulations
based on the profile stability and universality (like
[12]) are unsafe. In particular, the opinion that
the universal density profile (UDP) commonly
occurring in the cosmological simulations corre-
sponds to the absence of any significant numerical
effects, while the core formation in the center
is a result and the first sign of the collisional
relaxation, is absolutely incorrect. First, very
essential numerical effects occur much earlier than
the core formation. Second, the core formation has
nothing to do with the collisional relaxation, being
defined by the parameters of the tree algorithm.
Thus, the criteria like t ≤ 1.7τr(r) are based on
artificial binding of two essentially independent
processes and therefore cannot be valid.
2. An instability with the characteristic time ∼ τd(r)
develops immediately after the simulation launch.
It leads to a numerical ’violent relaxation’: the
integrals of motion change (on the average) on
10% from their initial values even at r ≃ rs. In
contrast to the real violent relaxation [24], the
relaxation that we found is purely numerical. The
mechanism of its occurrence is not quite clear;
most likely, this is a result of either an inadequate
accuracy of the trajectory evaluation algorithm, or
13
the Miller’s instability.
3. Relying on the present-day N-body simulations,
one cannot infer that a relaxation (in particular,
the collisional one) tends to transform a cusp into
a core in the center of DM halos. Theoretical
consideration rather suggests the opposite: a
relaxation assists to the cusp formation, at least,
during the halo formation.
4. The necessity of a strong relaxation for a cuspy
profile formation [29, 30] makes critical the issue
of correct modelling of the initial halo relaxation
in cosmological simulation. If the N-body simula-
tions overestimate the relaxation during the halo
formation (as a result of the numerical ’violent re-
laxation’ that we found), it may lead to a false cusp
formation in the halo center. Our results give every
reason to believe that it is exactly what happens in
the N-body simulations of the large-scale structure
formation. Then the ’core-cusp problem’ is no more
than a technical problem of N-body simulations.
5. The significant variations of the integrals of
motion reveal that the system of test particles in
the N-body simulations is essentially collisional,
contrary to real DM systems. In the idealized case
of a stationary and stable halo that we consider,
the variations do not affect much the density
profile, but their influence cannot be minor in
simulations of the hierarchical structure formation
of the Universe.
6. Much remains to be done in testing of N-body sim-
ulation convergence and reliability. A comparison
of the simulation results with the analytical model
should always be preferred over a comparison of
results of different simulations.
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