Introduction
In many practical situations enhancement of digital signal processing quality is more desirable in complex conditions of noise variance increasing and presence of mixed additive and impulse noises. There are many signals, biomedical, in particular, with different and a priori unknown behavior of an information component. To provide high effectiveness of filtration for such signals in complex noisy conditions and stable operation of processing algorithm when the signal changing is unknown, it is necessary to use adaptive filters. If the information process contains step edges and other discontinuous transitions and possible spikes at various 276 points of digital signal sequence, the use of adaptive nonlinear robust processing algorithms, in particular, locally-adaptive nonlinear filters is reasonable.
Locally-adaptive nonlinear stable (robust) filters are designed for the necessary balance in contradictory requirements to algorithms of filtration which are to ensure a high degree of noise suppression, to remove impulsive spikes and to minimize the dynamic errors introduced by filtration [4, 17, 18] . Most nonlinear filters, as well as the linear ones, are model-oriented, i.e. they are optimal or highly efficient for certain models of signals and known probability density functions (PDF) of noise [4, 22] . For a nonlinear filter of high nonlinearity, the dynamic properties are usually high: it preserves step edges, piecewise functions, etc. and removes spikes. Nonlinear filter of low nonlinearity better suppresses noise on signal segments approximated by linear and polynomial functions and introduces small errors while processing polynomial curves [4] . Adaptive use of the advantages of nonlinear filters depending on the type of processing signal is important for filtering processes which have different elementary segments. To handle such processes, particularly in electrocardiograms, adaptive approximating filters are applied that change the processing algorithm parameters depending on the high-frequency or low-frequency nature of the signal [5, 6, [8] [9] [10] [11] [12] . However, as most linear filters, they are not suitable for processing abrupt changes in the signal like step edge and other discontinuities and incapable to remove spikes [4, 22] .
The basic idea of locally-adaptive non-linear filtering is to estimate the local signal-to-noise situation by so-called "local activity indicators" (LAI) calculated for the i-th position of a sliding window and to process the vicinity of the current i-th input signal sample with a more suitable filter. There are nonlinear locally-adaptive filters with "soft" and "hard" switching of parameters. Adaptive filters with "soft" switching are filters which adaptable parameters can take any possible values. In such algorithms, LAIs are usually a part of an analytic expression describing the output signal. Adaptive filters with "hard" switching are adaptive nonlinear filters which parameters take fixed values: for example, change of the window length, type and parameters of the nonlinear filter for local signal processing [17, 18] .
For the design of locally-adaptive myriad filters (LAMFs), it is a good reason to use "soft" and "hard" switching simultaneously [23] [24] [25] [26] [28] [29] [30] . For "soft" switching, an adaptive formula for a signal-dependent change of a sample myriad linearity parameter K [3, 14, 20, 23] is proposed. For "hard" switching, sliding window length and the tuning coefficient influencing on K are chosen from number of relevant values. The choice is based on the current LAI estimates of local signal-to-noise situation Thus, locally-adaptive myriad filtering makes it possible to achieve a high degree of Gaussian noise suppression by adjusting the parameter K to a linear mode and by increasing the window length. Minimum errors while processing abrupt changes of the signal are achieved by setting the high nonlinearity properties of the myriad filter because it has small values of K and window length. Due to LAIs which determine the local signal-to-noise situation for adjusting the filter type and its parameters [17, 18, 23] , it is possible to obtain a stable operation of the processing algorithm for different and a priori unknown signal behavior and non-stationary noise variance that is important for many practical applications. Parallel calculations allow implementation of the adaptive myriad filtering in a real-time mode.
The goal of the current study is to investigate the locally-adaptive myriad filtration on one-dimensional complex test signal which includes different elementary segments standard for a variety of practical situations under different noisy conditions. Comparison between the different LAMFs, applied on the simulated test signals could help the choice of more relevant adaptive filtering algorithm.
Methods

Locally-adaptive myriad filters
A sample myriad is an optimal M-estimate of location of the Cauchy PDF [7, [13] [14] [15] [16] , which is defined as: 22 12 1ˆ{ , ,..., , ; } arg min log [
where xi is the data sample within the sliding window; N is sliding window length; K is a linearity parameter of a myriad estimator, K > 0.
The parameter K controls the performance of the myriad filter. Small values of K set high nonlinear performance of the myriad filter at which it has high dynamic and robust properties (can successfully preserve abrupt changes in a signal and remove impulsive spikes) and for large K, myriad filtration tends to linear averaging [2, 7, 13, 14, 16, 19] .
Three LAMFs are proposed in this work. LAIs are calculated and compared with the given thresholds for each i-th position of the sliding window, where i is index of central element in the window. As a result, one of the adaptive myriad filters (AMF) with parameters more suitable for processing the vicinity of i-th current sample is switched.
The output signal of the AMF can be described as follows:
where ai K is the adaptable linearity parameter K calculated for the i-th sliding window.
The adaptation of the linearity parameter ai K of AMF is carried out by the formulas:
where b is a fixed coefficient; 
Locally-adaptive myriad filter based on Z-parameters
One of the LAMFs switches the output signals between three AMF. One AMF has high dynamic properties due to high nonlinearity as a result of small values of K and small window length. This is a "detail preserving" component of LAMF. The other AMF is "noise suppressive" component of LAMF which has properties close to linear filter due to increase of parameter K and window length. An intermediate component of LAMF is AMF with medium properties. This LAMF uses LAIs referred to as Z-parameters [17, 18] , which are defined as: [17, 18, 26] .
The output of the considered three-component LAMF denoted as AMZ is defined as: 33 
Locally-adaptive myriad filter based on Hampel threshold parameters
Another proposed LAMF uses adaptive "hard" switching of the outputs between two AMF. In one case, AMF with small window length and nonlinear properties due to small coefficient b is used. In another case, AMF with large window length and the linear filtering mode set by large coefficient b is applied. LAIs used in this LAMF are similar to the threshold parameters of Hampel decision based filter [21] which are described by formulas: is median absolute deviation (Mad) that is a local estimate of a signal scale, where 1.4826 is a coefficient used for Gaussian PDF [16] .
The output of this two-component LAMF denoted as AMH is described as: 
Locally-adaptive myriad filter based on Hampel threshold parameters with noise-dependent parameters set
The parameters (window lengths and values of coefficient b) of the "detail preserving" and "noise suppression" component AMFs for LAMFs AMZ and AMH are pre-set and remain unchanged during processing. In this case the appropriate parameters are chosen for the certain noisy conditions. If the noise level changes significantly, it is preferable to use the sets of component filters which are automatically switched depending on previously estimated noise level. Such adaptive nonlinear filter can use the comparison of the LAI f i r or f i th (Eq. 6) with given thresholds in order to estimate noise dispersion. The estimation is performed at the part of slow signal alteration when ff ii r th  . Flag variables which define the cases of low, middle and high noise levels can be used: 
where ln, mn, hn are Boolean variables which correspond to cases of low, middle and high noise levels, respectively; 1, 2 are threshold values.
Therefore, the output of the LAMF with noise-dependent parameters set, denoted as AMH, can be described as 11 11 12 12 21 21 22 22 31 31
, ( " ") 
Signal model. Criteria of effectiveness
The signal model of one-dimensional sampled data sequence can be described as:
, with probability 1 , , with probability ;
where si is true signal value of the i-th sample; ai n is zero mean Gaussian additive noise with the variance а 2 ; spi n >> 3а 2 is amplitude of spikes which occur with probability sp P .
The one-dimensional complex test signal ( 
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The motivations behind the complex model of one-dimensional test signal (Fig. 1) are that it has to contain:  Segments that can be met in practice and preservation of which is important in processing of denoised signal. In this sense, step edge, piecewise linear segments, both types of extrema and other points of discontinues are important.  Constant value segments that allow characterizing maximal noise suppression efficiency.  Signal increasing-decreasing segments that allow analyzing noise reduction depending upon derivative. Besides, the used test signal provides an opportunity to detect filter's shortcomings, i.e. types of segments for which a given filter performs poorly. 
Parameter settings for considered algorithms
Effectiveness of nonlinear robust filters is usually evaluated by numerical simulations since analytical description of their properties is too complicated. The numerical simulation algorithm consists of generating a test signal, generating and adding noise, filtering, calculating and saving filter performance indicators, repeating these steps a predetermined number of times, and calculating the average filter quality indicators [4] .
Let us analyze the effectiveness of proposed LAMFs AMZ (Eq. 5) and AMH (Eq. 7), AMH (Eq. 9). The parameters of these algorithms are chosen by numerical simulations according to criterion of minimum MSE (Eq. 11) for the whole one-dimensional signal for medium level of Gaussian noise ( 2 a  = 0.01) for the considered LAMFs (except for LAMF AMH which parameters are matched for low, middle and high noise levels).
For LAMF AMZ (Eq. 5), the parameters are as follows: N1 = 7, b1 = 0.3, N2 = 13, b2 = 0.5, N3 = 17, b3 = 1. AMF (Eq. 2) with parameters N = 15, b = 1 is used as a preliminary filter for calculating Z-parameters (Eq. 4). Because of the noisiness of Z-parameters [17, 18, 26] , their values are processed by a median filter with window length N = 5.
For LAMF AMH (Eq. 7), the following parameters are selected: N1 = 7, b1 = 0.5, N2 = 17, b2 = 1, t = 0.6, for Medi and Madi estimates the preliminary window with length N = 17 is used, LAIs ri, thi are smoothed by the averaging filters with windows N3 = 21, N4 = 15. For this LAMF, the filtering of adaptable parameter ai K (Eq. 3) by AMF (Eq. 2) with parameters N = 17, b = 0.5 is used.
For modified LAMF AMH (Eq. 9), the parameters are as follows: N11 = 5, b11 = 0.5; N12 = 15, b12 = 1; N21 = 7, b21 = 0.5; N22 = 17, b22 = 1; N31 = 9, b31 = 0.5; N32 = 17, b32 = 1; the adaptable linearity parameter Note that suitable parameters of algorithms AMZ and AMH, AMH may differ for other signals. Also, the sign for comparison of filtered threshold parameters of Hampel filter [22] Proposed LAMFs are compared to a nonlinear locally-adaptive filter with Z-parameters [17, 18] , denoted as AZ, and LAMF based on LAI quasi-range Qi [3] denoted as AMQ. These adaptive filters are highly effective for the given complex model of one-dimensional signal [3, 17, 18, 24, 26] .
The algorithm AZ switches the outputs of median filter with small window and -trimmed filters with middle and large window lengths [17, 18] . For algorithm AZ [17, 18] Its advantages are also high dynamic properties for low noise level [17, 18, 24, 26] .
In the algorithm AMQ [3] the linearity parameter of the sample myriad is adaptively changed according to the formula:
where b is a fixed coefficient, For LAMF AMQ [3] , the middle values of window length N = 9 and coefficient b = 0.7 are chosen. For filtering the sampled sequence of quasi-range Qi median filter with window N = 9 is applied. This LAMF does not use "hard" switching of parameters; therefore its computational cost is less than that of LAMFs AMZ (Eq. 5) and AMH (Eq. 7), AMH (Eq. 9). The advantages of AMQ are the high quality of processing step edge and spikes removal [3, 24, 26] . To calculate a sample myriad for LAMFs AMQ, AMZ, AMH the algorithm of 282 minimization of myriad cost function based on numerical Newton technique [1] is used because of its good preserving step edge and high robustness [2, 27] .
For not very low probability of spikes, in order to ensure better spike removal, it is expedient to use a preliminary robust myriad filter with small window N = 5 (corresponding algorithms AZ, AMQ, AMZ, AMH, AMH are denoted as AZpr, AMQpr, AMZpr, AMHpr, AMHpr). Parameter K = 0.35 of the preliminary myriad filter is chosen by numerical simulations.
Results and discussions
Testing and comparison of LAMFs
The efficiency of the suggested LAMFs AMZ (Eq. 5), AMH (Eq. 7), AMH (Eq. 9) and adaptive algorithms AZ [17, 18] and AMQ [3] used for comparison are analyzed on the basis of the statistical estimates of the MSE (Eq. 11) (Table 1) , where 12 ii   is MSE calculated for the signal segment with indices from i1 to i2, t is integrated MSE calculated for an entire complex one-dimensional test signal (Fig. 1) . To obtain stable statistical estimates of the filter quality, in case of spikes absence, the number of realizations for averaging operation is NR = 200, and in case of the spikes presence, it is NR = 500.
As can be seen from the results of numerical simulations (Table 1) , LAMFs AMZ (Eq. 5) and AMH (Eq. 7), AMH (Eq. 9) have high quality processing efficiency for all considered elementary segments of the complex test signal. They have the best integrated performance indicators for entire test signal at wide range of Gaussian noise level and in possible spikes presence.
For not very low probability of spikes presence, the integral efficiency indicators of the LAMFs AMZ (Eq. 5) and AMH (Eq. 7), AMH (Eq. 9) are also higher as compared to those of algorithms AZ and AMQ. The advantage, however, is less observable here in comparison with the similar cases of spikes absence (Table 1 , cases [8] [9] [10] [11] [12] . The use of a preliminary myriad filter [1] with a small window length and adjusted linearity parameter K significantly improves the robustness of corresponding nonlinear adaptive algorithms AZpr, AMQpr, AMZpr, AMHpr (Table 1 , cases 8-9).
Results of filtering by LAMF AMZ
Due to the adaptation of the linearity parameter K, LAMF AMZ (Eq. 5) overcomes the drawback of a standard myriad filter, which involves low efficiency of noise suppression on the linearly increasing and decreasing segments depending upon the signal scale [2, 3] . LAMF AMZ almost optimally suppresses noise for these signals (Table 1 ). In cases of increasing noise variance and spikes absence, this LAMF provides the best efficiency for the entire test signal (Table 1 , cases 4-6). In comparison with the basic algorithm AZ, LAMF AMZ is significantly efficient on linearly changing segments of the test signal (Table 1) . LAMF AMZ improves the integrated MSE of AZ in the range from middle to high levels of Table 1 , cases 4-6).
Results of filtering by LAMF AMH
LAMF AMH (Eq. 7) and its modification AMH (Eq. 9) effectively preserves a step edge while simultaneously suppressing noise in its vicinity and provides the best efficiency of noise suppression on the segment of a constant signal in all simulated cases (Table 1) . These LAMFs also have high dynamical properties while processing piecewise linear and parabolic segments of the complex test signal, as can be seen in the cases from low to middle levels of noise ( 
Results of filtering by LAMF AMH
The LAMF AMH (Eq. 9) has better effectiveness than AMH at a connection point of a constant signal and a polynomial curve (x-axis indices 240-260) for all considered cases (Table 1) and also has the best local performance indicators for this elementary signal in cases of noise dispersion increase ( 
Analysis of signals plots
The illustration of the output signals for low (Fig. 2) , middle ( Fig. 3 ) and high (Fig. 4 ) levels of Gaussian noise of the considered nonlinear adaptive algorithms confirms the numerical simulation results. As can be seen from the case of the not low probability of impulse noise (Fig. 5) , nonlinear adaptive algorithms AZpr, AMQpr, AMZpr, AMHpr, AMHpr remove spikes without significant signal distortions, which is also confirmed by the high efficiency indicators of these algorithms in spikes presence (Table 1 , cases 8-12).
The behavior of the local adaptation parameters of the LAMFs AMZ (Eq. 5) and AMH (Eq. 7), AMH (Eq. 9) in cases of low (a 2 = 0.0006) and high (a 2 = 0.06) levels of noise is shown in Figs. 6-7 . The change of sliding window length N is similar to the change of the coefficient b for the corresponding LAMF (not shown).
As can be seen from the plots of the local adaptation parameters (Figs. 6-7) , LAMFs AMZ, AMH, AMH correctly switch the coefficient b (similarly window length N) to small values in the neighborhoods of a step edge (x-axis indices 40-60), piecewise linear functions (x-axis indices 90-110, 140-160, 190-210), a connection point of a constant level and a polynomial curve (x-axis indices 240-260). This allows adjustment of the myriad filtration to the nonlinear mode with high robustness and, therefore, preservation such transitions. Setting of a small window length in LAMFs AMZ and AMH, AMH also better preserves a polynomial extremum (x-axis indices 265-285) for low level of noise (Fig. 6) . While processing this elementary segment in case of high level of noise (Fig. 7) , LAMF AMZ sets a middle window length, and LAMFs AMH, AMH set a large window. As a result, the noise is well-smoothed. For LAMF AMZ, there are few errors in hard switching to a middle window length on the segments of the linear signal which do not decrease in processing quality essentially. For LAMFs AMH, AMH switching errors are less. However, in contrast with AMH and AMH, on the linearly changing segments (x-axis indices 110-140, 160-190) the LAMF AMZ correctly sets large window length and a linear mode of myriad filtration, thus noise is strongly suppressed, which is an advantage of this algorithm. 
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The behaviors of the adaptable linearity parameter ai K (Eq. 3) for low ( Fig. 6 ) and high ( Fig. 7) Gaussian noise levels are similar, but when noise dispersion is increased, the mean level of function of ai K is higher, thus the myriad filtering has more linear properties, which allows better noise suppression. For high noise level (Fig. 7) , a local maximum of the 
Conclusion
We proposed algorithms for locally adaptive myriad filtering with adaptation of a sample myriad linearity parameter K, depending on signal scale local estimates, as well as with "hard" switching of the values set for the sliding window lengths and coefficients, which influence the parameter K. The proposed LAMFs are shown to preserve a step edge, piecewise functions and parabolic extremums effectively due to high dynamic properties for nonlinear mode of myriad filtering (small values of the linearity parameter K) and small length of the sliding window. LAMFs suppress noise effectively while processing the segments of linear behavior of signal and polynomial curves by adjusting the parameter K to a linear mode and by increasing the window length.
Having high efficiency for all segments of the considered complex signal, one of the proposed algorithms provides almost optimal noise suppression on the segment of linear change of the signal. Other algorithm provides higher quality of step-like and constant signal processing. In order to improve effectiveness of filtration in cases of low and high noise levels, the modified algorithm applies noise level estimation through comparison of a locally-adaptive parameter and thresholds. As a result of application of the proposed LAMFs, improvement of integral and local performance indicators is shown in comparison to the highly effective locally-adaptive algorithms [3, 17, 18] . In case of spikes presence, a significant enhancement of the processing quality is shown due to application of the preliminary robust myriad filtering.
