The authors consider the problem of testing the validity of the logistic regression model using a random sample. Given the values of the response variable, they observe that the sample actually consists of two independent subsets of observations whose density ratio has a known parametric form when the model is true. They are thus led to propose a generalized moments specification test in detail. In addition, they show that this test can be derived using Neyman's smooth tests for goodness-of-fit. They present simulation results and apply the methodology to the analysis of two real data sets.
INTRODUCTION
It is well known that the logistic model has been widely used in numerous applications for the analysis of binary data. To mention only a few, see Farewell (1979) , Prentice and Pyke (1979) , Breslow and Day (1980) for examples of establishing relationships between diseases and environmental or genetic characteristics. The adequacy of the logistic model has been studied extensively in the literature. Pregibon (1980 Pregibon ( , 1981 , Aranda-Ordaz (1981) , Stukel (1988) and Czado (1992 Czado ( , 1994 are some references to studies of parametric data driven choices of the link function for prospective sampling. Hastie and Tibshirani (1986) , O'Sullivan et al. (1986) , Azzalini et al. (1989) , Horowitz (1993) , Klein and Spady (1993) and Green and Silverman (1994) are a few references to studies of nonparametric and semiparametric data driven choices of the link function. Landwehr et al. (1984) present graphical methods for the logistic model. A comprehensive account of the logistic model can be found in Cox and Snell (1988) .
Suppose that y is a binary response variable and let x be an associated 1 × p covariate. The simple logistic regression model is of the form P (y = 1|x) = exp(α * + x β)
where α * is a scale parameter and β is a p × 1 vector parameter. Notice that the marginal distribution of x, namely f(x), is left completely unspecified, in equation (1). This work aims to test the validity of model (1). Our presentation follows Qin and Zhang (1997) .
Assume that x 1 , . . . , x n0 is a random sample from F (x|y = 0). Independent of the x i , assume that x n0+1 , . . . , x n is a random sample from F (x|y = 1), and let n 1 = n − n 0 . Put π = P(y = 1) = 1 − P (y = 0) and assume that f (x|y = i) = dF (x|y = i)/dx represents the conditional density function of x given y = i for i = 0, 1. Notice that the distributions F (x|y = i), i = 0, 1, can be multivariate. Then, by Qin and Zhang (1997) , it follows that model (1) is equivalent to the following two-sample semiparametric model 
with α = α * + log (1 − π)/π. Additionally, model (2) is a biased sampling model with weight function, exp(α+ x β), depending on the unknown parameters α and β. Vardi (1982 Vardi ( , 1985 and Gill et al. (1988) have discussed in detail biased sampling problems with the weight function being completely known. Recently, Efron and Tibshirani (1996) suggested model (2) for semiparametric density estimation.
More generally, we assume that there are two groups of independent observations available to the statistician, say
We focus on testing the hypothesis
where θ = (α, β ) , and φ(x; β) is a known function but the form of dF 0 (x) is unknown. We attack the problem using a generalized moments specification test. Newey (1985) has studied maximum likelihood moments specification tests in the context of a single sample problem. Suppose that we are interested in testing if an observed data set, say z 1 , . . . , z n , is distributed according to some parametric family, say f (z, γ). A specification test statistic can be obtained using any s × 1 vector valued function, say m(z, γ), of the data and parameters, such that it satisfies the following moment condition
It turns out that the sample momentŝ
should be close to zero, by the law of large numbers. However, the true value of γ is unknown. We usually replace γ byγ, whereγ is an estimator of γ. The most common choice forγ is the maximum likelihood estimator, that isγ maximizes the log-likelihood γ) . Thereforem(γ) should fluctuate around zero. Any large value of |m(γ)| will lead to evidence against the null hypothesis. Generalized moments specification tests for semiparametric models have been also used by Horowitz and Neumann (1992) . These authors test the validity of the Cox proportional hazards model. For a detailed discussion on specification tests, see the book by White (1994) .
We organize our presentation as follows. In Section 2, we propose the generalized moments specification test statistics. We present some simulation results in Section 3. Our results are applied to real data in Section 4. Finally, some concluding remarks are presented in Section 5. The proof of a theorem is given in the appendix.
TEST STATISTIC AND MAIN RESULTS
Assume that there are two groups of independent observations, say x 1 , . . . , x n0 ∼ dF 0 (x) and x n0+1 , . . . , x n ∼ dF 1 (x) = r(x; θ)dF 0 (x) as described in Section 1. Then, it is interesting to observe that for any measurable s × 1 vector-valued function η(x; θ), which may depend on the parameter θ and sample size n 0 and n 1 , we have
if H 0 is true. Here E i , i = 0, 1, denotes the expectations with respect to F i . Set ρ n = n 1 /n 0 and assume that ρ n → ρ as n → ∞. An application of equation (4) shows that
is an unbiased estimating equation. According to the discussion at the end of the previous section, a generalized moments specification test can be constructed by using Q η (θ). Then the test statistic is based on
withθ being the maximum likelihood estimator of θ under the hypothesis. Using (5) requires computation of the maximum likelihood estimator of θ. We show how to derive the score equations under the hypothesis by using the empirical likelihood method (Owen 1988 (Owen , 1990 . This is necessary since we do not assume any specific form for F 0 (x). Our discussion follows Qin and Zhang (1997) . The empirical likelihood function based on the observed data is given by
It is clear that F 0 must jump at the observed data points x 1 , . . . , x n , otherwise the likelihood becomes zero.
Recall that r(x; θ) = exp{α + φ(x; β)}. We maximize (6) over all p i 's, α and β. The method is divided into two steps. First for fixed (α, β), we maximize subject to the constraints
Introducing the Lagrange multiplier method, we have (Qin and Lawless 1994) 
where λ is the Lagrange multiplier for the constraint
By plugging p i in (6), we obtain the profiled log-likelihood
By maximizing with respect to α, β we have
that is λ = n 1 /n. Summarizing, inference on θ can be based on the profiled loglikelihood
Recall that ρ n = n 1 /n 0 . Differentiation of (8) leads to the score function
with ξ(
Letθ be the solution of the score estimating equation
Statistical properties of the estimator derived by (10) have been examined by Qin and Lawless (1994) . In summary, the maximum empirical likelihood estimatorθ is consistent and asymptotically normally distributed. In addition, if we let
is a consistent and asymptotically normally distributed estimator of F 0 (x). Notice that I denotes the indicator function. After computingθ, we substitute its value in (5), thus obtaining the value of the test statistic. The test statistic (5) was derived as a generalized moments specification test. Another approach of obtaining the same result is to use smooth goodness-of-fit tests theory (Rayner and Best 1989) . To be specific, we can embed the densities ratio r(x; θ) = exp{α + φ(x; β)} into a larger parametric family
where γ is a k × 1 vector and h(x; β) is a given k × 1 vector function. For the enlarged densities, inference for the unknown parameters (α, β ) and γ can be based on
according to (8). Testing hypothesis (3) is equivalent to testing the hypothesis H 0 : γ = 0. The score based test is given by
The unknown parameter (α, β) can be estimated by
We can get (5) by letting
This establishes that the proposed generalized moments specification test can be derived along two lines of argument. A crucial observation is that Q η (θ) is a sum consisting of independent and identically distributed components. Thus the central limit theorem gives an approximate normal distribution. This is demonstrated by the following theorem. The proof is given in the appendix.
Theorem. Recall that ρ n = n 1 /n 0 and assume that ρ n → ρ, as n → ∞. Then under suitable regularity conditions,
in distribution, as n → ∞. The matrices U and V are defined in the appendix by the equations (17) and (18).
Hence the χ 2 goodness-of-fit test statistic is
whereΣ is a consistent estimator of Σ. It follows that the asymptotic distribution of R is a chi-square with s degrees of freedom. Let us summarize our results from this section. We showed that a reasonable goodness-of-fit test of the logistic model could be based on (5). This equation can be derived either from first principles or from the theory of smooth goodness-of-fit tests under the hypothesis (3). We proved that a suitable quadratic function of Q η (θ) is approximately chi-squared distributed with degrees of freedom equal to the number of components of the η function that appears in the definition of the estimating function. The choice of η is arbitrary. Therefore the problem of determining the "best" η remains open. In our simulation, we use indicator functions and some suitable polynomials. The computation of the value of the test statistics is accomplished by estimating the maximum likelihood estimator of θ and F 0 under (3). Then we can use the plug-in principle to estimate all the matrices that appear in (14) (see also Qin and Lawless 1994) .
Remark. Qin and Zhang (1997) suggested recently another goodness-of-fit test that is useful for testing the logistic model under the setup of Section 1. Their test is based on the quantity
Notice thatF
the empirical cumulative distribution function of the control data, andF 0 (x) is given by equation (11). Large values of ∆ will indicate departures from the hypothesis. They calculate significance levels and empirical power by using a bootstrap method. We will contrast both approaches in Section 3.
Remark. The test statistic R can also be applied to mixture sampling data. In this case, a sample of n = n 0 + n 1 members is randomly selected from the whole population with both n 0 and n 1 being random. If (y i , x i ), i = 1, . . . , n denotes a random sample from the joint distribution of (y, x), then the likelihood has the form
with π = P (y = 1).
SOME SIMULATION RESULTS
First, we give some notation that will be found useful in the sequel. Let g (µ;σ 2 ) (x) denote the probability density function of a normal distribution with mean µ and variance σ 2 . Then, a simple calculation shows that
with
We performed a small simulation study to illustrate empirically the adequacy of the theoretical results with 1000 runs. We considered only univariate covariates. We used four different choices for the function η that appears in the definition of goodness-of-fit test. The first choice is the function I 3 (x). This function will denote the partition of the combined data set into three parts, according to the intervals (−∞ Recall that the function φ is required to be known from (3) and ρ n = n 1 /n 0 . We chose the indicator functions since they are usually easier to compute and introduce a partition of the covariate space. The cut off points of the indicators were determined such as there is at least 5% data into the corresponding cells of the partition. The choice of m(x) follows from (12) and (16) since we will use normal populations. The hypothesis H 0 : θ 3 = 0 should be tested by using m(x) since this choice of function corresponds to a score test statistic. Table 1 . Achieved significance levels of the goodness-of-fit test for different functions and sample sizes. The control populations is N (0, 1) and the case population is N (1, 1) . We present some large sample results first starting with the achieved significance levels of the test. Consider the case where the control data is N (0, 1) and the case data is N (1, 1), n 0 = n 1 = 200. In this case, we have that the hypothesis (3) is true with φ(x, β) = βx. In addition, (16) holds with θ 1 = −1/2, θ 2 = 1, θ 3 = 0. Table 1 illustrates the achieved significance levels for the various choices of functions and different sample sizes. We see that the achieved significance levels are quite close to the nominal levels. We plotted a histogram of the 1000 simulated values of Q (see equation (5) Figures 1(a), 2(a) show a reasonable approximation to the asserted normality. The Q-Q plots of the values of the test statistic (14) when η(x) = m(x) are shown in Figures 1(b) and 2(b) . Figure 1(b) does not reveal a large disagreement with the chi-square distribution with one degree of freedom (recall that in this case s = 1). However, Figure 2 (b) -unbalanced case -illustrates some disagreement with the chi-square distribution with one degree of freedom. Figure 3 demonstrates the same information when η(x) = I 5 (x). In this case s = 5, and therefore Q is a five dimensional vector. Furthermore, the asymptotic distribution of the test statistic is a chi-square with five degrees of freedom. We studied next the empirical power of the test statistic. We use the same functions for the choice of η(x). We generated control data from N (0, 1) but the case data were drawn from N (1, 2). In this case θ 1 = (−1/2){log 2 + (1/2)}, θ 2 = 1/2, θ 3 = 1/4. We tested hypotheses (3) with φ(x, β) = βx. Table 2 reports the empirical powers when n 0 = n 1 = 200 and n 0 = 200, n 1 = 100. We see that the columns corresponding to m(x) give the highest power. This is sensible, since for this choice of η(x), we get the score statistic which was discussed in Section 2. Table 3 reports empirical powers when the control population is N (0, 1) and the case population is N (2, 4). The same remarks are true.
We present now some small sample results by contrasting our approach to that of Qin and Zhang (1997) . They consider model (16) with θ 2 fixed and equal to 0.5 and θ 3 taking the values 0.0, -0.5 and -1.0. For these choices of θ 2 and θ 3 , we have that θ 1 takes the values -0.125, 0.2841 and 0.5076, respectively. They examine the situation where the sample sizes are n 0 = n 1 = 30 and n 0 = n 1 = 60. Table 4 gives achieves significance levels and powers for the various choices of θ 3 and sample sizes. Notice that we are using the same functions as before to construct our goodness-of-fit test and φ(x; β) = βx. By direct comparison with Table 1 from Qin and Zhang (1997) , we see that when θ 3 = 0, the achieved significance levels are very close. In addition, notice that the power of the test increases as θ 3 is away from 0. The powers reported in Table 4 are larger than the ones reported in their work for the statistic ∆ (see (15)) with the exception of the cases θ 3 = −0.5, 1, n 0 = n 1 = 30 and η(x) = I 5 (x). The power of the test (14) with η(x) = m(x) is always larger than the simulated power they report. A theoretical comparison of these tests is certainly needed. Tables 5 and 6 report the same results as before but now the data were generated according to a non-symmetric distribution. Namely, we use the Gamma distribution, denoted by G. In this case, the control data were generated according to the exponential distribution with parameter 1. The case data -used for Table 5 -were generated according to the Gamma distribution with parameters 1 and 3 respectively. It follows that the hypothesis is true with φ(x; β) = βx. Table 5 illustrates the achieved significance levels. Here, we point out that J 3 (x) stands for the function which partitions the combined data set into three parts, according to (0, 0.5], (0.5, 1.5], (1.5, ∞). Similarly, J 4 (x) denotes the partition of the combined data set into four parts according to intervals (0, 0.4], (0.4, 0.8], (0.8, 1.2] (1.2, ∞) . The function J 5 (x) stands for the partition of the combined data into five parts according to the intervals (0, 0.25], (0.25, 0.6], (0.6, 0.9] (0.9, 1.20] (1.20, ∞) and the function m 1 (x) equals to log(x)/[1 + ρ n exp{a + φ(x; β)}]. The criteria and cut off points for the indicator functions were the same as before, namely ease of interpretation and sufficient data -at least 5% -into the corresponding cells of the partition. The choice of the function m 1 (x) will be transparent from the results reported in Table 6 , which reports empirical power results with control data generated from exponential distribution with parameter 1 and case data drawn from the Gamma distribution with parameters 2 and 3. We tested hypothesis (3) with φ(x; β) = βx. The choice of m 1 (x) is sensible since we obtain the score statistic. A straightforward calculation of the log-likelihood ratio of the corresponding densities leads to the choice of this particular function. We let sample sizes to be the same. A direct comparison of Table 6 with Tables 2 and 3 show that the test is performing very well under the same circumstances. Actually, this limited simulation shows that the power of the test for non-symmetric populations is superior than the power obtained from symmetric populations, at least for large sample sizes. In contrast, Tables 7 and 8 report results when we generate data from Gamma populations but with small sample sizes. Clearly, the achieved significance levels are quite close to the nominal levels but the empirical power of the test is moderately low. It is clear that the power of the test increases as the sample size increases. However, a direct comparison of Table 7 and 8 with Table 4 shows that the power of the test is inferior to the power of the test obtained from symmetric populations. Certainly, the choice of the functions needed to construct the test is essential and further study needs to be done. Table 5 . Achieved significance levels of the goodness-of-fit test for different functions and sample sizes. The control populations is G (1, 1) and the case population is G (1, 3) . Table 6 . Empirical power of the goodness-of-fit test with different sample sizes. The control population is G(1, 1) and the case population is G(2, 3). Furthermore, we generated prospective data from the well known complementary log-log model
Here the values of the covariates were generated according to a N (0, 2) random variable. Figure 4 illustrates a plot of x versus the log-odds of P (y = 1|x). The logistic model does not hold in this case. Therefore, model (3) should be rejected. We used η(x) = m(x) to construct the generalized moments test statistic with φ(x, β) = βx. The results are summarized in Table 9 . The first two rows report the empirical power of the test when γ 1 = 0.5, γ 2 = −1 and γ 3 = 0 or γ 3 = 0.1. We see that the inclusion of the quadratic in the model from the generated data leads to a more powerful test. Similarly the last two rows report empirical powers when γ 1 = 0.8, γ 2 = 2 and γ 3 = 0 or γ 3 = 0.1. We conducted the same simulation using I 3 (x), I 4 (x) and I 5 (x) for η(x), but the simulated powers were moderately low, showing that the power of the test statistic depends on the particular choice of η(x). A direct comparison here with the log-likelihood ratio or Pearson's chisquare goodness-of-fit test is not plausible due to the sparseness of the data. Table 7 . Achieved significance levels of the goodness-of-fit test for different functions and sample sizes. The control populations is G(1, 1) and the case population is G (1, 3) . 
DATA ANALYSIS
In this section, we give two examples with real data. The first data set was reported from Hosmer and Lemeshow (1989) . It consists of 100 cases. Measurements were made on the age of the cases and the presence/absence of coronary heart disease. Hosmer and Lemeshow (1989) fitted a logistic model to the probability of the presence of coronary heart disease by regressing on age. The model seemed to approximate the data well. We tested the validity of this model by using our results. By using indicators with 3, 4, 5 and 6 partitions, we obtained 0.6150781, 0.100367, 0.2159474 and 0.6862191 for the values of the test statistic, respectively. The p-values are therefore large and we can conclude that the logistic model fits these data quite well. Notice that the log-likelihood ratio test yields to a value of 29.31 and the Pearson's chi-square goodness-of-fit test gives 17.19 on 98 degrees of freedom (Hosmer and Lemeshow 1989) . Both of them indicate no departures from the logistic model.
The second example was taken from Finney (1947) . These data consist of 39 subjects. A study was conducted to determine the effect of the rate and volume of air inspired on a transient vasoconstriction. The response variable was the occurrence or non-occurrence of the vasoconstriction. These data were also analyzed by Pregibon (1981) . He fitted a simple logistic model by regressing the occurrence/non-occurrence of the vasoconstriction on the logarithms of the volume and rate. His analysis showed no gross inadequacies with the logistic model.
In our setup, we fitted a model with
with x 1 denoting volume and x 2 denoting rate. The estimated coefficients werê α = −2.824831,β 1 = 4.883913 andβ 2 = 4.609492. Put r(x 1 , x 2 , θ) = exp{α + φ(x 1 , x 2 , β 1 , β 2 )}. For testing the model we considered the functions
2 )) , η 4 (x 1 , x 2 ) = {1 + ρ n r(x 1 , x 2 , θ)} −1 (log(x 3 1 ), log(x 3 2 )) . Recall that ρ n = n 1 /n 0 . The values of the test statistic were 1.522815, 1.908197, 1.605868 and 2.18435, respectively. We can conclude that there is no evidence for rejecting the logistic model. The deviance and the Pearson chi-square goodnessof-fit test give 29.23 and 34.23 on 36 degrees of freedom which are less than their expectation (Pregibon 1981) .
CONCLUDING REMARKS
In this paper, we used the generalized moment specification test to assess the logistic link function. The key observation is that the ratio of two densities of x given y = 1 and y = 0 is of known parametric form. In addition, the test statistic was derived as a smooth goodness-of-fit test. We saw, by simulation, that the particular choice of η(x) is of practical importance both in achieving the nominal significance level and in obtaining good power. We cannot suggest currently any specific way to choose the "best" function η(x) that yields the optimal performance of the test. Indeed, this will depend upon the application and the data. However, our simulated example reveals that when you can assume some parametric form of the two distributions -case and control data -then it is quite reasonable to use their likelihood ratio as the starting point for the construction of the test statistic. In our example, we had normal distributions with unequal means and variances and therefore the choice of η(x) = m(x) is sensible. Similar considerations led to the choice of η(x) = m 1 (x) for the example of gamma distributions.
APPENDIX
Recall first that ρ n → ρ, as n → ∞. We prove Theorem 1. Note thatθ satisfies the score equation We also obtain by Taylor expansion that 
as n → ∞. Furthermore,
in distribution, as n → ∞,where
Here E i and Cov i i = 0, 1 denote expectations and covariance under F i , respectively and ρ i = lim n0,n1→∞ n i /n. It follows that
