Abstract. This paper addresses the exact computation of the set of reachable states of a strongly linear hybrid system. It proposes an approach that is an extension of classical state-space exploration. This approach uses a new operation, based on a cycle analysis in the control graph of the system, for generating sets of reachable states, as well as a powerful representation system for sets of values. The method broadens the range of hybrid systems for which a nite and exact representation of the set of reachable states can be computed. In particular, the state-space exploration may be performed even if the set of variable values reachable at a given control location cannot be expressed as a nite union of convex regions. The technique is illustrated on a very simple example.
Introduction
Hybrid systems are dynamical systems whose variables change both discretely and continuously over time, which makes them well-suited for modeling real-life systems such as embedded controllers and clocked systems. Techniques have been developed for analyzing various properties of hybrid systems ACHH93, HH94, HNSY94, ACH + 95, LPY95, Hen96] , and some of them have been implemented as tools such as HyTech HH95, HHWT95a, HHWT95b], Kronos DOTY96, DY95, MY96], and UP-PAAL BLL + 95]. All the current analysis methods are based on symbolic state-space exploration. Thanks to various search strategies and approximations, a wide range of properties can be decided or semi-decided for some restricted classes of hybrid systems KPSY92, ACD93, AD94, HKPV95, AHH96] . This paper deals with exact reachability analysis of hybrid systems, i.e., computing an exact and nite representation of their set of reachable states. We restrict our study to strongly linear hybrid systems, which are systems whose discrete variable changes are linear, and whose continuous variable changes obey constant-slope laws. Reachability analysis is traditionally done by performing a search in the state space of the system, while representing sets of reachable states with the help of some symbolic representation system. The usual representation consists of a nite set of pairs (control location, region), where a region is a convex set of variable values bounded by conjunctive linear constraints. Regions are themselves represented by formulas expressed in some simple arithmetic, or speci c mathematical objects such as convex polyhedra. This approach su ers from a major drawback: the exploration algorithm never terminates for systems whose reachable part of the state space cannot be expressed as a nite set of pairs (control location, region). There are however numerous examples of such systems which seem to be analyzable without resorting to approximation techniques, in spite of the fact that the general reachability problem is undecidable for the whole class of strongly linear hybrid systems.
In Section 3, we show how the classical state-space search algorithm can be improved in order to be able to analyze systems with an in nite number of reachable regions. Although our improved algorithm does not always terminate, which is not surprising since it addresses an undecidable problem, it makes it possible to broaden the class of systems for which an exact reachability analysis is possible. In particular, our analysis method is not limited to systems for which every reachable state is reachable by an exploration path of bounded length. Our technique relies on a powerful representation system for sets of values, the Real Vector Automaton (RVA), which is described in Section 4. The technique is illustrated on a very simple example in Section 5.
Hybrid Systems
A hybrid system is a dynamical system with discrete and continuous components. It is modeled by a hybrid automaton, which consists of a nite-state automaton associated to a set of real variables. The control locations of a hybrid automaton are labeled with evolution laws (di erential equations) that govern the continuous change of the variables with time, as well as with invariant conditions that must hold when the control resides in that location. The transitions of a hybrid automaton are labeled with guarded assignments. A transition is enabled when the values of the variables satisfy the guard. Following an enabled transition modi es the values of the variables according to the assignment labeling the transition.
In this paper, we restrict ourselves to strongly linear hybrid systems, which are hybrid systems with particular restrictions on their evolution laws, invariant conditions, and guarded assignments. A strongly linear hybrid system is composed of the following elements: { A nite set C of control locations. { A vector x = (x 1 ; : : :; x n ) 2 R n of variables. { An initial location c 0 2 C and an initial variable value x 0 2 Z n . { A labeling function inv that assigns to each control location c 2 C an invariant condition inv(c), which is a predicate over the domain R n of the variables. Invariant conditions of strongly linear hybrid systems are of the form Px q, where P 2 Z m n and q 2 Z m (m 0). { A labeling function eq that assigns to each control location c 2 C a control law eq(c), which consists of a di erential equation involving the variables. Control laws of strongly linear hybrid systems are of the form _ A state of a strongly linear hybrid system is a pair (c; v), where c is a control location and v is a value for the variables. 3 Reachability Analysis
Principles
In this section, we address the problem of computing an exact and nite representation of the set of reachable states of a strongly linear hybrid system. The classical method consists of performing a state-space exploration of the system, starting from a set containing only the initial state and spreading reachability information along control locations and transitions until a stable set is obtained. Reachability information is propagated by executing time-step and transition-step operations from the current set of reachable states. Stabilization is detected by testing if the current set is included in the union of the sets obtained at previous steps. Various search strategies Eve79] can be used for the exploration (depth-rst, breadth-rst, : : :).
A time-step operation may generate an in nite number of reachable states from a nite number of them. It follows that state-space exploration techniques require a symbolic representation system for the sets of states that have to be manipulated. Traditionally, sets of states are represented with the help of regions, which, for strongly linear hybrid systems, are sets of variable values bounded by conjunctive linear constraints. The idea is to represent a set of states by associating to each control location a nite number of regions corresponding to the variable values that are reachable at that location. Regions are themselves represented by mathematical formulas, or by speci c objects such as convex polyhedra. For strongly linear hybrid systems, there exist simple algorithms for computing the e ect of time-step and transition-step operations on a set of states represented by a pair (control location, region).
A major drawback of this approach is that state-space exploration will not terminate if there are reachable states that cannot be reached from the initial state by a bounded sequence of time-step and transition-step operations. In particular, this happens when the set of reachable values at some control location cannot be expressed as a nite union of convex regions. An example of such a system is given at Let us show how to extend the classical state-space exploration algorithm such as to be able to analyze systems with an in nite number of reachable regions. The main idea, inspired by BW94] and BG96], consists of adding a cycle-step operation, whose purpose is to capture discrete periodicity. Speci cally, given a cycle in the control graph of a hybrid automaton, a cycle-step operation is able to generate all the variable values that could be obtained by performing an unbounded number of times the sequence of time-step and transition-step operations corresponding to the cycle. This makes it possible to generate an in nite number of convex regions in a nite number of steps. As a consequence, cycle-step operations may generate sets of states that are not representable by a nite set of pairs (control location, convex region). It follows that a more powerful representation system is needed. Such a system will be described in Section 4. Composable cycles have a nice property. If C is composable, then there exists a guarded assignment a Px q ! x := Ax + b, with P 2 Z m n , q 2 Z m (m 0), A 2 Q n n and b 2 Q n , whose e ect is equivalent to following C. In other words, executing a from a given set of variable values would yield the same result as performing a time step at the location c 1 , followed by a transition step along (c 1 ; a 1 ; c 2 ), then a time step at c 2 , and so on until the transition step associated to the last transition (c k ; a k ; c 1 ) of the cycle. There is a simple algorithm for computing the equivalent guarded command of a composable cycle. It proceeds by rst expressing at each control location the only possible time delay at this location as a linear function of the variables, and then by composing the linear transformations undergone by the variables at the control locations and transitions visited by the cycle.
De nition 1 Let a Px q ! x := Ax + b be the equivalent guarded assignment of some composable cycle C, and r > 1 be an integer. The guarded assignment a is said to be iterable in base r if there exist p 2 N 0 and m 2 N such that the matrix A p is diagonalizable, and all its eigenvalues belong to f0; r m g.
Iterable guarded assignments have two important properties. First, one can algorithmically check for iterability:
Theorem2. There is a decision procedure, based on simple integer arithmetic, for checking whether a guarded assignment is iterable or not. Proof A suitable representation system is described in Section 4. The proof that a (V ) is computable on represented sets is left for the full paper. u t
The classical state-space exploration algorithm is extended in the following way.
Given a composable cycle C = (c 1 ; a 1 ; c 2 ); : : :; (c k ; a k ; c 1 ) such that its equivalent guarded assignment a is iterable, we simply add to the set of transitions of the system a meta-transition (c 1 ; a ; c 1 ), whose e ect is to transform a set of values V R n into a (V ) without changing the control location c 1 . Performing a cycle-step operation simply consists of executing a meta-transition. We do not impose an exploration order; however, a breadth-rst search will always reach a stable set whenever there is a search order that reaches such a set. Since cycle-step operations generate all the values that could be produced by following repeatedly their underlying cycle, they do not in uence the result of a state-space exploration if it terminates. However, they may force the search to terminate, or lower dramatically the number of exploration steps needed before stabilization occurs.
Real Vector Automata
In this section, we describe a symbolic representation system well suited to the sets of values that are manipulated by the improved reachability analysis method described in the previous section. The requirements on this system are linked to the operations that are performed during the analysis. Speci cally, the representation system has to be able to represent single vectors of integers (such as the set of initial variable values) as well as convex regions. It must be closed over time-step, transition-step, cycle-step, and elementary set-theory operations (union, intersection, : : :), and allow an easy computation of their e ect on represented sets. Moreover, inclusion of represented sets must be decidable.
Principles and De nitions
The main idea, inspired by WB95] and BG96], consists of representing a set of values by a nite-state automaton accepting encodings of those values as strings of symbols over some alphabet. Since we deal here with sets of vectors with real components, the rst step is thus to give an encoding scheme for such vectors. Let x 2 R be a real number and r > 1 be an integer. We encode x in base r, most signi cant digit rst, using r's complement for negative numbers. The result is a word of the form w = w i :w f , where w i encodes the integer part of x as a nite word over the alphabet f0; : : :; r ? 1g, the symbol \." is a separator, and w f encodes the fractional part of x as a in nite word over the alphabet f0; : : :; r?1g. We do not x the length p of w i , but only require it to be such that ?r p?1 ? 1 x r p?1 + 1.
Hence, the most signi cant digit of a number will be \0" if and only if this number is positive. For simplicity, we require the length of w f to be in nite (this is not a severe restriction, since an in nite number of \0" symbols can always be appended harmlessly to w f ). The encoding w of x is thus an in nite word over the alphabet f0; : : :; r ?1; :g. We de ne its integer-part length jwj i as the number of symbols in w i . It is noteworthy to remark that for some x 2 R and p 2 N, there exist two encodings of x of integer-part length p. For instance, choosing r = 10, x = 11=2 and p = 3 yields the two words 005:5(0) ! and 005:4(9) ! . Such encodings are said to be dual.
To encode a vector of real numbers, we encode each of its components with words of identical integer-part length. This length can be chosen arbitrarily, provided that is su cient for encoding the vector component with the highest magnitude. It follows that any vector has an in nite number of possible encodings. An encoding of a vector of reals x = (x 1 ; : : :; x n ) can indi erently be viewed either as a tuple (w 1 ; : : :; w n ) of words of identical integer-part length over the alphabet f0; : : :; r?1; :g, or as a single word w over the alphabet f0; : : :; r ? 1g n f:g:
Since a real vector has several possible encodings, we have to choose which of these the automata we de ne will recognize. A natural choice is to accept all encodings. This leads to the following de nition. A RVA is said to represent the set of vectors encoded by the words belonging to its accepted language. Remark that the representation is not canonical, for di erent B uchi automata may accept the same language.
Elementary RVA
RVA representing sets of real vectors satisfying elementary predicates are easy to obtain. We have the following result.
Theorem5. Let n 0 and r > 1 be integers. There exist RVA for representing in base r the sets: { Z n ; { fvg, for any v 2 Q n ; { f(x 1 ; x 2 ) 2 R 2 j x 1 x 2 g, for any 2 f=; 6 =; <; >; ; g; { f(x 1 ; x 2 ; x 3 ) 2 R 3 j x 1 + x 2 = x 3 g. Proof The RVA will be given in the full paper. u t
Elementary Operations on RVA
We consider operations on sets of real vectors and study their implementation by operations on the RVA representing those sets. We have the following result.
Theorem 6. Let r > 1 and m 0 be integers, V 1 ; V 2 be sets of real vectors of respective arities (number of components per vector) n 1 and n 2 , and A 1 ; A 2 be RVA representing respectively V 1 and V 2 . There exist algorithms for computing RVA representing:
{ The union V 1 V 2 and intersection V 1 \ V 2 , provided that n 1 = n 2 ; { The complement V 1 ; { The Cartesian product V 1 V 2 = f(x 1 ; x 2 ) j x 1 2 V 1^x2 2 V 2 g; { The projection 9x i V 1 = f(x 1 ; : : :; x i?1 ; x i+1 ; : : :; x n1 ) j (9x i )(x 1 ; : : :; x n1 ) 2 V 1 g; { The reordering V 1 = f(x (1) ; : : :; x (n1) ) j (x 1 ; : : :; x n1 ) 2 V 1 g, where is a permutation of f1; : : :; n 1 g; { The expansion expand(V 1 ; m) = fr mk x j x 2 V 1^k 2 Ng. 
Performing
Step Operations with RVA Using RVA in the context of our improved reachability analysis method as described in Section 3 requires to be able to perform time-step, transition-step, and cycle-step operations on sets of states represented by a nite union of pairs (control location, RVA). This can be done thanks to the following result: 
Since the result of this transformation must satisfy the output condition x 2 = 1, we obtain t 0 = 1?x 2 . Replacing this value in (1), we obtain that the e ect of a time-step operation at c 0 is equivalent to the guarded assignment Since A is diagonalizable and has the eigenvalues 0 and 1, the guarded assignment a is iterable (in any base). We can therefore add the meta-transition (c 0 ; a ; c 0 ) to the system. We are now ready for exploring the state space of the system. Let us simply show that there exists a single exploration path of nite length that visits all the reachable states (the existence of such a path implies that a breadth-rst search would terminate at a depth less or equal to the length of the path). The results are given at Figure 3 . For clarity, each computed set of states is pre xed by the operation that produced it, and is expressed as a pair (control location, set of values). In the actual computation, the sets of variable values are represented by RVA. 
Conclusions and Comparison with Other Work
We give an algorithm for computing an exact and nite representation of the set of reachable states of a strongly linear hybrid system. Our algorithm can be seen as a strict extension of existing methods HNSY94, ACH + 95, Hen96], which are based on state-space exploration. The improvement consists of a new operation for generating sets of reachable states, that is based on a cycle analysis in the control graph of the system, combined with an original representation system for sets of variable values. Our algorithm considerably broadens the class of systems for which an exact reachability analysis is possible. In particular, it is not limited to systems such that the set of reachable values at each control location can be expressed as a nite union of convex regions. When it terminates, our algorithm allows to decide properties such as reachability of isolated states, or reachability of sets of states expressed as a nite union of pairs (control location, set of values de ned in the structure hR; +; ; Zi).
Of course, since reachability of a given state is undecidable for strongly linear hybrid systems HKPV95], our algorithm does not necessarily terminate. From a theoretical point of view, this might seem unsatisfactory, but from a practical point of view, this is not at all troublesome. Indeed, our algorithm always terminates whenever existing techniques succeed in producing an exact representation of the reachable part of the state space, and may give out an exact answer when traditional algorithms must resort to approximations methods HH94]. Moreover, it may produce a faster result for systems having a nite but large number of reachable regions.
Expressing sets of real vectors as nite automata is a very old idea B uc62], which has originally been introduced as a tool for establishing decidability results in arithmetic. However, the use of nite automata as actual representations of sets of real vectors is original, and generalizes previous results WB95, BG96] which were obtained for very di erent systems. The idea of using meta-transitions for speeding up reachability analysis was proposed in BW94, BG96]. Interesting future work will be to generalize to hybrid systems ongoing work concerning symbolic exploration with meta-transitions (for instance, analyzing a larger class of properties than plain reachability). Another interesting subject will be to study the complexity and practical usefulness of the manipulation algorithms for RVA discussed in Section 4, and evaluating the bene ts of the overall method on an actual implementation.
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