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Fourier series decomposition
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Introduction
After many years of optimization, the design of ever-more efficient gas turbines now requires understanding of the complex unsteady flow appearing within each individual component. With increasing computing power, LES appears as an alternative to classical Reynolds-Averaged Navier-Stokes (RANS) methods. LES has already been successfully applied to a wide range of turbomachinery problems, such as off-design operating conditions [1] [2], secondary flows [3] , heat transfer [4] [5] , and aero-acoustics [6] . However, owing to the intrinsic computing cost of LES, most works only deal with simplified configurations (such as an isolated blade or vane). While a fully resolved LES in a 360 o turbomachinery configuration may not be available for several decades [7] , there are some paths to explore in order to reduce the computational cost of LES, with acceptable physical restrictions.
In that regard, the use of the well-known phase-lagged boundary conditions allows a reduction of a 360 o configuration to a single passage per row configuration, as proposed by Erdos and Alzner [8] . This method has since been improved by various authors such as Gerolymos and Chapin [9] and Gerolymos et al. [10] . The main difficulty with such conditions is the need to store the flow over one period at the phase-lagged interfaces. Erdos and Alzner initially proposed to store the whole signal, but considering the meshes and time steps used in practical turbomachinery simulations, it represents a significant cost in memory. An alternative solution is the time inclined plane method [11] , which avoids data storage at the interfaces, but the slope in time, determined by the ratio between the two rows blade numbers, is limited. It can thus be applied only to configurations in which the two blade numbers are close. Actually, the most popular method to reduce the memory cost is to store only the coefficients of the FSD of the temporal signal, as proposed by He [12] . The FSD is truncated to a limited number of harmonics, and the coefficients are updated at each time step with the shape correction method. This method assumes that the flow is perfectly periodic in time, which is a fair assumption in unsteady RANS for operating points Mouret 2 TURBO-15-1222 dominated by periodic rotor-stator interactions (wakes and potential effects). Unfortunately, such a periodic assumption is no longer true for LES.
The objective of this paper is thus to propose and validate a new method for phase-lagged boundary conditions adapted to LES. In the first part of the paper, several approaches based on signal processing are presented such as discrete cosine transform (DCT), discrete wavelet transform (DWT), and POD. All of these methods are tested in a second part on signals computed with an LES of the flow around a cylinder. After a review of advantages and drawbacks of all methods, the PODbased method is selected. In a third part, the new method is applied on a single stage compressor and results are compared to the classical Fourier approach.
2 Numerical method
Flow solver and numerical parameters
The governing equations are the compressible Navier-Stokes equations that describe the conservation of mass, momentum, and energy. The viscous stress tensor and the heat diffusion vector use classical gradient approaches. The fluid follows the ideal gas law, the viscosity follows Sutherland's law, and the heat flux follows Fourier's law. The flow solver used is the elsA code [13] . The code uses a cell-centered approach on structured multi block meshes.
For the unsteady-RANS approach, convective fluxes are computed with the second-order-centered scheme of JamesonSchmidt-Turkel [14] . Diffusive fluxes are calculated with a classical second-order-centered scheme. Turbulence is modeled with the Spalart-Allmaras model [15] . For LES computations, convective fluxes are computed with the third-order scheme AUSM, diffusive fluxes with a classical second-order-centered scheme. The WALE method of Nicoud and Ducros [16] is used for subgrid scale modeling.
In both cases the pseudo time-marching is performed by using an implicit time integration scheme, based on the backward Euler scheme and a scalar lower-upper (LU) symmetric S successive over-relaxation (SSOR) method.
Phase-lagged conditions
Phase-lagged conditions are used at rotor-stator and azimuthal interfaces. Currently, the data compression is done with FSD. Three other methods are investigated: DCT, DWT and POD. These methods are presented in the next paragraphs, and their performances are tested over signals extracted from an LES computation.
Fourier series decomposition and shape correction
This method relies on the FSD of the signal at the phase-lagged interfaces. It makes the assumption that the signal is periodic in time with a period T . If g is the signal to store (for example density at the center of a grid cell), it can be written:
where T is the opposite blade-passing period. The coefficients are initialized with:
where g(0) is usually obtained from a mixing plane computation. Then the model is updated at each time step with the shape correction method proposed by He [12] :
where g(t) is the new sample given by the simulation andg(t) is the value computed with the Fourier coefficients. Doing this decomposition, only the BPF f = 1 T and its N h first harmonics are stored. The compression rate is defined with respect to the direct store method by:
size of the compressed signal size of the original signal
with N per being the number of time steps in the period. A compression rate of 70% means that the size of the compressed signal is 30% of the size of the original signal.
The user has thus to choose N h sufficiently high to capture the physics of the flow but sufficiently low to store less data compared with the direct store approach.
Using the shape correction method assumes that the flow is periodic, so the user can store only a fundamental frequency and a limited number of its harmonics. This method has been validated for URANS simulations ( [17] , [18] ). However, in LES, the spectrum contains much more frequencies than the BPF and its harmonics. The shape correction method seems a priori inappropriate for such simulations.
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Discrete cosine transform
The DCT is close to the discrete Fourier transform but instead of complex exponential, it expresses the signal as a sum of cosine. This method is used for audio compression (MP3) or image compression (JPEG). For this type of signal, fewer cosine functions than sine functions are needed to get a good approximation. The DCT yields:
where N is the number of coefficients kept. The compression rate is defined by:
Discrete wavelet transform
In the DWT, the signal is decomposed in a sum of functions, called wavelet, which are not necessary sinusoidal. This method takes into account the variations of frequencies through time. A first wavelet Ψ is chosen, which must be a square integrable function. The wavelet base is then defined by translations and dilatations of the first wavelet:
where τ is the translation factor (information on time) and s the dilatation factor (information on frequency). Many wavelet families exist. Those used in this work are the Daubechies 3 wavelet [19] , which have been found to give the best results.
The DWT yields:
With this method the signal is decomposed into an "approximation signal" corresponding to low frequencies and a "detail signal" corresponding to high frequencies. The approximation signal can be decomposed into an approximation and a detail signal and so on until the desired level is reached. Coefficients from the detail signals can then be deleted to compress the data.
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Iterative proper orthogonal decomposition
The adaptive Proper Orthogonal Decomposition (POD) has been used for the first time for fluid dynamics by Lumley [20] for the analysis of turbulent structures. Here it is not used for analysis but for data compression purposes, as proposed by Andrews et al. [21] .
In this method the sample is no longer the signal in a single grid cell but the entire rotor-stator or azimuthal interface.
The sample, noted W k , is a column of length N c , the number of cells at the interface. The signal at the interface is thus stored with the shape of a matrix S k of size N c × N s with N s being the number of samples stored.
The idea of this method is to do the singular value decomposition (SVD) of this matrix and to store the matrix of the singular values and left and right singular vectors. The matrix S k can be decomposed into:
The total size of the three matrices is higher than the size of the matrix S k . The data compression is done by deleting the lowest singular values and the associated left and right vectors. The size of the matrices becomes:
and V k ∈ R N s ×N σ , with N σ being the number of singular values kept. By choosing N σ sufficiently low the data is compressed and the compression rate is defined by:
In this model, U k Σ k V T k can be updated with a new sample W k+1 , with the method proposed by Brand [22] and Braconnier et al. [23] . The matrix M k is formed as follows and SVD decomposed:
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The updated model can then be directly computed by:
The decomposition of S k+1 = W 1 · · · W k W k+1 is obtained without recomputing the matrix S k . As the matrix M k is of size N σ+1 × N σ+1 , this algorithm is faster than recomputing S k , adding a new sample, and decomposing it again. A similar process is used to delete a sample from the model.
There are three steps in the evolution of the model during the computation as reported in Tab. 1.
Step 1 2 3
Add sample
Delete sample CompressTable 1 : The three steps of the evolution of the POD decomposition during the computation
The effect of the compression using the POD is illustrated with the example of a square wave in Fig 
Description of the test case
The test case is a row composed of 30 cylinders with a diameter d = 8 mm. The computational domain is composed of a single static cylinder and a downstream empty block rotating at 6,300 rpm. The Reynolds number is chosen to be around 130, 000, so the flow behind the cylinder is fully turbulent. Two simulations are compared. The first one is a periodic sector of 2π 30 for both rows (Fig. 2a) . It uses sliding mesh conditions at the rotor-stator interface and periodic conditions at the azimuthal ones. The second one uses phase-lagged conditions, and the downstream domain is reduced to a 2π 40 sector (Fig. 2b) . In this last case, the azimuthal boundaries (marked with 1) and the stage interfaces (marked with 2) are treated with phase-lagged conditions. Thirty two harmonics are kept in the FSD.
The discretization of the geometry relies on a multiblock structured grid, with x + = 150, y + = 3, and z + = 150. The total number of grid points is 7.3 × 10 6 . This grid is not fine enough to capture the details of the flow near the cylinder wall, 
Phase-lagged with Fourier series decomposition
The original method, based on the use of FSD for phase-lagged boundary conditions, is applied to the cylinder test case.
Figures 3a and 3b show, respectively, the field of axial velocity around the cylinder and it's power spectral density (PSD) for a signal probed in the downstream domain close to the sliding mesh interface (Fig. 2) . As expected, the phase-lagged condition with FSD cut frequencies that are not multiple of the BPF, especially the frequencies linked to vortex shedding behind the cylinder. The frequencies higher than the 32 nd harmonic are also filtered (oval on Fig. 3b ). Figure 4 shows the turbulent kinetic energy (TKE) at the rotor-stator interface for sliding no-match (Fig. 4a) and phaselagged (Fig. 4b) simulations. The black plain line corresponds to the stator side (upstream) and the green dashed line to the rotor side (downstream). In the sliding no-match case, the TKE in the wake is conserved across the boundary. But in the phase-lagged it is reduced by 35%.
Performance assessment of other methods
In order to save computational resources, the LES with sliding mesh is used to benchmark the compression algorithms. . This criterion corresponds to the mean turbulent intensity. Figure 5 shows the comparison of fast Fourier transforms (FFTs) from an axial momentum signal (Fig. 5a) . It compares the original signal ( Fig. 5b) with signals after compression for the different methods. Note that the compression rate used for all methods is set to 70% (i.e., the signal stored is of 30% size of the original signal), which is a common rate in phase-lagged computations. The signal is extracted at a probe located on the rotor (Fig. 2a) from the periodic simulation. The gray lines Mouret 10 TURBO-15-1222 (Fig. 5c ) method maintains the BPF and its harmonics but the uncorrelated frequencies are damped. After the 30 th harmonic, the spectrum is not represented at all (a compression rate of 70% will cut all frequencies higher than the 30 th harmonic of the BPF). For the DCT (Fig. 5d ) the low frequencies are well conserved, including those uncorrelated with the BPF. But high frequencies are not maintained at all. The main frequencies are conserved but some parasite frequencies appear. It can be noticed that unlike the FSD and the DCT, the compression does not cut only the highest frequencies. The DWT represents correctly the signal for f < 10 × BPF and f > 50 × BPF.
Indeed, such an algorithm is better adapted in a case where low and high frequencies are well separated, which is not the case with turbulent flows. Fortunately, the POD (Fig. 5f ) successfully represents most frequencies contained in the signal, linked or not to the BPF. There is only an acceptable loss of energy for the highest frequencies. Table 2 shows the performances of all the methods for the seven criteria. The values correspond to a compression rate of 70%.
Every methods preserve the BPF and its harmonics. But unlike the Fourier series, the other methods also preserve the frequencies linked to the vortex shedding. The energy loss and error on the mean and the standard deviation are significantly reduced by using DCT, DWT, or POD. Each method allows to extract a single sample without having to rebuild the entire time signal. But only the POD allows to update directly the coefficients of the decomposition. In addition, the POD is the only method that compresses the whole interface at once, taking advantage of both temporal and spatial correlation of the Mouret 11 TURBO-15-1222 signal. This method is thus retained to replace the FSD in the phase-lagged conditions.
In order to generalize this analysis to other compression rates, Fig. 6 presents the evolution of the relative error on the mean (a) and on the standard deviation (b) with respect to the compression rate for FSD and POD. These errors are estimated for each of the five conservative variables. The surface plotted is found between the variable with the maximum error and the variable with the minimum error. The POD shows a real improvement of the performances over the whole range of rates, and it preserves the standard deviation with an accuracy higher by one to two order of magnitudes compared to FSD, for compression rates lower than 90%.
Application to a turbomachinery test case
The results reported in the previous section show that POD outperforms FSD for LES in a simple test case. There is still a need to assess the robustness of the method for a turbomachinery test case. Note that only unsteady-RANS results are presented in this section, mainly in order to efficiently compare the POD with reference data such as the Fourier-based phase-lagged approach.
Configuration
The test case considered is a research single stage compressor named CME2 (Compresseur Mono-Etage 2). This compressor has been originally investigated at the LEMFI laboratory [24] and is now located at the Fluid Mechanics Institute of Lille (France). It was designed by SNECMA to provide representative unsteady rotor-stator interactions encountered in modern high-pressure compressors. This machine has a 30 rotor blades and a 40 stator blades, and it operates at a nominal Mouret 13 TURBO-15-1222 rotation speed of 6,330 rpm, which corresponds to a relative Mach number at tip of 0.534. The Reynolds number based on rotor chord and the exit velocity is close to 700,000. The main characteristics of this test case are shown in Tab. 3. The interest for this test case is that a periodic ratio exists between rotor and stator rows, which can be used to reduce the periodicity of the configuration to 1/10.
Rotation speed 6, 330 rpm
Blade-passing frequency 3, 150 Hz
Nominal mass flow 10.50kg.s −1
Nominal pressure ratio 1.15
Nominal efficiency 0.92
Reynolds number 500, 000 Table 3 : Main characteristics of the CME2 test case
Computational test cases
Two configurations are used for this study. The first configuration considers only a restricted portion of the blade span.
Neither the hub nor the casing is simulated. The span direction is discretized with only six points, and the mesh contains approximately 72,000 points for one blade passage in each row. For this 2.5D case, a reference computation is run with a sector of 2π 10 , corresponding to three rotor blades and four stator blades. The blade number reduction condition proposed by Fourmaux [25] is used. With equal pitches in the two rows, there is no special processing at the rotor-stator interface. This 3:4 periodic mesh contains 251,000 points.
The second case is the 3D compressor, taking into consideration endwall and tip clearance effects. The mesh contains approximately 500,000 points per blade passage. For both configurations an axial injection condition is applied at the inlet and a throttle condition coupled with a radial equilibrium law is applied downstream to set the targeted operating point.
Analysis of results

Quasi-3D configuration
For each computation, the flow is converged in two rotations. The use of POD-based conditions does not slow down the convergence in comparison to the FSD-based ones. Figure 7 shows entropy snapshots in a reconstructed sector of 2π 10 , obtained with POD for 2, 3, 5, and 7 singular values kept in the SVD. This corresponds to compression rates of 97%, 96%, 93%, and 91%, respectively. When not enough modes are kept, the angle of the flow while entering the stator blade passage is modified and the solution is close to those obtained with a steady simulation using mixing plane conditions. With only two modes (Fig. 7a) , there are important discontinuities at the azimuthal interface and the stage interface. With three modes (Fig. 7b) the discontinuities of the stage interface are reduced, but there are still problems at the azimuthal interfaces. The flow is fully converged with only seven modes (Fig. 7d) corresponding to a compression rate of 91%. To give a comparison, the FSD converges slightly faster with a compression rate of 94%. Figure 8 shows the axial velocity and the static pressure in the stator blade passage (red point on Fig. 7f ). POD considers 20 modes and FSD considers 30 harmonics, so both simulations are conducted with the same compression rate. For both axial velocity and static pressure, the two phase-lagged simulations are in total agreement. For axial velocity, the phaselagged conditions match the periodic ones, but Fig. 8a shows that phase-lagged conditions slightly underestimate the static pressure fluctuations. This behavior is not explained but it is observed with both phase-lagged simulations, so it is not due to the POD algorithm.
The evolution of the axial velocity at the same probe position is plotted on Fig. 9 . For one singular value kept, the flow is periodic at a frequency f = 1 3 .BPF, which is not present in the sector simulation. When adding singular values, this frequency disappears and the BPF becomes the dominant frequency. For five modes kept, the signal is very close to the reference, but it is still not exactly periodic in time. Fig. 10 : Operating line for sector, POD with one mode kept and converged POD-and FSD-based simulations The axial velocity at mid span is plotted in Fig. 13a at the same location as Fig. 8b . Both FSD-based and POD-based conditions are in good agreement with the 3:4 periodic simulation. Near the casing in the stator (Fig. 13b) , the FSD-based method slightly underestimates the velocity fluctuations while the POD-based one correctly captures it.
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Compression rate and computational time
For both cases, the two phase-lagged methods show similar computational times for equivalent compression rates. But while the compression rate of the FSD method depends only on the number of harmonics and the number of points used to discretize the period (Eq. 6), the compression rate of the POD method implies the number of cells at the interface (Eq. 10).
The compression rate of the POD method depends therefore on the mesh used. In particular, if the phase-lagged interface is such that the number of cells it contains is lower than the number of time steps in a period (N c < N per ), the compression rate quickly decreases with the number of singular values kept. This is the case for the quasi-3D computation, where some interfaces contain only 16 cells while the period is discretized with 300 time steps. The convergence in terms of number of modes is achieved for seven modes, corresponding to a global compression rate of 91%. For the FSD method, the convergence is reached more rapidly with a compression rate of 94%. This means that even in unfavorable cases, POD is only slightly slower than FSD. However, when the number of POD modes is increased from one to the maximum number, the computational time only increases by 20%, which is similar to the performances of the FSD method.
Conclusions
This work focuses on the reduction of the cost of LES for turbomachinery applications. A potential solution is to use phase-lagged conditions, which allows to reduce the 360 o domain to a single passage per row configuration. However, these conditions use classically an FSD of the signal at the interface, which makes them unusable for LES due to the restriction Mouret  19  TURBO-15-1222 imposed by the flow periodicity hypothesis. To replace them, three data compression methods have been tested: the DCT, the DWT and the POD. These three methods have been applied to signal extracted from an LES of the flow around a cylinder.
The POD method has shown the best results regarding the conservations of the mean, the standard deviation (corresponding to the turbulent intensity), and the spectrum of the signal. In addition, its coefficients can be directly updated easily at each time step (without going back to the time domain).
POD-based phase-lagged conditions have then been implemented and applied to the compressor CME2. Unsteady-RANS simulations have been performed to compare POD and FSD and assess the robustness of the new method for turbomachinery test cases. POD-based results are very close to the FSD-based ones, with similar computational times for equivalent compression rates.
The main advantage of the POD is that it does not need to make a hypothesis on the shape of the spectrum (such as temporal periodicity). However, the error caused by the reduction of the domain to a single channel per row should be estimated independently from the compression method. Now that the POD-based method is validated for simple test cases and unsteady-RANS simulations, the next step to answer this question is to apply it to the perform LES of a turbomachinery stage. This simulation will be compared with the periodic computation of the CME2 run by Gourdain [26] and with the results of the testing campaign conducted at the Fluid Mechanics Institute in Lille, France [24] .
