How polysyllabic English words are analyzed in silent reading was examined in three experiments by comparing lexical decision responses to words physically split on the screen. The gap was compatible either with the Maximal Onset Principle or the Maximal Coda Principle. The former corresponds to the spoken syllable (e.g., ca det), except when the word has a stressed short first vowel (e.g., ra dish), while the reverse is true for the latter (giving cad et and rad ish). Native English speakers demonstrated a general preference for the Max Coda analysis and a correlation with reading ability when such an analysis did not correspond with the spoken syllable. Native Japanese speakers, on the other hand, showed a Max Onset preference regardless of the type of word, while native Mandarin Chinese speakers showed no preference at all. It is concluded that a maximization of the coda is the optimal representation of polysyllabic words in English and that poorer native readers are more influenced by phonology than are better readers. The way that nonnative readers mentally represent polysyllabic English words is affected by the way such words are structured in their native language, which may not lead to optimal English processing. Key Words: bilingual reading; Chinese/English bilinguals; Japanese/English bilinguals; lexical processing; orthographic processing; reading ability; reading strategies; syllables; word recognition.
There is more to the internal orthographic structure of a visually presented word than just its morphology. While it is the case that a word like gardeners can be broken down into its morphemes garden, er, and s, it is also possible for its stem garden to be analyzed further into syllables. There is then the question of what those syllables are. The spoken syllabic structure appears to place the syllable boundary between the r and the d, but this may not necessarily correspond to the structure relevant to orthographic processing. For example, a division between the d and the e is a possibility.
The linguistic definition of the spoken syllable boundary draws upon the principle of Maximal Onset (see, for example, Spencer, 1996) . According to this principle, syllabification leads to the greatest possible number of onsets within a word. An ''onset'' refers to the consonants that immediately precede the vowel within any syllable, so that dividing garden between the r and the d produces two onsets (i.e., the g of gar and the d of den), whereas a gard-en division produces only one (i.e., the g of gard ). In the latter example, the d is no longer an onset, but rather is part of the coda of the first syllable, where a ''coda'' is the consonant or consonant cluster that immediately follows the vowel.
In most languages, the use of the Maximal Onset Principle is uncontroversial when it comes to pronunciation. For example, Spanish pronunciation clearly places a medial consonant in the onset position of the following syllable rather than in the coda position of the preceding one (giving, for example, mu-cha-cho rather than muchach-o). In Japanese, the Maximal Onset Principle is so clear that it is explicitly formalized within its orthographic system. The kana scripts (both katakana and hirigana) provide different characters for consonant-vowel (CV) structures (e.g., mi, mo, and no are each represented by a very different character), but never provide any character for vowel-consonant (VC) combinations. Indeed, the only consonant that occurs in a coda position within a Japanese syllable (i.e., n) is treated as a separate unit (mora) with its own kana character. Thus a CVC syllable (e.g., min) is written in kana using two characters (the one for mi and the one for n).
In English, there are also clear-cut cases where the Maximal Onset Principle applies. The syllable boundary following an unstressed syllable clearly places the medial consonant in the following syllable, thus maximizing the onset. For example, cadet is pronounced with a boundary between the a and the d. When a consonant follows a long vowel, it also becomes the onset of the subsequent syllable (with spider, for example, being pronounced with a division between spi and der). In addition, medial consonant clusters (like the ct of doctor) are pronounced with a division between the consonants, hence allowing each syllable to have an onset (doc and tor).
When it comes to the remaining type of polysyllabic English word, however, it is apparent that the Maximal Onset Principle is not so straightforward. These are words with a short stressed vowel followed by a single consonant, like melon, where a division immediately after the vowel would isolate a syllable that ends in a final short vowel, which is unacceptable in English. That is, if the first syllable of melon were taken to be me, that syllable would end in /ε/, a sound that is never found in the final position of a monosyllabic word (as opposed to the long vowel /i:/, as in the word me). The Maximal Onset Principle can be maintained, however, by suggesting that while the medial consonant is required as a coda in the first syllable, it also acts as the onset of the second syllable (e.g., Kahn, 1976 Kahn, /1980 . That is, the consonant can be ''ambisyllabic. '' While the Maximal Onset Principle may provide a good description of the spoken syllabic structure of words, there is reason to believe that it is not an optimal approach to the orthographic processing required in reading. Even in spoken word recognition, there is little evidence that native English speakers are sensitive to syllable structure (e.g., Bradley, Sánchez-Casas, & García-Albea, 1993; Cutler, Mehler, Norris, & Segui, 1986) , so the idea that visual word recognition makes use of syllabically defined units is problematical, though such a proposal has been put forward (e.g., Adams, 1990; Spoehr & Smith, 1973) . Moreover, there is an inherent incompatibility between the idea that morphological structure is represented in the lexical processing system in tandem with a structure based on the spoken syllable. For example, the syllable boundary of heating and heater follows the ea, while heats has no syllable boundary at all, being monosyllabic in pronunciation. Of course, the morphological structure places the boundary after the t in each case (because the stem is heat) and, therefore, such words cannot be activated in lexical memory on the basis of both their morphological and syllabic structure at the same time.
It was largely for this reason that Taft (1979) put forward the idea that visually presented polysyllabic words are structured in lexical memory in terms of subunits that are defined on both an orthographic and morphological basis. This was termed the Basic Orthographic Syllabic Structure (BOSS), which assumed that the first subunit of the stem of a word is most important in its recognition. The amount of information contained in that subunit is optimized by drawing a structural boundary after all of the consonants that follow the first vowel of the stem morpheme. For example, the BOSS of cadet is cad, the BOSS of spider is spid, and the BOSS of doctor is doct. Other examples are the mel of melon and the heat of heater, heats, and reheat (because heat is the stem morpheme). In addition, the BOSS of kidney will be kid rather than kidn because dn is not a legal coda (as evidenced by the fact that no word ends in dn).
It can be seen, then, that the BOSS does not correspond to the spoken syllable. Indeed it totally violates the Maximal Onset Principle, except in the case of short stressed vowels (as in melon) where it does at least coincide with the first spoken syllable (e.g., mel ). Instead of maximizing the onset of the second syllable, the orthographic syllabic structure actually maximizes the coda of the first syllable. That is, the d of cadet becomes the coda of the first subunit (cad ) rather than the onset of the second subunit; and the t of doctor joins with the c to give the first subunit a complex coda, thus depriving the second subunit of any onset. So, the BOSS reflects an application of what can be called the Maximal Coda Principle.
The evidence that Taft presented to support the BOSS notion came primarily from experiments where polysyllabic words were presented for lexical decision with a physical division made within the word (Taft, 1979 (Taft, , 1987 . The physical division was created in a number of ways, including the use of a space between subunits, a change of case, and a temporal delay between the presentation of subunits. It was found in these studies that lexical decision times were faster when the division was congruent with the BOSS (e.g., cad et) than when it was congruent with the spoken syllable (e.g., ca det). In addition, adding one letter to the BOSS (e.g., cade) did not lead to faster response times relative to the BOSS (Taft, 1987) , even though this BOSSϩ1 fragment provides more graphemic information about the word of which it is a part.
Although several other studies have failed to find any support for the importance of the BOSS (e.g., Jordan, 1986; Lima & Pollatsek, 1983) , there has recently emerged a possible explanation for this. It happened that many of the participants used in Taft's studies were drawn from the higher level undergraduate and graduate programs, rather than from the more standard first-year undergraduate pool, and it is therefore possible that the data came from a sample of rather better readers than in other studies. If it is the case that a BOSS analysis is the optimal approach to visual word recognition, then one might only expect that the use of the BOSS will be observed for better readers (see also Leong & Parkinson, 1992 , for such a suggestion). Furthermore, there is evidence to suggest that poorer adult readers are more dependent on phonological processing when reading silently (e.g., Jared, Levy, & Rayner, 1999; Lewellen, Goldinger, Pisoni, & Greene, 1993) , from which one might conclude that such readers might find it easier to read a word divided according to its syllable boundary than according to its BOSS. Therefore, the inclusion in an experiment of a large number of relatively poor readers could potentially counteract any BOSS preference shown by the better readers.
In support of this possibility, Taft (2001) has recently found in several experiments a significant correlation between reading ability (as measured in terms of an objective comprehension test) and BOSS preference (e.g., response times to cad et relative to response times to ca det). Moreover, in a separate examination of relatively good and relatively poor adult readers, a significant BOSS preference was found for the former and a syllable preference for the latter. So, although no effect of boundary position was observed in any of the experiments averaged across all of the partici-pants, it is apparent that this was because readers at each end of the proficiency scale were showing a different preference pattern.
There are several important implications arising from such findings. First, the claim that phonological processing is of central importance in silent reading (e.g., Frost, 1998; Lukatela, Lukatela, & Turvey, 1993; Van Orden, 1987) may be true in English, but only for poorer readers (cf. Jared et al., 1999; Lewellen et al., 1993) . Second, proficient reading of English involves the optimization of the initial subunit of a polysyllabic word, and this is achieved by maximizing the coda. Third, if maximization of the coda is important for proficient English reading, this could prove to be a problem for nonnative readers if they are simply transferring orthographic processing strategies from a native language for which the VC structure (vowel ϩ coda) has no status.
The first experiment to be reported in this article aims to replicate and extend the findings that support the importance of the BOSS in proficient English reading, while the subsequent experiments examine whether inappropriate transfer does occur in nonnative reading of English.
EXPERIMENT 1: NATIVE ENGLISH SPEAKERS
When poorer readers demonstrate faster lexical decision responses to syllabledivided words (e.g., ra dio) over BOSS-divided words (e.g., rad io), we do not know if they are really basing their analysis on phonological considerations (i.e., syllable structure) or if they are merely trying to get the recognition process underway on the basis of minimal orthographic information (i.e., the initial CV unit). That is, we can ask whether it is important that the ra of radio is its first syllable as opposed to it merely being the first unit isolated via the Maximal Onset Principle. These two possibilities can be discriminated by examining words that have a short stressed first vowel with a single following consonant (e.g., melon and radish).
As pointed out above, the first syllable of such words maximizes the coda in the same way that the BOSS does (even if the medial consonant might become the onset of the second syllable as well). So, the first syllable of radish would be rad and, therefore, if a reader is analyzing this word according to its spoken syllable structure, responses to rad ish should be faster than to ra dish, just as they would be if the reader is using a BOSS analysis. This means that all readers, both good and poor, should show a preference for a maximal coda (''Max Coda'') analysis over a maximal onset (''Max Onset'') analysis when the first vowel is short and stressed. However, for all other types of polysyllabic word (e.g., those with long first vowels, like radio, or a medial consonant cluster, like doctor), the preference for Max Coda over Max Onset should only be observed for better readers, as previously shown (Taft, 2001) . Thus, the correlation between reading ability and Max Coda preference should emerge only when the word does not have a short, stressed first vowel.
Method
Materials and procedure. Two sets of 40 words were used as experimental items. In the first set (the ''Short Vowel'' condition), all of the words had a stressed short first vowel followed by a single consonant (e.g., radish, memory, and balance). The mean word frequency was 43.0/million. The second set mostly comprised words with a long first vowel (e.g., radio and silence), but also included some with a medial consonant cluster (e.g., doctor and harvest). This set will be called the ''Long Vowel'' condition and had a mean frequency of 36.7/million. The items are presented in the Appendix.
One group of participants saw half of the experimental items with a gap of two spaces at the boundary that marked the Max Onset analysis (e.g., doc tor and ra dish) and the other half with the gap at the Max Coda boundary (e.g., rad io and mem ory), while a second group saw the items in the opposite condition (i.e., ra dio and me mory; doct or and rad ish). The 80 experimental items were presented in random order along with 60 nonwords that were similarly structured (e.g., brolance, dacus, sarphor, and beldine) and that were divided either in terms of a Max Onset analysis (e.g., bro lance) or a Max Coda analysis (e.g., beld ine). Both groups saw the same set of nonwords. Ten practice items preceded these words and nonwords.
Participants were given instructions, both orally and in writing, that they would see a letter-string split into two parts on the screen and that they were to decide as quickly but as accurately as possible whether that letter-string formed a real word when the two parts were combined. Responses were made by pressing a ''yes'' or ''no'' button. Each item was presented on a desktop monitor in lowercase letters for 500 ms with an intertrial interval of 1 s after the response.
After completing the experiment, the participants were given the same paper-and-pencil reading comprehension test that was used in the previous Taft studies (2001) . This test comprised a series of short passages each followed by three to seven multiple choice questions. The test was based upon the Cooperative Reading Comprehension Test developed by the Australian Council of Educational Research and resembled the comprehension component of the Nelson-Denny Reading Test (Brown, Fishco, & Hanna, 1993) . The 57 multiple-choice questions (coming from a total of 12 passages) each had five alternative answers to choose from. A time limit of 15 min was tightly adhered to and participants were told that they were not expected to complete the whole test.
Participants. There were 52 participants (26 in each group) recruited largely from the pool of firstyear psychology students, but also from higher levels, including graduate students. They were all monolingual English speakers. The Long Vowel items (e.g., radio) were equivalent to those used in Taft's recent experiments where no overall BOSS (i.e., Max Coda) preference was observed. In the present experiment, however, there was a strong indication of a Max Coda preference, with the item analysis of RT reaching significance, F1(1, 50) ϭ 1.70, p Ͼ .05; F 2(1, 39) ϭ 7.87, p Ͻ .01 for RT, as well as the participant and item analyses of the error rates, F1(1, 30) ϭ 6.18, p Ͻ .05; F 2(1, 39) ϭ 5.30, p Ͻ .05.
Results and Discussion
No overall Max Coda (BOSS) effect for Long Vowel words was observed by Taft in his recent studies, nor by Lima and Pollatsek (1983) , so why might there be one here? The explanation one can give is the same as that used to explain why Taft's earlier studies (1979, 1987) might have also shown such an effect, namely in terms of there being a preponderance of better readers among the participants. It seems that in the present experiment the reading proficiency of the participants happened by chance to be biased toward the upper end of the scale. In Taft's previous experiments looking at reading ability, ''good'' reading (i.e., approximately the top 25%) was taken to be more than 22 answers correct in the reading comprehension test, while ''poor'' reading (i.e., approximately the bottom 25%) was taken to be less than 13 answers correct. The average score was 18.1. While the average score in the reading comprehension test for the participants in the current experiment was somewhat higher than this (mean number correct ϭ 20.1), the difference is most obvious when looking at the proportion of good and poor readers in the study. In the current experiment, 37.5% of participants scored in the good reading range, with only 15.6% in the poor reading range. Thus, the fact that there happened to be a preponderance of good readers in this experiment could well have contributed to the greater indication of an overall BOSS (Max Coda) preference.
Of course, such a conclusion would only make sense if Max Coda preference for Long Vowel words were found to correlate with reading ability, so this was examined following the same procedure as in Taft's earlier correlational experiments. In particular, the reading comprehension measure was the total number of multiple-choice questions correctly answered, though the number completed was also examined in case speed was more important than accuracy.
The Max Coda preference measure was determined by subtracting RTs to the Max Coda condition from those to the Max Onset condition. In fact, it was found in the earlier studies that this difference score correlated less highly with reading performance than did a ratio of this difference score to the participant's overall RT and, therefore, such a ratio difference score was used here. In this way, the 20-ms difference between means of, say, 520 and 500 ms have a greater impact than that between means of 1520 and 1500 ms. Finally, these ratio difference scores were converted into z scores for each of the two participant groups because each group received a different set of items under the two conditions. Therefore, the correlation of lexical decision responses with reading performance was conducted on the standardized form of the difference for each participant between their mean RT to each condition relative to their overall RT.
As predicted, there was a significant correlation for the Long Vowel items between reading ability and the preference for Max Coda over Max Onset (r ϭ ϩ0.273, p Ͻ .05 for Total Correct, and r ϭ ϩ0.248, p Ͻ .1 for Total Completed). In addition, there was no such correlation for the Short Vowel items (r ϭ ϩ0.129, p Ͼ .1 for Total Correct, and r ϭ ϩ0.079, p Ͼ .1 for Total Completed), indicating that even poorer readers prefer the Max Coda over the Max Onset division when it is congruent with the syllable boundary.
These results suggest that the difference between good and poor readers in terms of their preference for a maximal coda analysis only arises when such an analysis conflicts with the phonological structure of the word. A maximal coda division appears to be compatible with the way better readers mentally represent any polysyllabic word. Poorer readers, however, appear to prefer an orthographic division that is compatible with the pronunciation of the word regardless of whether it maximizes the coda or the onset.
This compatibility in pronunciation has been described here in terms of the spoken syllable structure, but it is also possible that it has more to do with the pronunciation of the vowel. For Long Vowel words, the Max Onset division often produces an initial unit that is pronounced appropriately, while the Max Coda division does not. For example, the o of mo is pronounced in the same way as it is in moment, but the o of mom is not. For Short Vowel items, it is the Max Coda division that provides the appropriate pronunciation (e.g., the o of mod in modern as opposed to the o of mo). So, it is possible that poorer readers simply prefer an analysis that is compatible with the pronunciation of the word in terms of its vowel. In fact, not all Long Vowel items have a Max Onset vowel that is more congruent with the word's pronunciation than is its Max Coda vowel. In particular, the vowel of words with a medial consonant cluster (e.g., doctor) is the same whether it be in the BOSS (doct) or in the initial syllable (doc). So, whether it is the vowel or the syllable structure that is most relevant to poorer readers could be tested by comparing Long Vowel items like moment with those like doctor. This has yet to be done.
EXPERIMENT 2: NATIVE JAPANESE SPEAKERS
Having gained an indication of the pattern of native processing of polysyllabic words, the research now turns to nonnative processing. The first nonnative group to be examined is one for which the Maximal Coda Principle is likely to be the most alien, namely native Japanese speakers.
As pointed out above, the kana script used in Japanese captures onset-vowel combinations, but never vowel-coda combinations. Indeed, Otake, Hatano, Cutler, and Mehler (1993) and Inagaki, Hatano, and Otake (2000) have clearly demonstrated that adult Japanese speakers have enormous difficulty combining a coda with its preceding vowel when processing spoken words. For example, only about 1% of the adult Japanese speakers tested by Inagaki et al. (2000) were able to detect the spoken syllable min in the spoken word minoji, although almost all could detect it in minji. That is, the target syllable was undetectable when its coda (i.e., n) formed an onset within the word in which it occurred (i.e., in minoji, but not in minji). Inagaki et al. (2000) proposed that this result arose from orthographic knowledge, namely from the fact that n has no independent kana representation in minoji because it is subsumed within the single kana character used for the syllable no. Their evidence for this suggestion came from the fact that children with only a limited knowledge of kana had far less difficulty in detecting the min of minoji than did adults.
Given the overriding dominance of the Maximal Onset Principle in the Japanese phonological system as reinforced by the orthographic system, the question then arises whether Japanese/English bilinguals overwhelmingly apply this principle when reading English. Such a transfer of orthographic processing strategies to English would be evidenced by a preference for a Max Onset division over a Max Coda division, not only for Long Vowel words (e.g., ra dio recognized faster than rad io), but for Short Vowel words as well (e.g., ra dish preferred to rad ish). In other words, it would be expected that Japanese bilinguals would behave like poorer native English readers when reading ''long vowel'' polysyllabic English words, but not when reading ''short vowel'' polysyllabic words (where poorer English readers prefer the Max Coda analysis). This is because the Japanese preference should be for a CV structure regardless of its pronunciation.
Method
Materials and procedure. The materials presented to the native Japanese speakers were the same as those used in Experiment 1. In fact, these words had been designed with the Japanese participants in mind because they were all judged by a native Japanese speaker to be within the vocabulary of the population of bilinguals from which the sample of participants was drawn. Furthermore, half of the Long Vowel and half of the Short Vowel items could actually be found in Japanese as words borrowed from English (e.g., radio and balance). The words that exist in Japanese were matched on frequency, item by item, with the words not used in Japanese. Words borrowed from another language are written in Japanese using the katakana script, and it is possible that a Japanese preference for the Max Onset analysis in English only holds for words whose orthography is already represented in lexical memory in a form that obviates a Max Coda analysis, namely a katakana representation of the word borrowed from English.
The procedure was also the same as in Experiment 1 except that a laptop computer was used in presenting the materials to the participants, who were each tested in a location that was convenient for them. Responses were made via the keyboard. Instructions were given verbally in Japanese, in addition to the English instructions that were displayed on the computer screen prior to the practice items.
Participants. Participants were 44 native Japanese speakers who had been speaking English for at least 4 years, living in Australia either temporarily or permanently. They were divided into two groups of 22, but two participants in one of the groups were subsequently rejected from the experiment owing to error rates of over 50%.
All participants were given a short questionnaire regarding their use of English, which provided the following statistics. The average age was 27.9 (SD ϭ 7.11) and the average number of years being able to read English was 15.3 (SD ϭ 8.44). The percentage of reading time spent reading English was selfestimated at an average of 46.4% (SD ϭ 21.42).
For practical expediency, only a random subset of 19 of the participants undertook the reading comprehension test. The average score from this sample was 7.79 correct (SD ϭ 3.52) which was well within the ''poor'' native English range of less than 13 correct. Indeed, only two of the participants gained a score beyond this range, with scores of 13 and 15.
Results and Discussion
Mean lexical decision times and error rates are given in Table 2 , separated into words that are used in Japanese and those that are not.
In terms of RTs, a significant Max Onset preference was observed for both the Long Vowel and Short Vowel items, F1(1, 40) ϭ 12.39, p Ͻ .01; F 2(1, 39) ϭ 22.35, p Ͻ .001 for the former; F1(1, 40) ϭ 13.84, p Ͻ .001; F 2(1, 39) ϭ 26.56, p Ͻ .001 for the latter. There was no interaction between the size of the preference and the type of word, both F1 and F 2 Ͻ 1. Also, it was clearly not the case that the Max Onset preference only held for words that existed as borrowed words in Japanese, with an overall 96-ms preference for such words compared to a 100 ms preference when the words did not exist in Japanese. Although the ''Use in Japanese'' factor did not interact with any other factor (F Ͻ 1 in each case), there was a significant main effect of this variable. Responses to the words that were used in Japanese were significantly faster than responses to those that were not, 1118 ms versus 1186 ms, F1(1, 40) ϭ 23.23, p Ͻ .001; F2(1, 78) ϭ 7.13, p Ͻ .01. Such a main effect of Use in Japanese is perhaps unsurprising, but does hold some interest. For native English speakers, of course, the words that exist in Japanese are indistinguishable from those that do not, and indeed there was no sign at all of a difference in response times between the two types of word for the native speakers in Experiment 1, with exactly the same mean for each (596 ms).
Obviously, the words that are used in Japanese are more familiar to the Japanese speakers than the ones that are not used, but this means that familiarity of a word in one's L1 can affect the lexical representation of L2 words. What this suggests is that there is an overlap between language representation somewhere within bilingual lexical memory, not only at the level of meaning, but at a level that captures the combination of form and meaning. That is, the familiarity of the borrowed word when reading English cannot arise from its meaning alone nor from its form alone, but rather from the fact that the same form is used to mean the same thing. Such a conclusion is consistent with previous evidence indicating that there is an advantage in processing cognate words within the bilingual lexicon relative to noncognate words (e.g., Costa, Caramazza, & Sebastian-Galles, 2000; de Groot & Nas, 1991) . Nonetheless, the results of Experiment 2 indicate that native Japanese speakers give a CV analysis to an English word (rather than a CVC or VC analysis) regardless of whether it has already been analyzed that way in Japanese.
The error analysis was not quite as straightforward as the RT analysis, with the only significant effect being a Max Onset preference for the Short Vowels, F1(1, 40) ϭ 5.18, p Ͻ .05; F2(1, 39) ϭ 5.31, p Ͻ .05. There would seem to be no way of explaining why the Max Onset preference should be significant for Short Vowels and not for Long Vowels (where the pronunciation of the latter is more congruent with the Max Onset analysis than the former), and indeed there was no significant interaction at all between preference and vowel length, both F's Ͻ 1.
We see, then, that nonnative English readers may adopt an orthographic analysis that is not ideal for effective English reading. Japanese constitutes the extreme example of a native language that would militate against the optimal English strategy. That is, the evidence points to a Maximal Coda strategy being the preferred analysis of better native English readers, whereas the internal structure of words in Japanese (as manifested in its orthographic system) supports a Maximal Onset strategy. The adoption of such a strategy by Japanese readers makes them different not only from better native English readers, but also from poorer native English readers who at least favor a Maximal Coda strategy when it is congruent with the spoken syllable structure.
EXPERIMENT 3: NATIVE CHINESE SPEAKERS
The final experiment examines another group of nonnative English speakers in an attempt to provide further information on the impact of one's L1 on L2 reading. In Mandarin Chinese, many words are composed of two or more syllables. Most syllables end in a long vowel (with the only syllable-final consonant being the nasal /n/ or /ŋ/) and most syllables have a consonantal onset. Thus, the Maximal Onset principle clearly applies to the phonology of Mandarin Chinese.
However, for the vast majority of words in Chinese, a syllable is also a morpheme which is represented in the orthographic system as a single character. What this means is that, unlike English and Japanese readers, Chinese readers are unfamiliar with the notion that monomorphemic words might have an internal structure. For this reason, it is quite possible that native Chinese readers will be quite unsystematic in their approach to structuring the orthographic representation of English polysyllabic words. On the other hand, the relevance of the Maximal Onset Principle at the purely phonological level may lead to a Max Onset preference. Experiment 3 therefore tests Mandarin/English bilinguals to determine what their preference is in reading English.
Method
Materials and procedure. The materials and procedure were exactly the same as in the Japanese study except that oral instructions were given in Mandarin Chinese and the participants were tested in a laboratory setting using the same desktop computer that was used for the native English speakers of Experiment 1.
Participants. The participants were 36 native Mandarin speakers from the People's Republic of China, divided into two groups of 18. They had all been reading English for more than 4 years, and were residing in Australia either temporarily or permanently. From a questionnaire administered to the participants it was established that the average age was slightly higher than for the Japanese, being 33.1 (SD ϭ 6.19), although the average number of years being able to read English was slightly lower, being 13.8 (SD ϭ 5.80). On average, the Chinese participants were more inclined than the Japanese to spend time reading English, 70.6% of their reading time (SD ϭ 27.07).
As in Experiment 2, only a random subset of the participants was given the reading comprehension test. The average number correct for this group of 18 participants was 7.39 correct (SD ϭ 3.81), which was very similar to the Japanese performance level. As for the Japanese subgroup, only two participants gained a score beyond the ''poor'' range, again 1 with 13 correct and 1 with 15.
Results and Discussion
Mean lexical decision times and error rates are given in Table 3 . In terms of RTs, the Chinese speakers showed no preference for one type of division over the other for either the Short or Long Vowel words, with all F's Ͻ 1. While there was a trend toward a Max Coda preference on error rates, this proved to be nonsignificant both for the Long Vowels, F1(1, 40) ϭ 1.66, p Ͼ .05; F 2(1, 39) ϭ 0.78, p Ͼ .05, and for the Short Vowels, F1(1, 40) ϭ 3.65, p Ͼ .05; F 2(1, 39) ϭ 2.70, p Ͼ .05.
It is apparent that native Chinese speakers are unaffected by the way an English polysyllabic word is structured. This means either that they impose no special structure on English words or that some prefer a Max Onset analysis while others prefer a Max Coda analysis. What is apparent, though, is that the Chinese pattern of responding is different to that of other groups with similar reading proficiency. In particular, native Japanese speakers always prefer a Max Onset analysis, while poorer There was a strong indication in the Chinese data of a higher error rate on the Short Vowel words compared to the Long Vowel words, F1(1, 40) ϭ 4.43, p Ͻ .05; F 2(1, 39) ϭ 3.88, p Ͼ .05, which was unexpected. However, it should be noted that the items were designed by a Japanese speaker with Japanese participants in mind and there were three words, which happened to have a short vowel, that the Japanese mostly knew, but the Chinese did not. These were lavender, calorie, and radish. The first two of these are examples of words adopted in Japanese from English, though in fact neither the Chinese error rates nor response times were affected by the Use in Japanese factor, all F's Ͻ 1.
Finally, a comparison of the Japanese and Chinese data suggests that the former were considerably slower but less error-prone than the latter. The error difference could probably be put down to the above-stated fact that the items were designed with the Japanese participants' vocabulary in mind. The difference in average RTs (1152 ms for the Japanese versus 741 ms for the Chinese), however, might possibly reflect some cultural difference in cautiousness of responding, but it is also conceivable that it simply arises from the difference in equipment used. The Japanese were tested on a laptop computer with a keyboard response while the Chinese were tested on a desktop computer with independent response buttons.
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GENERAL DISCUSSION AND CONCLUSIONS
The research reported here offers insight into the way in which polysyllabic words are orthographically represented in lexical memory not only by native speakers of different reading ability, but also by nonnative speakers from different language backgrounds. Both Experiment 1 and previous recent research by Taft (2001) indicate that proficient English reading is associated with a Max Coda (i.e., BOSS) analysis. The suggestion is that a polysyllabic word is optimally represented in lexical memory in terms of syllablelike subunits where the first of these subunits is as informative as possible. When a word is presented with a physical boundary that coincides with this structure, response times are faster than when the boundary cuts across this structure.
If the lexical representation maximizes the informativeness of the first subunit, one might ask why that subunit does not extend beyond the BOSS. For example, why is the cade of cadet considered less informative than the cad of cadet? Indeed, why does there need to be any analysis at all given that the whole word provides the extreme limit of informativeness? It seems that some sort of internal analysis is required even for monosyllabic words, where a breakdown in terms of onset plus ''rime'' (which is the vowel plus coda 2 ) has been demonstrated in English (e.g., Treiman & Chafetz, 1987; Treiman, Mullennix, Bijeljac-Babic, & Richmond-Welty, 1995) . For example, the word bad is analyzed as b ϩ ad, and Taft (1991) even suggests that onsets and rimes are explicitly represented as separate units in lexical memory.
The analysis of polysyllabic words, then, may be seen as being equivalent to breaking the word up into manageably sized monosyllabic ''subwords,'' where the first of these (i.e., the one that is processed first when a word is presented) has the standard onset plus rime structure. So, the cade of cadet not only includes the onset plus rime c ϩ ad, but also the next vowel, which should rightly be a part of the subsequent unit et. Thus, cad is a more natural structure within the word cadet than is cade. This is consistent with the previously mentioned finding (Taft, 1987 ) that a BOSSϩ1 division does not facilitate responding relative to a BOSS division.
Finally, the question can be raised whether the level of reading performance by the nonnative English speakers would be raised if there were explicit training in Maximal Coda analysis. Indeed, such training might prove useful for poorer native English readers as well. This remains a tantalizing prospect, but all we can say at this stage from the present research is that the less proficient readers, both native and nonnative, are giving a qualitatively different orthographic analysis to polysyllabic English words than are the more proficient readers of English.
