Abstract-We examine the statistical distribution of the interference produced by a cluster of many co-channel interferers: e.g., a sensor network, or a city full of active wireless devices and access points. We consider a clustered interferer layout and analyze the interference as experienced at a given point outside (and not immediately near to) the interferer area. We model the propagation paths as experiencing power law attenuation and lognormal correlated shadowing, with pairwise correlations depending on the relative positions of the two interferers. It has already been shown in literature that adding correlation to the shadowing model can give significantly different, and more realistic, results. Our solution is mostly analytical, with only a small amount of numerical integration required. Whereas both simulation and other analytical methods become very computationally demanding as the number of interferers grows, our method's complexity is independent of the number of interferers, and its precision actually improves when their number increases.
I. INTRODUCTION

S
CARCE wireless spectrum is in ever-increasing demand, due to a multitude of emerging rate-hungry applications. Satisfying this demand will require an increased spatial reuse of the wireless channel. While in the past wireless systems were often noise-limited, or experienced only a few co-channel interferers, we expect future systems to often be significantly interference-limited, with potentially hundreds of co-channel interferers. It is therefore of interest to study the statistics of the total interference power coming from many interferers; in [1] , we examine some properties of this total interference power, focusing on rapid simulation algorithms for a large number The associate editor coordinating the review of this paper and approving it for publication was R. Zhang.
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Digital Object Identifier 10.1109/TWC.2014.2317709 of interferers. Whereas shadowing correlation is of secondary importance in scenarios with only a few interferers (such as in classical cellular networks), in [1] we demonstrate that shadowing correlation plays a significant role in the statistical behavior of the total interference power from a large number of interferers, and cannot realistically be neglected (as it often had been before [2] - [8] ).
The sum interference power from many transmitters has received significant interest in recent years [7] - [9] , including scenarios where transmitters are grouped in one or multiple clusters [10] , [11] . Important emerging applications include machine-to-machine (M2M) networks [12] (including wireless sensor networks [9] - [11] ), ad-hoc networks [10] , [11] , and large cities with thousands of devices simultaneously transmitting in unlicensed bands (e.g., WiFi, Bluetooth [11] , [13] - [15] ); this results in many possible scenarios where even thousands of small simultaneous transmitters distributed over a certain area collectively cause non-negligible interference to receivers located outside that area (sometimes even tens of kilometers away [14] , [15] ).
Despite this growing importance of modeling the interference from many devices, the channel models used in the analysis literature are inadequate to the task (most likely due to the analytical difficulty of the problem): lognormal shadowing is not always considered, and furthermore, to the best of our knowledge, only our work in [1] considers position-dependent correlation among shadowing paths. Work on interference with correlated shadowing has been relatively scarce. The study of the distribution of the sum of correlated lognormal random variables (RVs) has received some interest [16] - [21] (see also some references therein). This type of work, however, presupposes deterministic interferer positions, which are needed to obtain the pairwise correlation coefficients; it is not immediately evident how to extend those methods to a random interferer placement. Furthermore, there is some difficulty in scaling these methods, due to their computational complexity and a possible deterioration in accuracy as the number of interferers increases. Recent works [22] , [23] examining sum interference with correlated shadowing consider only a small number of interferers (at most 6) and assume constant pairwise correlation, with the constant value chosen more or less arbitrarily. But actually, there exist many models for shadowing correlation [24] , and in this work we allow for any reasonable shadowing correlation function. We study the case of hundreds of individual interferers, and allow their positions to be random according to some spatial distribution. Indeed, it may be simpler and more credible to describe a large number of positions statistically rather than deterministically.
In this paper, we continue the work in [1] with roughly the same problem statement, and provide a very simple and accurate analytical approximation to the sum interference power distribution for a particular subset of possible interferer layouts, specifically what we call a cluster, i.e., from the vantage point of the receiver, all the interference signals arrive from within a narrow angle spread. In this case, the total interference power is shown to follow an approximately lognormal distribution, as long as the number of interferers is large enough. A simple analytical solution is interesting in that it gives insight into the effect of various system and channel parameters on the total interference power distribution; also, correlation makes the problem computationally very expensive for a large number of shadowing paths. This paper complements our work in [1] , which is a partly-simulation-based method that we recommend for non-cluster geometries to which the approximations presented here do not apply.
In Section II, we describe the physical problem and its mathematical model, after having introduced some necessary mathematical concepts. The problem statement is a slightly simplified version of the one we used in [1] . We derive a simple lognormal approximation to the total interference power distribution in Section III, with details of the derivation in the Appendices. We demonstrate the accuracy of our approximation against Monte Carlo simulations in Section IV. In Section V, we conclude and give some ideas on how to extend our method to more detailed system and channel models.
II. PROBLEM STATEMENT
Our problem statement is novel for its combination of shadowing with spatially-dependent correlation, random interferer positions according to any spatial distribution, and a large number of interferers. We used a similar problem statement, with minor variations, in [1] , [25] , [26] .
A. Mathematical Tools
We first introduce some mathematical concepts that will be needed for describing and analyzing our problem.
The theory of exchangeable RVs was introduced by de Finetti [27] - [29] . Intuitively, a set of exchangeable RVs is simply one for which the index assignment is arbitrary, i.e., all permutations of the RVs have the same joint distribution. Definition 2: Consider a set {X i } N i=1 of (jointly) Gaussian RVs. We say that the RVs {e
We then write:
B. System Model
We consider N interferers, randomly distributed according to a density function g( r), such that the victim receiver RX experiencing the interference is defined to be located at the origin. This can model interferer layouts of any shape, such as those found in literature: circles or rings [1, and references therein], hexagonal or circular cellular layouts [2] , [23] , [32] - [34] , or even detailed densities of urban areas [14] , [15] , whereas networks of infinite size such considered in [7] , [8] are merely mathematical simplifications of finite networks.
The locations r i of the interferers are iid; we write r i = r i . We assume each interferer transmits with equal constant power.
We will further assume a clustered layout of the interferer density g( r), meaning that:
is located far enough away from the RX (in its far field).
2) The RX sees most of g( r) inside a fairly narrow angle, so that the average correlation between shadowing paths is high. Fig. 1 gives an illustrative cluster layout scenario. The distance scale is an example only, as the problem can be scaled to be smaller or larger. Notably, in [14] , [15] , whole cities with thousands of WiFi devices are located tens of kilometers away from a weather radar [14] or television receivers [15] to which they cause interference.
C. Channel Model
The channel model is described by the distance-dependent pathloss and by the spatially correlated shadowing. We do not consider small-scale fading.
We assume power law pathloss with exponent β. A constant power law can be justified as long as the interferers are not located too close to the RX; e.g., in [35] the pathloss is modeled as approximately proportional to r
We also assume lognormal shadowing, with constant dB spread σ s . Again, the constant dB spread can be justified if the interferers are not located very close to the RX; e.g., in [36] the shadowing spread is approximately 10 dB for r i > 200 m.
The interference power received at the RX produced by a single interferer i is then a RV, which can be written
where λ = 0.1 ln 10, S i is a zero-mean Gaussian RV with variance σ 2 s , and K is a constant common to all interferers that includes factors such as interferer transmit power, pathloss at a reference distance, transmit and receive antenna gains, etc.
This, however, is not a full characterization of the interference powers I i , since they are in fact correlated through the correlation of the shadowing terms S i . We construct a vector
that is (jointly) Gaussian when conditioned on r 1 , . . . , r N . The vector is fully described statistically by the quantities
where h( r i , r j ) is the shadowing correlation model, which must satisfy the following conditions:
4) The correlation matrix of S must always be positive semidefinite (psd). This can be guaranteed only by certain functions h( r i , r j ) that have the "positive semidefinite" 1 property [24] , [37] . It should also be remarked that, once the conditioning on the set { r i } is removed, the set {S i } is no longer jointly Gaussian, though each S i is still individually Gaussian.
We examined shadowing correlation models in [24] , where we justified the choice of the following model (which is inspired by [38] ):
• ] is the angle of arrival separation, and R = (10/ ln 10)| ln r i − ln r j | is the ratio (in dB) of the propagation path lengths. The model has two tunable parameters: 0
• < θ 0 ≤ 180 • and R 0 > 0. We choose this model among many others for the following reasons:
1) We show in [24] that this model always yields psd correlation matrices. This is not the case for several of the existing models [24] . 2) Furthermore, we argue in [24] that, from among all models that always give psd correlation matrices, this model seems most physically plausible. In particular, we contrast this model with those expressible in the form
. We argue that these models are difficult to reconcile with the propagation arguments for correlation in shadowing given in [32] , [38] , [40] .
3) The selected model has two tunable parameters, and can therefore approximate a wide range of correlation models with reasonable accuracy, as shown in [38] . 4) The mathematical form of this model lends itself particularly well to fast simulation using shadowing fields, as we demonstrate in [1] .
We choose the values θ 0 = 60 • and R 0 = 6 dB, which are realistic values based on [38] . This particular model is illustrated in Fig. 2 . Again, this is only one possible model, and our analysis is independent of the form of h( r i , r j ).
Adding correlation to shadowing represents an important increase in the accuracy of the physical model, in the difficulty of the analysis, and in the computational cost of simulation. The addition of correlation significantly broadens the distribution of I by increasing its variance, as we have shown in [1] through analysis and simulation examples.
D. Sum Interference
It is often assumed [16] , [41] that the total interference power at the RX is the sum of the individual interference powers; this is justified by the incoherent addition of interfering signals. The total interference power is then given by
It is this RV I that we wish to study.
In [1] , we study the moments of I and some of its asymptotic properties as N → ∞. We also showed how I can be rapidly simulated for large N with good accuracy. In this paper,we give a lognormal approximation to the distribution of I, which we find to be accurate when N is large and the interferers are in a clustered layout.
III. ANALYSIS
It would be possible to use direct moment matching of the first two moments of I with those of a lognormal RV, as done in, e.g., [17] , [34] . However, the moments of I have complicated integral expressions [1] , and moment matching tends to bias the approximation towards the upper tail of the cdf [41] . Instead, we develop a two-step approach to solving the problem. In the first step, we show the convergence in distribution of the sum of exchangeable joint lognormal (SEJLN) RVs to a lognormal distribution. In the second step, we argue that the interference problem is similar (but not identical) to the SEJLN problem, and we match the parameters of the two problems through logarithmic cross-moment matching (in [41] , we see that matching the moments of the logarithm of a sum of lognormal RVs tends to approximate the middle of the distribution well). Our final result is a simple expression for the parameters of the lognormal distribution approximating that of I, requiring only a minimum of numerical integration involving only the functions g( r) and h( r i , r j ).
A. Limit Theorem on the Sum of Exchangeable Joint Lognormal RVs
We say that V follows a SEJLN distribution with parameters μ, σ 2 , ρ, and N . 
We prove this theorem in [18] . Appendix A gives a similar proof, but with a simpler decomposition. This theorem is also extended to a more general case in [21] .
B. Lognormal Approximation of the SEJLN RV for Large N
Given that the SEJLN distribution is lognormal in the limit as N → ∞, it would also be interesting to examine its behavior for moderate values of N . We reason that, since for both N = 1 and N → ∞, the SEJLN distribution is lognormal, then it might be approximately lognormal for intermediate values of N , particularly large ones.
Matching of the first two moments of V with those of a lognormal RV with parameters m V and s 2 V yields [18] 
At this point one may note that the construction of the SEJLN distribution is based on equal means, variances, and correlation coefficients of the underlying Gaussian RVs. It may therefore appear that this problem has little to do with finding the distribution of I in (4), where the means and correlation coefficients are distinct. Nevertheless, we proceed to show how this ancillary mathematical result can be used to find an approximate solution for the distribution of I.
C. Mapping the SEJLN Problem Onto the Sum Interference Problem
Let us now make some observations about the set {e
1) It is exchangeable. In fact, for any set of N exchangeable RVs, each pair must have the same correlation coefficient
2) It is "augmentable", i.e., adding new terms by increasing N does not change the distribution of the previous terms, because we fix ρ not to change with N . 3) The elements are each individually lognormal. 4) They are also jointly lognormal. Now, let us look at the same properties for the set {I i }. We have, respectively: 1) As argued before, it is exchangeable.
2) It is also augmentable. Indeed, adding new interferers should not affect the joint distribution of the previous interferers' powers. 3) The elements are approximately lognormal, as long as the shadowing spread is large enough. 4) Given the previous point, it may be impossible to consider jointness if the individual I i are not even lognormal. However, even the jointness of the terms S i is not guaranteed, since their correlation matrix is random (a function of { r i }), and therefore we cannot even know if the I i 's are approximately jointly lognormal in any sense.
We observe that the two problems are identical in the first two properties, but not in the two others. The last two properties may or may not be fulfilled with any good accuracy, and it is in these two approximations that the inaccuracy of our method lies. We observe in simulations in [25] , [26] and herein that the approximation is particularly good for a clustered layout. This can be explained as follows: 1) A clustered layout admits only a limited relative spread for r i , and thus limits the log-variance of r −β i : it follows that the shape of I i is dominated by that of e λS i , and that therefore I i is approximately lognormal. 2) A clustered layout imposes a high expected value of the correlation between any two S i 's, due to the angular proximity of the propagation paths. This high correlation may affect the jointness of the S i 's. This can be intuitively explained thus: the higher the correlation terms, the less "freedom" for the joint distribution of the RV and thus perforce the joint distribution must be close to that of a jointly lognormal set of RVs. In particular, if all the correlation coefficients are identically 1, the joint distribution would admit no freedom at all: all the RVs would be equal and, of course, jointly lognormal.
D. Cross-Moment Matching and Solution
The similarities between the SEJLN problem and the interference problem lead us to attempt to match the two, and to use the limit result from the SEJLN to construct an approximate limit result for the distribution of I.
Apart from the number of summands, which is N in both problems, the SEJLN distribution is characterized by the three parameters μ, σ, and ρ. We therefore want three equations to solve for these parameters, and we therefore match the logarithmic moments E{ln I i } and E{ln 2 I i } and the logarithmic crossmoment E{ln I i ln I j }, i = j. Other moment choices would also be possible, but these were the most natural ones; a crossmoment is essential to capture the correlation between the I i terms.
The details of the moment matching are given in Appendix B. We find that I may be approximated by a lognormal RV with parameters
where
For large N , this is well approximated by
G n and G cor are to be found by numerical integration of the functions g( r) and h( r i , r j ):
where A g is the area over which g( r) is non-zero. These integrals are well-behaved and can be well approximated by a Riemann sum (trapezoidal rule) with a moderate number of terms. G n and G cor are termed "geometric coefficients", and are an idea borrowed from [33] , [34] . It should be noted that this numerical integration is inevitable, due to the infinite variety of possibilities for the expression of the functions g( r) and h( r i , r j ). However, our solution is elegant in that it separates these integrals from the scalar quantities β, σ s , and N , in which it is purely analytical. For this reason, and the brevity of the final equations, we believe this solution to be the simplest possible for this level of modeling accuracy.
E. Interpretation of the Analytical Result
Several previous works [5] , [7] , [8] involving a large number of interferers neglect shadowing correlation, and the Central Limit Theorem is invoked to predict a Gaussian distribution of power. Our work shows that, when increasing the level of realism to include shadowing correlation, then I can be approximated by a lognormal distribution (with non-vanishing spread).
We may interpret our result through Theorem 1: indeed, it would seem that each shadowing term is approximately composed of a lognormal component with spread √ G cor σ s common to every path, as well as an additional lognormal term that is iid for every path. As the paths add, the power of the common term grows as N 2 , while the power of the sum of the iid terms only grows as N and becomes more and more negligible, relatively speaking. This is analogous to what happens in our proof in Appendix A. This interpretation is also consistent with the physical basis for correlation in shadowing given in [24] , [32] , [38] , [40] .
From the analytical expressions (8) and (10), one can directly observe the effect of the problem parameters on the distribution of I.
Of particular interest is that only one scalar quantity depends on the shadowing correlation function h( r i , r j ), namely G cor . This leads us to formulate a guideline: while it is very important to include correlation in our model, only the scalar G cor is actually needed in the analytical approximation. G cor can be interpreted as the "average" correlation coefficient between any two shadowing terms, without conditioning on the positions { r i }. Indeed
which can be contrasted with the conditional correlation in (2). This scalar G cor is much easier to measure and estimate than the entire four-dimensional function h( r i , r j ). In general, we think this kind of analysis can point the way for engineers performing channel measurements to know what statistics are actually relevant to a particular problem, thus greatly reducing measurement efforts for particular scenarios. Our result is based on a limit theorem [18] and therefore is particularly well-suited for large N . It is less accurate for small N , for which Monte Carlo simulations or recent results on sums of correlated lognormal RVs [19] , [20] , [42] may sometimes be more appropriate. These last approaches, however, do not scale well with N (neither in computational cost nor, perhaps, in accuracy), and therefore our method complements those approaches nicely. We see in the next section that our approximation can predict the results of Monte Carlo simulations well.
IV. SIMULATION
We now compare our proposed approximate solution to Monte Carlo simulations. We begin by describing the classical approach for computing the distribution of I, including shadowing correlation.
A. Simulation Algorithm
The computational complexity of the Monte Carlo simulation of I principally resides in the generating of the correlated shadowing values in S.
The natural approach is first to generate the set of interferer positions { r i }, and then the N × N correlation matrix H with entries H i,j = h( r i , r j ). We then need to find a factorization of H that satisfies
This is usually done through Cholesky factorization [38] , [43] . The existence of a solution 2 for C can be guaranteed when the correlation model is "positive semidefinite" [24] . Finally, we need to generate a vector
of independent standard Gaussian random variables. We can then generate S from
The above algorithm is exact to within numerical precision and has a computational time complexity of O(N 3 ) [43] , and a memory complexity of O(N 2 ). In [1] , we demonstrated an approximate algorithm for generating the sets {S i } and {I i }, with complexity of O(N ) and even of O(1) for high enough N . For the simulations in this section, we still use the classical Cholesky factorization approach, which is feasible on a personal computer for N = 1000, but which requires several hours to execute per cdf. Each cdf is generated from 1 000 000 independent Monte Carlo trials of I (with new values of both { r i } and S for each trial), and is plotted on "lognormal paper" [41] , where all, and only, lognormal cdf appear as straight lines.
B. Simulation Setup
The simulation parameters are chosen as follows:
• g( r) as in Fig. 1 with d ∈ [1.1, 6 ](km), • h( r i , r j ) as in (3) with θ 0 = 60
• , R 0 = 6(dB), • N variable up to 1000. Fig. 1 and correlation function in Fig. 2 . Fig. 4 . Distribution of the total interference power I as plotted on "lognormal paper" [41] . The interference is measured at distances of d = 6, 4, 3, 2, 1.5, 1.1 km (from left to right) from the center of the interferer field, with N = 500 interferers.
The resulting geometric coefficients, found through numerical Riemann integration of (11) , are given in Fig. 3 for various values of d. The statistical behavior of I is illustrated in Fig. 4 , with the RX placed at various distances from the interferer field, and in Fig. 5 , with a variable number of interferers distributed over the same area.
C. Interpretation of Simulation Results
The qualitative behavior of the geometric coefficients as a function of d (Fig. 3 ) lends itself to simple interpretation. First, the quantity G cor , which is the correlation coefficient between any S i and S j , i = j, increases with d. Indeed, as the RX moves farther away from the interferer field, this field is seen by the RX at a smaller angle and relative distance spread. It follows, not only for the correlation model in (3), but for many correlation models (studied in [24] ), that the typical or average correlation coefficient between any two shadowing terms S i would approach 1 as d increases. 5 . Distribution of the total interference power I as plotted on "lognormal paper" [41] . The interference is measured at a distance of d = 2 km from the center of the interferer field, with N = 1, 10, 100, 1000 (from left to right).
We also observe that the average relative distance G 1 = E{ln r i } of any interferer i increases with d; we can say that G 1 captures how far, on average, the interferers are from the RX. Similarly, G 2 − G In Fig. 4 , we observe the effect of the distance between the RX and a large (N = 500) field of interferers. Our analytical result can be said to approximate the cdf of I very accurately for d ≥ 2 km, thus confirming that our approximation requires a cluster layout, but performs poorly when the RX is close to (or indeed, inside [1] ) the field of interferers. Our results with other clustered layouts in [25] , [26] confirm this.
In Fig. 5 , we observe the effect of the number of interferers on the accuracy of our approximation when the layout can be said to be clustered (d = 2 km). For a moderate number of interferers (N = 10), the distribution of I is not quite lognormal. However, it is interesting that this trend does not continue: as the number of interferers becomes even larger (N = 100, 1000), the distribution of I again becomes close to lognormal. This behavior is also consistent with simulations in [18] in the case of exchangeable jointly lognormal RVs.
These results are consistent with the literature: indeed, for a small number of correlated terms, the sum of lognormals distribution is not always close to a lognormal [19] , [20] , [42] . The analysis in [21] indicates that only for certain parameter choices is the sum of many correlated lognormals close to a lognormal. Our simulations in [1] show that even for a large (N up to 10000) number of interferers, the sum interference may not be close to a lognormal in a non-clustered interferer layout. In summary, both the clustered layout and the large number of interferers are required for the lognormal approximation to hold.
The simulations in Figs. 4 and 5, and others in [25] , [26] confirm that, for a clustered layout and a large number of interferers, our approximation in (8)- (11) is an accurate method for quickly approximating the distribution of the total interference power.
V. CONCLUDING REMARKS
We were able to derive a very simple and accurate approximation for the distribution of the total interference coming from a large interferer field, given correlated shadowing and a clustered layout. We found that this distribution is close to a lognormal, with parameters that are easy to compute for any number of interferers.
Our method is well-suited for a large number of interferers, where both Monte Carlo simulation and algorithms for finding the sum of correlated lognormal RVs can be computationally costly, if not prohibitive. It is also of interest that the effect of location-dependent correlation among the shadowing paths can be captured by a single scalar, a fact which may greatly simplify the correlation measurements that may be needed in a particular scenario.
Our approach could be extended to more complex system and channel models. Possible extensions include:
• Have the number of interferers N be a RV (e.g., Poisson distributed), rather than deterministic. This could reflect, for example, interferers being on or off. • The positions { r i } of the interferers need not be independent, but could include more complex statistical behaviors (see [10] , [44] for examples). • The interference powers {I i } in this work are assumed to be long-term averages. A random small-scale fading multiplicative term for each interferer could easily be included.
• Similarly, while we assume all interferer transmit powers to be equal, it would be equally possible to model the transmit powers of the interferers as RVs, with some common distribution based on the transmission protocols used.
• It is also quite simple to model a directional receive antenna at the RX, simply by weighing the distribution of the interferers by a function of the angle of arrival. Our method may in fact be very well-suited for such a scenario: even if the RX is not in a clustered layout of interferers, the fairly narrow beam of its directional antenna would receive interference primarily from one direction, and our approximation could still apply.
• It may be useful to study the total interference as a random process in time, particularly in mobility scenarios. Several models are available for describing the auto-correlation function of the shadowing on a mobile link [24] , [39] , [40] , [45] .
In [26] , we describe in more detail how these extensions could be made. In most cases exchangeability is maintained, and our cross-moment matching analysis can be applied, with minor modifications.
APPENDIX A
In [18] we have given a proof based on a more complicated decomposition. Here, we give a simpler but essentially similar proof, inspired by the decomposition in [45] . The more general result in [21] also independently gives a similar proof.
Proof: Let Z, Z 1 , . . . , Z N be iid standard Gaussian RVs. Then we can write
to obtain the same statistical distribution for V i as described in Section III-A. This decomposition is along the lines of Theorem 1, where we see that the exchangeable set {V i } may be written as a function of one common term Z, and of individual iid terms Z i . From (5), we have
Now, from the Weak Law of Large Numbers [31] , we have
a constant. We may then apply Slutsky's theorem [31] to obtain
which is a lognormal RV with parameters given by (6) .
APPENDIX B
Here, we derive the correspondence between the parameters of the SEJLN problem and our interference problem. We first set the common factor K to 1 to simplify the expressions.
We approximate the statistics of {ln I i } with those of {V i } by matching the cross-moments
with the corresponding respective cross-moments 
where G n = E{ln n r i } and
are quantities that need to be evaluated numerically in general.
We now equate (19) with (20) , and reintroduce the factor K, which is a common scaling factor that simply modifies the logarithmic mean of the lognormal RV:
We substitute these into (7) and, by equating (m I , s
, we obtain the solution (8) .
