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Abstract
We show that approximate nearest neighbor (ANN) search can be solved as a
machine learning problem by formalizing it as a multi-label classification task.
While there are earlier methods that use machine learning techniques to learn index
structures, they search these index structures using classic algorithmic techniques,
such as backtracking search. We demonstrate that when ANN search is defined
as a classification problem, index structures can be used as models to predict for
each data point the probability that it is one of the true k nearest neighbors of a
query point. Current search methods can be interpreted as special cases of this
more general algorithm for candidate set retrieval. The general algorithm can be
used to search any space-partitioning index structure, and we demonstrate that it
significantly improves the performance of ensembles of RP, PCA, and k-d trees.
More importantly, formulating ANN search directly as a classification task opens a
new research direction to the problem by enabling the full use of machine learning
algorithms and theory.
1 Introduction and related work
The objective of k-nearest neighbor (k-nn) search is to retrieve the k most similar points for a query
point x ∈ Rd from the corpus {c1, . . . , cm} ⊂ Rd. Exact search is often too expensive in application
areas—such as computer vision [9, 29] and recommendation systems [12, 41]—where data sets
are large and high-dimensional, and fast response times are critical. In these kinds of applications,
approximate nearest neighbor (ANN) search is often used.
Designing an efficient index structure for ANN search is a classic algorithmic problem. Algorithms
for ANN search can be divided into three categories: graphs [32, 33, 22, 7], quantization [25, 26, 38],
and space-partitioning methods. Space-partitioning methods can be further divided into locality-
sensitive hashing (LSH) [2, 21, 4, 43] and tree-based methods. Tree-based methods build an index by
recursively partitioning the space until a maximum depth or a minimum leaf size is met. At each
node, they assign corpus points into child nodes by applying either a heuristic based on geometric
intuition or an unsupervised machine learning algorithm. The unsupervised algorithm can be either a
dimensionality reduction method, such as PCA [40] or random projection [13, 14], or a clustering
algorithm, such as k-means [17, 36] or agglomerative clustering [28].
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The early tree-based algorithms [8] search one tree using a depth-first search followed by back-
tracking, and then return approximate nearest neighbors by computing exact distances to all the
corpus points residing in the leaves the query points falls into. Most modern algorithms [39, 36] grow
an ensemble of randomized trees, and then search them using a back-tracking search guided by a
common priority queue that is ordered by the distances of a query point from the splitting hyperplanes.
Recently, Jääsaari et al. [23] demonstrated that voting search [20] improves the performance of
randomized space-partitioning trees compared to back-tracking search.
The use of training queries to optimize an index structure for ANN search was first suggested by
Maneewongvatana and Mount [34] and further explored by Cayton and Dasgupta [11]. Others have
also suggested using supervised learning techniques to improve space-partioning index structures for
ANN search [11, 31, 15].
Even though the aforementioned space-partitionings are built in a data-dependent fashion, they are
currently searched using classic algorithmic techniques such as back-tracking. However, since there
is a clearly defined output variable (the indices of the nearest neighbors of a query point in the corpus),
we show that ANN search search can be solved as a supervised learning problem by formulating it as
a multi-label classification task. The paradigm shift we suggest on the field of ANN search is similar
to the recent work by Kraska et al. [27], who improved performance of classic index structures, such
as hash maps, B-trees, and Bloom filters [35], by replacing them by machine learning models; they
call these models learned indexes.
While our formulation of ANN search as a classification problem is intuitive and straightforward, it
has immediate practical consequences. We show in Section 4.2 that the earlier space-partitioning
methods can be interpreted as special cases of the full machine learning approach, and that their
performance can be improved significantly when the index structures are used as predictive models
instead of searching them using back-tracking search. Furthermore, our machine learning approach
allows using a training set from the actual query distribution instead of using only the corpus to build
the index. This can be useful in scenarios where the query distribution is known to be different from
the distribution of the corpus data, and also enables improving the performance of the index by using
training sets larger than the corpus.
We believe that the most important consequence of our work is that it enables solving ANN search
in a principled fashion as a supervised learning problem. While the earlier space-partitioning trees
can be interpreted as classification trees trained using unsupervised split criteria, we show that it
is also possible to use an ensemble of fully supervised classification trees as an index structure for
ANN search. This means that in addition to the indexes designed specifically for ANN search, it
is possible to use any multi-label classifier as an index. This opens a new research direction to the
classic algorithmic problem by enabling the use of modern machine learning techniques to solve it.
2 Background: classic formulation of ANN search
Denote the set of corpus points by C = {c1, . . . , cm} ⊂ Rd and the query point by x ∈ Rd. Let
dis(u,v) : Rd × Rd 7→ R be an arbitrary dissimilarity measure1. The k corpus points that are most
similar2 to the query point x are called its k nearest neighbors. Denote the set of their indices by
f(x) := k−argmin
j=1,...,m
dis(x, cj).
Space-partitioning algorithms for ANN search use an index structure to retrieve a candidate set
S(x) ⊂ {1, . . . ,m}. They then rerank the points of the candidate set according to their true distances
to the query point, and return the k closest points as approximate nearest neighbors. Hence, the recall
of the algorithm can be written as
Rec(S(x)) :=
|f(x) ∩ S(x)|
k
. (1)
The performance of an approximate nearest neighbor algorithm is typically measured by its average
recall-query time tradeoff (see, e.g., Aumüller et al. [3] or Li et al. [30]), i.e., the average query time
1We use the Euclidean distance as the dissimilarity measure in the experiments; we also generally refer to
distances instead of similarities. However, our framework is directly applicable to any dissimilarity measure.
2To simplify notation, we assume that ties are broken arbitrarily, so that there are always exactly k nearest
neighbors. See, e.g., Aumüller et al. [3] for a discussion of ties.
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the algorithm requires to reach a certain average recall level on a set of test queries. The query time
consists of the candidate set retrieval time and the exact search time at the reranking stage. The exact
search time is proportional to the candidate set size |S(x)|.
3 ANN search as a multi-label classification problem
In this section, we show how ANN search can be solved as a multi-label classification task. We
interpret each corpus point as a label; hence, the correct labels of a query point are its k nearest
neighbors. Observe that the corpus has a dual role in a model, as it defines the correct output and can
also be used as a training set.
Input and output variables. Assume that we have a query point x ∈ Rd drawn from the query
distribution Q. This means that the input variable is a d-dimensional random vector x ∼ Q. The
correct output f(x) is the set of indices of k nearest neighbors of a query point. We can write the
output variable as a binary random vector y = (y1, . . . , ym) ⊂ {0, 1}m, where
yj =
{
1, if cj ∈ f(x),
0, otherwise.
In addition, the constraint that y has k non-zero values can be utilized when learning the model.
Training set. Assume that we have a sample x1, . . . ,xn ∼ Q from the query distribution. We get
the training set {(xi,yi)}ni=1 by finding the k nearest neighbors of each query point in this sample.
Traditional algorithms for ANN search build an index structure using only the corpus. If index
structures are interpreted as models learned from training data, this means that the traditional methods
implicitly assume that the corpus itself is a draw from the query distribution. Formally, fitting a model
to the corpus means finding the k nearest neighbors of the corpus points, and then using {(ci,yi)}mi=1
as a training set. Observe that in this case yjj = 1 for each j = 1, . . . ,m, since each corpus point is
the nearest neighbor of itself.
Performance measure. Denote the probability that the j:th corpus point is one of the k nearest
neighbors of a new query point x by pj(x) := P (yj = 1 |x). Assume we have trained a model that
outputs for each label either a probability estimate pˆj(x), or a score function value sj(x). We pick
the labels with the highest estimated probabilities or score function values into the candidate set:
S(x) := {j ∈ {1, . . . ,m} : sj(x) > τ}.
The threshold τ is a hyperparameter that can be chosen to optimize a performance measure that
depends on the application. The prediction time does not significantly depend on the query point, and
the exact search time is proportional to the candidate set size. Hence, given the model, the decision
problem becomes picking an optimal τ from the precision-recall curve. Precision is defined as the
proportion of the true nearest neighbors of a query point in the candidate set:
Prec(S(x)) :=
|f(x) ∩ S(x)|
|S(x)| .
4 Models for ANN search defined as a classification problem
In this section, we first describe how the random forest classifier [19, 10] can be applied to the
classification task defined in Section 3. We then show how the earlier algorithms for searching
space-partitioning trees can be interpreted as special cases of the random forest.
4.1 Random forest
The random forest [19, 10] is an ensemble of randomized trees. We use the standard randomization
method by sampling uniformly at random a dimensions3 at each node, and searching for the optimal
split point only in these dimensions.
3In the experiments we fix a = d√de. We did not observe further tuning of this parameter to be necessary.
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Figure 1: Voting search (left) and prediction when the tree is used as a classification tree (right) in the
case k = 5. In voting search, the score function values of the corpus points (c0 and c1) residing in
the leaf the query x falls into (the shaded area) are increased by one. In contrast, when the tree is
used as a classification tree, the score function values of the 5 nearest neighbors (including the point
itself) of c0 and c1 are increased by one.
Assume we have an ensemble of T trees. Denote the partitioning of Rd defined by the leaves of
the t:th tree by {R1, . . . , RLt}. When the nearest neighbors are predicted for a new query point x,
the query is first routed into a leaf in each tree of the ensemble. The contribution of the t:th tree to
the score function value of the j:th label is the number of training set points into whose k nearest
neighbors cj belongs to in that leaf:
s
(t)
j (x) :=
Lt∑
l=1
1Rl(x)
∑
xi∈Rl
yij . (2)
The score function values of the random forest are sums of the score function values of the trees:
sj(x) :=
T∑
t=1
s
(t)
j (x).
In the experimental section we test the classic random forest consisting of classification trees (RF-
CLASS) trained with the maximum likelihood split criterion4 and axis-aligned splits. The space-
partitioning trees suggested for ANN search in the earlier literature can also be used as a specific index
structure to instantiate the generic random forest algorithm if they are interpreted as classification
trees that are optimized using unsupervised split criteria. We test randomized k-d trees [39] (RF-KD),
randomized PCA trees [23] (RF-PCA), and sparse random projection trees [14, 20] (RF-RP).
4.2 Back-tracking search and voting search as special cases of the random forest
In the earlier ANN search literature, space-partitioning trees are typically searched using back-
tracking search. The query point x is first routed into a leaf in each tree of an ensemble. The nearby
leaves are then explored, often guided by a priority queue ordered by the distances from the query
point to the splitting hyperplanes. All the corpus points in the explored leaves are then chosen into
the candidate set. To simplify the notation, assume that the query point is routed into exactly one leaf
in each of the T trees5. Thus, the score function values of the t:th tree can be written as
s
(t)
j (x) :=
Lt∑
l=1
1Rl(x)1Rl(cj) =
Lt∑
l=1
1Rl(x)
∑
cj∈Rl
yjj , (3)
since yjj = 1 for each j ∈ {1, . . . ,m} when the corpus is used as the training set. Observe that (3)
equals (2) when the corpus is used as the training set and only k′ = 1 nearest neighbors of training
4Traditional decision tree literature often refers to the cross-entropy split criterion. This is equivalent to
greedily maximizing the log-likelihood.
5We could incorporate exploring several leaves in one tree by changing the indicator function 1Rl(x) in (2)
and (3) to the function whose value is 1 for all the leaves which the query point x is routed into instead of only
the leaf it belongs to.
4
set points contribute to the score function values, even when k > 1. Thus, instead of counting all k
nearest neighbors of the training set points, back-tracking search counts only the nearest neighbor,
which for the corpus points is the point itself.
Furthermore, in back-tracking search all the corpus points that have a non-zero score—i.e., the corpus
points in the leaves which the query point is routed into—are chosen into the candidate set:
S(x) := {j ∈ {1, . . . ,m} : sj(x) > 0}.
Voting search [20, 23] has been demonstrated to be an improvement over back-tracking search. In
voting search, the query point is only routed into one leaf in each tree of the ensemble, and only
the corpus points that are in the same leaf as the query point in at least τ trees are chosen into the
candidate set. This means that score function values (3) are computed as in back-tracking search, but
the threshold parameter τ can be larger than 0.
To summarize, voting search (back-tracking search is a special case where also the threshold parameter
is fixed as τ = 0) can be interpreted as a special case of the random forest classifier, where:
1. The corpus {cj}mj=1 is used as a training set to learn the trees.
2. The model is trained using the value k′ = 1.
We can now see the advantages of interpreting index structures as models:
1. Instead of the corpus, any labeled sample {xi,yi}nj=1 from the actual query distribution can
be used as a training set of the model. This has at least two distinct advantages:
• We can adapt the index to the actual query distribution instead of the corpus distribution
(see Figure 2).
• We can use training sets that are larger than the corpus to learn a more accurate classifier
(see Figure 3).
2. All k labels of the training set points are used to train the model instead of only using one of
them (see Figure 4).
Figure 1 illustrates the difference between voting search and the full random forest on a toy ex-
ample. While we concentrate on trees in this article, the above discussion also applies to locality-
sensitive hashing when we account for its different index structures and terminology: partitioning
{R1, . . . , RL} is defined by hash buckets instead of leaves of a tree, and back-tracking search is
called multi-probe LSH.
5 Experiments
We use the query time-recall trade-off to measure the performance of the algorithms and show the
results as Pareto frontiers of the optimal hyperparameters. To optimize the hyperparameters, we run a
grid search over the hyperparameter space. We search for k = 10 nearest neighbors with respect to
the Euclidean distance and use a test set of 1000 query points in all the experiments. The compared
algorithms are all written in C++ and all queries are performed using a single thread.
5.1 Exploring the difference between the training set of the algorithm and the corpus
Our approach enables the algorithm to use the actual query distribution instead of the corpus
distribution. We explore the effect of the difference between these distributions by creating three
synthetic data sets with varying degrees of concentration of the query distribution. For all data
sets, the corpus of 100 000 points is drawn from the 500-dimensional uniform distribution on the
interval (−10, 10). The training set of 100 000 query points and 100 test queries are drawn from the
500-dimensional normal distribution N(0, σ2I), with standard deviations σ = 1, 2.5, 5, respectively.
The results and the two-dimensional projections of the data sets are shown in Figure 2. The more
concentrated the query distribution, the greater the performance difference between RF using a
training set from the query distribution, and RF trained using the corpus as a training set (marked as
RF-CLASS (corpus)). When the query distribution is close to the corpus distribution (σ = 5), their
performance is similar. However, we emphasize that the degree of difference between the corpus
distribution and the query distribution in applications of ANN search is an open empirical question.
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Figure 2: Recall vs. query time (log scale), and two-dimensional projections of the Gaussian data
set with standard deviations σ = 1, 2.5, 5. The blue points in the projections are corpus points and
the orange points are query points. The performance difference between the random forest trained
using the query distribution (RF-CLASS) compared to the random forest trained using the corpus
(RF-CLASS corpus) is greater for the more concentrated query distributions.
Even if the queries and the corpus are drawn from the same distribution, it is possible to exploit
more training data drawn from the same distribution to create a training set that is larger than the
corpus. We expect that increasing the training set size makes the base classifier more accurate and
thus improves performance, but does not significantly increase the query time as doubling the training
set size adds on average only one level to the trees when keeping the maximum leaf size constant.
To test this hypothesis, we train RF-CLASS using only the corpus, and using two larger training sets.
We use the SIFT corpus which has 100 000 points, with training sets of 1000 000 and 10 000 000
points (including the corpus points). The results, shown in Figure 3, seem to confirm our hypothesis:
increasing the training set size improves the query time-recall trade-off.
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Figure 3: Recall vs. query time (log scale) on SIFT for RF-CLASS with different training set sizes.
Increasing the training set size improves the performance of the random forest.
5.2 Comparison to voting algorithm
The comparisons of this and the next section are done in the classical performance evaluation
setting [3], where the data set is divided randomly into the corpus and the set of test queries. This
means that we use the corpus as the training set of the random forest. We use four benchmark data
sets used for comparisons of ANN algorithms [3, 29, 20, 23]: Fashion (m = 60000, d = 784), GIST
(m = 1000000, d = 960), Trevi (m = 101120, d = 4096), and STL-10 (m = 100000, d = 9216).
We compare four variants of the random forest (RF-CLASS, RF-KD, RF-PCA, and RF-RP), and
three corresponding versions of the earlier voting algorithm (KD, PCA, and RP). The results can be
found in Figure 4. The random forest is significantly faster than the voting algorithm for each type
of tree (RP, k-d, and PCA trees) on all the data sets. Thus, the experiments indicate that the more
general algorithm is a significant improvement over the earlier special cases.
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Figure 4: Recall vs. query time for the random forest and the voting algorithm with different tree
types. The random forest variants (RF-KD, RF-PCA, RF-RP) are significant improvements over the
corresponding versions of the earlier voting algorithm (KD, PCA, RP).
We also compare the relative performance of the different types of trees. We expected that trees trained
using the supervised split criterion (RF-CLASS) would be faster compared to the trees trained using
unsupervised split criteria (RF-KD, and RF-PCA, RF-RP). The results on the medium-dimensional
data sets (Fashion and GIST) support this hypothesis. However, on the last two data sets (STL-10
and Trevi), RF-PCA is faster than RF-CLASS by a large margin. We postulate that this is because of
the high dimensionalities (d = 9216, and d = 4096) of these data sets. Although RF-PCA uses an
unsupervised criterion to choose the split directions, it optimizes
√
d-dimensional linear combinations
of the features whereas RF-CLASS is restricted to axis-aligned splits. This suggests that using more
flexible classification trees with a supervised split criterion that is not restricted to axis-aligned splits
could improve the performance of random forest on high-dimensional data sets.
5.3 Comparison to state-of-the-art graph and quantization methods
We compare RF to the state-of-the-art graph and quantization algorithms in the classical setting. We
use the results of an independent ANN-benchmarks [3] project to choose the algorithms we compare
to. The algorithms are HNSW, the fastest graph method (tied with ONNG), ANNOY, the fastest tree
method (tied with MRPT), and IVF-PQ, the fastest quantization-based algorithm. For HNSW and
IVF-PQ, we use the implementations in the FAISS library.
The results are shown in Table 1. HNSW is the fastest algorithm on medium-dimensional data sets
(Fashion and GIST), whereas RF-PCA is fastest on the two high-dimensional data sets (STL-10 and
Trevi). All versions of the random forest are faster than ANNOY on all data sets and faster than
IVF-PQ on three out of four data sets.
6 Discussion and future research directions
In this article, we suggest a paradigm shift in how space-partitioning indexes are used for ANN search.
Currently they are considered as index structures that partition the corpus, whereas we interpret them
as models that predict the approximate nearest neighbors of a query point. This interpretation follows
immediately from formalizing ANN search as a multi-label classification problem where labels
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Table 1: Query times (seconds / 1000 queries) at different recall levels.
data set R (%) RF-PCA RF-KD RF-RP RF-CLASS ANNOY HNSW IVF-PQ
80 0.075 0.076 0.099 0.063 0.193 0.064 0.266
Fashion 90 0.111 0.126 0.172 0.095 0.296 0.089 0.291
95 0.163 0.171 0.261 0.146 0.419 0.097 0.340
80 1.330 0.958 1.009 0.705 2.525 0.524 0.872
GIST 90 2.942 2.286 2.226 1.530 5.973 0.819 2.037
95 5.641 4.451 4.598 3.253 7.477 1.212 2.657
80 0.382 0.872 1.211 0.756 21.110 1.473 6.140
STL-10 90 0.756 2.126 3.248 1.774 24.826 2.717 6.860
95 1.315 4.376 7.330 3.654 35.459 3.963 6.860
80 0.330 0.543 0.591 0.582 5.259 0.705 1.677
Trevi 90 0.684 1.464 1.468 1.234 9.921 1.202 1.892
95 1.212 3.244 3.289 2.350 17.172 1.896 2.655
represent the true nearest neighbors of a query point. Our experiments show that using ensembles of
space-partitioning trees as predictive models improves their performance significantly compared to
searching them using the traditional algorithmic techniques.
The disadvantage of explicitly solving ANN search as a classification problem is that it requires
computing the true nearest neighbors {yi}ni=1 of the training set points {xi}ni=1, which is anO(nmd)
operation. For the largest training set in our experiments (SIFT, n = 107, m = 105, d = 128),
computing the ground truth took 4 hours on a single machine. However, from the machine learn-
ing perspective, ANN search is a convenient supervised learning problem: any unlabeled sample
x1, . . . ,xn ∼ Q can be automatically and correctly labeled by computing the true nearest neighbors.
While we demonstrated that earlier space-partitioning indexes can be used as models, we believe that
the more important consequence of our work is that classification models can be used as indexes for
ANN search. This opens up multiple research directions:
Other tree models. The gradient-boosted trees classifier [16] is a promising model for ANN search,
since it generally reaches higher accuracy compared to the random forest classifier.
Extreme classification. When ANN search is formulated as a classification problem, the number
of labels equals the corpus size; thus, the label space is significantly larger compared to a typical
classification problem. However, several recent classification algorithms are optimized for large
label spaces; this setting is called extreme multi-label classification. In addition to tree-based
models [1, 37, 24], these algorithms include global methods, such as sparse linear models [5, 6, 42]
and embedding-based neural networks [18]. It is worth exploring whether these classifiers can be
efficiently applied to ANN search.
Graph and quantization methods. While the scope of this article is space-partitioning algorithms,
future work will show whether also graph and quantization algorithms for ANN search could be
improved by interpreting them as predictive models.
Training sets from the query distribution. In many large-scale applications, such as recommen-
dation systems [12, 41], access patterns often follow the power law and large samples from the query
distribution are readily available. Thus, it seems worth exploring whether using large training sets
from the query distribution improves performance of ANN search in this setting.
Theory. Interpreting index structures as classifiers also enables them to be analysed using standard
statistical techniques. Specifically, our results suggest (see Figure 3) that the performance of tree-
based classifiers for ANN search can be improved by increasing the training set size. Standard
techniques could be used to prove the consistency and convergence rates of the classifiers.
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