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Measurements of normalized differential cross sections for tt¯ production in
pp collisions at
ﬃﬃﬃﬃﬃﬃðsÞp ¼ 7 TeV using the ATLAS detector
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Measurements of normalized differential cross sections for top-quark pair production are presented as a
function of the top-quark transverse momentum, and of the mass, transverse momentum, and rapidity of the
tt¯ system, in proton–proton collisions at a center-of-mass energy of
ﬃﬃ
s
p ¼ 7 TeV. The data set corresponds
to an integrated luminosity of 4.6 fb−1, recorded in 2011 with the ATLAS detector at the CERN Large
Hadron Collider. Events are selected in the leptonþ jets channel, requiring exactly one lepton and at least
four jets with at least one of the jets tagged as originating from a b-quark. The measured spectra are
corrected for detector efficiency and resolution effects and are compared to several Monte Carlo
simulations and theory calculations. The results are in fair agreement with the predictions in a wide
kinematic range. Nevertheless, data distributions are softer than predicted for higher values of the mass of
the tt¯ system and of the top-quark transverse momentum. The measurements can also discriminate among
different sets of parton distribution functions.
DOI: 10.1103/PhysRevD.90.072004 PACS numbers: 13.85.-t, 12.38.Qk, 14.65.Ha
I. INTRODUCTION
Top-quark measurements have entered a high-precision
era at the Large Hadron Collider (LHC) where the cross
sections for single top-quark and top-quark pair (tt¯)
production at a center-of-mass energy
ﬃﬃ
s
p ¼ 7 TeV are
factors of 40 and 20 higher than at the Tevatron. The large
number of tt¯ events makes it possible to measure precisely
the tt¯ production cross sections differentially, providing
precision tests of current predictions based on perturbative
quantum chromodynamics (QCD). The top quark plays
an important role in many theories beyond the Standard
Model (SM) [1] and differential measurements have been
proposed to be sensitive to new-physics effects [2].
The inclusive cross section for tt¯ production (σtt¯) in
proton–proton (pp) collisions at a center-of-mass energyﬃﬃ
s
p ¼ 7 TeV has been measured by both the ATLAS and
CMS experiments with increasing precision in a variety of
channels [3–9]. The CMS Collaboration has published [10]
differential cross sections using the full data set collected in
2011 at
ﬃﬃ
s
p ¼ 7 TeV and corresponding to an integrated
luminosity of 5.0 fb−1. The ATLAS Collaboration has
published [11] the differential cross sections as a function
of the mass (mtt¯), the transverse momentum (ptt¯T), and the
rapidity (ytt¯) of the tt¯ system with a subset of the data
collected in 2011 at
ﬃﬃ
s
p ¼ 7 TeV corresponding to an
integrated luminosity of 2.05 fb−1. The measurements
shown here improve the statistical precision of the previous
ATLAS results by including the full 2011 data set (4.6 fb−1).
Furthermore, improved reconstruction algorithms and
calibrations are used, thereby significantly reducing the
systematic uncertainties affecting the measurements. The
rapidity distribution is symmetrized and presented as jytt¯j
and in addition to the variables previously shown, this paper
also presents a measurement of the cross section as a
function of the top-quark transverse momentum (ptT).
In the SM, the top quark decays almost exclusively into a
W boson and a b-quark. The signature of a tt¯ decay is
therefore determined by the W boson decay modes. This
analysis makes use of the leptonþ jets decay mode, where
oneW boson decays into an electron or muon and a neutrino
and the otherW boson decays into a pair of quarks, with the
two decay modes referred to as the eþ jets and μþ jets
channel, respectively. Events in which theW boson decays
to an electron or muon through a τ decay are also included.
Kinematic reconstruction of the tt¯ system is performed
using a likelihood fit. The results are unfolded to the parton
level after QCD radiation, and the normalized differential
cross-sectionmeasurements are compared to the predictions
of Monte Carlo (MC) generators and next-to-leading-order
(NLO) QCD calculations. The ptT, mtt¯, and p
tt¯
T spectra are
also compared to NLO QCD calculations including next-
to-next-to-leading-logarithmic (NNLL) effects, namely
Ref. [12] for ptT, Ref. [13] for mtt¯, and Ref. [14,15] for p
tt¯
T.
The paper is organized as follows. Section II briefly
describes the ATLAS detector, while Secs. III and IV
describe the data and simulation samples used in the
measurements. The reconstruction of physics objects,
the event selection, and the kinematic reconstruction of
the events are explained in Sec. V. Section VI discusses the
background processes affecting these measurements. Event
yields for both the signal and background samples, as well
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as distributions of measured quantities before unfolding,
are shown in Sec. VII. The measurements of the cross
sections, including the unfolding and combination proce-
dures, are described in Sec. VIII. Statistical and systematic
uncertainties are discussed in Sec. IX. The results are
presented in Sec. X and the comparison with theoretical
predictions is discussed in Sec. XI.
II. THE ATLAS DETECTOR
The ATLAS detector [16] is cylindrically symmetric and
has a barrel and two endcaps [17]. The inner detector (ID) is
nearest to the interaction point and contains three sub-
systems providing high-precision track reconstruction: a
silicon pixel detector (innermost), a silicon microstrip
detector, and a transition radiation tracker (outermost),
which also helps to discriminate electrons from hadrons.
The ID covers a range of jηj < 2.5. It is surrounded by a
superconducting solenoid, which produces a 2 T axial field
within the ID. Liquid argon (LAr) sampling electromag-
netic (EM) calorimeters cover jηj < 4.9, while the hadronic
calorimeter uses scintillator tiles within jηj < 1.7 and LAr
within 1.7 < jηj < 4.9. The outermost detector is the muon
spectrometer, which employs three sets of air-core toroidal
magnets with eight coils each and is composed of three
layers of chambers for triggering (jηj < 2.4) and precision
track measurements (jηj < 2.7).
The trigger is divided into three levels referred to as
level 1 (L1), level 2 (L2), and event filter (EF). The L1
trigger uses custom-made hardware and low-granularity
detector data. The L2 and EF triggers are implemented as
software algorithms. The L2 trigger has access to the full
detector granularity, but only retrieves data for regions of
the detector identified by L1 as containing interesting
objects, while the EF system utilizes the full detector
readout to reconstruct an event.
III. DATA SAMPLE
The data set used in this analysis was recorded during pp
collisions at
ﬃﬃ
s
p ¼ 7 TeV in 2011. It only includes data
recorded with stable beam conditions and with all relevant
subdetector systems operational. The number of pp colli-
sions per bunch crossing significantly increased during the
data taking, reaching mean values up to 20 in the last part of
the 2011 LHC run.
Single-muon and single-electron triggers were used to
select the data. The single-muon trigger required at least
one muon with transverse momentum (pT) of at least
18 GeVand the single-electron trigger required at least one
electron with a pT threshold of either 20 or 22 GeV. The pT
threshold increased during data taking to cope with
increased luminosity. With these requirements the total
integrated luminosity of the data set is 4.6 fb−1 with an
uncertainty of 1.8% [18].
IV. SIMULATION
Simulated tt¯ events with up to five additional light
partons were generated using ALPGEN [19] (v2.13) with
the leading-order (LO) CTEQ6L1 [20] parton distribution
functions (PDF). HERWIG [21] (v6.520) was used for parton
showering and hadronization and JIMMY [22] (v4.31) was
used for the modeling of multiple parton interactions. The
ATLAS AUET2 tune [23] was used for the simulation of
the underlying event. The ALPGEN generator uses tree-level
matrix elements with a fixed number of partons in the final
state, with the MLMmatching scheme [24] to avoid double
counting between partons created in the hard process or in
the subsequent parton shower.
Two other generators, which make use of NLO QCD
matrix elements with the NLO CT10 PDF [25], are used for
comparisons with the final measured results, namely
MC@NLO [26] (v4.01) and POWHEG [27] (POWHEG -
hvq, patch4). Both are interfaced to HERWIG and JIMMY
with the ATLAS AUET2 tune. The MC@NLO generator is
also used for the evaluation of systematic uncertainties
along with additional generators and simulation samples
discussed in Sec. IX B. As an additional comparison the
POWHEG generator is also interfaced to PYTHIA 6 [28], with
the Perugia 2011C tune [29].
All of the simulation samples were generated assuming a
top-quark mass,mt, equal to 172.5 GeV. The tt¯ samples are
normalized to a cross section of σtt¯ ¼ 167þ17−18 pb, obtained
from approximate NNLO QCD calculations [30] for pp
collisions at
ﬃﬃ
s
p ¼ 7 TeV, again using mt ¼ 172.5 GeV.
During the completion of this analysis, a calculation of the
inclusive cross section to full NNLO precision with addi-
tional NNLL corrections was published [31] and gives a
cross section of σtt¯ ¼ 177.3þ11.5−12.0 pb at
ﬃﬃ
s
p ¼ 7 TeV for the
same top-quark mass. This change would only affect the
results presented here by increasing the normalization of
the dilepton tt¯ background. The corresponding effect on the
final results would be at the subpercent level and is covered
by the assigned systematic uncertainties.
Single top-quark events produced via electroweak inter-
actions were simulated using the ACERMC generator [32]
(v3.8) interfaced to PYTHIA 6 with the MRSTMCal PDF
[33] for the t-channel process and MC@NLO for the
s-channel and Wt-channel processes. The production of
W=Z bosons in association with jets (W þ jets or Z þ jets)
was simulated using ALPGEN+HERWIG. W þ jets events
containing heavy-flavor quarks (Wbbþ jets, Wccþ jets,
and Wcþ jets) were generated separately using leading-
order matrix elements with massive b-and c-quarks. An
overlap-removal procedure was used to avoid double count-
ing of heavy-flavor quarks between the matrix element and
the parton shower evolution. Diboson events (WW,WZ, ZZ)
were generated using HERWIG with the MRSTMCal PDF.
All the simulation samples account for multiple pp
interactions per bunch crossing (pile-up), including both
the in-time (additional collisions within the same bunch
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crossing) and out-of-time (collisions from neighboring
bunch crossings) contributions, using PYTHIA 6 and the
ATLAS AMBT2B CTEQ6L1 tune [34] to simulate mini-
mum bias events. The events were reweighted so that the
distribution of the average number of interactions per bunch
crossing matches that observed in the data. The samples
were processed through the GEANT4 [35] simulation of
the ATLAS detector [36] and the standard ATLAS
reconstruction software. Simulated events were corrected
so that the trigger efficiency and physics object identi-
fication efficiencies, energy scales, and energy resolutions
match those determined in data control samples, with the
exception of the electrons and jets, the energies of which
were scaled in data to match the simulation.
V. EVENT RECONSTRUCTION
The leptonþ jets tt¯ decay mode is characterized by a
high-pT lepton, two jets originating from b-quarks, two jets
from the hadronic W boson decay, and missing transverse
momentum due to the neutrino.
A. Object reconstruction and identification
Primary vertices in the event are formed from recon-
structed tracks such that they are spatially compatible with
the luminous interaction region. The hard-scatter primary
vertex is chosen to be the vertex with the highest
P
p2T
where the sum extends over all associated tracks
with pT > 0.4 GeV.
The same electron definition as was used in the tt¯ cross-
section measurement with 2010 data [37] is adopted in this
analysis, but optimized for the higher pile-up conditions of
the 2011 data [38]. Strict quality requirements are applied to
the shape of the energy deposition in the EM calorimeters
and to the electron track variables [39]. The resulting
electron candidates are required to have transverse energy
ET > 25 GeV and jηclusterj < 2.47, where jηclusterj is the
pseudorapidity of the EM cluster associated with the
electron. In order to ensure high-quality reconstruction,
candidates in the transition region between the barrel and
endcap calorimeters, 1.37 < jηclusterj < 1.52, and candidates
matching the criteria for converted photons are rejected.
Muon candidates are reconstructed by combining track
segments in different layers of the muon chambers [40,41].
Such segments are assembled starting from the outermost
layer, with a procedure that takes material effects into
account, and are then matched with tracks found in the ID.
The candidates are then refitted using all hits from both the
muon spectrometer and the ID, and are required to have
pT > 25 GeV and jηj < 2.5.
Electron and muon candidates are required to be isolated
in order to reduce the backgrounds from hadrons mimick-
ing lepton signatures and leptons from heavy-flavor decays.
For electrons, the isolation requirements are similar to
the ones tuned for 2010 data [42] but optimized for the
2011 running conditions. The total transverse energy
deposited in the calorimeter, in a cone of size ΔR ¼ 0.2
around the electron candidate, is considered. The energy
associated with the electron is subtracted, and corrections
are made to account for the energy deposited by pile-up
interactions. An analogous isolation requirement is applied
using the sum of track pT (excluding the electron track) in a
cone of ΔR ¼ 0.3 around the electron direction. Isolation
requirements on both the transverse energy and momentum
are tuned as a function of ηcluster and ET in order to ensure a
uniform 90% efficiency for electrons from Z → ee decays
satisfying the electron definition described above.
For muon candidates, after subtracting the contributions
from the muon itself, the total energy deposited in the
calorimeter in a cone of size ΔR ¼ 0.2 around the muon
direction is required to be below 4 GeVand the sum of track
transverse momenta for tracks with pT > 1 GeV in a cone
of ΔR ¼ 0.3 around the muon direction is required to be
below 2.5 GeV. The above set of cuts has an efficiency of
88% for simulated tt¯ signal events in the μþ jets channel
with a negligible dependence on the pile-up conditions.
Jets are reconstructed from topological clusters [43] of
energy depositions using the anti-kt algorithm [44] with a
radius parameter of R ¼ 0.4. The jet energy is first
corrected for pile-up effects and then to the hadronic scale
corresponding to the particle-level jets using energy and
η-dependent correction factors derived from simulation
[45]. The energies of jets in data are further corrected,
using in situ measurements, to match simulation [46]. Only
jets with pT > 25 GeV and jηj < 2.5 are considered in the
analysis. To suppress jets from in-time pile-up, the jet
vertex fraction, defined as the sum of the pT of tracks
associated with the jet and originating from the primary
vertex divided by the sum of the pT from all tracks
associated with the jet, is required to be greater than 0.75.
The missing transverse momentum vector, EmissT , is
derived from the vector sum of calorimeter cell energies
within jηj < 4.9 and corrected on the basis of the dedicated
calibrations of the associated physics objects [47], including
muons. Calorimeter cells containing energy depositions
above noise and not associated with high-pT physics objects
(referred to as the unassociated-cell term) are also included.
The identification of tt¯ events is improved by tagging jets
originating from b-quarks using a combination of three
b-tagging algorithms [48]. The results of the three taggers
are combined using a neural network resulting in a single
discriminating variable. The combined tagger operating
point chosen for this analysis corresponds to a tagging
efficiency of 70% for b-jets in simulated tt¯ events, while
c-jets are suppressed by a factor of 5 and light-flavor- and
gluon-initiated jets are suppressed by a factor of about 100.
B. Event selection
Events are first required to pass either a single-electron
or single-muon trigger and the hard-scatter primary vertex
is required to be constructed from at least five tracks
with pT > 0.4 GeV.
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Leptons and jets are required to be well separated from
each other to minimize ambiguities, background, and
systematic uncertainties. First, jets within ΔR ¼ 0.2 of
an electron satisfying the requirements described in Sec. V
A, but with the pT threshold lowered to 15 GeV, are
removed. If there is another jet found within ΔR ¼ 0.4, the
electron is discarded. Finally muons within ΔR ¼ 0.4 of
the axis of a jet are removed.
Events are required to contain exactly one isolated lepton
and this lepton is required to have fired the trigger. Four or
more jets where at least one jet is b-tagged are also
required. In addition, events must satisfy EmissT >
30 GeV and mWT > 35 GeV, where E
miss
T is the magnitude
of the missing transverse momentum vector EmissT and the
W boson transverse mass, mWT , is defined as
mWT ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2plTp
ν
Tð1 − cosðϕl − ϕνÞÞ
q
; ð1Þ
where plT and ϕ
l are, respectively, the transverse momen-
tum and the azimuthal angle of the lepton, pνT is identified
at the reconstruction level with EmissT , and ϕ
ν is the
azimuthal angle of EmissT .
C. Kinematic reconstruction of the tt¯ system
A kinematic likelihood fit [49] is used to fully recon-
struct the tt¯ kinematics. The algorithm relates the measured
kinematics of the reconstructed objects (lepton, jets and
EmissT ) to the leading-order representation of the tt¯ system
decay. The event likelihood (ℒ) is constructed as the
product of Breit-Wigner (BW) distributions and transfer
functions (TF)
ℒ≡ TFð ~El; ElÞ ·
Y4
i¼1
TFð ~Ejet i; Equark iÞ

· TFðEmissx jpνxÞ · TFðEmissy jpνyÞ
· BWðmjjjmWÞ · BWðmlνjmWÞ
· BWðmjjjjmtÞ · BWðmlνjjmtÞ; ð2Þ
where the Breit-Wigner distributions associate the EmissT ,
lepton, and jetswithW bosons and top quarks,making use of
their known widths and masses. The top-quark mass used is
172.5 GeV. The transfer functions, derived from the
MC@NLO+HERWIG simulation of the tt¯ signal, represent
the experimental resolutions in terms of the probability that
the observed energy at reconstruction level ( ~E) is produced
by a parton-level object with a certain energy E. Transverse
energy is used to parametrize the muon momentum reso-
lution while lepton energy is used in the electron channel.
The missing transverse momentum is used as a starting
value for the neutrino pT, with its longitudinal component
(pνz) as a free parameter in the kinematic likelihood fit. Its
starting value is computed from the W mass constraint. If
there are no real solutions forpνz then zero is used as a starting
value. Otherwise, if there are two real solutions, the one
giving the larger likelihood is used. The five highest-pT jets
(or four if there are only four jets in the event) are used as
input to the likelihood fit and the best four-jet combination is
selected.
The likelihood is maximized as a function of the energies
of the b-quarks, the quarks from the hadronic W boson
decay, the charged lepton, and the components of the
neutrino three-momentum. The maximization is performed
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FIG. 1 (color online). Distribution of the logarithm of the likelihood [logðℒÞ] obtained from the kinematic fit in the (a) eþ jets and (b)
μþ jets channels. Data distributions are compared to predictions, using ALPGEN+HERWIG as the tt¯ signal model. The hashed area
indicates the combined statistical and systematic uncertainties in the prediction, excluding systematic uncertainties related to the
modeling of the tt¯ system. Signal and background processes are shown in different colors, with “Other" including the small backgrounds
from diboson and Z þ jets production. The lower parts of the figures show the ratios of data to the predictions.
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by testing all possible permutations, assigning jets to
partons. The likelihood is combined with the probability
for a jet to be b-tagged, given the parton from the top-quark
decay it is associated with, to construct an event probability.
The b-tagging efficiencies and rejection factors are used to
promote permutations for which a b-tagged jet is assigned
to a b-quark and penalize those where a b-tagged jet is
assigned to a light quark. The permutation of jets with the
highest event probability is retained.
The event likelihood must satisfy logðℒÞ > −50. This
requirement provides a good separation between pro-
perly and poorly reconstructed events. Distributions of
logðℒÞ for data and simulation events are shown in Fig. 1
separately for the eþ jets and μþ jets channels. The data-
to-MC ratio of the efficiency of the likelihood requirement
is found to be 0.98 and the simulation is corrected for this
difference. The full event selection, including this final
requirement on the likelihood, is summarized in Table I.
Once the best likelihood is found, the four-momenta of
both top quarks in the event are formed from their decay
products as determined by the kinematic likelihood fit. One
top quark is reconstructed from the fitted charged lepton,
neutrino, and one of the b-partons. This is referred to as the
leptonically decaying top quark. The other, referred to as
the hadronically decaying top quark, is reconstructed from
the other three partons. The hadronically decaying top
quark is selected to represent the top-quark pT because the
final result for this variable has smaller systematic uncer-
tainties than the leptonically decaying top quark. The two
spectra were compared and their results are compatible.
The tt¯ system is the combination of the leptonically and
hadronically decaying top quarks.
VI. BACKGROUND DETERMINATION
After the event selection is applied, the largest back-
ground process is W þ jets. Other backgrounds are due to
multijet production, single top-quark electroweak produc-
tion, diboson production, Z þ jets production, and the other
decay channels associated with tt¯ production: the dilepton
channel, which gives a significant contribution, and the
all-hadronic channel, which is found to be negligible. The
W þ jets and multijet backgrounds are determined using a
combination of simulation and data-driven techniques. The
other backgrounds are determined from simulation and
normalized to higher-order theoretical predictions.
A. Simulated background contributions
The single top-quark, dilepton tt¯, Z þ jets, and diboson
contributions are estimated from simulations and normalized
to theoretical calculations of the inclusive cross sections as
follows. The single top-quark cross section is normalized to
the NLOþ NNLL prediction: the t-channel to 64.6þ2.6−1.7 pb
[50], the s-channel to 4.6 0.2 pb [51], and theWt-channel
to 15.7 1.2 pb [52]. The dilepton tt¯ background is nor-
malized to the same inclusive cross section given in Sec. IV
for the signal tt¯ → lþ jets sample. TheZ þ jets background
is normalized to the NNLO QCD calculation for inclusive Z
production [53] and the diboson background is normalized to
the NLO QCD cross-section prediction [54].
B. W þ jets background
At the LHC the rate ofWþ þ jets events is larger than that
of W− þ jets as the up-quark density in the proton is larger
than the down-quark one. Exploiting the fact that the ratio of
Wþ þ jets to W− þ jets cross sections is predicted more
precisely than the total W þ jets cross section [55], the
charge asymmetry in W þ jets production can be used to
estimate the total W þ jets background from the data.
Considering that processes other than W þ jets give, to a
good approximation, equal numbers of positively and
negatively charged leptons, the total number of W þ n-jets
events before requiring a b-tagged jet (pretag sample) can be
estimated as
NW;pretagnjets ¼NWþnjets þNW
−
njets ¼

rMCnjets þ 1
rMCnjets − 1

ðDþnjets −D−njetsÞ; ð3Þ
where njets is the number of jets, Dþnjets (D
−
njets ) the total
numbers of events with positively (negatively) charged
leptons in data meeting the selection criteria described in
Sec. V B with the appropriate njets requirement and without
the b-tagging requirement, and rMCnjets is the ratio of
σðpp → Wþ þ n-jetsÞ to σðpp→ W− þ n-jetsÞ estimated
from simulation. Small additional sources of charge asym-
metry in data, mainly due to the single top-quark contribu-
tion, are estimated from the simulation and subtracted from
data. The largest uncertainties in the ratio come from the
PDFs and the heavy-flavor fractions in W þ jets events.
The jet flavor composition of the pretag sample is the
other important element needed to estimate the number of
events after the requirement of at least one b-tagged jet. It is
evaluated using a combination of data- and simulation-
driven approaches starting from the estimation of the flavor
fractions from data for the two-jet sample,
TABLE I. Summary of all requirements included in the event
selection.
Event selection
Trigger Single lepton
Primary vertex ≥ 5 tracks with pT > 0.4 GeV
Exactly one Muons: pT > 25 GeV, jηj < 2.5
isolated lepton Electrons: pT > 25 GeV
jηj < 2.47, excluding 1.37 < jηj < 1.52
≥ 4 jets pT > 25 GeV, jηj < 2.5
b-tagging ≥ 1 b-tagged jet at ϵb ¼ 70%
EmissT E
miss
T > 30 GeV
mWT m
W
T > 35 GeV
Kinematic fit logðℒÞ > −50
MEASUREMENTS OF NORMALIZED DIFFERENTIAL … PHYSICAL REVIEW D 90, 072004 (2014)
072004-5
NW;tag2 ¼ NW;pretag2 ðFbb;2Pbb;2 þ Fcc;2Pcc;2
þ Fc;2Pc;2 þ Flight;2Plight;2Þ; ð4Þ
where NW;tag2 is the number of W þ jets events after the
b-tagging requirement in the two-jet sample, evaluated
from data after subtracting all non-W events (including the
multijet background, estimated using the data-driven
method described in Sec. VI C, the tt¯ signal and the other
backgrounds, estimated from simulation); NW;pretag2 is the
number of events before the b-tagging requirement esti-
mated from data using Eq. (3) for the background-
dominated two-jet sample. The quantities Fx;2 (with
x ¼ bb=cc=c=light, where light refers to u=d=s-quark-
and gluon-initiated jets) represent the flavor fractions in
the two-jet sample and the Px;2 the respective b-tagging
probabilities taken from the simulation. The flavor fractions
add up to unity for each jet multiplicity
Fbb;2 þ kcc→bb · Fbb;2 þ Fc;2 þ Flight;2 ¼ 1 ð5Þ
with Fcc;2 constrained by Fbb;2 using the ratio kcc→bb
between the two fractions taken from simulation. The
Wcþ jets events have a different charge asymmetry with
respect to Wbb=Wcc=W þ light-jets events. This is
because, at leading order, the former is dominated by
gluon-s and gluon-s¯ scattering, which involve symmetric
s-and s¯-quark PDF, while the latter are dominated by u-d¯
and d-u¯ scattering, which are asymmetric because they
involve the u-and d-valence-quark PDF. The flavor frac-
tions can therefore be determined by applying Eq. (4) and
Eq. (5) separately for events with positive and negative
leptons. These flavor fractions are used to redetermine the
overall normalization and the procedure is iterated until no
significant changes are observed. They are then used to
correct the flavor fractions in the simulation.
Finally the number of events after the b-tagging and
requiring ≥ 4-jets is estimated using the number of pretag
events, NW;pretag≥4 , measured from the charge asymmetry
method of Eq. (3), as
NW;tag≥4 ¼ NW;pretag≥4 · ftag2 · ftag2→≥4; ð6Þ
where ftag2 is the fraction of events in the two-jet sample that
are b-tagged and ftag2→≥4 the ratio between the b-tagged event
fractions in the ≥ 4-jet and two-jet samples evaluated using
simulated W þ jets events with corrected flavor fractions.
The correction factors for a selection requiring ≥ 4 jets are
obtained from the ones of the two-jet sample by applying
an overall normalization factor in order to preserve the
requirement that the flavor fractions add up to unity.
This method has the advantage that ftag2 is evaluated
from the data in a sample dominated by the W þ jets
background and that it relies on the ratio between the tagging
fractions in the two-jet and ≥ 4-jet samples, strongly
reducing the systematic uncertainties due to the b-tagging
efficiencies and the heavy-flavor components of theW þ jets
background.
C. Multijet background
The multijet background is characterized by jets that are
misidentified as isolated prompt leptons, or nonprompt
leptons that are misidentified as isolated leptons. These are
referred to as “fake leptons.”
The rate of identifying such a fake lepton as a real
one is calculated from data by defining two control
samples. The first sample uses the lepton definition
described in Sec. VA, which is referred to as the tight
selection. To define the second sample, a loose selection is
used, for which the identification criteria are relaxed
and the isolation requirements are removed. Using these
samples, the number of fake leptons passing the tight
selection is given by
Ntightfake ¼
ϵfake
ϵreal − ϵfake
ðNlooseϵreal − NtightÞ; ð7Þ
where Ntight and Nloose are the numbers of events with a
tight or loose lepton, respectively, and ϵreal and ϵfake are the
fractions of real and fake loose leptons that pass the tight
selection. Decays of the Z boson to two leptons are used to
measure the ϵreal, while the ϵfake are measured in control
regions which are dominated by contributions from fake
leptons. These control regions are defined by requiring low
EmissT , low m
W
T , or by selecting leptons with high track
impact parameter. Contributions from W þ jets and Z þ
jets production are subtracted in the control regions using
simulation [5]. The resulting multijet background is larger
for the eþ jets channel than it is for the μþ jets channel.
VII. RECONSTRUCTED EVENT VARIABLES
The event yields after the selection described in Sec. V
are displayed in Table II, separately for the eþ jets and
TABLE II. Event yields in the eþ jets and μþ jets channels.
The signal model, denoted tt¯ (lþ jets) in the table, is generated
using ALPGEN. Errors indicate the total statistical and systematic
uncertainties on each subsample and the uncertainty on the
signal includes the generator systematic uncertainty discussed
in Sec. IX B.
eþ jets μþ jets
tt¯ (lþ jets) 11200 1900 13100 2000
tt¯ (dilepton) 850 170 930 170
Single top 560 120 660 160
W þ jets 920 240 1300 300
Multijet 400 200 200 40
Z þ jets 160 110 89 60
Diboson 22 13 25 14
Prediction 14100 1900 16300 2000
Data 13167 15752
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FIG. 2 (color online). Observables at the reconstruction level: W transverse mass (mWT ) in the (a) eþ jets and (b) μþ jets channels,
missing transverse momentum (EmissT ) in the (c) eþ jets and (d) μþ jets channels, and leading b-tagged jet pT in the (e) eþ jets and (f)
μþ jets channels. Data distributions are compared to predictions, using ALPGEN+HERWIG as the tt¯ signal model. The hashed area
indicates the combined statistical and systematic uncertainties in the total prediction, excluding systematic uncertainties related to the
modeling of the tt¯ system. Signal and background processes are shown in different colors, with “Other” including the small backgrounds
from diboson and Z þ jets production. Events beyond the range of the horizontal axis are included in the last bin. The lower parts of the
figures show the ratios of data to the predictions.
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μþ jets channels, for the data, the simulated lþ jets signal
from tt¯ production, and for the various backgrounds
discussed in Sec. VI.
A comparison of the data with the tt¯ signal and back-
ground distributions, after all selection criteria are applied,
is shown in Fig. 2 as functions of the W boson transverse
mass, the missing transverse momentum, and the pT of the
highest-pT (leading) b-tagged jet. Within the uncertainties
shown, which cover the experimental and background
systematic uncertainties but not the tt¯ modeling uncertain-
ties (discussed in Sec. IX B), the data and predictions are in
agreement.
The kinematic spectra corresponding to individual top
quarks as well as to the reconstructed tt¯ system are shown
in Figs. 3 and 4. Data and predictions agree within
uncertainties with the exception of the high-pT tails of
the ptT and p
tt¯
T distributions where data fall below the
prediction.
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FIG. 3 (color online). Reconstructed distributions for the transverse momentum of the hadronically decaying top quark (ptT) in the (a)
eþ jets and (b) μþ jets channels and for the mass of the tt¯ system (mtt¯) in the (c) eþ jets and (d) μþ jets channels. Data distributions
are compared to predictions, using ALPGEN+HERWIG as the tt¯ signal model. The hashed area indicates the combined statistical and
systematic uncertainties in the total prediction, excluding systematic uncertainties related to the modeling of the tt¯ system. Signal and
background processes are shown in different colors, with “Other” including the small backgrounds from diboson and Z þ jets
production. Events beyond the axis range are included in the last bin. The lower parts of the figures show the ratios of data to the
predictions.
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VIII. DIFFERENTIAL CROSS-SECTION
DETERMINATION
The estimated background contributions are subtracted
from the measured distributions, which are then corrected
for the efficiency to pass the event selection, for the detector
resolution, and the branching ratio for the tt¯ → lþ jets
channel. To facilitate the comparison to theoretical pre-
dictions, the cross-section measurements are defined with
respect to the top quarks before the decay (parton level) and
after QCD radiation [56].
The efficiency (ϵj) to satisfy the selection criteria in
bin j for each variable is evaluated as the ratio of the
parton-level spectra before and after implementing the
event selection at the reconstruction level. The efficiencies
are displayed in Fig. 5 and are typically in the 3%–5%
range. The decrease in the efficiencies at high values of
ptT, mtt¯, and p
tt¯
T is primarily due to the increasingly
large fraction of nonisolated leptons and angularly close
or merged jets in events with high top-quark pT. There is
also a decrease in the efficiency at high jytt¯j due to jets
and leptons falling outside of the pseudorapidity range
required for the reconstructed lepton and jets. The absolute
variation of the efficiency as a function of a different
choice of the top-quark mass is found to be
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FIG. 4 (color online). Reconstructed distributions for the transverse momentum of the tt¯ system (ptt¯T) in the (a) eþ jets and (b) μþ jets
channels and for the rapidity of the tt¯ system (ytt¯) in the (c) eþ jets and (d) μþ jets channels. Data distributions are compared to
predictions, using ALPGEN+HERWIG as the tt¯ signal model. The hashed area indicates the combined statistical and systematic
uncertainties in the total prediction, excluding systematic uncertainties related to the modeling of the tt¯ system. Signal and background
processes are shown in different colors, with “Other” including the small backgrounds from diboson and Z þ jets production. Events
beyond the axis range are included in the last bin, or in the case of the ytt¯ spectrum the first and last bin. The lower parts of the figures
show the ratios of data to the predictions.
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þ0.025%=GeV, independently of the kinematic variable
and bin.
The influence of detector resolution is corrected by
unfolding. The measured distributions in the eþ jets and
μþ jets channels are unfolded separately by a regularized
inversion of the migration matrix (symbolized by M−1)
described in Sec. VIII A and then the channels are
combined as described in Sec. VIII B. The formula used
to extract the cross section in each bin is
dσ
dXj
≡ 1
ΔXj
·
P
iM
−1
ji ½Di − Bi
BR ·ℒ · ϵj
; ð8Þ
where ΔXj is the bin width, Di (Bi) are the data (expected
background) yields in each bin i of the reconstructed
variable,ℒ is the integrated luminosity of the data sample,
ϵj is the event selection efficiency, and BR ¼ 0.438 is the
branching ratio of tt¯ → lþ jets [57].
The normalized cross section 1=σdσ=dXj is computed
by dividing by the measured total cross section, evaluated
by integrating over all bins. The normalized distributions
have substantially reduced systematic uncertainties since
most of the relevant sources of uncertainty (luminosity, jet
energy scale, b-tagging, and absolute normalization of the
data-driven background estimate) have large bin-to-bin
correlations.
A. Unfolding procedure
The binning for each of the distributions is determined
by the experimental resolution of the kinematic variables,
and poorly populated bins are combined with neighboring
bins to reduce the uncertainty on the final result. Typical
values of the fractional resolution for ptT and mtt¯ are 25%
and 15%, respectively, while the fractional resolution for
ptt¯T improves as a function of p
tt¯
T and is 40% at 100 GeV.
For jytt¯j, the resolution varies from 0.25 to 0.35, from
central to forward rapidities.
The effect of detector resolution is taken into account by
constructing the migration matrices, relating the variables
of interest at the reconstructed and parton levels, using the
tt¯ signal simulation. In Figs. 6 and 7, normalized versions
of the migration matrices are presented, where each column
is normalized by the number of parton-level events in that
bin. The probability for parton-level events to remain in
the same bin is therefore shown on the diagonal, and the
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FIG. 5 (color online). The selection efficiencies binned in the (a) transverse momentum of the top-quark (ptT), and the (b) mass (mtt¯),
(c) transverse momentum (ptt¯T) and the (d) absolute value of the rapidity (jytt¯j) of the tt¯ system obtained from the ALPGEN+HERWIG
simulation of the tt¯ signal. The horizontal axes refers to parton-level variables.
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off-diagonal elements represent the fraction of parton-level
events that migrate into other bins. The fraction of events in
the diagonal bins is always greater than 50%, but signifi-
cant migrations are present in several bins. The regularized
singular value decomposition [58] method is used for the
unfolding procedure. A regularized unfolding technique is
chosen in order to prevent large statistical fluctuations that
can be introduced when directly inverting the migration
matrix.
To ensure that the results are not biased by the MC
generator used for unfolding, the parton-level spectra in
simulation are altered by changing the slopes of the ptT and
ptt¯T distributions by a factor of 2, while for the mtt¯
distribution the content of one bin (550–700 GeV) is
increased by a factor of 2 to simulate the presence of a
resonance. The shape of the rapidity of the tt¯ system is
changed by a symmetric Gaussian distribution that results
in a reweighting factor of approximately 1.15 at high jytt¯j.
The studies confirm that these altered shapes are indeed
recovered within statistical uncertainties by the unfolding
based on the nominal migration matrices.
B. Combination of decay channels
The individual eþ jets and μþ jets channels give
consistent results: the differences observed in the corre-
sponding bins for all variables of interest are below two
standard deviations, taking into account the correlated
uncertainties between the two channels.
The asymmetric BLUE method [59] is used to combine
the cross sections measured in the eþ jets and μþ jets
channels, where BLUE refers to the best linear unbiased
estimator [60]. The covariance matrix between the two
channels is constructed in each kinematic bin by assum-
ing zero or full correlation for channel-specific or
common systematic uncertainty sources, respectively.
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FIG. 6 (color online). The migration matrices obtained from the ALPGEN+HERWIG simulation, relating the parton and reconstructed
levels for the transverse momentum of the hadronically decaying top quark (ptT) in the (a) eþ jets and (b) μþ jets channels, and the
mass of the tt¯ system (mtt¯) in the (c) eþ jets and (d) μþ jets channels. The linear correlation coefficient is given below each plot and all
columns are normalized to unity (before rounding off).
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The cross sections are normalized to unity after the
combination. The combined results are compared and
found to be in good agreement with the results of
unfolding a merged data set of both the eþ jets and
μþ jets channels.
IX. UNCERTAINTIES
The statistical uncertainty on the data is evaluated with
pseudoexperiments by assuming Poisson fluctuations in the
data event counts.
The systematic uncertainties are evaluated by varying
each source of uncertainty by one standard deviation,
propagating this effect through the event selection,
unfolding and efficiency corrections, and then consider-
ing, for each channel, variable and bin, the variation with
respect to the nominal result. This is done separately for
the upward and downward variations. For one-sided
uncertainties, as in the case of the comparison of two
different models, the resulting variation is assumed to be
of the same size in both directions and is therefore
symmetrized. The combined systematic uncertainties
are obtained by using the nominal BLUE weights,
assigned to each channel in each bin, to linearly
combine the systematic uncertainties in the individual
channels, and normalizing after the combination. The
total systematic uncertainty in each kinematic bin is
computed as the sum in quadrature of individual sys-
tematic variations.
The systematic uncertainties and how they affect
each of the variables studied are given, grouped into
categories, in Tables III and IV. The individual systematic
uncertainties are listed for completeness in Appendix A.
The precision of the measurement is dominated by
systematic uncertainties. They can be classified into
three categories: systematic uncertainties affecting the
detector modeling, signal modeling, and background
modeling.
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FIG. 7 (color online). The migration matrices obtained from the ALPGEN+HERWIG simulation, relating the parton and reconstructed
levels for the transverse momentum of the tt¯ system (ptt¯T) in the (a) eþ jets and (b) μþ jets channels, and the absolute value of the
rapidity of the tt¯ system (jytt¯j) in the (c) eþ jets and (d) μþ jets channels. The linear correlation coefficient is given below each plot and
all columns are normalized to unity (before rounding off).
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TABLE III. The individual systematic uncertainties in the normalized differential cross sections after combining the eþ jets
and μþ jets channels for ptT and mtt¯, grouped into broad categories, and calculated as a percentage of the cross section in each bin.
“Other backgrounds” includes the systematic uncertainties in the single top-quark, dilepton, Z þ jets, and QCD multijet backgrounds,
and IFSR refers to initial- and final-state radiation. Line dots are used when the estimated relative systematic uncertainty for that bin is
below 0.1%.
1
σ
dσ
dptT Uncertainties [%]/Bins [GeV] 0–50 50–100 100–150 150–200 200–250 250–350 350–800
Jet energy scale þ3.2−2.9
þ1.0
−1.1
þ1.5
−1.6
þ2.4
−2.3
þ2.4
−2.1 2.5 3.6
Jet energy resolution 0.4 0.1 0.5    0.3    0.5
Jet reconstruction efficiency                   0.1
b-quark tagging efficiency þ1.1−1.4
þ0.6
−0.8 0.3 þ1.3−1.1 þ2.1−1.5 þ2.6−1.6 þ3.0−1.6
c-quark tagging efficiency             0.1 0.1 0.2
Light-jet tagging efficiency 0.3    0.2          0.2
Lepton selection and momentum scale þ0.9−0.8
þ0.2
−0.1
þ1.3
−1.2 0.6 0.9 1.1 þ1.0−0.8
EmissT unassociated cells
þ0.4
−0.1    þ0.2−0.4    þ0.3−0.2 þ0.3−0.4 þ0.3 þ0.3
EmissT pile-up
þ0.6
−0.1    þ0.1−0.6 −0.1 þ0.4 þ0.6 þ0.8
MC generator þ1.9−1.5
þ0.5
−0.7 0.2 þ1.5−1.9 0.1 þ3.5−2.8 þ11−8.6
Fragmentation 0.6 0.7 0.7 þ0.9−0.8 þ0.9−1.0 0.7 1.9
IFSR þ2.2−2.1 0.9    þ3.1−3.2 þ3.1−3.2 þ1.5−1.6   
PDF 0.1 0.1    0.2 0.5 0.8 0.8
MC statistics 1.0 0.4 0.7 0.9 1.1 1.4 2.6
W þ jets 1.7 0.3 0.7 þ0.9−0.8 þ1.0−0.9 þ1.4−1.3 1.4
Other backgrounds þ1.5−1.6 0.2 þ1.0−0.9 þ0.7−0.5 þ0.6−0.4 0.8 þ0.9−1.0
Statistical uncertainty 2.4 1.2 2.5 2.0 2.4 3.5 6.1
Total systematic uncertainty þ5.3−5.0
þ1.8
−2.0
þ2.6
−2.7 4.8 þ4.9−4.6 þ5.9−5.1 þ12−10
1
σ
dσ
dmtt¯ Uncertainties [%]/Bins [GeV] 250–450 450–550 550–700 700–950 950–2700
Jet energy scale þ1.4−1.3
þ0.9
−0.7
þ2.1
−1.7
þ3.0
−3.1
þ3.6
−4.4
Jet energy resolution 0.6 0.9 0.2 0.2   
Jet reconstruction efficiency             0.2
b-quark tagging efficiency þ0.8−1.0 0.4 þ1.6−1.3 þ2.0−1.3 þ2.2−1.2
c-quark tagging efficiency       0.2    0.1
Light-jet tagging efficiency    0.1       0.1
Lepton selection and momentum scale 0.5 0.8 0.9 1.7 þ1.9−1.8
EmissT unassociated cells    þ0.1    −0.2 þ0.5−0.4
EmissT pile-up

−0.1    þ0.2 þ0.2 þ0.6−0.3
MC generator þ2.7−2.2
þ1.9
−2.3
þ2.6
−3.2
þ3.0
−3.7
þ2.5
−3.1
Fragmentation 0.2 0.2 0.5 1.7 þ2.1−2.2
IFSR þ0.6−0.5 0.2 0.9 þ1.4−1.5 0.4
PDF          þ0.5−0.6 þ2.2−2.3
MC statistics 0.4 0.4 0.6 1.0 1.6
W þ jets 0.2 þ0.3−0.2 þ0.5−0.4 þ1.2−1.0 þ1.9−1.7
Other backgrounds 0.3 0.7 þ0.8−0.9 þ2.3−2.6 þ4.5−5.4
Statistical uncertainty 1.2 1.5 2.7 3.2 5.5
Total systematic uncertainty þ3.4−2.9
þ2.6
−2.9
þ4.1
−4.3
þ6.1
−6.5
þ8.0
−8.9
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TABLE IV. The individual systematic uncertainties in the normalized differential cross sections after combining
the eþ jets and μþ jets channels for ptt¯T and jytt¯j, grouped into broad categories, and calculated as a percentage of
the cross section in each bin. “Other backgrounds” includes the systematic uncertainties in the single top-quark,
dilepton, Z þ jets, and QCD multijet backgrounds, and IFSR refers to initial- and final-state radiation. Line dots are
used when the estimated relative systematic uncertainty for that bin is below 0.1%.
1
σ
dσ
dptt¯T Uncertainties [%]/Bins [GeV] 0–40 40–170 170–340 340–1000
Jet energy scale þ1.9−2.0
þ2.2
−2.3 4.9 þ6.2−6.5
Jet energy resolution þ3.4−3.5
þ4.2
−4.1
þ7.2
−7.1
þ8.2
−8.0
Jet reconstruction efficiency       0.1 0.3
b-quark tagging efficiency −0.1
þ0.1

þ0.4

þ1.0
−0.1
c-quark tagging efficiency       0.2 þ0.3−0.2
Light-jet tagging efficiency          þ0.1−0.2
Lepton selection and momentum scale 0.9 þ1.3−1.2 0.8 1.0
EmissT unassociated cells
þ1.7
−1.6
þ2.0
−2.1 2.1 1.8
EmissT pile-up
þ1.0
−1.2
þ1.5
−1.3
þ1.6
−1.4
þ1.5
−1.6
MC generator þ4.2−3.5
þ4.2
−5.1
þ8.0
−9.8
þ1.5
−1.2
Fragmentation 0.6 0.1 þ6.8−6.9 þ2.6−2.7
IFSR þ1.2−1.3 1.0 þ6.2−5.8 þ10−9.5
PDF       0.2 1.3
MC statistics 0.6 0.8 1.7 2.8
W þ jets þ0.6−0.8 þ0.7−0.9 þ1.8−2.4 þ3.1−3.7
Other backgrounds 0.8 1.1 0.9 1.1
Statistical uncertainty 1.5 1.8 4.5 7.7
Total systematic uncertainty þ6.4−6.0
þ7.1
−7.7
þ15
−16
þ16
−15
1
σ
dσ
djytt¯j Uncertainties [%] 0.0–0.5 0.5–1.0 1.0–2.5
Jet energy scale þ0.6−0.5    þ1.1−0.9
Jet energy resolution 0.1 0.1 0.4
Jet reconstruction efficiency         
b-quark tagging efficiency         
c-quark tagging efficiency         
Light-jet tagging efficiency         
Lepton selection and
momentum scale
0.4 0.1 þ0.9−0.8
EmissT unassociated cells 0.1    −0.2
EmissT pile-up       −0.1
MC generator þ2.5−2.0
þ1.5
−1.2
þ5.0
−6.2
Fragmentation þ1.8−1.9 0.8 þ4.3−4.1
IFSR 0.1      
PDF 1.1    þ1.9−2.0
MC statistics 0.2    0.3
W þ jets 0.3    þ0.5−0.4
Other backgrounds 0.4 0.1 0.9
Statistical uncertainty 0.7 0.4 0.9
Total systematic uncertainty þ3.4−3.1
þ1.7
−1.5
þ7.1
−7.9
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A. Detector modeling
The systematic uncertainties related to the detector
modeling induce effects on the reconstruction of the
physics objects (leptons, jets, and EmissT ) used in the
selection and in the reconstruction of the kinematic
variables under study.
The jet energy scale (JES) systematic uncertainty on the
signal, acting on both the efficiency and bin migrations, is
evaluated using 21 separate components [46], which allow
proper treatment of correlations across the kinematic bins.
The impact of the JES uncertainty on the background is
evaluated using the overall JES variation defined as the sum
in quadrature of the individual components, and is added to
the signal JES systematic uncertainty linearly to account for
the correlation between them. The simplified treatment of
the JES uncertainty for the background has a negligible
effect on the results.
The uncertainty on the jet energy resolution is modeled
by varying the jet energies according to the systematic
uncertainties of the resolution measurement performed on
data [61]. The contribution from this uncertainty is gen-
erally small except for the ptt¯T distribution.
The uncertainty on the jet reconstruction efficiency is
accounted for by randomly removing jets, in the simula-
tion, according to the uncertainty on the jet reconstruction
efficiency measured in data [45]. The effect of this
uncertainty is negligible for all the spectra.
The corrections accounting for differences in b-tagging
efficiencies and mistag rates for c-quarks and light quarks,
between data and simulation, are derived from data and
parametrized as a function of pT and η [62,63]. The
uncertainties in these corrections are propagated through
the analysis.
Electron and muon trigger, reconstruction, and selection
efficiencies are measured in data using W and Z boson
decays and are incorporated as appropriate correction
factors into the simulation. A similar procedure is used
for the lepton energy and momentum scales and resolu-
tions. The impact of the uncertainties in all these correc-
tions is at the subpercent level.
The uncertainties in the energy scale and resolution
corrections for jets and high-pT leptons are propagated to
the uncertainty on EmissT . Other minor systematic uncer-
tainty contributions on the modeling of EmissT arise from
effects due to the pile-up modeling and the uncertainties in
the unassociated-cell term [47]. These contributions are
generally at the subpercent level except for the ptt¯T
distribution.
The efficiency of the likelihood cut discussed in
Sec. V C is observed to be 2 1% smaller in data than
in simulation, but this discrepancy has no kinematic
dependence and hence no effect on the unfolded normal-
ized distributions.
B. Signal modeling
The sources of uncertainty for the signal modeling come
from the choice of generator used for the simulation of the
tt¯ process, the parton shower and hadronization model, the
model for initial-and final-state QCD radiation (IFSR), and
the choice of PDF.
The uncertainties due to the generator choice are
evaluated using MC@NLO+HERWIG to unfold the data,
instead of the nominal ALPGEN+HERWIG. These uncertain-
ties are larger than those that would result from using
POWHEG+HERWIG as an alternative model for unfolding.
The differences between the fully corrected data distribu-
tions obtained in this way and the nominal ones are
symmetrized and taken as systematic uncertainties.
The parton shower and hadronization systematic
uncertainties (referred to as fragmentation) are evaluated
by comparing the distributions obtained using
ALPGEN+HERWIG and ALPGEN+PYTHIA to unfold the
data. The ALPGEN+PYTHIA sample is generated using
ALPGEN (v2.14) and uses the CTEQ5L PDF [64] for the
hard process and parton shower.
The effect of IFSR modeling is determined by using two
different ALPGEN+PYTHIA samples with varied radiation
settings. The distribution of the number of additional
partons is changed by varying the renormalization scale
associated with αS consistently in the hard matrix element
as well as in the parton shower. The parameters controlling
the level of radiation via parton showering [65] were
adjusted to encompass the ATLAS measurement of addi-
tional jet activity in tt¯ events [66]. These samples are
generated with dedicated Perugia 2011 tunes and used to
fully correct the data through the unfolding. The IFSR
uncertainty is assumed to be half the difference between the
two unfolded distributions.
The PDF systematic uncertainty is evaluated by studying
the effect on the signal efficiency of using different PDF
sets to reweight simulated events at the hard-process level.
The PDF sets used are CT10 [25], MSTW2008NLO [67],
and NNPDF2.3 [68]. Both the uncertainties within a given
PDF set and the variations between the different PDF sets
are taken into account [69].
The systematic uncertainties due to the finite size of the
simulated samples are evaluated by varying the content of
the migration matrix within statistical uncertainties and
evaluating the standard deviation of the ensemble of results
unfolded with the varied matrices. Simultaneously, the
efficiency is rederived using the parton spectrum projected
from the varied migration matrix and therefore accounts for
the same statistical fluctuations.
C. Background modeling
The normalization of the W þ jets background is varied
within the uncertainty of the data-driven method, which
amounts to 15% and 13% for the eþ jets and μþ jets
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channels, respectively. An additional uncertainty of 18%
(eþ jets) and 21% (μþ jets) comes from determining the
flavor composition of the sample. This includes the
uncertainty on the extrapolation of the flavor composition
to jet multiplicities beyond two (the ftag2→≥4 term described
in Sec. VI B).
The multijet background uncertainties are estimated by
comparing alternative estimates and their agreement with
data in control regions. The resulting normalization uncer-
tainties are 50% and 20% for the eþ jets and μþ jets
channels respectively.
The statistical uncertainty on the background simulation
samples is taken into account by fluctuating the back-
ground sum with a Gaussian distribution in each bin within
the uncertainties and propagating the effect to the unfolded
distributions.
The uncertainty on the Z þ jets background normaliza-
tion is taken to be 50% in the four-jet bin and the
uncertainty on the diboson normalization is taken to be
40% in the same jet multiplicity bin. The effect of these
uncertainties in the final results is negligible. Effects of the
uncertainties in the normalizations of the single top and
dilepton tt¯ backgrounds are also negligible.
D. Main sources of systematic uncertainties
For ptT and mtt¯ the largest systematic uncertainties
come from JES, signal generator choice, and b-quark
tagging efficiency. For ptt¯T the uncertainty from IFSR is
the largest, followed by signal generator choice, fragmen-
tation, and jet energy resolution. Finally, for ytt¯ the main
uncertainties come from the signal generator choice and
fragmentation.
X. RESULTS
The unfolded and combined normalized differential
cross sections are shown in Table V. The absolute cross
sections, calculated by integrating the spectra before
normalization (160 pb for the eþ jets and μþ jets channels
combined, with a relative uncertainty of 15%), agree with
TABLE V. Normalized differential cross sections for the different variables considered. The cross section in each
bin is given as the integral of the normalized differential cross section over the bin width, divided by the bin width.
The calculation of the cross sections in the last bins includes events falling outside of the bin edges, and the
normalization is done within the quoted bin width. The reported total uncertainty in the second column is obtained
by adding the statistical and systematic uncertainties in quadrature.
ptT [GeV] 1σ
dσ
dptT
[10−3 GeV−1] Statistical [%] Systematic [%]
0–50 3.4 0.2 2.4 5.1
50–100 6.7 0.2 1.2 1.9
100–150 5.3 0.2 2.5 2.6
150–200 2.6 0.1 2.0 4.8
200–250 1.12 0.06 2.4 4.8
250–350 0.32 0.02 3.5 5.5
350–800 0.018 0.002 6.1 11
mtt¯ [GeV] 1σ
dσ
dmtt¯
[10−3 GeV−1] Statistical [%] Systematic [%]
250–450 2.52 0.09 1.2 3.1
450–550 2.76 0.09 1.5 2.8
550–700 1.01 0.05 2.7 4.2
700–950 0.23 0.02 3.2 6.3
950–2700 0.0071 0.0007 5.5 8.5
ptt¯T [GeV]
1
σ
dσ
dptt¯T
[10−3 GeV−1] Statistical [%] Systematic [%]
0–40 14.1 0.09 1.5 6.2
40–170 3.0 0.2 1.8 7.4
170–340 0.25 0.04 4.5 16
340–1000 0.008 0.001 7.7 16
jytt¯j 1σ dσdjytt¯j Statistical [%] Systematic [%]
0.0–0.5 0.86 0.03 0.7 3.2
0.5–1.0 0.64 0.01 0.4 1.6
1.0–2.5 0.17 0.01 0.9 7.5
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the theoretical calculations within uncertainties. The total
uncertainty is dominated by systematic sources as dis-
cussed in Sec. IX.
The unfolded distributions are also shown compared to
different MC generators in Fig. 8. ALPGEN and MC@NLO
use HERWIG for parton shower and hadronization, while the
PDFs are different as mentioned in Sec. IV, and POWHEG is
shown interfaced with both HERWIG and PYTHIA.
The covariance matrices for the normalized unfolded
spectra due to the statistical and systematic uncertainties are
displayed in Table VI. They are obtained by evaluating the
covariance between the kinematic bins using pseudoexperi-
ments simultaneously in both the eþ jets and μþ jets
channels and combining them as described in Sec. VIII B.
The correlations due to statistical fluctuations are shown
in Appendix B. They are evaluated by varying the data
event counts independently in every bin before unfolding,
propagating the statistical uncertainties through the
unfolding separately for the eþ jets and μþ jets channels,
and then performing the combination of the two channels.
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FIG. 8 (color online). Normalized differential cross sections for the (a) transverse momentum of the hadronically decaying top quark
(ptT), and the (b) mass (mtt¯), (c) transverse momentum (p
tt¯
T) and the (d) absolute value of the rapidity (jytt¯j) of the tt¯ system. Generator
predictions are shown as markers for ALPGEN+HERWIG (circles), MC@NLO+HERWIG (squares), POWHEG+HERWIG (triangles), and
POWHEG+PYTHIA (inverted triangles). The markers are offset within each bin to allow for better visibility. The gray bands indicate the
total uncertainty on the data in each bin. The lower part of each figure shows the ratio of the generator predictions to data. For ptt¯T the
POWHEG+PYTHIA marker cannot be seen in the last bin of the ratio plot because it falls beyond the axis range. The cross section in each
bin is given as the integral of the differential cross section over the bin width, divided by the bin width. The calculation of the cross
sections in the last bins includes events falling outside of the bin edges, and the normalization is done within the quoted bin width. The
bin ranges along the horizontal axis (and not the position of the markers) can be associated with the normalized differential cross-section
values along the vertical axis.
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Large off-diagonal correlations come from the normaliza-
tion constraint for the spectra and the regularization in the
unfolding procedure. The statistical correlations between
bins of different variables have also been evaluated and are
presented in Appendix B.
XI. INTERPRETATION
The level of agreement between the measured distribu-
tions, simulations with different MC generators and theo-
retical predictions was quantified by calculating χ2 values,
employing the full covariance matrices, evaluated as
described in Sec. X, and inferring p-values (probabilities
that the χ2 is larger than or equal to the observed value)
from the χ2 and the number of degrees of freedom (NDF).
The normalization constraint used to derive the normalized
differential cross sections lowers by one unit the NDF and
the rank of the Nb × Nb covariance matrix, where Nb is the
number of bins of the spectrum under consideration. In
order to evaluate the χ2 the following relation was used:
χ2 ¼ VTNb−1 · Cov−1Nb−1 · VNb−1 ð9Þ
where VNb−1 is the vector of differences between data and
predictions obtained discarding one of the Nb elements and
CovNb−1 is the ðNb − 1Þ × ðNb − 1Þ submatrix derived
from the full covariance matrix discarding the correspond-
ing row and column. The submatrix obtained in this way
is invertible and allows the χ2 to be computed. The χ2
value does not depend on the choice of the element
discarded for the vector VNb−1 and the corresponding
submatrix CovNb−1.
The predictions from MC generators do not include
theoretical uncertainties and were evaluated using a specific
set of tuned parameters. The p-values comparing the
measured spectra to the predictions of MC generators
shown in Fig. 8 are listed in Table VII. No single generator
performs best for all the kinematic variables; however, the
difference in χ2 between generators demonstrates that the
data have sufficient precision to probe the predictions. For
ptT the agreement with ALPGEN+HERWIG and POWHEG
+PYTHIA is particularly bad due to a significant discrepancy
in the tail of the distribution. MC@NLO+HERWIG and
POWHEG+HERWIG predict shapes closer to the measured
distribution. As can be seen in Fig. 8, there is a general
trend of data being softer in ptT above 200 GeV compared
to all generators. The shape of the mtt¯ distribution is best
described by ALPGEN+HERWIG and POWHEG+HERWIG.
The ptt¯T shape is described best by MC@NLO+HERWIG
TABLE VI. Bin-wise full covariance matrices for the normalized differential cross sections. From top to bottom: top-quark pT; and
mass, transverse momentum, and absolute value of the rapidity of the tt¯ system. The elements of the covariance matrices are in units of
10−6 GeV−2 for all the spectra except for jytt¯j.
ptT [GeV] 0–50 50–100 100–150 150–200 200–250 250–350 350–800
0–50 4.34 × 10−2 1.04 × 10−2 −2.13 × 10−2 −2.23 × 10−2 −8.16 × 10−3 −1.49 × 10−3 1.06 × 10−4
50–100 1.04 × 10−2 2.97 × 10−2 −1.39 × 10−2 −1.36 × 10−2 −7.13 × 10−3 −2.10 × 10−3 −1.43 × 10−4
100–150 −2.13 × 10−2 −1.39 × 10−2 3.25 × 10−2 3.70 × 10−3 −2.39 × 10−5 −2.73 × 10−4 −4.08 × 10−5
150–200 −2.23 × 10−2 −1.36 × 10−2 3.70 × 10−3 2.06 × 10−2 8.48 × 10−3 1.68 × 10−3 −2.64 × 10−5
200–250 −8.16 × 10−3 −7.13 × 10−3 −2.39 × 10−5 8.48 × 10−3 4.44 × 10−3 1.09 × 10−3 2.44 × 10−5
250–350 −1.49 × 10−3 −2.10 × 10−3 −2.73 × 10−4 1.68 × 10−3 1.09 × 10−3 4.44 × 10−4 2.33 × 10−5
350–800 1.06 × 10−4 −1.43 × 10−4 −4.08 × 10−5 −2.64 × 10−5 2.44 × 10−5 2.33 × 10−5 3.78 × 10−6
mtt¯ [GeV] 250–450 450–550 550–700 700–950 950–2700
250–450 7.28 × 10−3 −6.76 × 10−3 −3.66 × 10−3 −7.62 × 10−4 −2.29 × 10−5
450–550 −6.76 × 10−3 8.20 × 10−3 3.06 × 10−3 2.77 × 10−4 1.99 × 10−6
550–700 −3.66 × 10−3 3.06 × 10−3 2.43 × 10−3 2.21 × 10−4 3.25 × 10−6
700–950 −7.62 × 10−4 2.77 × 10−4 2.21 × 10−4 2.85 × 10−4 1.16 × 10−5
950–2700 −2.29 × 10−5 1.99 × 10−6 3.25 × 10−6 1.16 × 10−5 5.60 × 10−7
ptt¯T [GeV] [0,40] [40,170] [170,340] [340,1000]
[0,40] 7.70 × 10−1 −1.92 × 10−1 −3.16 × 10−2 −6.19 × 10−4
[40,170] −1.92 × 10−1 4.89 × 10−2 7.34 × 10−3 1.31 × 10−4
[170,340] −3.16 × 10−2 7.34 × 10−3 1.68 × 10−3 3.82 × 10−5
[340,1000] −6.19 × 10−4 1.31 × 10−4 3.82 × 10−5 1.78 × 10−6
jytt¯j 0.0–0.5 0.5–1.0 1.0–2.5
0.0–0.5 6.35 × 10−4 1.72 × 10−4 −2.69 × 10−4
0.5–1.0 1.72 × 10−4 9.56 × 10−5 −8.90 × 10−5
1.0–2.5 −2.69 × 10−4 −8.90 × 10−5 1.19 × 10−4
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and particularly badly by POWHEG+PYTHIA while the ytt¯
shape is described best by ALPGEN+HERWIG.
The distributions are also shown compared to QCD
calculations at NLO (based on MCFM [70] version 6.5
with the CT10 PDF) in Fig. 9 and to NLOþ NNLL
calculations for ptT [12], mtt¯ [13], and p
tt¯
T [14,15], all
using the MSTW2008NNLO [67] PDF, in Fig. 10. The
p-values for these comparisons are shown in Table VII.
TABLE VII. Comparison between the measured normalized differential cross sections and the predictions from several MC generators
and theoretical calculations. For each variable and prediction a χ2 and a p-value are calculated using the covariance matrix of each
measured spectrum. The number of degrees of freedom (NDF) is equal to Nb − 1 where Nb is the number of bins in the distribution. In
the last column ptT, mtt¯, and p
tt¯
T are compared to NLOþ NNLL predictions [12] and [13–15].
ALPGEN+HERWIG MC@NLO+HERWIG POWHEG+HERWIG POWHEG+PYTHIA NLO QCD NLOþ NNLL
Variable χ2=NDF p-value χ2=NDF p-value χ2=NDF p-value χ2=NDF p-value χ2=NDF p-value χ2=NDF p-value
ptT 24.0=6 0.00 8.0=6 0.24 4.8=6 0.57 18.9=6 0.00 9.5=6 0.15 7.6=6 0.27
mtt¯ 2.6=4 0.63 6.9=4 0.14 5.5=4 0.24 12.9=4 0.01 5.5=4 0.24 5.9=4 0.20
ptt¯T 4.2=3 0.25 0.5=3 0.93 3.5=3 0.32 17.8=3 0.00 14.4=3 0.00 8.6=3 0.02
jytt¯j 1.6=2 0.45 3.4=2 0.18 4.3=2 0.11 4.8=2 0.09 3.7=2 0.16
-
1
G
eV
t T
dpσd
σ1
-410
-310
Data
NLO QCD
ATLAS
-1
 L dt = 4.6 fb∫
 = 7 TeVs
 [GeV]
T
tp
0 100 200 300 400 500 600 700 800
D
at
a
N
LO
0.5
1
1.5
-
1
G
eV
tt
dm
σd
σ1
-510
-410
-310
Data
NLO QCD
ATLAS
-1
 L dt = 4.6 fb∫
 = 7 TeVs
 [GeV]ttm
0 500 1000 1500 2000 2500
D
at
a
N
LO
0.5
1
1.5
-
1
G
eV
Ttt
dpσd
σ1
-510
-410
-310
-210 Data
NLO QCD
ATLAS
-1
 L dt = 4.6 fb∫
 = 7 TeVs
 [GeV]
T
ttp
0 100 200 300 400 500 600 700 800 900 1000
D
at
a
N
LO
0.5
1
1.5
tt
d
yσd
σ1
-110
1
Data
NLO QCD
ATLAS
-1
 L dt = 4.6 fb∫
 = 7 TeVs
tt
y
0 0.5 1 1.5 2 2.5
D
at
a
N
LO
0.5
1
1.5
FIG. 9 (color online). Normalized differential cross sections for the (a) transverse momentum of the hadronically decaying top-quark
(ptT), and the (b) mass (mtt¯), (c) transverse momentum (p
tt¯
T) and the (d) absolute value of the rapidity (jytt¯j) of the tt¯ system. The
distributions are compared to NLO QCD predictions (based on MCFM [70] with the CT10 PDF). The bin ranges along the horizontal
axis (and not the position of the markers) can be associated with the normalized differential cross-section values along the vertical axis.
The error bars correspond to the PDF and fixed scale uncertainties in the theoretical prediction. The gray bands indicate the total
uncertainty on the data in each bin. The lower part of each figure shows the ratio of the NLO QCD predictions to data. The cross section
in each bin is given as the integral of the differential cross section over the bin width, divided by the bin width. The calculation of the
cross sections in the last bins includes events falling outside of the bin edges, and the normalization is done within the quoted bin width.
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The uncertainties in the NLO predictions due to the
parton distribution functions were evaluated at the 68%
confidence level (C.L.) using the CT10 PDF error sets.
Another source of uncertainty considered is the one related
to the factorization and renormalization scales. The nomi-
nal value was assumed to be μ ¼ mt for both scales, and is
varied simultaneously up and down from 2mt to mt=2. The
full covariance matrix, including the bin-wise correlations
induced by the uncertainties in the scale and in the different
PDF components, was used for the χ2 evaluation.
For the NLOþ NNLL predictions ofmtt¯ and ptt¯T spectra,
the calculation is performed using the mass of the tt¯ system
as the dynamic scale of the process. The uncertainties come
from doubling and halving this scale and from the PDF
uncertainty evaluated at the 68% C.L. using the
MSTW2008NNLO PDF error sets. For the NLOþ
NNLL prediction of the ptT spectrum, besides the fixed
scale uncertainty, the contribution of the alternative
dynamic scale μ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
m2t þ ptT2
p
is also included; in this
case the PDF uncertainty is not provided. For both the
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FIG. 10 (color online). Normalized differential cross sections for the (a) transverse momentum of the hadronically decaying top-quark
(ptT), the (b) mass of the tt¯ system (mtt¯), and the (c) transverse momentum of the tt¯ system (p
tt¯
T). The distributions are compared to the
predictions from NLOþ NNLL calculations for ptT [12],mtt¯ [13], and ptt¯T [14,15], all using the MSTW2008NNLO PDF. The bin ranges
along the horizontal axis (and not the position of the markers) can be associated with the normalized differential cross-section values
along the vertical axis. The error bars correspond to the fixed (and dynamic in the case of ptT) scale uncertainties in the theoretical
prediction. The gray bands indicate the total uncertainty on the data in each bin. The lower part of each figure shows the ratio of the
NLOþ NNLL calculations to data. The cross section in each bin is given as the integral of the differential cross section over the bin
width, divided by the bin width. The calculation of the cross sections in the last bins includes events falling outside of the bin edges, and
the normalization is done within the quoted bin width.
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above theoretical calculations the bin-wise correlations
were taken into account in evaluating the χ2s and p-values,
which are shown in Table VII.
The data are softer than both the NLO and NLOþ
NNLL QCD calculations in the tail of the ptT distribution.
The measured mtt¯ spectrum also falls more quickly than
either the NLO or NLOþ NNLL predictions. The ptt¯T
spectrum agrees poorly with both the NLO and NLOþ
NNLL predictions. No electroweak corrections are
included in these predictions, and these were shown in
Refs. [71–74] to have non-negligible effects in the ptT and
mtt¯ distributions.
The predictions of various NLO PDF sets are evaluated
using MCFM, interfaced to four different PDF sets: CT10
[25], MSTW2008NLO [67], NNPDF2.3 [68], and
HERAPDF1.5 [75]. The uncertainties in the predictions
include the PDF uncertainties [76] and the fixed scale
uncertainties already described. The comparisons between
data and the different predictions are presented in Fig. 11
for the normalized differential cross sections and the
p-values for these comparisons are shown in Table VIII.
The significant changes in χ2 between the different PDF
sets for the ptT, mtt¯, and ytt¯ distributions indicate that the
data can be used to improve the precision of future PDF fits.
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FIG. 11 (color online). Ratios of the NLO QCD predictions [70] to the measured normalized differential cross sections for different
PDF sets (CT10 [25], MSTW2008NLO [67], NNPDF2.3 [68], and HERAPDF1.5 [75]) (markers) for the (a) transverse momentum of
the hadronically decaying top-quark (ptT), and the (b) mass (mtt¯), the (c) transverse momentum (p
tt¯
T), and the (d) absolute value of the
rapidity (jytt¯j) of the tt¯ system. The markers are offset in each bin and the bins are of equal size to allow for better visibility. The gray
bands indicate the total uncertainty on the data in each bin, while the error bars denote the uncertainties in the predictions, which include
the internal PDF set variations and also fixed scale uncertainties.
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As can be seen in Fig. 11, a certain tension between
data and all predictions is observed in the case of the
top-quark pT distribution at high pT values. For the
mtt¯ distribution, the agreement with HERAPDF1.5 is
better than that with the other PDF predictions. For
the ptt¯T distribution, one should note that MCFM is
effectively only a leading-order calculation and resumma-
tion effects are expected to play an important role at low
ptt¯T. Finally, for the jytt¯j distribution, the NNPDF2.3 and
especially HERAPDF1.5 sets are in better agreement with
the data.
XII. CONCLUSION
Kinematic distributions of the top quarks in tt¯ events,
selected in the lþ jets channel, were measured using data
from 7 TeV proton–proton collisions collected by the
ATLAS detector at the CERN Large Hadron Collider.
This data set corresponds to an integrated luminosity of
4.6 fb−1. Normalized differential cross sections have been
measured as a function of the top-quark transverse momen-
tum and as a function of the mass, transverse momentum,
and rapidity of the tt¯ system. These results agree with the
previous ATLAS measurements and supersede them with a
larger data set, smaller uncertainties, and an additional
variable.
In general the Monte Carlo predictions and the QCD
calculations agree with data in a wide kinematic region.
However, data are softer than all predictions in the tail of the
ptT spectrum, particularly in the case of the ALPGEN
+HERWIG and POWHEG+PYTHIA generators. The same trend
is observed for the NLOþ NNLL predictions of the mtt¯
and ptT spectra which tend to be above the data in the tail of
the distributions. Nevertheless the overall agreement is still
found to be reasonable for these two variables while it is
worst for ptt¯T. The distributions show some preference for
HERAPDF1.5 when used in conjunction with a fixed-order
NLO QCD calculation. More precise conclusions about
PDFs will be possible from the comparison of these
measurements to future calculations at NNLOþ NNLL in
QCD and after including electroweak effects.
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APPENDIX A: ADDITIONAL TABLES OF
SYSTEMATIC UNCERTAINTIES
Included here are Tables IX, X, XI, and XII with the
contribution of each individual source of systematic uncer-
tainty calculated as a percentage of the normalized differ-
ential cross section in each bin for each variable. Those that
TABLE VIII. Comparison between the measured normalized differential cross sections and the NLO predictions (MCFM) for
different parton distribution functions. For each kinematic variable and each parton distribution function, a χ2 and a p-value are
calculated using the covariance matrix of each measured spectrum as well as the theory PDF and scale covariance matrix. The number of
degrees of freedom (NDF) is equal to Nb − 1 where Nb is the number of bins in the distribution.
CT10 MSTW2008NLO NNPDF 2.3 HERAPDF 1.5
Variable χ2=NDF p-value χ2=NDF p-value χ2=NDF p-value χ2=NDF p-value
pTt 9.5=6 0.15 9.8=6 0.14 8.2=6 0.22 5.5=6 0.49
mtt¯ 5.5=4 0.24 6.0=4 0.20 5.2=4 0.27 0.63=4 0.96
ptt¯T 14.4=3 0.00 13.0=3 0.01 12.4=3 0.01 9.1=3 0.03
jytt¯j 3.7=2 0.16 4.0=2 0.13 1.3=2 0.52 0.44=2 0.80
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TABLE IX. The individual systematic uncertainties calculated as a percentage of the normalized differential cross section in each bin.
1
σ
dσ
dptT
Uncertainties [%]/Bins [GeV] 0–50 50–100 100–150 150–200 200–250 250–350 350–800
b-quark jets (JES) −1.81þ1.52
−0.41
þ0.55
þ1.12
−0.97
þ0.89
−1.10
þ0.46
−0.52
þ0.07
−0.23
−0.01
−0.11
Close-by jets (JES) −1.56þ1.45
−0.45
þ0.61
þ0.40
−0.77
þ1.39
−1.01
þ1.13
−1.02
þ1.47
−1.39
þ1.80
−1.65
Effective detector NP set 1 (JES) −1.51þ1.06
−0.47
þ0.54
þ0.54
−0.40
þ1.16
−1.20
þ1.20
−1.04
þ1.17
−0.97
þ1.49
−0.51
Effective detector NP set 2 (JES) −0.21þ0.09
þ0.00
þ0.05
−0.06
−0.08
þ0.24
−0.06
þ0.23
þ0.05
þ0.12
−0.18
þ0.28
−0.26
Effective mixed NP set 1 (JES) −0.03þ0.04
−0.02
þ0.11
−0.07
−0.12
þ0.11
−0.09
þ0.07
−0.10
þ0.23
þ0.04
þ0.79
þ0.34
Effective mixed NP set 2 (JES) −0.03þ0.03
−0.03
þ0.12
þ0.04
−0.25
−0.01
þ0.07
þ0.04
þ0.00
þ0.08
þ0.18
þ0.24
þ0.85
Effective model NP set 1 (JES) þ0.28þ0.05
þ0.02
þ0.04
−0.28
−0.22
þ0.30
−0.24
þ0.19
þ0.48
−0.64
þ0.85
−1.40
þ1.51
Effective model NP set 2 (JES) −0.53þ0.59
−0.10
þ0.17
−0.11
−0.22
þ0.62
−0.38
þ0.63
−0.51
þ0.76
−0.48
þ1.34
−0.48
Effective model NP set 3 (JES) þ0.66−0.80
þ0.23
−0.14
−0.34
þ0.05
−0.44
þ0.69
−0.46
þ0.84
−0.42
þ0.77
−0.28
þ0.88
Effective model NP set 4 (JES) −0.14þ0.16
þ0.03
þ0.02
−0.06
−0.12
þ0.08
þ0.03
þ0.21
−0.06
þ0.10
−0.05
þ0.23
þ0.10
Effective statistical NP set 1 (JES) þ0.52−0.65
þ0.26
−0.07
−0.39
þ0.02
−0.18
þ0.39
−0.20
þ0.61
−0.82
þ0.92
−1.16
þ1.53
Effective statistical NP set 2 (JES) −0.20þ0.21
þ0.04
þ0.06
−0.05
−0.14
þ0.15
−0.07
þ0.10
−0.12
þ0.19
−0.14
þ0.49
þ0.04
Effective statistical NP set 3 (JES) −0.44þ0.43
−0.14
þ0.18
þ0.16
−0.30
þ0.33
−0.20
þ0.39
−0.28
þ0.32
−0.30
þ0.46
−0.02
η-intercalibration (JES) −0.71þ0.63
−0.14
þ0.26
þ0.24
−0.35
þ0.64
−0.69
þ0.39
−0.23
−0.06
þ0.00
−0.29
þ0.19
η-intercalibration statistics (JES) −0.15−0.16
−0.06
−0.01
−0.02
þ0.02
þ0.24
þ0.08
þ0.34
þ0.03
þ0.02
þ0.20
þ0.13
þ0.62
Flavor composition (JES) þ0.02þ0.13
−0.00
þ0.23
−0.13
−0.23
þ0.04
−0.15
þ0.25
−0.19
þ0.27
−0.26
þ0.43
þ0.01
Flavor response (JES) þ0.41−0.81
þ0.17
−0.11
−0.24
þ0.39
−0.26
þ0.21
−0.15
þ0.44
−0.47
þ0.46
−0.51
þ0.64
Pile-up offset μ (JES) −0.02þ0.35
−0.11
þ0.02
−0.10
−0.22
þ0.23
−0.19
þ0.50
þ0.19
þ0.28
þ0.07
þ0.05
þ0.60
Pile-up offset NPV (JES) þ0.13−0.28
þ0.13
þ0.08
−0.20
−0.06
−0.06
þ0.05
−0.09
þ0.24
−0.05
þ0.31
þ0.25
þ0.62
Relative nonclosure MC (JES) −0.08þ0.10
−0.02
þ0.13
−0.13
−0.24
þ0.23
þ0.01
þ0.30
þ0.01
þ0.18
−0.05
þ0.25
þ0.26
Single particle high-pT (JES)
þ0.02
þ0.02
−0.01
−0.01
þ0.01
−0.00
þ0.01
þ0.01
þ0.01
þ0.01
−0.02
−0.02
−0.02
−0.01
JES uncertainty in background −0.05þ0.14
þ0.39
−0.04
þ0.03
−0.13
−0.58
−0.07
−0.98
þ0.29
−0.21
þ0.27
þ0.74
þ1.23
Jet energy resolution þ0.44−0.44
þ0.12
−0.12
−0.51
þ0.51
þ0.01
−0.01
þ0.30
−0.31
−0.07
þ0.07
þ0.53
−0.54
Jet reconstruction efficiency þ0.10−0.10
þ0.01
−0.01
−0.05
þ0.05
−0.03
þ0.03
−0.03
þ0.03
−0.07
þ0.07
−0.14
þ0.15
b-quark tagging efficiency −1.36þ1.09
−0.77
þ0.59
þ0.35
−0.35
þ1.33
−1.08
þ2.06
−1.50
þ2.59
−1.61
þ3.00
−1.62
c-quark tagging efficiency −0.03þ0.01
þ0.01
−0.01
þ0.07
−0.07
−0.06
þ0.06
−0.10
þ0.10
−0.12
þ0.12
−0.23
þ0.23
Light-jet tagging efficiency þ0.30−0.29
þ0.03
−0.03
−0.22
þ0.22
−0.03
þ0.02
−0.01
þ0.00
þ0.07
−0.07
þ0.21
−0.18
e energy resolution −0.06þ0.07
þ0.04
−0.03
þ0.01
þ0.02
−0.05
−0.03
−0.12
−0.03
þ0.13
þ0.02
þ0.42
−0.11
e energy scale þ0.22−0.16
þ0.04
þ0.01
−0.15
þ0.18
þ0.01
−0.07
−0.03
−0.18
−0.19
−0.12
−0.34
þ0.02
μ ID momentum resolution þ0.38þ0.38
þ0.04
þ0.10
−0.32
−0.40
−0.02
þ0.00
þ0.08
þ0.08
þ0.07
þ0.09
þ0.20
þ0.23
μ MS momentum resolution þ0.39þ0.27
þ0.18
þ0.02
−0.43
−0.12
−0.13
−0.12
−0.03
−0.09
þ0.08
−0.04
þ0.32
þ0.27
μ momentum scale þ0.27−0.26
−0.00
þ0.00
−0.29
þ0.29
þ0.04
−0.04
þ0.27
−0.27
þ0.28
−0.27
þ0.36
−0.36
l ID efficiency þ0.58−0.56
þ0.08
−0.08
−0.95
þ0.92
þ0.45
−0.43
þ0.66
−0.63
þ0.84
−0.80
þ0.49
−0.47
l reconstruction efficiency þ0.21−0.21
þ0.03
−0.03
−0.36
þ0.35
þ0.17
−0.17
þ0.26
−0.25
þ0.33
−0.33
þ0.21
−0.21
l trigger efficiency −0.20þ0.19
−0.01
þ0.01
þ0.44
−0.43
−0.28
þ0.28
−0.42
þ0.41
−0.52
þ0.52
−0.35
þ0.35
EmissT unassociated cells
−0.14
þ0.42
−0.07
þ0.05
þ0.24
−0.37
þ0.08
−0.14
−0.25
þ0.30
−0.44
þ0.29
þ0.07
þ0.31
EmissT pile-up
−0.10
þ0.56
−0.13
þ0.09
þ0.10
−0.59
−0.02
−0.11
þ0.19
þ0.39
þ0.56
þ0.55
þ0.76
þ0.71
MC generator −1.52þ1.89
þ0.54
−0.67
þ0.16
−0.20
þ1.52
−1.89
−0.11
þ0.13
−2.79
þ3.47
−8.57
þ10.66
Fragmentation −0.61þ0.58
þ0.71
−0.68
−0.72
þ0.70
þ0.88
−0.84
−0.96
þ0.92
−0.70
þ0.68
þ1.94
−1.87
IFSR þ2.23−2.15
þ0.90
−0.87
−0.08
þ0.08
−3.22
þ3.11
−3.22
þ3.11
−1.56
þ1.51
−0.09
þ0.09
PDF þ0.14−0.14
þ0.14
−0.14
þ0.04
−0.04
−0.16
þ0.16
−0.45
þ0.47
−0.81
þ0.84
−0.79
þ0.82
MC statistics þ1.01−1.01
þ0.40
−0.40
þ0.67
−0.67
þ0.90
−0.90
þ1.08
−1.08
þ1.44
−1.44
þ2.60
−2.60
W þ jets bb4 þ0.32−0.35 þ0.05−0.06 −0.14þ0.15 −0.12þ0.14 −0.12þ0.19 −0.32þ0.29 −0.29þ0.38
W þ jets bb5 þ0.32þ0.03 þ0.05þ0.01 −0.14−0.01 −0.12−0.02 −0.12−0.06 −0.32þ0.04 −0.29−0.07
W þ jets bbcc −0.10þ0.09 −0.06þ0.06 −0.06þ0.06 þ0.24−0.23 þ0.27−0.26 þ0.12−0.12 þ0.22−0.23
W þ jets bbccc þ1.08−1.12 þ0.20−0.22 −0.48þ0.42 −0.45þ0.56 −0.50þ0.64 −0.84þ0.99 −1.00þ1.12
W þ jets c4 þ0.48−0.38 þ0.11−0.11 −0.09þ0.12 −0.38þ0.29 −0.44þ0.33 −0.53þ0.36 −0.54þ0.34
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1
σ
dσ
dptT
Uncertainties [%]/Bins [GeV] 0–50 50–100 100–150 150–200 200–250 250–350 350–800
W þ jets c5 þ0.48−0.16 þ0.11−0.00 −0.09−0.03 −0.38þ0.13 −0.44þ0.16 −0.53þ0.24 −0.54þ0.24
W þ jets charge asymmetry þ0.96−1.11 þ0.17−0.19 −0.41þ0.51 −0.44þ0.48 −0.47þ0.49 −0.64þ0.69 −0.51þ0.57
Multijet normalization þ1.35−1.36
þ0.01
−0.01
−0.75
þ0.76
−0.39
þ0.40
−0.11
þ0.11
þ0.66
−0.67
þ0.76
−0.77
Multijet shape þ0.11−0.59
þ0.04
þ0.07
−0.46
þ0.25
þ0.45
þ0.12
þ0.46
þ0.03
þ0.15
−0.14
þ0.11
−0.32
Z þ jets background normalization þ0.59−0.60 þ0.15−0.15 −0.42þ0.42 −0.21þ0.21 −0.16þ0.16 −0.06þ0.06 −0.13þ0.12
Dilepton background normalization þ0.22−0.21
þ0.10
−0.09
−0.05
þ0.04
−0.16
þ0.15
−0.32
þ0.30
−0.43
þ0.41
−0.50
þ0.47
TABLE IX. (Continued)
TABLE X. The individual systematic uncertainties calculated as a percentage of the normalized differential cross section in each bin.
1
σ
dσ
dmtt¯
Uncertainties [%]/Bins [GeV] 250–450 450–550 550–700 700–950 950–2700
b-quark jets (JES) −0.32þ0.53
þ0.25
−0.33
þ0.44
−0.78
þ0.40
−0.80
þ0.35
−0.93
Close-by jets (JES) −0.44þ0.45
þ0.12
−0.17
þ0.68
−0.55
þ1.19
−1.29
þ1.46
−2.03
Effective detector NP set 1 (JES) −0.75þ0.47
þ0.44
−0.31
þ1.00
−0.40
þ1.49
−1.27
þ1.87
−1.61
Effective detector NP set 2 (JES) −0.11−0.05
þ0.08
þ0.02
þ0.11
þ0.05
þ0.24
þ0.18
þ0.34
þ0.19
Effective mixed NP set 1 (JES) −0.03−0.04
−0.05
−0.04
þ0.06
þ0.29
þ0.30
−0.13
þ0.23
−0.25
Effective mixed NP set 2 (JES) −0.03−0.10
þ0.03
þ0.04
þ0.01
þ0.21
þ0.07
þ0.08
þ0.14
þ0.13
Effective model NP set 1 (JES) −0.22þ0.04
þ0.28
−0.19
þ0.48
þ0.18
−0.43
þ0.11
−1.00
þ0.13
Effective model NP set 2 (JES) −0.37þ0.13
þ0.24
−0.07
þ0.54
−0.13
þ0.53
−0.37
þ0.59
−0.49
Effective model NP set 3 (JES) þ0.15−0.30
−0.03
þ0.15
−0.18
þ0.44
−0.57
þ0.67
−0.48
þ0.66
Effective model NP set 4 (JES) −0.10þ0.04
þ0.04
−0.12
þ0.21
þ0.13
þ0.15
−0.09
þ0.02
−0.22
Effective statistical NP set 1 (JES) þ0.24−0.27
−0.20
þ0.05
−0.27
þ0.62
−0.31
þ0.44
−0.42
þ0.63
Effective statistical NP set 2 (JES) −0.09−0.02
þ0.03
þ0.03
þ0.27
−0.00
−0.04
−0.02
−0.12
þ0.20
Effective statistical NP set 3 (JES) −0.11þ0.10
−0.01
−0.09
þ0.21
−0.01
þ0.35
−0.37
þ0.32
−0.52
η-intercalibration (JES) −0.84þ0.79
þ0.37
−0.42
þ1.27
−0.95
þ1.85
−1.87
þ2.11
−2.67
η-intercalibration statistics (JES) −0.17−0.01
þ0.15
−0.02
þ0.28
þ0.10
þ0.07
−0.02
þ0.10
−0.15
Flavor composition (JES) −0.03þ0.07
−0.11
−0.08
þ0.13
þ0.14
þ0.37
−0.46
þ0.40
−0.78
Flavor response (JES) þ0.05−0.09
−0.13
−0.08
−0.01
þ0.33
þ0.15
þ0.26
þ0.27
þ0.28
Pile-up offset μ (JES) −0.08þ0.03
þ0.00
þ0.07
þ0.33
−0.01
−0.08
−0.42
−0.35
−0.95
Pile-up offset NPV (JES)
þ0.08
−0.03
−0.07
−0.08
−0.02
þ0.00
−0.23
þ0.48
−0.44
þ0.55
Relative nonclosure MC (JES) −0.18þ0.03
þ0.04
þ0.04
þ0.41
−0.02
þ0.28
−0.29
þ0.15
−0.46
Single particle high-pT (JES) −0.01−0.01
þ0.01
þ0.01
þ0.02
þ0.02
−0.05
−0.04
−0.09
−0.06
JES uncertainty in background þ0.16−0.08
−0.28
þ0.13
−0.12
þ0.28
þ0.19
−0.46
þ0.44
−0.94
Jet energy resolution −0.57þ0.58
þ0.90
−0.91
þ0.16
−0.17
þ0.24
−0.24
−0.03
þ0.03
Jet reconstruction efficiency −0.03þ0.03
þ0.09
−0.09
−0.10
þ0.10
þ0.05
−0.05
þ0.23
−0.24
b-quark tagging efficiency −0.99þ0.77
þ0.42
−0.39
þ1.62
−1.27
þ1.99
−1.33
þ2.21
−1.23
c-quark tagging efficiency þ0.07−0.07
−0.04
þ0.04
−0.18
þ0.17
þ0.06
−0.05
þ0.12
−0.10
Light-jet tagging efficiency þ0.06−0.06
−0.12
þ0.12
þ0.03
−0.04
−0.03
þ0.03
−0.14
þ0.13
e energy resolution −0.01þ0.01
þ0.02
−0.02
þ0.13
þ0.04
−0.23
−0.07
−0.39
−0.11
e energy scale þ0.07−0.10
−0.11
þ0.15
−0.03
þ0.24
þ0.01
−0.37
−0.08
−0.30
μ ID momentum resolution þ0.01þ0.11
−0.05
−0.11
þ0.07
−0.20
−0.01
þ0.06
−0.01
þ0.10
μ MS momentum resolution þ0.11þ0.07
þ0.01
þ0.03
−0.32
−0.25
−0.15
−0.09
−0.10
−0.06
μ momentum scale −0.03þ0.03
−0.05
þ0.05
þ0.12
−0.12
þ0.18
−0.18
þ0.20
−0.20
l ID efficiency þ0.40−0.38
−0.69
þ0.66
−0.73
þ0.70
þ1.42
−1.36
þ1.61
−1.54
l reconstruction efficiency þ0.15−0.15
−0.26
þ0.26
−0.24
þ0.23
þ0.45
−0.44
þ0.46
−0.46
l trigger efficiency −0.15þ0.15
þ0.32
−0.32
þ0.27
−0.27
−0.74
þ0.73
−0.81
þ0.80
EmissT unassociated cells
−0.03
−0.04
þ0.02
þ0.14
þ0.02
−0.02
þ0.02
−0.21
þ0.50
−0.37
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1
σ
dσ
dmtt¯
Uncertainties [%]/Bins [GeV] 250–450 450–550 550–700 700–950 950–2700
EmissT pile-up
−0.10
−0.05
þ0.04
−0.02
þ0.15
þ0.19
þ0.19
þ0.11
þ0.64
−0.29
MC generator −2.19þ2.73
þ1.88
−2.34
þ2.57
−3.20
þ2.97
−3.71
þ2.51
−3.13
Fragmentation þ0.20−0.20
−0.21
þ0.20
þ0.54
−0.52
−1.75
þ1.69
−2.21
þ2.14
IFSR þ0.55−0.54
−0.18
þ0.18
−0.92
þ0.89
−1.50
þ1.45
−0.40
þ0.38
PDF −0.07þ0.07
−0.07
þ0.08
−0.02
þ0.02
þ0.54
−0.56
þ2.20
−2.26
MC statistics þ0.41−0.41
þ0.41
−0.41
þ0.63
−0.63
þ1.04
−1.04
þ1.60
−1.60
W þ jets bb4 −0.08þ0.01 −0.06þ0.02 þ0.14−0.04 þ0.48−0.04 þ0.80−0.15
W þ jets bb5 −0.08þ0.07 −0.06þ0.03 þ0.14−0.10 þ0.48−0.41 þ0.80−0.61
W þ jets bbcc −0.17þ0.16 −0.09þ0.09 þ0.45−0.41 þ0.60−0.58 þ0.96−0.91
W þ jets bbccc þ0.03þ0.01 −0.13þ0.06 −0.16þ0.07 þ0.57−0.39 þ1.03−0.82
W þ jets c4 −0.05−0.03 þ0.13−0.03 þ0.01þ0.07 −0.21þ0.17 −0.17þ0.17
W þ jets c5 −0.05þ0.09 þ0.13−0.12 þ0.01−0.09 −0.21þ0.07 −0.17þ0.03
W þ jets charge asymmetry −0.05þ0.06 −0.02þ0.05 þ0.04−0.00 þ0.34−0.52 þ0.63−0.90
Multijet normalization þ0.26−0.27
−0.67
þ0.67
−0.76
þ0.75
þ2.11
−2.02
þ4.17
−3.96
Multijet shape þ0.04þ0.07
−0.18
þ0.18
−0.25
þ0.31
þ0.82
−1.52
þ1.45
−3.65
Z þ jets background normalization þ0.14−0.14 −0.25þ0.25 −0.17þ0.17 þ0.32−0.32 þ0.49−0.48
Dilepton background normalization þ0.14−0.13
−0.06
þ0.06
−0.22
þ0.21
−0.30
þ0.29
−0.34
þ0.33
TABLE X. (Continued)
TABLE XI. The individual systematic uncertainties calculated as a percentage of the normalized differential cross section in each bin.
1
σ
dσ
dptt¯T
Uncertainties [%]/Bins [GeV] 0–40 40–170 170–340 340–1000
b-quark jets (JES) −0.02þ0.03
−0.01
þ0.03
þ0.38
−0.53
þ0.30
−0.76
Close-by jets (JES) −0.73þ0.82
þ0.88
−1.04
þ1.40
−1.19
þ1.40
−1.28
Effective detector NP set 1 (JES) −0.53þ0.53
þ0.51
−0.49
þ2.00
−2.12
þ2.76
−3.18
Effective detector NP set 2 (JES) þ0.03−0.05
−0.01
þ0.07
−0.31
þ0.00
−0.70
−0.09
Effective mixed NP set 1 (JES) −0.10þ0.03
þ0.13
þ0.02
þ0.09
−0.47
þ0.18
−1.07
Effective mixed NP set 2 (JES) −0.01þ0.04
þ0.06
−0.04
−0.33
−0.05
−0.76
−0.25
Effective model NP set 1 (JES) −0.59þ0.48
þ0.75
−0.61
þ0.89
−0.72
þ0.39
−0.56
Effective model NP set 2 (JES) þ0.01þ0.21
−0.03
−0.18
þ0.12
−0.97
þ0.16
−1.55
Effective model NP set 3 (JES) þ0.13−0.09
−0.11
þ0.13
−0.56
þ0.05
−0.70
þ0.01
Effective model NP set 4 (JES) −0.06þ0.09
þ0.09
−0.08
þ0.06
−0.40
−0.06
−0.64
Effective statistical NP set 1 (JES) −0.16þ0.25
þ0.22
−0.33
þ0.18
−0.24
−0.09
−0.05
Effective statistical NP set 2 (JES) þ0.09−0.01
−0.11
þ0.03
−0.18
−0.09
−0.28
−0.21
Effective statistical NP set 3 (JES) −0.12þ0.05
þ0.15
−0.01
þ0.16
−0.49
þ0.20
−0.90
η-intercalibration (JES) −0.90þ1.03
þ0.96
−1.14
þ2.71
−2.80
þ3.31
−3.64
η-intercalibration statistics (JES) −0.16þ0.17
þ0.21
−0.15
þ0.23
−0.71
−0.11
−1.17
Flavor composition (JES) −0.04þ0.09
þ0.02
−0.09
þ0.26
−0.35
þ0.33
−0.49
Flavor response (JES) −0.36þ0.42
þ0.45
−0.48
þ0.58
−0.97
þ0.54
−1.24
Pile-up offset μ (JES) −0.19þ0.10
þ0.20
−0.10
þ0.68
−0.36
þ0.61
−0.34
Pile-up offset NPV (JES) −0.07þ0.14
þ0.09
−0.15
þ0.07
−0.41
−0.25
−0.82
Relative nonclosure MC (JES) −0.04þ0.14
þ0.09
−0.15
−0.23
−0.46
−0.52
−0.74
Single particle high-pT (JES)
þ0.03
þ0.03
−0.04
−0.03
−0.08
−0.08
−0.10
−0.12
JES uncertainty in background −1.20þ1.13
þ1.37
−1.35
þ2.78
−2.35
þ3.89
−2.60
Jet energy resolution þ3.42−3.49
−4.07
þ4.16
−7.06
þ7.22
−8.01
þ8.19
Jet reconstruction efficiency −0.04þ0.04
þ0.07
−0.07
−0.12
þ0.12
−0.29
þ0.29
b-quark tagging efficiency −0.01−0.10
−0.04
þ0.13
þ0.36
þ0.17
þ0.98
−0.13
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1
σ
dσ
dptt¯T
Uncertainties [%]/Bins [GeV] 0–40 40–170 170–340 340–1000
c-quark tagging efficiency −0.07þ0.06
þ0.07
−0.07
þ0.23
−0.19
þ0.31
−0.24
Light-jet tagging efficiency −0.01þ0.03
þ0.01
−0.03
þ0.06
−0.08
þ0.12
−0.15
e energy resolution þ0.00−0.05
−0.01
þ0.09
−0.02
−0.14
þ0.16
−0.28
e energy scale −0.15þ0.19
þ0.28
−0.22
−0.40
−0.37
−0.74
−0.70
μ ID momentum resolution −0.14−0.01
þ0.20
þ0.01
þ0.04
−0.03
−0.15
−0.10
μ MS momentum resolution −0.01−0.08
þ0.00
þ0.10
þ0.07
þ0.15
þ0.17
þ0.06
μ momentum scale −0.26þ0.26
þ0.33
−0.33
þ0.35
−0.35
þ0.37
−0.37
l ID efficiency −0.75þ0.73
þ1.03
−1.00
þ0.49
−0.47
þ0.48
−0.46
l reconstruction efficiency −0.29þ0.28
þ0.39
−0.39
þ0.20
−0.20
þ0.21
−0.21
l trigger efficiency þ0.35−0.34
−0.48
þ0.48
−0.17
þ0.17
−0.12
þ0.12
EmissT unassociated cells
−1.56
þ1.65
þ2.01
−2.14
þ2.10
−2.07
þ1.79
−1.81
EmissT pile-up
−1.16
þ1.05
þ1.48
−1.34
þ1.60
−1.43
þ1.46
−1.59
MC generator −3.46þ4.24
þ4.15
−5.09
þ7.96
−9.76
−1.21
þ1.49
Fragmentation þ0.63−0.62
−0.12
þ0.12
−6.90
þ6.77
−2.65
þ2.60
IFSR −1.29þ1.19
þ1.04
−0.96
þ6.22
−5.76
þ10.25
−9.49
PDF −0.07þ0.08
þ0.06
−0.06
þ0.24
−0.25
þ1.30
−1.35
MC statistics þ0.57−0.57
þ0.75
−0.75
þ1.66
−1.66
þ2.77
−2.77
W þ jets bb4 −0.21−0.21 þ0.18þ0.23 þ0.99þ0.52 þ1.60þ0.66
W þ jets bb5 −0.21þ0.40 þ0.18−0.40 þ0.99−1.46 þ1.60−2.19
W þ jets bbcc −0.37þ0.35 þ0.42−0.39 þ0.93−0.87 þ1.28−1.20
W þ jets bbccc þ0.15−0.27 −0.24þ0.40 þ0.14−0.06 þ0.61−0.56
W þ jets c4 þ0.18−0.41 −0.29þ0.50 þ0.19þ0.77 þ0.54þ0.89
W þ jets c5 þ0.18þ0.23 −0.29−0.19 þ0.19−1.06 þ0.54−1.60
W þ jets charge asymmetry þ0.02þ0.01 −0.12þ0.10 þ0.70−0.92 þ1.40−1.81
Multijet normalization −0.76þ0.76
þ1.03
−1.05
þ0.51
−0.51
þ0.36
−0.35
Multijet shape −0.03þ0.08
þ0.02
−0.08
þ0.24
−0.27
þ0.51
−0.43
Z þ jets background normalization −0.22þ0.23 þ0.26−0.27 þ0.47−0.47 þ0.67−0.68
Dilepton background normalization −0.22þ0.21
þ0.26
−0.25
þ0.49
−0.46
þ0.64
−0.60
TABLE XI. (Continued)
TABLE XII. The individual systematic uncertainties calculated as a percentage of the normalized differential cross section in each bin.
1
σ
dσ
djytt¯j Uncertainties [%] 0.0–0.5 0.5–1.0 1.0–2.5
b-quark jets (JES) þ0.01−0.04
−0.02
þ0.02
þ0.02
þ0.04
Close-by jets (JES) −0.24þ0.13
−0.02
þ0.01
þ0.44
−0.24
Effective detector NP set 1 (JES) −0.13þ0.09
þ0.01
þ0.01
þ0.20
−0.17
Effective detector NP set 2 (JES) þ0.00þ0.00
−0.01
þ0.01
þ0.00
−0.01
Effective mixed NP set 1 (JES) −0.01þ0.01
−0.03
−0.01
þ0.06
−0.02
Effective mixed NP set 2 (JES) −0.03þ0.02
−0.02
þ0.01
þ0.08
−0.05
Effective model NP set 1 (JES) −0.07þ0.04
−0.01
þ0.00
þ0.13
−0.07
Effective model NP set 2 (JES) þ0.01−0.01
þ0.00
−0.00
−0.02
þ0.01
Effective model NP set 3 (JES) −0.02−0.01
þ0.02
þ0.01
þ0.01
−0.00
Effective model NP set 4 (JES) þ0.01þ0.02
−0.03
−0.02
þ0.01
−0.02
Effective statistical NP set 1 (JES) −0.05þ0.01
−0.01
þ0.02
þ0.09
−0.05
Effective statistical NP set 2 (JES) −0.02þ0.02
−0.01
−0.01
þ0.04
−0.01
Effective statistical NP set 3 (JES) −0.05þ0.01
−0.01
−0.03
þ0.10
þ0.02
η-intercalibration (JES) −0.52þ0.41
þ0.02
−0.03
þ0.87
−0.67
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contribute to the uncertainty on the jet energy scale are
denoted (JES) and are described in detail in Ref. [46].
The muon momentum resolution uncertainties are split
into parts specific to the inner-detector (ID) and muon
spectrometer (MS). The W þ jets uncertainties represent
the uncertainties in the normalization of the W þ heavy-
flavor production except for W þ jets charge asymmetry
and refer to the overall data-driven normalization of the
W þ jets background, with the numbers 4 (5) referring to
¼ 4 (≥ 5) jet multiplicity bins.
APPENDIX B: STATISTICAL CORRELATIONS
AMONG VARIABLES
Statistical correlations among the variables are evalu-
ated by unfolding statistically coupled (co-varied)
1
σ
dσ
djytt¯j Uncertainties [%] 0.0–0.5 0.5–1.0 1.0–2.5
η-intercalibration statistics (JES) −0.07−0.02
−0.01
þ0.01
þ0.13
þ0.02
Flavor composition (JES) −0.04þ0.02
þ0.00
−0.02
þ0.06
−0.01
Flavor response (JES) −0.07þ0.07
þ0.01
−0.03
þ0.11
−0.09
Pile-up offset μ (JES) −0.08þ0.05
þ0.00
−0.04
þ0.14
−0.04
Pile-up offset NPV (JES) −0.06−0.03
þ0.01
þ0.03
þ0.09
þ0.01
Relative nonclosure MC (JES) −0.04þ0.06
−0.03
þ0.02
þ0.11
−0.13
Single particle high-pT (JES) −0.00−0.00
þ0.00
þ0.00
þ0.00
þ0.00
JES uncertainty in background −0.16þ0.21
þ0.04
þ0.07
þ0.23
−0.45
Jet energy resolution þ0.12−0.12
þ0.14
−0.14
−0.38
þ0.38
Jet reconstruction efficiency þ0.01−0.01
þ0.00
−0.00
−0.02
þ0.02
b-quark tagging efficiency þ0.01−0.00
−0.00
þ0.00
−0.01
−0.00
c-quark tagging efficiency −0.03þ0.03
þ0.01
−0.01
þ0.03
−0.03
Light-jet tagging efficiency −0.01þ0.00
−0.01
þ0.01
þ0.03
−0.02
e energy resolution þ0.03−0.00
þ0.02
−0.00
−0.07
þ0.01
e energy scale −0.06þ0.08
−0.02
þ0.01
þ0.14
−0.15
μ ID momentum resolution þ0.01þ0.03
−0.01
−0.02
þ0.01
−0.01
μ MS momentum resolution −0.04−0.06
þ0.02
þ0.03
þ0.05
þ0.07
μ momentum scale þ0.03−0.03
−0.04
þ0.04
þ0.00
−0.00
l ID efficiency −0.35þ0.34
−0.10
þ0.09
þ0.73
−0.70
l reconstruction efficiency −0.12þ0.12
−0.02
þ0.02
þ0.23
−0.23
l trigger efficiency þ0.21−0.20
þ0.02
−0.02
−0.38
þ0.38
EmissT unassociated cells
þ0.13
−0.08
−0.06
þ0.04
−0.15
þ0.09
EmissT pile-up
þ0.07
þ0.01
−0.01
−0.01
−0.11
−0.01
MC generator −2.00þ2.48
−1.19
þ1.48
þ4.97
−6.19
Fragmentation −1.89þ1.81
−0.83
þ0.80
þ4.31
−4.15
IFSR −0.11þ0.11
þ0.08
−0.07
þ0.09
−0.09
PDF −1.06þ1.08
−0.07
þ0.08
þ1.92
−1.97
MC statistics þ0.19−0.19
þ0.03
−0.03
þ0.29
−0.29
W þ jets bb4 −0.08þ0.04 þ0.01−0.00 þ0.11−0.07
W þ jets bb5 −0.08þ0.03 þ0.01−0.01 þ0.11−0.04
W þ jets bbcc −0.25þ0.24 þ0.04−0.03 þ0.39−0.37
W þ jets bbccc −0.05þ0.01 −0.02þ0.01 þ0.11−0.03
W þ jets c4 þ0.11−0.06 þ0.00þ0.00 −0.19þ0.10
W þ jets c5 þ0.11−0.06 þ0.00−0.00 −0.19þ0.11
W þ jets charge asymmetry −0.05þ0.07 þ0.01−0.01 þ0.08−0.11
Multijet normalization −0.35þ0.35
−0.13
þ0.13
þ0.77
−0.77
Multijet shape −0.09þ0.09
−0.05
þ0.05
þ0.22
−0.22
Z þ jets background normalization −0.14þ0.14 −0.05þ0.05 þ0.30−0.30
Dilepton background normalization −0.01þ0.01
−0.00
þ0.00
þ0.02
−0.02
TABLE XII. (Continued)
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replicas of individual spectra in data using the
“bootstrap” method [77]. The result is obtained by
unfolding the separate eþ jets and μþ jets spectra,
combining with the same procedure used for the nominal
result, and normalizing each replica to obtain the
normalized differential cross section. The results are
tabulated in Table XIII and presented graphically
in Fig. 12.
TABLE XIII. Statistical correlation matrix between the normalized differential cross sections. All variables are included to show the
correlations between different bins of different variables. From left to right and bottom to top the rows and columns are labeled by bin
number for each variable and the variables are ordered: ptT, mtt¯, p
tt¯
T, and jytt¯j.
3 0.14 0.02 −0.22 0.14 0.16 0.13 0.03 0.23 −0.25 −0.19 0.18 0.12 −0.24 0.28 0.02 −0.01 −0.90 0.11 1.00
2 −0.01 0.02 0.04 −0.05 −0.07 −0.05 −0.02 0.02 0.07 −0.06 −0.06 −0.04 0.10 −0.11 −0.02 −0.01 −0.53 1.00 0.11
1 −0.12 −0.03 0.17 −0.10 −0.11 −0.09 −0.02 −0.21 0.19 0.19 −0.12 −0.09 0.16 −0.19 −0.01 0.01 1.00 −0.53 −0.90
4 −0.03 −0.06 −0.02 0.04 0.10 0.14 0.15 −0.03 −0.01 0.04 0.03 0.02 −0.45 0.23 0.92 1.00 0.01 −0.01 −0.01
3 −0.03 −0.08 −0.02 0.08 0.12 0.14 0.14 −0.03 −0.02 0.04 0.04 0.02 −0.65 0.44 1.00 0.92 −0.01 −0.02 0.02
2 0.05 −0.06 −0.14 0.17 0.18 0.14 0.08 0.09 −0.18 −0.05 0.19 0.13 −0.97 1.00 0.44 0.23 −0.19 −0.11 0.28
1 −0.04 0.07 0.12 −0.17 −0.19 −0.16 −0.11 −0.07 0.16 0.03 −0.17 −0.12 1.00 −0.97 −0.65 −0.45 0.16 0.10 −0.24
5 −0.01 −0.06 −0.10 0.03 0.21 0.42 0.27 −0.09 −0.19 −0.24 0.92 1.00 −0.12 0.13 0.02 0.02 −0.09 −0.04 0.12
4 −0.02 −0.07 −0.15 0.10 0.33 0.49 0.29 −0.06 −0.28 −0.23 1.00 0.92 −0.17 0.19 0.04 0.03 −0.12 −0.06 0.18
3 −0.14 −0.24 0.12 0.18 0.16 0.03 0.09 −0.73 0.23 1.00 −0.23 −0.24 0.03 −0.05 0.04 0.04 0.19 −0.06 −0.19
2 −0.25 −0.26 0.32 0.09 −0.05 −0.14 −0.14 −0.72 1.00 0.23 −0.28 −0.19 0.16 −0.18 −0.02 −0.01 0.19 0.07 −0.25
1 0.27 0.36 −0.24 −0.22 −0.19 −0.12 −0.08 1.00 −0.72 −0.73 −0.06 −0.09 −0.07 0.09 −0.03 −0.03 −0.21 0.02 0.23
7 0.05 0.02 −0.20 −0.17 0.11 0.74 1.00 −0.08 −0.14 0.09 0.29 0.27 −0.11 0.08 0.14 0.15 −0.02 −0.02 0.03
6 0.04 −0.09 −0.28 −0.03 0.50 1.00 0.74 −0.12 −0.14 0.03 0.49 0.42 −0.16 0.14 0.14 0.14 −0.09 −0.05 0.13
5 −0.01 −0.25 −0.36 0.57 1.00 0.50 0.11 −0.19 −0.05 0.16 0.33 0.21 −0.19 0.18 0.12 0.10 −0.11 −0.07 0.16
4 −0.26 −0.41 −0.07 1.00 0.57 −0.03 −0.17 −0.22 0.09 0.18 0.10 0.03 −0.17 0.17 0.08 0.04 −0.10 −0.05 0.14
3 −0.73 −0.60 1.00 −0.07 −0.36 −0.28 −0.20 −0.24 0.32 0.12 −0.15 −0.10 0.12 −0.14 −0.02 −0.02 0.17 0.04 −0.22
2 0.32 1.00 −0.60 −0.41 −0.25 −0.09 0.02 0.36 −0.26 −0.24 −0.07 −0.06 0.07 −0.06 −0.08 −0.06 −0.03 0.02 0.02
1 1.00 0.32 −0.73 −0.26 −0.01 0.04 0.05 0.27 −0.25 −0.14 −0.02 −0.01 −0.04 0.05 −0.03 −0.03 −0.12 −0.01 0.14
1 2 3 4 5 6 7 1 2 3 4 5 1 2 3 4 1 2 3
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FIG. 12 (color online). Graphical representation of the statistical correlation matrix between the normalized differential cross sections.
All variables are included to show the correlations between different bins of different variables. From left to right and bottom to top the
rows and columns are labeled by bin number for each variable and the variables are ordered: ptT, mtt¯, p
tt¯
T, and jytt¯j.
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