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Abstract
In this thesis we consider a number of enumerative combinatorial problems.
We solve the problems of enumerating Eulerian orientations by edges and
quartic Eulerian orientations counted by vertices. We also find and prove
an algebraic relationship between the counting functions for permutations
sortable by a double ended queue (deque) and permutations sortable by two
stacks in parallel (2sip). In each of these cases, our proof of the result uses
an elaborate system of functional equations which is much more complicated
than the result itself, leaving the door open for a more direct, combinatorial
proof.
We find polynomial time algorithms for generating the counting sequence
of deque-sortable permutations and the cogrowth sequence of some groups,
including the lamplighter group L and the Brin-Navas group B. For per-
mutations sortable by two stacks in series and for the cogrowth sequence
of Thompson’s group F , we find exponential time algorithms which are sig-
nificantly more efficient than the algorithms that previously existed in the
literature. In each case an empirical analysis of the produced terms of the
sequence leads to a prediction regarding its asymptotic form. In particular,
this method leads us to conjecture that the growth rate of deque-sortable per-
mutations is equal to that of 2sip-sortable permutations, a conjecture which
we reduce to three conjectures of Albert and Bousquet-Mélou about quarter
plane walks. The analysis of the cogrowth sequence of Thompson’s group F
leads us to conjecture that F is not amenable.
We also study the enumeration of 1324-avoiding permutations, a notori-
ously difficult problem in the field of pattern avoiding permutations. Using
a structural decomposition of these permutations, we improve the lower and
upper bounds on the growth rate to 10.271 and 13.5 respectively.
Next we investigate the concept of combinatorial Stieltjes moment se-
quences. We prove that the counting sequence of returns in any undirected
locally-finite graph is a Stieltjes moment sequence. As a special case, this
implies that any cogrowth sequence is a Stieltjes moment sequence. Based
on empirical evidence, we conjecture that the counting sequence for 1324-
avoiding permutations is a Stieltjes moment sequence, which would imply an
improved lower bound of 10.302 on its growth rate.
We then describe a general class of counting sequences of augmented
perfect matchings, which we prove to be Stieltjes moment sequences. In fact,
we prove the stronger result that these sequences are Hankel totally-positive
as sequences of polynomials. As a special case, we show that the Ward
polynomials are Hankel totally-positive.
In the final chapter we generalise an identity of Duminil-Copin and Smirnov
for the O(n) loop model on the hexagonal lattice to the off-critical case. In
the n = 0 case, which corresponds to the enumeration of self-avoiding walks,
we use our identity to prove a relationship between the half-plane surface
critical exponents γ1 and γ11 and the exponent characterising the winding
angle distribution of self-avoiding walks in the half-plane.
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Enumerative combinatorics is concerned with questions of the form “how
many objects of size n are there”. Any such problem defines a counting se-
quence a = a0, a1, a2, . . . which one can study. An ideal result would be to
find an exact closed form solution for the terms in this sequence, however this
is not always possible. Instead we might find a closed form for the ordinary
generating function A(t) =
∑∞
n=0 ant






tn of such a sequence, or perhaps a way to characterise the
generating function as the solution of a differential equation or a system of
functional equations. Any of these solutions will generally result in a poly-
nomial time algorithm for computing the terms of the sequence. Sometimes
even that is beyond our reach, and we instead search for faster exponential
time algorithms for computing the terms of the sequence.
Apart from exact enumeration, we are also interested in the asymptotic






when it exists. When µ exists, one often has the form
an ∼ c · µnng,
for some constants c and g. We also study some sequences with more com-
plicated asymptotic forms, for example including logarithmic terms log(n)k
as in Chapter 4 or stretched exponential terms ρn
κ
as in chapters 3 and 5.
Understanding the asymptotics in this way allows us to approximate terms
an which are well beyond our ability to calculate exactly. Of course, when
we have an exact, closed form solution, it generally allows us to deduce the
asymptotic behaviour of the sequence. This is also often possible when we
have a differential equation describing the associated generating function,
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by applying methods from [106]. In other cases we use two approaches -
on one hand we can seek to rigorously prove bounds on the terms ai and
hence the growth rate µ, by finding subclasses and superclasses of our com-
binatorial class which we can enumerate exactly, as we do in Chapter 3 for
1324-avoiding permutations. On the other hand we can empirically analyse
the terms of the sequence that we have calculated exactly to estimate the
asymptotic behaviour. We present Guttmann’s empirical analysis of some
sequences in Sections 2.5, 4.3.5 and 5.5. In each case, Guttmann’s method
of differential approximants [126, 125, 123, 124] is used.
The first problems that we consider in this thesis are those of enumer-
ating permutations that are sortable using certain classical data structures
from computer science. In particular, we consider the problems of sorting by
two stacks in parallel (2sip), a double ended queue (deque) and two stacks
in series (2sis). These three problems were posed by Knuth in his seminal
book “The Art of Computer Science” [141], following his solution to the
problem of sorting by a single stack. In 2010 all three problems were studied
by Albert, Atkinson and Linton [2] who proved upper and lower bounds on
their respective exponential growth rates. In 2015, Albert and Bousquet-
Mélou were able to characterise the generating function P (t) of 2sip-sortable
permutations using a system of functional equations, thereby yielding a poly-
nomial time algorithm for computing the coefficients of P (t). We adapt their
method to the case of enumerating deque-sortable permutations, and, in do-
ing so, we derive the following algebraic relationship between the generating
function D(t) of deque-sortable permutations and the generating function
P (t) of 2sip-sortable permutations:
2D(t) = 2 + t+ 2Pt− 2Pt2 − t
√
1− 4P + 4P 2 − 8P 2t+ 4P 2t2 − 4Pt.
Using this equation, we derive that, subject to three conjectures of Albert
and Bousquet-Mélou, the generating functions P (t) and D(t) have the same
radius of convergence. We then use the equations to produce over 1000 coeffi-
cients of each of the generating functions P (t) and D(t). Guttmann’s analysis
of these coefficients, which we summarise in Section 2.5, strongly supports the
conjecture that P (t) and D(t) have the same radius of convergence, which is
1/8.281402207. We then move on to 2sis-sortable permutations, for which we
develop an algorithm enabling us to compute the first 20 terms of the count-
ing sequence. Guttmann’s analysis of these terms, which we summarise in
Section 2.5, suggests that the growth rate is around 12.4.
Chapter 3 is devoted to classical pattern avoiding permutations, and in
particular, joint work with Bevan, Brignall and Pantone in which we improve
the rigorous bounds on the growth rate of 1324-avoiding permutations. A
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permutation π is said to contain a permutation p = a1a2 . . . ak if there is some
subsequence b1, . . . , bk of π which has the same relative order as p. That is,
bi < bj if and only if ai < aj. In this context, the permutation p is generally
called a pattern. The permutation π is said to avoid the pattern p if it does
not contain p. For example, the permutation 2736514 contains the pattern
4231, since the numbers 7351 have the same relative order as 4231. On the
other hand, 2736514 avoids the pattern 1324. The set of permutations π
which avoid a pattern p is denoted Av(p), and the set of those of length n is
denoted Avn(p). More generally, given some set S of permutation patterns,
the set of permutations which avoid all patterns in S is denoted Av(S). For
each machine M considered in Chapter 2 (deque, 2sip, 2sis), the set PM of
M -sortable permutations is equal to Av(S) for some set S of permutation
patterns, however S must be infinite [171, 160]. In other words, PM is a
permutation class with an infinite basis.
Bounds on the growth rate gr(Av(1324)) of 1324-avoiding permutations
have been the focus of a number of papers over the last decade and a half
[35, 36, 4, 65, 39, 40, 27]. Our improved bounds rely on a structural char-
acterisation of 1324-avoiders as a staircase of 132-avoiders and 213-avoiders.
Using this characterisation, one can immediately deduce a lower bound of 9
and an upper bound of 16 on the growth rate gr(Av(1324)). To improve these
bounds we first enumerate a restricted class of these staircases, which we call
1324-avoiding dominoes. Using our enumeration of 1324-avoiding dominoes,
our upper bound of 13.5 on gr(Av(1324)) follows fairly easily, as does a lower
bound of 10.125. Our improved lower bound of 10.271 results from a more
detailed analysis of the structure of 1324-avoiding dominoes. We observe
that 1324-avoiding dominoes are equinumerous with West 2-stack sortable
permutations [213], rooted non-separable planar maps [57] and fighting fish
[77, 78, 101], but so far we have no bijective proof of this fact.
In Chapter 4 we study planar Eulerian orientations. A planar map is
a connected planar graph embedded in the sphere, taken up to orientation
preserving homomorphism. A planar Eulerian orientation is a rooted planar
map with oriented edges with the property that the in-degree of each edge is
equal to its out-degree. The problem of enumerating planar Eulerian orien-
tations (by edges) was posed in 2016 by Bonichon, Bousquet-Mélou, Dorbec
and Pennarun [42], who found a sequence of sub-classes and super-classes
of Eulerian orientations, with which they proved that the associated growth
rate µ exists and lies in the interval (11.56, 13.005). We have found the fol-
lowing exact solution to this enumeration problem: Let R(t) be the unique
13
















(t− 2t2 − R(t)).
Our solution implies that the growth rate µ is exactly 4π, which does, of
course, lie in the interval (11.56, 13.005). Bonichon et al also posed the
problem of enumerating quartic planar Eulerian orientations, in which each
vertex is restricted to having degree exactly 4. In physics, this problem is
known as the ice model on a random lattice [143, 214]. Our solution to
this problem takes a similar form: Let R(t) be the unique power series with



















(t− 3t2 − R(t)).
It follows from these solutions that G(t) and Q(t) are both differentially
algebraic series which each satisfy a differential equation of order 2 whose
coefficients are polynomials in t.
In both solutions, the first step is a bijection between planar Eulerian
orientations and certain labelled maps. In the general case our solution
utilises a bijection of Ambjørn and Budd [7] between labelled maps and
certain labelled quadrangulations. For each of these problems we find a
structural decomposition of the objects which allows us to characterise the
generating function using a system of functional equations. We solve each
system of equations using a guess and check approach.
Before finding a complete solution to the two problems of enumerating
Eulerian orientations, we did a numerical study of both problems in joint
work with Guttmann. In that work we found more complicated systems of
functional equations to characterise G(t) and Q(t). We were not able to solve
these exactly, but they did allow us to compute around 100 coefficients of
each generating function. Guttmann’s analysis of these sequences, which we




of the two growth rates. This led us to conjecture the exact form of each
series, which led to the complete solution. This numerical work is described
in Section 4.3.
In Chapter 5 we move on to an enumeration problem motivated by ge-
ometric group theory, namely the enumeration of cogrowth sequences of
groups. The nth cogrowth number an of a group G with Cayley graph Γ
is defined to be the number of walks of length 2n in Γ which start and end at
some fixed vertex v0. This is of particular interest in geometric group theory
because the value of the growth rate of the cogrowth sequence determines
whether the group is “amenable” [120, 67]. We develop polynomial time al-
gorithms for a number of groups which are known to be amenable. These
form rare examples of combinatorial sequences exhibiting provably stretched
exponential behaviour in their asymptotics for which we have a polynomial
time algorithm for their enumeration. We then move on to enumerating the
cogrowth sequence of Richard Thompson’s group F . This is our main inter-
est as it is a long-standing open problem to determine whether F is amenable
[60, 56, 89, 158, 30]. In this case, we improve the algorithm of Haagerup,
Haagerup and Ramirez-Solano [128], allowing us to produce 32 terms of the
cogrowth sequence - 7 more than were previously known. We then present
Guttmann’s numerical analysis of these numbers, which strongly suggests
that F is not amenable. Moreover, using results of Pittet and Saloff-Coste
[169, 170], we prove that for any real numbers σ < 1 and λ > 1, the cogrowth
sequence (cn)n∈N0 of Thompson’s group F satisfies
cn < 16
n · λ−nσ
for all sufficiently large n. This implies that if F is amenable, then the sub-
dominant term in its asymptotics must decrease faster than any stretched
exponential. However, numerical evidence strongly suggests that the sub-
dominant term is a stretched exponential, providing further evidence that
F is non-amenable. This suggests a potential new path to a proof of non-
amenability of F : if the universality class of the cogrowth sequence can be
determined rigorously, it will likely prove non-amenability.
In Chapter 6 we investigate the concept of combinatorial Stieltjes moment
sequences. A sequence (an)n∈N0 is called a Stieltjes moment sequence if there





for each integer n ≥ 0. We prove that the cogrowth sequence for any finitely
generated group is a Stieltjes moment sequence, and, more generally, we
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prove that this is the case for the counting sequence of returns in any undi-
rected locally-finite graph. We also find empirical evidence that the count-
ing sequences of 1324-avoiding permutations, planar Eulerian orientations
and quartic planar Eulerian orientations are all Stieltjes moment sequences.
When this can be proved for a sequence (an)n∈N0 , it immediately produces an
increasing sequence of lower bounds µn for the growth rate µ, determined by
the terms a0, a1, . . . , an. These bounds are stronger than even the ratios of
successive terms, which themselves are often difficult to prove to be increas-
ing. In particular, if we were able to prove that the counting sequence for
1324-avoiding permutations was a Stieltjes moment sequence, it would imply
a lower bound of 10.302 on its growth rate, which would be an improvement
on the bound 10.271 presented in Chapter 3.
In Chapter 7 we investigate a generalisation of Stieltjes moment sequences
to sequences of polynomials called Hankel totally positive sequences. It is
known that any sequence of polynomials defined by a Thron-type continued
fraction (T-fraction) with positive coefficients is Hankel totally positive [188,
166]. We describe a class of objects, called augmented perfect matchings,
whose counting function is given by such a T-fraction with infinitely many
variables. Hence the associated counting sequence of polynomials is Hankel
totally positive. As a special case, we show that this sequence reduces to the
Ward polynomials, a sequence of polynomials which counts phylogentic trees,
thereby proving that the Ward polynomials form a Hankel totally positive
sequence. We then give a bijective proof that certain weighted phylogenetic
trees have the same counting function as augmented perfect matchings.
In Chapter 8 we study the O(n) loop model on the hexagonal lattice from
statistical mechanics. In the case n = 0, this is equivalent to enumerating
self-avoiding walks on the hexagonal lattice. Duminil-Copin and Smirnov





2, using an identity that follows from discrete analogues of
the Cauchy-Riemann equations [79]. Smirnov [185] generalised this identity
to the O(n) model with n ∈ [−2, 2], providing an alternative way to predict




2− n, as conjectured by Nienhuis [162].
We generalise these identities to the off-critical case, allowing us to study
the off-critical behaviour of the O(n) model. In the n = 0 case, this corre-
sponds to the sub-dominant asymptotic behaviour of the counting sequence
of self-avoiding walk on the hexagonal lattice. This allows us to relate the
winding angle distributions of self-avoiding walks in the half plane and in a
wedge with the boundary critical exponents. We find perfect agreement with
the conjectured winding angle distribution function predicted by Duplantier














Polynomial[3] > 1000 8.183, 8.346[2] N
Deque-sortable
permutations
Polynomial > 1000 8.219, 8.352[2] N
2sis-sortable
permutations
≈ 11.4n 20 8.183, 13.374[2] ?(N)
1324-avoiding
permutations
≈ 2n[71] 50[71] 10.271, 13.5 ?(Y)
Eulerian orienta-
tions
Polynomial > 1000 4π ?(Y)
Quartic Eulerian
orientations
Polynomial > 1000 4
√
3π ?(Y)
Z2 o Z cogrowth Polynomial 200 9 Y
Z od Z cogrowth Polynomial - 4(d+ 1)2 Y
B cogrowth Polynomial 128 16 Y
F cogrowth φ2n[128] 32 13.269, 16 Y[128]
Table 1.1: A table summarising the current state of some of the enumerative
problems considered in this thesis. Original results presented in this thesis are
highlighted in blue.
A summary of the enumerative problems considered in this thesis is given
in Table 1.1. The second column contains the time complexity of the best
known algorithm. The third column contains the number of terms known
exactly. The fourth column contains the best proven upper and lower bounds
on the growth rate, with only one number when the growth rate is known
exactly. The last column contains N if the sequence is not a Stieltjes moment
sequence, Y if it is a Stieltjes moment sequence and ? if this is not known.
?(Y) means we conjecture that it is a Stieltjes moment sequence, while ?(N)
means we believe that it is not a Stieltjes moment sequence. Original results
presented in this thesis are highlighted in blue.
A summary of the predicted asymptotic form for each of these sequences
is shown in Table 1.2. For Eulerian orientations and quartic Eulerian orien-
tations, we prove the displayed asymptotic formula in Chapter 4. For the
cogrowth sequence of Z2 oZ, the values of µ, κ and g are known exactly while








































3π c = 8π2/3, g = −2,
h = −2




9 σ = 1/3, g = 1/6,
κ ≈ 0.0623, c ≈ 0.58
Z od Z cogrowth
cµnκn
σ log(n)δng









≈ 15 κ ≈ 1/e, σ ≈ 1/2,
δ ≈ 1/2, g ≈ −1
Table 1.2: A table summarising the estimated asymptotic form of some sequences
considered in this thesis, based on Guttmann’s differential approximant analysis.
B, the values of µ and σ are known exactly, but the asymptotic behaviour
has not been predicted beyond these terms. α(n) denotes some function of
n which satisfies α(n) → 0 and α(n)na → ∞ as n → ∞ for any a > 0; for
example α(n) = 1/ log(n) is a possibility. All other estimates of µ and other
constants shown in Table 1.2 are non-rigorous predictions.
Formal power series
In this section we introduce notation and definitions regarding formal power
series which will be used throughout this thesis. Let A be a commutative
ring and x an indeterminate. We denote by A[x] (resp. A[[x]]) the ring of
polynomials (resp. formal power series) in x with coefficients in A. If A is a
field, then A(x) denotes the field of rational functions in x, and A((x)) the
18




with n0 ∈ Z and an ∈ A. The coefficient of xn in a series F (x) is denoted by
[xn]F (x).
This notation is generalised to polynomials, fractions and series in several
indeterminates. For example, if F (t, x) is the generating function of rooted
planar trees where t counts edges x counts leaves, then F (t, x) ∈ Q[x][[t]]. For
a multivariate series, say F (x, y) ∈ Q[[x, y]], the notation [xi]F (x, y) stands
for the series Fi(y) such that F (x, y) =
∑
j Fj(y)x
j. It should not be confused
with the coefficient of xiy0 in F (x, y), which we denote by [xiy0]F (x, y). If
F (x, x1, . . . , xd) is a series in the xi’s whose coefficients are Laurent series in
x, say
F (x, x1, . . . , xd) =
∑
i1,...,id
xi11 · · ·xidd
∑
n≥n0(i1,...,id)
a(n, i1, . . . , id)x
n,
then we define the non-negative part of F in x as the following formal power
series in x, x1, . . . , xd:
[x≥0]F (x, x1, . . . , xd) =
∑
i1,...,id
xi11 · · · xidd
∑
n≥0
a(n, i1, . . . , id)x
n.
If A is a field, a power series F (x) ∈ A[[x]] is algebraic (over A(x)) if it
satisfies a non-trivial polynomial equation P (x, F (x)) = 0 with coefficients
in A. It is differentially algebraic (or D-algebraic) if it satisfies a non-trivial
polynomial differential equation P (x, F (x), F ′(x), . . . , F (k)(x)) = 0 with co-
efficients in A. It is D-finite if it satisfies a linear differential equation with
coefficients in A(x). For multivariate series, D-finiteness and D-algebraicity
require the existence of a differential equation in each variable. We refer






In his seminal book “The Art of Computer Programming”, Donald Knuth
introduced the problem of characterising and enumerating the permutations
which can be produced by certain machines. We call these achievable permu-
tations. Equivalently one can ask which permutations can be sorted by these
machines, as these will be exactly the inverses of the achievable permuta-
tions. The first non-trivial machine which Knuth considered in this context
is a single stack. In this case, starting with the identity permutation 12 · · ·n
in the input, two operations are permitted as shown in Fig 2.1:
• The input operation I, which moves the next element from the input
onto the top of the stack.
• The output operation O, which moves the top element of the stack to
the output.
Figure 2.1: The input and output operations I and O on a stack.
Then the permutation produced is defined by the order in which the elements
are output. In this case, a valid sequence of the operations I and O corre-
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sponds to a unique Dyck path, with Input operations corresponding to up
steps and output operations corresponding to down steps. Moreover, Knuth
showed that no two operation sequences produce the same permutation, so
the number of permutations of size n which can be produced by a single stack












Further to this, Knuth characterised the set of achievable permutations,
showing that they are exactly the 312-avoiding permutations. Knuth then
posed the same problems for each of the following three more complex ma-
chines:
• two stacks in parallel (2sip).
• two stacks in series (2sis).
• A double ended queue (deque).
For each of these machines, the set of sortable permutations has been shown
to be a permutation class with infinite basis [171, 160]. In other words, the set
of sortable permutations cannot be defined as those permutations which avoid
some finite set of permutation patterns. For deque-sortable and 2sip-sortable
permutations, the (infinitely many) elements of the basis were characterised
by Pratt in 1973 [171], but no such characterisation is known for 2sis-sortable
permutations. For all three problems a polynomial time algorithm is known
for determining whether a permutation is sortable [100, 168]. For m ≥ 4,
the problem of determining whether a permutation is sortable by m stacks
in parallel was shown to be NP-complete by Unger [204]. Unger later found
a polynomial time algorithm for m = 3 [205]. In both cases Unger relies on
the result of Even and Itai [100] that a permutation is sortable by m stacks
in parallel if and only if a corresponding graph is m-colourable.
For the rest of this chapter we will focus on the problem of enumerating
permutations sortable by one of these machines (a deque, 2sis or msip for
m ≥ 2). From this enumerative perspective, we find it more convenient to
analyse the sequences of operations which sort permutations, rather than
analysing the sortable permutations directly. All of these problems remained
open until 2015 when Albert and Bousquet-Mélou enumerated permutations
sortable by two stacks in parallel [3]. Their solution took the form of a sys-
tem of functional equations which characterise the counting function P (t)
of these permutations. From an asymptotic perspective, these equations are
surprisingly impenetrable, in that we are still unable to determine either
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the growth rate or the subexponential behaviour of the sequence. Instead
we resort to generating the coefficientients of P (t) exactly and subsequently
analysing them. We will outline their solution in more general terms in the
next section. In 2017, E. and Guttmann solved the problem for permuta-
tions sortable by a deque by demonstrating the following simple algebraic
relationship between their counting function D(t) and that of permutations
sortable by two stacks in parallel:
2D(t) = 2 + t+ 2Pt− 2Pt2 − t
√
1− 4P + 4P 2 − 8P 2t+ 4P 2t2 − 4Pt.
We describe our solution in Section 2.3. Using this equation we prove in Sub-
section 2.3.3 that, subject to three conjectures of Albert and Bousquet-Mélou
regarding quarter-plane walks, the growth rates of 2sip-sortable permutations
and deque-sortable permutations are equal. We make some further predic-
tions about the asymptotic behaviour of these two sequences, all of which
are supported by empirical analysis of the sequences given in Section 2.5.
Finally in Section 2.4 we study the problem of sorting by two stacks in
series, which seems to be much harder than the other two problems consid-
ered. For this problem we develop an algorithm with which we compute 20
coefficients of the counting function S(t). Empirical analysis of these terms
is given in Section 2.5.
Permutations sortable by m stacks in parallel
In this section we will describe part of Albert and Bousquet-Mélou’s solution
to the problem of enumerating permutations sortable by two stacks in parallel
in general terms which apply to any number m of stacks in parallel. In the
case m = 1 we recover the single stack solution, and for m = 2 we get the
solution of Albert and Bousquet-Mélou for two stacks in parallel. We will
also describe some of the difficulties in solving the problem when m > 2.
Notation, operation sequences and perfect matchings
Let them stacks be called S1, S2, . . . , Sm. Consider the operations I1,I2,. . .,Im
and O1,O2,. . .,Om, where Ij represents input into stack Sj and Oj represents
output from stack j. We will call a permutation msip-achievable if it can be
produced by m stacks in parallel. Each msip-achievable permutation can be
encoded as a word w over the alphabet {I1, I2, . . . , Im, O1, O2, . . . , Om} such
that for each integer j, the number of occurrences of the letter Ij is equal to
the number of occurrences of the letter Oj and any prefix of w contains at
least as many occurrences of Ij as Oj. We will call such a word an msip-word.
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Definition 2.1. An operation sequence is said to output eagerly if it contains
no consecutive terms IiOj with i 6= j.
Given an msip-achievable permutation π which is produced by an msip-
word, w, we can convert w into an operation sequence which outputs eagerly,
without changing the output permutation π, by continually swapping any
consecutive letters IiOj with i 6= j. When no more swaps can be performed,
we have an operation sequence which outputs eagerly and produces π. Hence
any m-achievable permutation π can be produced by an msip word which
outputs eagerly.
Definition 2.2. The type of an operation sequence w is the word over the
alphabet {I, O} obtained by deleting all of the subscripts of w.
Lemma 2.3. If two operation sequences u and v produce the same permuta-
tion π and both output eagerly, then u and v have the same type. Moreover,
the ith operation of u moves the same item as the ith operation of v.
Proof. Let u = u1u2 . . . u2n and let v = v1v2 . . . v2n. We will prove the lemma
by induction. Assume that for some m, the words u1 . . . um and v1 . . . vm have
the same type. We will prove that the letters um+1 and vm+1 also have the
same type, and move the same item as each other. After the mth operation,
both u and v have the same number of input steps and the same number of
output steps as each other, so, since they produce the same sub-permutation
π, the items currently in the stacks according to u must be the same as the
items currently in the stacks according to v, though the arrangement may be
different. Since u and v output eagerly, they will both output at this point if
and only if the next item to be output is currently in one of the stacks. Since
this is the same for both u and v, the letter um+1 and vm+1 have the same
type. Moreover, if they are both output steps, then the element for each will
be the next element to be output, whereas if they are both input steps, the
item moved will be the next element in the input. In both cases the item
moved is the same for both u and v. This completes the induction, so u and
v have the same type.
We will now describe an injection from operation sequences to certain
coloured perfect matchings. Recall that a perfect matching of [2n] is simply
a partition of [2n] into n pairs. We represent these by a sequence of 2n dots
with the ith and jth dots joined by an arch if {i, j} is a pair in the perfect
matching. If i < j, we call i the opener of the arch and j the closer of the
arch. An m-coloured perfect matching is a perfect matching in which each
arch is coloured by one of the m colours c1, c2, . . . , cm. We now describe an
injection from msip-words to m-coloured perfect matchings:
23
Figure 2.2: The 3-coloured perfect matching corresponding to the operation se-
quence I1I2I3I1O1O1O2I2O3I2I1O2O2I3O1O3. The corresponding 3sip-achievable
permutation is 41236578
• Given an msip-word w of length 2n, consider the sorting procedure
defined by w using the identity permutation as input.
• For each item i ∈ [n], if i is input and output by the pth and qth
operations respectively, we draw the arch (p, q) in the perfect matching.
• This arch is given the colour cj, where Sj is the stack which the item is
moved to and from. Note that this implies that the pth and qth letters
of w are Ij and Oj, respectively.
An example of this injection is shown in Figure 2.2.
We will call a perfect matching of [2n] properly coloured if no two crossing
arches (that is, arches (a, c) and (b, d) with a < b < c < d) share the
same colour cj. Since each Sj is a stack, the coloured perfect matching
corresponding to any msip-word must be properly coloured. Moreover, every
properly coloured perfect matching has a corresponding operation sequence.
We will call a perfect matching reduced if whenever an opener is followed
immediately by a closer in the perfect matching, they are ends of the same
arch. Then a properly coloured perfect matching is reduced if and only if its
corresponding operation sequence outputs eagerly.
Proposition 2.4. Two reduced coloured perfect matchings (possibly with dif-
ferent numbers of colours) correspond to the same permutation π, if and only
if their underlying (uncoloured) perfect matching is the same.
Proof. Let P1 and P2 be the two coloured perfect matchings corresponding to
the same permutation π, and let Ω1 and Ω2 be the corresponding operation
sequences. Using Lemma 2.9, we know that Ω1 and Ω2 have the same type,
which means that P1 and P2 have the same set of openers SL and the same
set of closers SR. For the openers of P1, the corresponding items of the
permutation must be ordered from left to right, while for the closers the
corresponding items must be in the order π(1), π(2), . . . , π(n). The perfect
matching is then completely determined, as it must match each opener with
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the closer that corresponds to the same item. Hence P2 must have the same
underlying perfect matching.
Now assume that P1 and P2 are two proper colourings of the same perfect
matching P , and let π1 and π2 be the corresponding permutations. We will
prove that π1 = π2. The items of π1 corresponding to each arch of P1 are
given by the order of the openers. Then π1 is given by writing the items
corresponding to each arch in the order of the closers. As this does not
depend on the colouring of the perfect matching, we must have π1 = π2.
Proposition 2.5. The permutations of length n are in bijection with (un-
coloured) reduced perfect matchings of [2n], and the number of stacks in paral-
lel required to produce such a permutation π is equal to the number of colours
required to properly colour the corresponding reduced perfect matching τ .
Proof. Any permutation of length n can be sorted by n stacks in parallel,
and therefore must have a corresponding reduced, properly n-coloured per-
fect matching, and hence a corresponding reduced perfect matching. Con-
versely, each reduced perfect matching of [2n] can be properly coloured using
n colours, so it has a corresponding permutation. By the previous Propo-
sition, these correspondences are unique, so they define a bijection between
reduced perfect matchings and permutations. Now let π be a permutation
and let τ be the corresponding reduced perfect matching. π can be pro-
duced by m stacks in parallel if and only if it has a corresponding properly
m-coloured perfect matching, which occurs if and only if τ can be properly
m-coloured. Hence the number of stacks in parallel required to produce π is
equal to the number of colours required to properly colour τ .
Remark: Given a permutation π of length n one can construct the
corresponding reduced perfect matching by shuffling the sequence of openers
L1, L2, . . . , Ln with the sequence of closers Rπ(1), Rπ(2), . . . , Rπ(n), so that the
closers Rj appear as early as possible in the sequence subject to the condition
that Rj cannot appear before Lj. Then in the perfect matching, there is an
arch between each pair Rj, Lj. An example of this transformation is shown
in Figure 2.3
Remark: It follows from this that the question of sortability by m stacks
in parallel is equivalent to the properm-colouring question for reduced perfect
matchings. For any perfect matching τ of [2n], there is a reduced perfect
matching τ ′ of [4n] defined by adding a single arch after each opener in
τ . Moreover, the number of colours required to properly colour τ is equal
to the equivalent number for τ ′. Hence the question of sortability by m
stacks in parallel is equivalent to the proper m-colouring question for perfect
matchings. This is equivalent to the m-colouring question for circle graphs,
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Figure 2.3: The reduced perfect matching corresponding to the permutation
47316825. This perfect matching is properly 3-colourable, so the corresponding
permutation is 3sip-sortable.
using a simple correspondence used by Unger [204], so we recover the result
of Even and Itai [100] that msip-sortability of permutations is equivalent to
m-colourability of corresponding circle graphs. The exact correspondence
given by Even and Itai is different and a bit more complicated.
For m = 2, Albert and Bousquet-Mélou used this construction to enu-
merate 2sip-sortable permutations [3]. Their solution relates the generating
function for 2 colourable reduced perfect matchings (which are equinumerous
with 2sip-sortable permutations) with a generating function for 2 coloured
perfect matchings. 2 coloured perfect matchings are relatively easy to enu-
merate as they correspond to quarter-plane loops, using the map sending
red openers, blue openers, red closers and blue closers to N,E,S,W steps re-
spectively. Specifically Albert and Bousquet-Mélou proved that the counting
function P (t) of 2sip-sortable permutations is characterised by the following
system of equations(
















Q(a, u, x, 0)− au
2y − u− uy
x
Q(a, u, 0, y)
Q(a, u2) = Q(a, u, 0, 0)









In these equations, Q(a, u, x, y) is the generating function of square lattice
walks confined to the positive quarter-plane where a counts NW and ES
corners, u counts steps and x and y count the x and y coordinates of the
endpoint of the walk. Q(a, u) is the generating function of quarter-plane
returns to the origin where a counts NW and ES corners and u counts the
half-length. Q(a, u) is also the generating function for 2 coloured perfect
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matchings where u counts arches and a counts occurrences of an opener
immediately followed by a closer of a different arch.
The solution for m = 2 stacks in parallel utilises the fact that the num-
ber of ways of colouring a 2 colourable arch system is 2 to the power of the
number of connected components. For m ≥ 3, it remains easy to enumer-
ate m-coloured arch systems, using a correspondence with lattice paths in
m-dimensional space confined to the positive cone. The difficulty in enumer-
ating msip-sortable permutations occurs because there is no simple formula
for the number of proper m-colourings of an m-colourable perfect matching.
Indeed, Unger showed in [204] that for m ≥ 4, the problem of determin-
ing whether a perfect matching is m-colourable is NP-complete. Unger also
showed that there is a polynomial time algorithm in the case m = 3 [205],
which perhaps gives some hope of a solution to the enumeration problem of
3sip-sortable permutations.
Permutations sortable by a double ended queue
In this section we deduce the following equation relating the counting func-
tion D(t) for deque-sortable permutations to the counting function P (t) for
2sip-sortable permutations:
2D(t) = 2 + t+ 2Pt− 2Pt2 − t
√
1− 4P + 4P 2 − 8P 2t+ 4P 2t2 − 4Pt.
This allows us to characterise D(t) using a system of functional equations,
using the system of functional equations derived by Albert and Bousquet-
Mélou [3] which characterise P (t).
Notation and canonical operation sequences
Consider the operations I1, I2, O1, O2, where I1 and I2 represent input to the
top and bottom of the deque, respectively, and O1 and O2 represent output
from the top and bottom of the deque, respectively, as shown in Fig 2.4. We
will call a permutation deque-achievable if it can be produced by a deque,
and we will call it 2sip-achievable if it can be produced by two stacks in
parallel. Each achievable permutation can be encoded as a word over the
alphabet {I1, I2, O1, O2}, such that the total number of I’s is the same as the
total number of O’s, and any prefix contains at least as many I’s as O’s. We
call such a word an operation sequence. For example, the permutation 4123
is achievable as it is produced by the operation sequence I1I1I1I2O2O2O2O2
(see Fig 2.5). This permutation is not, however, 2sip-achievable.
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Figure 2.4: The input and output operations I1, I2, O1 and O2 on a deque.
Figure 2.5: The sorting procedure I1I1I1I2O2O2O2O2 produces the permutation
4123. This is the shortest permutation which cannot be produced by two stacks
in parallel.
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We call an operation sequence w a 2sip word if it has the additional
properties that for j = 1, 2 the total number of Ij’s is equal to the total
number of Oj’s, and each prefix contains at least as many Ij’s as Oj’s. In this
case, the operation sequence w corresponds to a 2sip-achievable permutation.
Note that if a permutation is 2sip-achievable then it is also deque-achievable,
but the converse does not hold.
Definition 2.6. We call an operation sequence w canonical if it has the
following three properties:
• (outputs eagerly) w contains no consecutive terms I1O2 or I2O1.
• (standard) Any 2sip sub-word of w begins with I1.
• (top happy) Whenever one of the letters I2 or O2 appears in w, the
number of preceding I’s in w must be at least two greater than the
number of preceding O’s. In other words, these two letters only appear
when there are at least two numbers already in the deque.
Note that this definition also defines what is meant by the terms outputs
eagerly, standard and top happy.
In Proposition 2.10 we will prove that every deque achievable permutation
π is produced by a unique canonical operation sequence. This is analogous
to a result in [3], which in our language states that every 2sip achievable
permutation π is produced by a unique standard 2sip-word which outputs
eagerly.
Lemma 2.7. Any achievable permutation π can be produced by a canonical
operation sequence.
Proof. Assign the ordering O1 < O2 < I1 < I2 to the letters. Since π is
achievable, it is produced by some operation sequence. Let w be the operation
sequence which produces π and which is lexicographically minimal. Then we
just need to show that w is canonical.
If w contains either I1O2 or I2O1 as a sub-word, then we can switch these
letters to produce w′ < w, where w′ also produces π. But this contradicts
the minimality of w, so w does not contain either I1O2 or I2O1. Hence w
outputs eagerly.
Suppose that w contains a 2sip sub-word v which begins with I2. Then
we can form v′ by changing each subscript in v to the other subscript. Note
that v′ begins with I1, so v
′ < v. Moreover, v and v′ have the same effect
on the state of the machine as each other. Hence, if w = avb, then the word
w′ = av′b produces the same permutation π. But w′ < w, which contradicts
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the minimality of w. So w does not contain a 2sip sub-word beginning with
I2. Hence, w is standard.
Now suppose that w can be split up as w = uv, where the number of
I’s in u is at most one more than the number of O’s, and where v begins
with either I2 or O2. Then we can form v
′ by changing each subscript in v
to the other subscript. Note that v′ begins with I1 if v begins with I2, and
v′ begins with O1 if v begins with O2, so in either case v
′ < v. After u is
applied to the machine, the deque contains at most one element, so v′ and
v have the same effect on the machine, with v′ essentially doing everything
on the opposite end of the deque to v. Hence uv′ produces π. Moreover,
uv′ < uv = w, contradicting the minimality of w. Therefore, w cannot be
split as uv in this way, so whenever one of the letters I2 or O2 appears in
w, the number of preceding I’s in w must be at least two greater than the
number of preceding O’s. Hence, w is top happy.
Therefore, w is standard, top happy and outputs eagerly. Hence w is
canonical.
The proof that this operation sequence is unique is not so straight forward.
As in [3] (and Section 2.2), we will consider the type of an operation sequence
w:
Definition 2.8. The type of an operation sequence w is the word over the
alphabet {I, O} obtained by deleting all of the subscripts of w.
Lemma 2.9. If two operation sequences u and v produce the same permuta-
tion π and both output eagerly, then u and v have the same type. Moreover,
the ith operation of u moves the same item as the ith operation of v.
Proof. Let u = u1u2 . . . u2n and let v = v1v2 . . . v2n. We will prove the lemma
by induction. Assume that for some k, the words u1 . . . uk and v1 . . . vk have
the same type. We will prove that the letters uk+1 and vk+1 also have the
same type, and move the same item as each other. After the kth operation,
both u and v have the same number of input steps and the same number of
output steps as each other, so, since they produce the same sub-permutation
π, the items currently in the deque according to u must be the same as
the items currently in the deque according to v, though the order may be
different. Since u and v output eagerly, they will both output at this point
if and only if the next item to be output is currently in the deque. Since this
is the same for both u and v, the letter uk+1 and vk+1 have the same type.
Moreover, if they are both output steps, then the element for each will be
the next element to be output, whereas if they are both input steps, the item
moved will be the next element in the input. In both cases the item moved
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is the same for both u and v. This completes the induction, so u and v have
the same type.
Proposition 2.10. Every deque-achievable permutation π is produced by a
unique canonical operation sequence.
Proof. We have already shown that every deque-achievable permutation is
produced by some canonical operation sequence, so it remains to show that
this operation sequence is unique. Let u and v be two canonical operation
sequences that produce the permutation π, with u ≤ v. Then we just need
to show that u = v.
Suppose for the sake of contradiction that u < v. Let u = u1 . . . u2n and
let v = v1 . . . v2n, and let k be minimal such that uk 6= vk, so uk < vk. Note
then that before the kth move, the position of the deque, input and output
is the same according to either u or v. By Lemma 2.9, u and v have the
same type, so the letters uk and vk have the same type. Therefore, uk, vk
are either O1, O2, respectively, or I1, I2, respectively. Since vk is O2 or I2,
and v is top happy, there must be at least two items in the deque before this
move. Now, by Lemma 2.9, the element moved by uk and vk must be the
same, but uk and vk act at opposite ends of the deque, so they must both
be input operations. Therefore, uk = I1 and vk = I2. We will now obtain a
contradiction by showing that the operation sequence v is not standard.
Define the sequences k0, k1, . . . , km and l0, l1, . . . , lm of indices in {k, . . . , 2n}
as follows:
• k0 = k
• For each i, the operations vki and vli move the same item, with vki an
input and vli an output move. In particular, this determines l0.
• For i ≥ 0, the values ki+1 and li+1 are chosen inductively so that ki <
ki+1 < li < li+1. Moreover, they are chosen to maximise li+1. If no
such ki+1 and li+1 exist, then we set m = i and terminate. Note that
the process must terminate at some point since l1, l2, . . . is a sequence
of integers which is increasing and bounded above.
For 0 ≤ i ≤ m, let ti ∈ {1, 2} be the value such that vki = Iti
Let D be the set of items which are in the deque just before operation k.
Let vj be the first operation which outputs an item in D, and let this item be
d. Then d must be at one of the ends of the deque just before operation k.
We will prove the following statements for 0 ≤ i ≤ m in a single induction:
• k ≤ ki < j.
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• uki = I3−ti . That is, uki and vki put the element they move at opposite
ends of the deque.
• li < j.
• vli = Oti . So vki and vli act on the same side of the deque.
• vli = Oti .
• uli = O3−ti . So uki and uli act on the same side of the deque.
• uli = O3−ti .
For the base case, by the definition of k and j, we have k0 = k < j and
uk0 = uk = I1 = I3−t0 .
Now for the inductive step. We will assume that k ≤ ki < j and uki =
I3−ti and show that li < j, vli = Oti , uli = O3−ti , k ≤ ki+1 < j and
uki+1 = I3−ti+1 . Let ai be the item moved by operations uki , vki , uli and vli .
Since uki = I3−ti and vki = Iti , we have {uki , vki} = {I1, I2}. Therefore, one
of vki and uki places ai on the end of the deque which d has to be removed
from. So ai must be removed before move j, hence li < j. Since there is an
item d on the deque throughout the whole time that ai is on the deque, the
input and output operations which move ai must act on the same side of the
deque. Hence, vli = Oti and uli = O3−ti . Now to finish the induction, we just
need to show that k ≤ ki+1 < j and uki+1 = I3−ti+1 , in the case where i < m.
First, k ≤ ki < ki+1 < li < j.
Also, by construction, the output move vli = Oti for ai occurs between
the input and output moves for ai+1, so we must have vki+1 = I3−ti , so
ti+1 = 3− ti. Similarly, uki+1 = Iti = I3−ti+1 . This completes the induction.
We will now show that w = vkvk+1 . . . vlm is a 2sip word. Since lm < j,
nothing is output from the deque from D. Now, suppose some item is input
but not output by w. Let the input and output moves of that item be va and
vb, so k < a < lm < b and let i be maximal such that ki < a. If i = m then
km < a < lm < b, which means that we shouldn’t have terminated at m. If
i < m then ki < a < ki+1 < li < li+1 < b, which contradicts the maximality
of li+1. Hence every item which is input by w is also output by w. Therefore,
vk . . . vlm is a 2sip sub-word of v which begins with I2, so v is not standard.
This contradicts the statement that v is canonical, so we must have u = v.




In the previous subsection we showed that every deque-achievable permuta-
tion is produced by a unique canonical operation sequence, hence the number
of deque achievable permutations of length n is equal to the number of canon-
ical operation sequences of length 2n. Recall that this sequence is given by
the generating function D(t).
Recall that Q(a, u) is the generating function for quarter-plane loops,
counted by half-length, conjugate to the variable u and number of NW or
ES corners, conjugate to a. Let P (t) be the length generating function for
permutations which can be produced by two stacks in parallel. We note that
this is the same as the generating function for standard 2sip words which
output eagerly, counted by half-length. Now using Corollary 9 from [3], we









= 2P − 1. (2.1)
Now we will define some new generating functions to characterise the
length generating function D(t) of deque-achievable permutations. We will
call a non-empty operation sequence unbreakable if it contains no 2sip sub-
words, apart from possibly itself, and the deque is never empty during the as-
sociated procedure. Let M(a, u, x) be the generating function for top happy,
unbreakable operation sequences, counted by half-length, conjugate to u,
number of appearances of a sub-word I1O2 or I2O1, conjugate to a, and
number of times when there is only one element in the deque, conjugate to
x.
We define a bi-coloured Dyck path to be a Dyck path where each step
is coloured red or blue. A multicoloured peak is an up-step followed by a
down-step of the opposite colour. Let T (a, u, x) be the generating function for
bi-coloured Dyck paths, where every step from height 0 or 1 is red, counted
by half-length, conjugate to u, number of multicoloured peaks, conjugate to
a, and number of vertices of the path at height 1, conjugate to x.
We define a new generating function Q1(a, u, x) for quarter-plane loops
where every step from the origin is N , counted by half-length, conjugate to
u, number of NW or ES corners, conjugate to a, and number of steps to
the origin, conjugate to x. This is related to Q by Q(a, u) = Q1(a, u, 2).
We can also think of Q and Q1 as generating functions for 2sip words, by
replacing each N , E, S, W step in the quarter-plane loop with I1, I2, O1, O2,
respectively. Then Q(a, u) is the generating function for 2sip words, counted
by half-length, conjugate to u and number of appearances of a sub-word I1O2
or I2O1, conjugate to a. The generating function Q1(a, u, x) is similar, except
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that it only counts those 2sip words where every letter which appears after
an equal number of I’s and O’s is an I1. The other difference is that Q1
also counts these words by the number of times there are an equal, non-zero
number of I’s and O’s, conjugate to x.
Lemma 2.11. The generating function T (a, u, x) is given by the equation
T (a, u, x) =
4 + 2xu− 2xau− x+ x
√
1− 12u+ 4u2 − 4au+ 4a2u2 − 8au2
4− 2xu− 2xau− x+ x
√
1− 12u+ 4u2 − 4au+ 4a2u2 − 8au2
.
(2.2)
Proof. Let T1(a, u, y) be the generating function for bi-coloured Dyck paths,
where each step from height 0 is red, counted by half-length, conjugate to u,
multicoloured peaks, conjugate to a, and number of vertices of the path at
height 0, including the end points, conjugate to y. Let T2(a, u) be the gener-
ating function for bi-coloured Dyck paths, counted by half-length, conjugate
to u, multicoloured peaks, conjugate to a. Note that each multicoloured
Dyck path ω satisfies exactly one of the following:
• ω is empty,
• ω is made up of a peak followed by a (possibly empty) multicoloured
Dyck path,
• ω is made up of an up-step, followed by a non-empty multicoloured
Dyck path, followed by a down-step, followed by a (possibly empty)
multicoloured Dyck path.
The contribution to T2 from the first case is simply 1.
In the second case, the 4 possible peaks are counted by u(2a+ 2), so the
total contribution to T2 from this case is u(2a+ 2)T2.
In the third case, the contribution is simply 4u(T2− 1)T2. The multiplier
4 arises because there are four possibilities for the colours of the up step and
down step. T2−1 counts the first (non-empty) path and T2 counts the second
path. The term u is in the expression because the half length of ω is one
more than the sum of the half lengths of the shorter paths. Hence we get the
equation
T2(a, u) = 4u(T2 − 1)T2 + u(2a+ 2)T2 + 1.
Solving the quadratic gives
T2(a, u) =
1 + 2u− 2au±
√




Note that since T2(a, 0) = 1, we must use the negative square root, so
T2(a, u) =
1 + 2u− 2au−
√
1− 12u+ 4u2 − 4au+ 4a2u2 − 8au2
8u
.
We now calculate T1(a, u, y) in a similar way. Each multicoloured Dyck
path ω, where each step from height 0 is red, satisfies exactly one of the
following:
• ω is empty,
• ω is made up of a peak followed by a (possibly empty) multicoloured
Dyck path,
• ω is made up of a red up-step, followed by a non-empty multicoloured
Dyck path, followed by a down-step, followed by another (possibly
empty) multicoloured Dyck path where each step from height 0 is red.
The contribution to T1 from the first case is simply y.
In the second case, the two possible peaks are counted by uay + uy, so
the contribution to T1 from this case is (uay + uy)T1.
In the third case, the half length of ω is one more than the sum of the
half lengths of the shorter paths and the number of vertices at height 0 is
one more than the number of vertices at height 0 in the second path. Hence
the contribution from this case is 2uy(T2− 1)T1. Hence, we get the equation
T1(a, u, y) = 2uy(T2 − 1)T1 + (uay + uy)T1 + y.
Solving this using the formula for T2 gives
T1(a, u, y) =
4y
4 + 2yu− 2yau− y + y
√
1− 12u+ 4u2 − 4au+ 4a2u2 − 8au2
Finally, we can calculate T (a, u, x) in a similar way. Each multicoloured
Dyck path ω, where each step from height 0 or 1 is red, satisfies exactly one
of the following:
• ω is empty
• ω is made up of a red up-step, followed by a (possibly empty) multi-
coloured Dyck path, where each step from height 0 is red, followed by
a red down-step, followed by another (possibly empty) multicoloured
Dyck path where each step from height 0 or 1 is red.
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The contribution to T from the first case is simply 1. In the second case, the
half length of ω is one more than the sum of the half lengths of the shorter
paths, and the number of multicoloured peaks in ω is equal to the sum of
the numbers of multicoloured peaks in the two shorter paths. The number
of vertices at height 1 in the long path is equal to the number of vertices at
height 0 in the first short path, plus the number of vertices at height 1 in the
second short path. Hence,
T (a, u, x) = uT1(a, u, x) · T (a, u, x) + 1
Solving this using the formula for T1 gives
T (a, u, x) =
4 + 2xu− 2xau− x+ x
√
1− 12u+ 4u2 − 4au+ 4a2u2 − 8au2
4− 2xu− 2xau− x+ x
√
1− 12u+ 4u2 − 4au+ 4a2u2 − 8au2
as required.
Lemma 2.12. The generating function Q1(a, u, x) is given by the equation




Proof. Let U(a, u) be the generating function for non-empty quarter-plane
loops, which only touch the origin at the start and end, counted by half-
length, conjugate to u and number of NW or ES corners, conjugate to a.
Then each loop counted by Q can be written uniquely as a sequence of loops






U(a, u) = 1− 1
Q(a, u)
.
Now, by reflecting a loop about the line x = y, we see that amongst the loops
counted by U with a given half-length and number of NW or ES corners,
exactly half begin with N . Hence, each loop counted by Q1 can be written
uniquely as a sequence of loops counted in 1
2
U . Moreover, the power of x
in the corresponding monomial in Q1 is equal to the number of terms in the
sequence of loops from 1
2
U . Therefore, we have the equation






Hence, we can write Q1 in terms of Q as desired










Before we can relate these generating functions to M and D, we will
need to consider a decomposition of operation sequences, as described in the
lemma below. In Lemma 2.15 we will show that this decomposition is unique.
Lemma 2.13. Given a non-empty operation sequence w it is possible to
decompose w as
w = x1w1x2w2 . . . x2m−1w2m−1x2mv,
where m ∈ Z>0, each xi ∈ {I1, O1, I2, O2}, such that x1x2 . . . x2m is an un-
breakable operation sequence, each wi is a (possibly empty) 2sip sub-word,
and v is an operation sequence.
Proof. We construct the decomposition as follows: First we decompose w as
w = uv, so that the first point at which the deque is empty is immediately
after u is applied, in other words, u is the minimal, non-empty prefix of w
which is also an operation sequence. Note that we may have u = w. Since
the deque is empty before and after v is applied, v is an operation sequence.
Now, x1 must be the first letter of u. Then, for each i, we let wi be
the longest 2sip sub-word of u which starts immediately after xi. Note that
this necessarily exists, since wi can always be the empty word. Then xi+1 is
the letter after wi. We continue this until we have decomposed all of u as
u = x1w1 . . . wj−1xjwj. Note that u = x1w1 . . . wj and wj both contain an
equal number of I’s and O’s, so x1w1 . . . xj also contains an equal number
of I’s and O’s. But since u is minimal, wj must be empty. Note that by
definition, each wi is a 2sip sub-word. So we just need to prove that x1x2 . . . xj
is an unbreakable operation sequence. Since x1w1 . . . wj−1xj is an operation
sequence, and each wi is an operation sequence, it follows that x1x2 . . . xj is
an operation sequence. Also, if x1x2 . . . xi is an operation sequence for any
i < j, then x1w1 . . . xi is also an operation sequence, which contradicts the
minimality of u. Now we just need to show that x1 . . . xj contains no 2sip sub-
words, other than itself and the empty word. Suppose that it does contain
some 2sip sub-word xa . . . xi, with i ≥ a. If a > 1 then wa−1xawaxa+1 . . . xi
is also a 2sip sub-word, which contradicts the maximality of the length of
37
wa−1. If a = 1 and i < j, then xaxa+1 . . . xi is not an operation sequence,
so it is certainly not a 2sip sub-word. Hence a = 1 and i = j, so x1x2 . . . xj
contains no 2sip sub-words other than possibly itself. Therefore x1x2 . . . xj
is unbreakable.
Lemma 2.14. Let w be a non-empty operation sequence with the decompo-
sition
w = x1w1x2w2 . . . x2m−1w2m−1x2mv,
where m ∈ Z>0, each xi ∈ {I1, O1, I2, O2}, such that x1x2 . . . x2m is an un-
breakable operation sequence, each wi is a (possibly empty) 2sip sub-word,
and v is an operation sequence. Then any 2sip sub-word of w, which is not
a prefix, is contained in one of the words wi or v.
Proof. Let u = x1w1x2w2 . . . x2m−1w2m−1x2m. Suppose for the sake of con-
tradiction that some 2sip sub-word w′ of w is not contained in any wi or v,
and w′ is not a prefix of w.
First we consider the case where w′ does not intersect with v. Then let
w′ = sxiwixi+1wi+1 . . . xjt be a longer 2sip sub-word of u, where t is a prefix
of wj and s is a suffix of wi−1. Since t is a suffix of an operation sequence w
′
and a prefix of another operation sequence, it must be an operation sequence.
Moreover, since t is a prefix of a 2sip word, t is also a 2sip word. Similarly,
s is a 2sip word. Hence, s, wi, wi+1, . . . , wj−1, t are all 2sip words, as is w
′ =
swixi+1wi+1 . . . wj−1xjt, so xi+1xi+2 . . . xj is also a 2sip word. But this is a
contradiction, since x1x2 . . . x2m is unbreakable.
Now we consider the case where w′ intersects with v. Then we can write
w′ = u′v′, where u′ is a suffix of u and v′ is a prefix of v. Since w′ is not a
prefix of w, the word u′ is also not a prefix. Since w′ is not contained in v,
the word u′ is non-empty. Since u′ is a prefix of an operation sequence and
a suffix of an operation sequence, it is also an operation sequence. But then
u′ satisfies the properties of w′ in the first case, a contradiction.
Lemma 2.15. Given a non-empty operation sequence w there is a unique
way to decompose w as
w = x1w1x2w2 . . . x2m−1w2m−1x2mv,
where m ∈ Z>0, each xi ∈ {I1, O1, I2, O2}, such that x1x2 . . . x2m is an un-
breakable operation sequence, each wi is a (possibly empty) 2sip sub-word,
and v is an operation sequence.
Proof. Let w = x1w1x2w2 . . . x2m−1w2m−1x2mv be one such decomposition
of w. We just need to show that this is the same as the decomposition
constructed in Lemma 2.13.
38
First we will show that u = x1w1x2w2 . . . x2m−1w2m−1x2m is the shortest
operation sub-sequence starting from the start of w. Since each wi is an oper-
ation sequence, and x1 . . . x2m is an operation sequence, x1w1x2w2 . . . x2m−1w2m−1x2m
is an operation sequence. Let u′ be a non-empty prefix of u such that u′ 6= u.
Then u′ = x1w1 . . . xi−1wi−1xit for some i < 2m, where t is a prefix of wi.
Then, since x1 . . . x2m is unbreakable, there are strictly more I’s than O’s
in x1 . . . xi. Also, each wk contains an equal number of I’s and O’s and t
contains at least as many I’s as O’s. Hence u′ contains more I’s than O’s,
so it is not an operation sequence. Therefore, u is the shortest non-empty
prefix of w, which is also an operation sequence.
Finally, by the previous lemma, every 2sip sub-word of w, is either a
prefix of w or is contained in one of the words wi or v. Hence, each wi is
the 2sip sub-word of maximal length with that starting point. Therefore,
this decomposition is the same as the decomposition constructed in Lemma
2.13
Lemma 2.16. Let w be a non-empty operation sequence, with decomposi-
tion w = x1w1 . . . w2m−1x2mv. w is canonical if and only if the following
conditions hold:
• The (unbreakable) operation sequence s = x1x2 . . . x2m is top happy,
• Each 2sip word wi is standard and outputs eagerly,
• v is canonical,
• If some xixi+1 is either I1O2 or I2O1, then wi is non-empty.
Proof. If w is canonical, then w is top happy, so s is top happy and v is top
happy. Since w is standard and outputs eagerly, any sub-operation sequence
of w is also standard and outputs eagerly; in particular this includes each
wi, as well as v. Hence v is canonical. Finally the fourth condition follows
immediately from the fact that w outputs eagerly.
Now we will assume the four conditions and prove that w is canonical.
A sub-word of the form IO can only appear in w inside one of the sub-
words wi or v or as xixi+1, where wi is empty. The conditions clearly make
it impossible for such a sub-word to be either I1O2 or I2O1, so w outputs
eagerly. Now we consider w to be a bi-coloured Dyck path. Since s and v
are top happy, every step from height 0 or 1 in w which comes from s or
v is red. Any step from height 0 or 1 which comes from some wi, must be
at height 1 in w and height 0 in wi. Then this step must be red since wi is
standard. Finally, by Lemma 2.14, any 2sip sub-word of w is either a prefix
of w, contained in v or contained in one of the words wi. Hence, since each
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wi and v are standard, and w begins with I1, the word w is also standard.
Therefore, w is canonical.
Now recall that the generating function M(a, u, x) is the generating func-
tion for top happy, unbreakable operation sequences, counted by half-length,
conjugate to u, number of appearances of a sub-word I1O2 or I2O1, conju-
gate to a, and number of times when there is only one element in the deque,
conjugate to x.
Lemma 2.17. The generating function M satisfies the equation













Proof. We first note that given an operation sequence w, there is a corre-
sponding bi-coloured Dyck path, formed by replacing each I1 with a red
up-step, each I2 with a blue up-step, each O1 with a red down-step, and each
O2 with a blue down-step. Then the condition that the steps from height 0
or 1 in the Dyck paths counted by T are all red is equivalent to the condi-
tion that the corresponding operation sequence is top happy. Hence, we can
consider T (a, u, x) to be the generating function for top happy operation se-
quences, counted by half-length, conjugate to u, number of consecutive steps
I1O2 or I2O1, conjugate to a, and number of times in the procedure that the
deque contains exactly one element, conjugate to x.
For each non-empty operation sequence w counted by T (a, u, x) we con-
sider the decomposition w = x1w1x2w2 . . . x2m−1w2m−1x2mv described in
Lemma 2.15. In particular, we consider the contribution to T from all words
w with a given unbreakable operation sequence s = x1x2 . . . x2m. Since w is
top happy, s is also top happy, so we will only consider the top happy, un-
breakable operation sequences s, which are exactly the operation sequences
counted by M . Let q, r be the number of consecutive I1O2 or I2O1 steps and
number of times in the procedure given by s that the deque contains exactly
one element respectively. So the contribution of s to M(a, u, x) is aqumxr.
Now we calculate the contribution to T from all the words of the form
w, with s = x1x2 . . . x2m fixed. Call this the contribution of s to T . Each wi
which begins (and ends) at height 1 in the bi-coloured Dyck path correspond-
ing to w can be any 2sip word whose steps from height 0 in its bi-coloured
Dyck path are all red. Hence the possible words wi are exactly those counted
by Q1. Each wi which begins and ends with the deque containing more than
one element can be any 2sip word, and these are enumerated by Q. Also, the
possible words v are exactly those counted by T . Since the half-length of w
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is m plus the sum of the half-lengths of these sub-words, the contribution of
s to T (1, u, 1) is
umQ1(1, u, 1)
rQ(1, u)2m−r−1T (1, u, 1).
Now, each vertex at height 1 in the bi-coloured Dyck path corresponding to
w occurs in one of the words wi counted by Q1, or in v. The number of these
vertices in any word wi counted by Q1, is equal to the number of vertices in
the bi-coloured Dyck path of wi at height 0, which is 1 more than the power
of x in the contribution of wi to Q1(a, u, x). Since all other vertices at height
1 appear in v, the contribution of s to T (1, u, x) is equal to
um(xQ1(1, u, x))
rQ(1, u)2m−r−1T (1, u, x).
Now we just need to consider the number of sub-words I1O2 and I2O1 in w.
If we only consider the sub-sequences which occur in one of the words wi or
v, we would get the contribution
um(xQ1(a, u, x))
rQ(a, u)2m−r−1T (a, u, x).
The only other situation where one of the these sub-sequences occurs is when
one of the words wi is empty, and the surrounding letters xixi+1 form one of
these sub-words. Note that this cannot happen at height 1, since w is top
happy, so it only occurs in the case where wi is counted by Q. This case
is counted as 1 in Q(a, u) in the equation above, but it should be counted
as a. Moreover, this is relevant to exactly q of the words wi, exactly those
where xixi+1 is either the word I1O2 or I2O1. Hence, the contribution of s
to T (a, u, x) is
um(xQ1(a, u, x))
rQ(a, u)2m−r−q−1(Q(a, u) + a− 1)qT (a, u, x).
Therefore, any top happy, unbreakable operation sequence s which con-












to T (a, u, x), and this accounts for all of T (a, u, x) except for the 1 coming
from the empty word. Hence,
























Proof. Using Proposition 2.10, we know that D(t) is the generating function
for canonical operation sequences, counted by half-length. Using Lemma
2.16, we see thatD(t) is the generating function for words w which decompose
as w = x1w1 . . . w2m−1x2mv, where
• The (unbreakable) operation sequence s = x1x2 . . . x2m is top happy,
• Each 2sip word wi is standard and outputs eagerly,
• v is canonical,
• If some xixi+1 is either I1O2 or I2O1, then wi is non-empty.
As in the proof of the previous lemma, we will consider the contribution
of any given top happy, unbreakable operation sequence s = x1x2 . . . x2m to
D, assuming that s is counted by the monomial aqumxr in M(a, u, x). For
each i, the word wi can be any standard 2sip word which outputs eagerly,
except that it can’t be empty if xixi+1 is I1O2 or I2O1 and there are q such
values of i. Also, v can be any canonical operation sequence. Recall that
standard 2sip words which output eagerly are counted by P . Therefore, the
contribution of s to D(t) is



















Theorem 2.19. Let D(t) be the length generating function for permutations
which are sortable by a deque, and let P (t) be the length generating function
for permutations which are sortable by two stacks in parallel. Then D and P
satisfy the following two (equivalent) equations:
P (t) =




2D(t) = 2 + t+ 2Pt− 2Pt2− t
√
1− 4P + 4P 2 − 8P 2t+ 4P 2t2 − 4Pt. (2.7)
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Proof. First we substitute (2.3) into (2.4), to remove Q1:



















































































DP + P −D
. (2.8)
Finally, using the formula (2.2) for T and rearranging gives the desired result.
Analysis
The main purpose of this subsection is to reduce the problem of showing
that the generating functions P and D have the same radius of convergence
to a few conjectures about the generating function Q(a, u) for quarter-plane
loops. We will also give some evidence for the stronger conjecture below.
Conjecture 2.20. For n ∈ Z≥0, let pn be the number of permutations of
size n which are sortable by two stacks in parallel and let dn be the number
of permutations of size n which are sortable by a deque. We conjecture based
on Theorem 2.19 that pn ∼ const ·µn ·nγ and dn ∼ const ·µn ·n−3/2 for some
constants µ and γ.
We first list three Conjectures of Albert and Bouquet-Mélou which are
needed to show the above conjectures. The following are conjectures 10, 11
and 12 in [3], respectively.
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where each polynomial Pn has positive coefficients.







, if a ≥ −1/2,
−a
2(a− 1)2
, if a ∈ [−1,−1/2].
Conjecture 2.23. The series Qu(a, u) =
∂Q
∂u
is convergent at u = ρQ(a) for
a ≥ −1/3.
Let tc denote the radius of convergence of the generating function P (t).
Theorem 23 in [3] states that assuming the two Conjectures 2.21 and 2.23





≤ ρQ(1/P (t)− 1)





Moreover, the following corollary in [3] states that assuming the last three
conjectures are all true, the following equation holds:√
2P (tc) = 1 +
√
2tcP (tc). (2.9)
Note that in [3] S is used instead of P to denote the generating function for
permutations sortable by two stacks in parallel.
Theorem 2.24. Assuming the conjectures 2.21, 2.22 and 2.23, the number
of permutations of size n sortable by two stacks in parallel and the number of
permutations sortable by a deque of size n have the same exponential growth
rate.
Proof. It suffices to prove that the generating functions P (t) and D(t) have
the same radius of convergence tc. Since every permutation which is sortable
by two stacks in parallel is also sortable by a deque, the coefficients of D(t)
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are no smaller than the coefficients of P (t). Hence the radius of convergence
tD of D(t) satisfies tD ≤ tc. Therefore, it suffices to prove that D(t) is
convergent for t ∈ [0, tc).
Since P (t) is convergent for t ∈ [0, tc), the series
1− 4P (t) + 4P (t)2 − 8P (t)2t+ 4P (t)2t2 − 4P (t)t
is also convergent in this region. Since P (t) has positive coefficients, it is
increasing on the interval [0, tc]. Hence,
1 = P (0) ≤ P (t) ≤ P (tc) ≤
3
2












where equality holds if and only if t = tc. Taking square roots on both sides





we get the inequality √
2P (t) ≥ 1 +
√
2tP (t),
with equality if and only if t = tc. Now we can remove the square roots as















2P + 1 +
√
2tP )
=1− 4P (t) + 4P (t)2 − 8P (t)2t+ 4P (t)2t2 − 4P (t)t,
with equality if and only if t = tc. Since the series
1− 4P (t) + 4P (t)2 − 8P (t)2t+ 4P (t)2t2 − 4P (t)t
is convergent and positive for t ∈ [0, tc), the series√
1− 4P (t) + 4P (t)2 − 8P (t)2t+ 4P (t)2t2 − 4P (t)t
is also convergent in this domain. Hence, the series
2D(t) = 2 + t+ 2Pt− 2Pt2 − t
√
1− 4P + 4P 2 − 8P 2t+ 4P 2t2 − 4Pt
is also convergent in this domain.
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For the following analysis, we will assume that
P (t) = c0 + c1(1− t/tc) + c2(1− t/tc)α + o((1− t/tc)α), (2.10)
for some constants c0, c1, α and c2, with c2 6= 0. In Section 2.5 we will
present numerical evidence that α ≈ 1.473, but for the following theorem we
will assume only that 2 > α > 1.
Theorem 2.25. Assuming that P takes the form given in (2.10), and as-
suming the three conjectures 2.21, 2.22 and 2.23, we have
D(t) = D(tc) + b1(1− t/tc)1/2 + o((1− t/tc)1/2),
where D(tc) and b1 are given by the equations







Proof. First, using (2.7), we can rewrite (2.9) as
√





















= 1− 4c0 + 4c20 − 8c20tc + 4c20t2c − 4c0tc.
Now, recall that
2D(t) = 2 + t+ 2Pt− 2Pt2 − t
√
1− 4P + 4P 2 − 8P 2t+ 4P 2t2 − 4Pt.
Using (2.10) we can expand the expression under the square root as a power
series in (1− t/tc):
1−4P+4P 2−8P 2t+4P 2t2−4Pt = q1(1−t/tc)+q2(1−t/tc)α+o((1−t/tc)α),
where q1 and q2 are constants defined by
q1 = −4c1 + 8c0c1 − 16c0c1tc + 8c0c1t2c − 4c1tc + 8c20tc + 4c0tc − 8c20t2c
and
q2 = −4c2 + 8c0c2 − 16c0c2tc + 8c0c2t2c − 4c2tc.
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Since this expression is non-negative for t ∈ [0, tc], we must have q1 ≥ 0.
Taking the square root of this, we get
√
1− 4P + 4P 2 − 8P 2t+ 4P 2t2 − 4Pt
=(1− t/tc)1/2
√
q1 + q2(1− t/tc)α−1 + o((1− t/tc)α−1)
=
√
q1(1− t/tc)1/2 + o((1− t/tc)1/2).
Finally, we can use this to determine the asymptotics of D
2D(t) =2 + t+ 2Pt− 2Pt2 − t
√
1− 4P + 4P 2 − 8P 2t+ 4P 2t2 − 4Pt
=(2 + tc + 2c0tc − 2c0t2c)− tc
√
q1(1− t/tc)1/2 + o((1− t/tc)1/2).
Simplifying this using the equation
√
2c0 = 1 +
√
2tcc0 yields the desired
expressions for D(tc) and b1.
Theorem 2.26. With the same assumptions as in the previous theorem, and
the additional assumptions that b1 > 0 and α < 3/2, we have the expansion
D(t) = D(tc) + b1(1− t/tc)1/2 + b2(1− t/tc)α−1/2 + o((1− t/tc)α−1/2),







Proof. From the proof of the previous theorem we have
√
1− 4P + 4P 2 − 8P 2t+ 4P 2t2 − 4Pt
=(1− t/tc)1/2
√
q1 + q2(1− t/tc)α−1 + o((1− t/tc)α−1)
Since q1 > 0, we can expand this as a power series in (1− t/tc) as follows
(1− t/tc)1/2
√


















(1− t/tc)α−1/2 + o((1− t/tc)α−1/2).
Therefore, we have
2D(t) = 2 + t+ 2Pt− 2Pt2 − t
√
1− 4P + 4P 2 − 8P 2t+ 4P 2t2 − 4Pt








(1− t/tc)α−1/2 + o((1− t/tc)α−1/2).
Simplifying this using the equation
√
2c0 = 1 +
√
2tcc0 yields the desired
expression for b2.
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Algorithms for 2sip and deque-sortable permutations
In this section we describe the algorithm we used to generate N = 1336
coefficients of the 2sip series P (t) and deque series D(t).
Recall the equation of Albert and Bousquet-Mélou [3] relating the gener-
ating P (t) of 2sip-sortable permutations to a series Q(a, u) of quarter-plane
walks:









They also considered primitive permutations, which are permutations which
cannot be written as a sum π⊕τ where π and τ are non-empty permutations.
Equivalently to the equation above, Albert and Bousquet-Mélou showed that














It will be convenient to compute coefficients of p(t) and use those to compute
coefficients of P (t) rather than computing coefficients of P (t) directly. Note
that p(t) is called S• in [3].
The first step in the algorithm is to compute coefficients of Q(a, u). For
non-negative integers n, k, x, y, let s(n, k, x, y) denote the number of n step







s(2n, k, 0, 0)akun.
First we calculate s(n, k, x, y) for each n ≤ 2N and x, y ≤ min{n, 2N − n}
via the recurrence relation
s(n, k, x, y) =s(n− 1, k, x− 1, y) + s(n− 1, k, x, y − 1)
+s(n− 1, k, x+ 1, y) + s(n− 1, k, x, y + 1)
+s(n− 2, k − 1, x+ 1, y − 1)− s(n− 2, k, x+ 1, y − 1)
+s(n− 2, k − 1, x− 1, y + 1)− s(n− 2, k, x− 1, y + 1).
As k ≤ n/2 for all non-zero values of s(n, k, x, y), the number of terms
s(n, k, x, y) which need to be calculated is a quartic function of N , so this
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algorithm takes quartic time, assuming that addition takes constant time.
However, to calculate all of the terms s(n, k, x, y) for a specific value of n,
only the terms s(n− 1, k, x, y) and s(n− 2, k, x, y) are required, so it is only
necessary to keep terms in memory for at most three consecutive values of
n at the same time. Hence, the memory requirements of this algorithm are
cubic in N .
Now that we have calculated coefficients of Q(a, u), we can expand





− 1 + p
1− p
as a series in p and t. Next, calculate the first N terms of the series p(t)






Using the 2sip series, along with Theorem 2.19, one can quickly generate N
coefficients of the deque series D(t).
Calculating the series D(t) and P (t) from the terms in Q(a, u) is very fast,
so both the time and space requirements of this algorithm are determined by
the efficiency of calculating the coefficients of Q. We saw that this was quartic
in time and cubic in memory, however this did not take into account that
the number of digits required to store each number grows on average linearly
in N , as the numbers themselves grow exponentially. If this algorithm was
implemented as described, both the time and memory requirements would be
multiplied by a linear factor to account for this fact. To avoid this increased
memory consumption, one can run this entire algorithm modulo primes p ≈
263, then compute the coefficients of the series using the Chinese Remainder
Theorem, as long as the product of all primes used is larger than coefficient
[tN ]P (t). The number of primes required is therefore linear in N , so the time
requirement of this algorithm is in fact quintic in N . As the algorithm can
be run separately for each prime, the memory requirement remains cubic.
The series start:
P (t) = 1 + t+ 2t2 + 6t3 + 23t4 + 103t5 + 513t6 + 2760t7 + 15741t8 + · · ·
D(t) = 1 + t+ 2t2 + 6t3 + 24t4 + 116t5 + 634t6 + 3762t7 + 23638t8 + · · ·
In Section 2.5 we present an empirical analysis of these two counting
sequences using differential approximants. In Section 2.6 we use these exact
terms to deduce improved lower bounds on the growth rate of both deque-
sortable permutations and 2sip-sortable permutations. This also leads to an
improved lower bound on the growth rate of 2sis-sortable permutations.
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Figure 2.6: Two stacks in series
Permutations sortable by two stacks in series
In this section we describe the algorithm we have used to evaluate the ex-
act number of 2sis-sortable permutations of length n for n < 20. This is a
computationally difficult problem. The only existing series we can find in
the literature for n ≤ 10 are in the PhD thesis of Pierrot [167], and the last
two values are incorrect. We also note that Andrew Conway independently
calculated the terms for n ≤ 10, and these match our computations.
In Section 2.5, we present empirical analysis of the series using differential
approximants. This analysis suggests that the coefficients of the generating
function S(t) of 2sis-sortable permutations behave as
sn ∼ a · µnng,
where µ ≈ 12.4, g ≈ −2.5 and a ≈ 0.008.
Basic algorithm
We start with a simple, but inefficient algorithm to calculate the coefficients
of the OGF S(t), on which our more efficient algorithm is based. Consider the
three moves ρ, which pushes the next element from the input onto the first
stack, λ, which pushes the top element of the first stack onto the second stack,
and µ, which outputs the top element of the second stack as shown in Figure
2.6. We have already defined sortable permutations. We call a permutation
of length n achievable if it is possible to output that permutation, starting
with the numbers 1, 2, . . . , n in order. Rather than enumerating sortable
permutations directly, we will instead enumerate achievable permutations,
since the two classes share the same OGF. We call a word w over the alphabet
{ρ, λ, µ} an operation sequence if w corresponds to a permutation. That is, w
is called an operation sequence if w contains an equal number of occurrences
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of each of the three letters, and after any point in w, the letter ρ has appeared
at least as many times as λ, which has appeared at least as many times
as µ. Call two operation sequences equivalent if they produce the same
permutation. Note that this also means that they sort the same permutation.
The basic algorithm, which we will call algorithm 1, works as follows:
• Define the function addreachableperms which takes in the state S of
the sorting machine, and a set of permutations and adds every permu-
tation which can be achieved from that state to the set, by recursively
calling the same function on each of the three or fewer states which can
be reached from S by one of the moves ρ, µ, or γ.
• create an empty set P of permutations.
• Call the function addreachableperms on the initial state of the stack
and the set P
• Then the nth coefficient of the OGF is equal to the size of P , since the
permutations in P are exactly the achievable permutations of size n.
This algorithm is very slow because it has to consider all operation se-
quences of size 3n separately, and the number of operation sequences of length
3n grows like 27n.
Forbidden words and regular languages
The first improvement which we make is to reduce the number of operation
sequences which the algorithm has to consider by removing many operation
sequences which create the same permutation. Call two operation sequences
equivalent if they create the same permutation. We define the ordering ρ <
λ < µ, and we call an operation sequence optimal if it is lexicographically
larger than any other equivalent operation sequence. Rather than parse all
operation sequences of size 3n, we now only insist that we parse all optimal
operation sequences, since these will still create all achievable permutations.
Call a word v over the alphabet {ρ, λ, µ} forbidden if there is another word
v′ > v, which has the same effect on the sorting machine as v. Note that if an
operation sequence w has a forbidden subword v, then we can change v to v′
in w to create an equivalent operation sequence w′. Moreover, w′ > w, so w
is not optimal. Hence, any optimal operation sequence contains no forbidden
words. Note that ρµ is a forbidden word, since it has the same effect on the
sorting machine as µρ. Also, ρλµλ is a forbidden word since it has the same
effect on the sorting machine as λρλµ. For letters x and y, we call a word
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v over the alphabet {x, y} an x, y-Catalan word if the following conditions
hold:
• v contains an equal number of x’s and y’s
• for any leading subword u of v, the word u contains at least as many
x’s as y’s.
In other words, if we replace each x in v with an up step and each y in v
with a down step, we get a Dyck path. Note that if u is a ρ, λ-Catalan word,
and v is a λ, µ-Catalan word, then the effect of u on the sorting machine is
to move and permute items from the input to the second stack. The effect
of v is to move and permute items from the first stack to the output. Hence,
these two operations commute, so uv and vu are equivalent. Since u begins
with ρ and v begins with λ, we have uv < vu, so uv is a forbidden word.
We now construct the deterministic infinite state automaton Γ shown in
Figure 2.7, which accepts all words which are not forbidden, as well as some
words which are forbidden. For an operation sequence w of size at most
3n, the word w is accepted by Γ if and only if w does not contain any of
the words ρµ, ρλµλ or any word of the form uv, where u is a ρ, λ-Catalan
word, and v is a λ, µ-Catalan word. Since all of these words are forbidden,
any operation sequence w which is not forbidden is accepted by Γ. For any
integer m, at least m occurrences of the letter ρ are required to reach any of
the states am, bm or cm, and at least m + 2 occurrences of the letter λ are
required to reach the state dm. hence, for operation sequences of size n, we
only need to construct the finite state automaton Γn, consisting of the 4n
states s0, s1, a1, . . . , an, b1, . . . , bn, c1, . . . , cn, d1, . . . , dn−2.
Next, we create two functions to construct a more restrictive DFA Γ′n,
which still accepts all optimal operation sequences. The first function inputs
a list of words over the alphabet {ρ, λ, µ} and outputs a DFA which accepts
the regular language of all words which do not contain any elements of the
input list as subwords. This DFA contains one state for each possible suffix
of length at most k − 1, where k is the maximum length amongst words in
the input list. The second function inputs two DFAs and outputs the DFA
which accepts the intersection of the languages accepted by each of the two
input DFAs. Now, using a simple brute force algorithm, we make a list l of all
forbidden words of length at most 14 which contain no other forbidden words,
and which are accepted by Γ. Using the first function, we construct the DFA
Γl which accepts the language of all words which do not contain a subword in
l. Then every word which is not accepted by Γl contains some forbidden word
u in l, and is hence forbidden. We then use the second function to construct
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Figure 2.7: The infinite state automaton Γ
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and Γn. In total there are 207 words in l, made up of 2, 4, 8, 13, 22, 81
and 77 words of lengths 7, 9, 10, 11, 12, 13 and 14, respectively. The two of
length 7 are ρλρλµµλ and ρλλρλµµ, which are forbidden since they have the
same effect on the sorting machine as λρλρλµµ and λρρλµµλ, respectively.
Now, our new algorithm works the same way as in Section 2.4.1, except
that the function addreachableperms also takes in the current state A of Γ′n,
and only recursively calls itself using one of the letters which is accepted from
state A. Now, rather than considering all operation sequences of size 3n, the
new algorithm only considers those operation sequences which are accepted
by Γ′n.
The improvements to the algorithm so far significantly decrease the ex-
ponential factor in the time requirement, from 27 to about 13. However the
algorithm still stores every achievable permutation of length n in memory at
the same time. In the Section 2.5 we see that the number of such permuta-
tions is approximately 12.4n, so any improvements of the form which we have
presented so far will not reduce the time or memory requirements below this
factor.
Increment-avoiding permutations
Our next improvement to the algorithm decreases the exponential factor by
1, and we do not improve on the factor for time any more than this. Let
p = a1 . . . an be a permutation and let I ⊂ {1, 2, . . . , n}. We define the
subpermutation p|I to be the pattern of the elements from I in p, and define
p̂|I = p|{1,...,n}\I . For example, 2̂4315|{2,3} = 24315|{1,4,5} = 213. Note that
any subpermutation of an achievable permutation is also achievable. Let p
be a permutation such that aj+1 = aj + 1 for some j (sometimes called an
increasing bond). Since p is achievable, p̂|{aj} is achievable. On the other
hand, if p̂|{aj} is achievable, then there is some operation sequence w which
creates it. Now replace each letter which moves aj in w with two copies of
that letter, to form a new word w′. Then the two copies of each letter will
move aj and aj+1, and aj will enter the first stack immediately before aj+1,
then aj + 1 will enter the second stack immediately before aj and finally, aj
is output immediately before aj + 1. Since the order of everything else stays
the same, the word w′ creates the permutation p. Therefore, p is achievable
if and only if p̂|{aj} is achievable.
Now, instead of considering all achievable permutations with the algo-
rithm, we only consider permutations a1 . . . an for which there is no j satis-
fying aj+1 = aj + 1. Call these increment-avoiding permutations (sometimes
called plus-irreducible permutations). Let rn be the number of these permu-
tations, and define the generating function R(t) = r0 +tr1 + . . .. Then we can
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uniquely create any 2sis-achievable permutation by choosing a permutation
π counted by R and replacing each number in π with any positive number
of consecutive integers. Hence S(t) = R(t/(1− t)). By taking the coefficient









The only change we make to the algorithm presented previously to instead
calculate the number of increment-avoiding permutations is to forbid an item
from being output if it is exactly one greater than the previous item output.
Memory consumption and parallelisation
Using the algorithm described so far, it is still necessary to list every achiev-
able, increment-avoiding permutation of size n at the same time. To avoid
this restriction, we choose some positive integer m < n, and write a func-
tion numpermswithprefix, which inputs n and a sequence s of m distinct
elements of {1, . . . , n} and outputs the number of achievable, increment-
avoiding permutations of size n which begin with the sequence s. This al-
gorithm works in the same way as before except that the first m elements
output must be the correct elements of s. We then run this function on all
such sequences s and add up the results. For small values of m this algorithm
only takes a little longer than the original algorithm because most of the time
is spent while the operation sequence is long and the output is nearly com-
plete. Since we call the function on different sequences s separately, it is only
necessary to store all of the (achievable, increment-avoiding) permutations
which begin with some sequence s at any one time. Note also that we only
have to remember the last n−m elements of each permutation. As a result,
the limiting factor for this algorithm is now the time requirement.
We now parallelise the algorithm, by running the numpermswithprefix
on different sequences s at the same time on different cores.
Results
We ran this algorithm for n < 20 using m = 6. The program ran for 43 days
on 64 cores. The coefficients of the OGF for n < 20 are given as a list below.
[1, 1, 2, 6, 24, 120, 720, 5018, 39374, 337816, 3092691, 29659731, 294107811,
2988678546, 30935695794, 324832481490, 3450158410649, 36993206191004,
399827092167771, 4351269802153188].
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Empirical analysis using differential approxi-
mants
In this section we make a numerical study of the three generating functions
P (t), D(t) and S(t), for 2sip-sortable permutations, deque-sortable permuta-
tions and 2sis-sortable permutations. We use the two most common methods
of series analysis, the ratio method and the method of differential approx-
imants. Full details of these methods can be found in, for example, [122].
Both methods aim to estimate the radius of convergence (r.c.) zc and asso-
ciated exponent θ of functions whose asymptotic behaviour is given by





, as z → z−c . (2.11)
It follows that
fn = [z





The ratio method, as the name implies, relies on extrapolating the ratio of













Clearly, extrapolating the ratios rn against 1/n should, for sufficiently large
n, give a linear plot which extrapolates to 1/zc at 1/n = 0. The gradient is
−(θ+1)/zc. So from the intercept one can estimate the radius of convergence,
and from the gradient and the estimate of the radius of convergence, one can
estimate the exponent θ. In favourable cases, where the singularity is precisely
as given in (2.11), the term o(1/n) can be replaced by O(1/n2), and the ratio
plot will usually be linear from quite low values of n.
If the r.c. is known, or very accurately estimated from some other method,
it follows from (2.13) that a more precise estimate of the exponent can be
made from estimators
θn = n(1− zc · rn)− 1 + o(1), (2.14)
where in favourable cases the term o(1) can be replaced by O(1/n).
56
Even if the r.c. is not known, one can obtain an estimate of the exponent















So we can define θn, an estimator of the exponent θ, as
θn = (tn − 1)n2 − 1 = θ + o(1). (2.16)
where again, in favourable cases, the term o(1) can be replaced by O(1/n).
Method of differential approximants
The method of differential approximants [122] fits the known coefficients of
a power series to a number (typically 10 or 12) of holonomic differential
equations, and uses the critical parameters (the radius of convergence and
exponent at that point) of those differential equations as estimators of the
corresponding quantities for the underlying series expansion.
More precisely, one uses the known series coefficients to find polynomials










F̃ (z) = P (z) (2.17)
agrees with the known coefficients of the function F (z) being approximated.
The order M of the ode we refer to as the order of the approximant.
Constructing such differential approximants (DAs) is straightforward com-
putationally, and only involves solving a linear system of equations. Several
such DAs are constructed by varying the degrees of the polynomials Qk(z)
and P (z), while still using most, or all of the known series coefficients. The
singularities are given by the zeros zi, i = 1, . . . , NM of QM(z), where NM is
the degree of QM(z). We take as the dominant singularity that which is both
closest to the origin and common to all (or almost all) the DAs. Critical
exponents θi follow from the indicial equation of the DA. Our predictions of
these critical exponents assumes a regular singular point. For the simplest
(and most frequent) situation where there is a single root of QM(z) at zi,




Slightly more complicated expressions are known for the cases of double,
triple etc. roots. Further details of both methods can be found in [122].
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Analysis of series for deques and 2sip
We subjected the first 500 terms of the series P (t) for 2sip-sortable permuta-
tions and D(t) for deque-sortable permutations to differential approximant
analysis.
For 2sips, 6th order DAs show the dominant singularity to be at tc =
0.1207524975763(2) with an exponent 1.47309(3), with another exponent
with the value 1.94652(2) at tc = 0.1207524975763(1). A third exponent
at the same place with the value 4.72(4) is also suggested. The quoted errors
reflect only the scatter in individual approximant estimates, and because of
the presence of confluent singularities should be multiplied by a factor of 10
at least to be on the safe side.
With 8th order DAs, we find the dominant singularity to be at tc =
0.1207524975763(2) with an exponent 1.47309(4), and with another exponent
1.94652(2) at tc = 0.1207524975764(8). A third exponent at the same place
with the value 4.72(4) is also suggested.
For the deque series, the unbiased analysis showed the dominant singular-
ity to be at zc = 0.12075249773(4), with exponents values of 0.507(4), 0.970(2),
and 1.414(1). The uncertainties quoted just reflect the variability in the es-
timates across many DAs, and the lack of overlap between zc estimates for
deques and 2sips beyond the 10th significant digit suggests that they are
too optimistic. Nevertheless, 10-digit agreement gives considerable credence
to the conjecture that they are indeed equal, and we assume this for the
subsequent analysis. The dominant exponent is very close to 1/2 exactly,
which provides numerical support for the conjectured square-root singularity
obtained in the previous section.
Another way to study the exponents for these two problems is by the ratio
method. We write [tn]P (t) ∼ const · µn · ngp and [tn]D(t) ∼ const · µn · ngd .




∼ const · nθ,




∼ 1 + θ
n
+ o(1/n).
We can estimate the exponent θ by extrapolating a sequence of estimators
{θn}, defined by n · (rn − 1) ∼ θn + o(1). The result is shown in Figure
2.8, in which θn is shown extrapolated against 1/n. While it is difficult to
extrapolate this curve, a limit in the range [-0.975– -0.972] looks plausible.
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Figure 2.8: Exponent estimates θn plotted against 1/n. Note limit appears to be
around -0.974.
We also analysed the deque series by the ratio method. From eqn (2.16),
estimators of the deque exponent gd can be found, and these are shown
extrapolated against 1/n in Fig 2.9. The plot is quite linear and is clearly
going to a value close to −1.5.
We can refine this by calculating the exponent g more precisely from the
local gradient of the previous curve. This is hn = (gn− gn−1)n(1−n), where
gn is the n
th estimator of gd. Then a straight line with this gradient will
meet the ordinate at gn − hnn , which should be a refined estimator of the
exponent g. This plot is shown in Fig 2.10. That the curve appears to be
going slightly below -1.5 is, we believe, of no consequence. We believe that
if we had several thousand terms we would see this curve pass through a
minimum, and increase to -1.5 exactly.
Accepting the conjectured square-root singularity of the deque generating
function, numerical results thus far suggest that
D(t) = D(tc) + b1
√
1− t/tc + b2(1− t/tc)α−1/2 + · · · (2.18)
where 1 < α ≈ 1.47 < 3/2, as this gives the value 0.97 observed as the
sub-dominant exponent for deques. Similarly, it appears that
P (t) = P (tc) + c1(1− t/tc) + c2(1− t/tc)α + o((1− t/tc)α), (2.19)
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Figure 2.9: Exponent estimates gn plotted against 1/n for deques. The limit
appears to be g ≈ −1.5.
Figure 2.10: Extrapolated exponent estimates hn plotted against 1/n for deques.
The limit appears to be around g ≈ −1.500.
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as predicted in Theorem 2.26. Recall our prediction from Theorems 2.25 and
2.26 that













where c0 = P (tc).
We also estimated the value of c1 numerically from Padé approximants to
the series for P (t)−P (tc), evaluated at t = tc. Numerical estimates of c1 give
b1 ≈ −0.0540 from (2.21), which is precisely equal to direct estimates of b1




and evaluated the approximants at t = tc. Furthermore, using this amplitude
value b1, and subtracting b0 + b1
√
1− t/tc from the deque series D(t) gives a
remainder series that behaves as const · (1− t/tc)θ, where θ ≈ 0.973. So both
ratio and differential approximant analyses clearly identify this confluent
exponent.
Similarly, we analysed the series for two stacks in parallel by the ratio
method. The exponent estimators gn, given by eqn (2.14), are plotted against
1/n in Figure 2.11. The plot is visually quite straight and is clearly going to
a limit of about -2.475, as shown in Fig 2.11.
As with the deque series, we can refine this exponent estimate by calcu-
lating the exponent g more precisely from the local gradient of the previous
curve. The refined estimate of the exponent g is shown in Fig 2.12, and from
that plot a limit around -2.474 seems quite plausible.
So the ratio plots support the conclusion that the exponent for the deque
generating function is very close to 0.5, corresponding to a square-root singu-
larity, as conditionally proved in Theorem 2.25. The first confluent exponent
for deques has the approximate value 0.973, and these two exponents add
to give the observed value 1.473 for the exponent of the ogf for 2sips, as
predicted by Theorem 2.25. A direct ratio analysis of the ogf for 2sips also
gives an exponent value around 1.472− 1.474.
Finally, we calculate the amplitudes, or pre-multiplying constants κd and
κp, where
[tn]D(t) = dn ∼ κd · t−nc · n−3/2, and [tn]P (t) = pn ∼ κp · t−nc · n−2.473.
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Figure 2.11: Exponent estimates gn plotted against 1/n for two stacks in parallel.
The limit appears to be about g ≈ −2.475.
Figure 2.12: Extrapolated exponent estimates gn plotted against 1/n for two stacks
in parallel. The limit appears to be around g ≈ −2.474.
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We do this by forming the sequences dn ·tnc ·n3/2 ∼ κd+o(1) and pn ·tnc ·n2.473 ∼
κp + o(1), and extrapolating these against 1/n. In this way we estimate
κd = 0.01524± 0.0005, and κp = 0.08025± 0.0010.
Moving now from the arena of careful numerical work to that of wild
speculation, in some unpublished work we have studied the behaviour of











= 1.472799717437 . . . .
We were struck by the fact that this is tantalisingly close to the observed
exponent of two stacks in parallel, though there is no obvious reason that
the two problems should be connected, except that they both involve pattern-
avoiding permutations.
Series extension for 2sis.
Recall that we computed the coefficients sn of the generating function S(t)
for n < 20. We have obtained approximate values of the next nineteen co-
efficients, effectively doubling the length of the series, which are sufficiently
accurate to be used in the ratio analysis we describe below. Our method
for obtaining these approximate values uses differential approximants [122],
which, as discussed in Section 2.5.2, are linear, inhomogeneous ODE’s of 2nd,
3rd or 4th order, constructed to yield all the exactly known coefficients in the
series expansion under consideration. By varying the degrees of the polyno-
mials multiplying each derivative, as well as the degree of the inhomogeneous
polynomial, we can construct a family of such approximants. Because every
differential approximant (DA) implicitly predicts all subsequent coefficients,
we can calculate, approximately, all subsequent coefficients. Of course the
accuracy of these predicted coefficients decreases as the order of the predicted
coefficients increases, but, as we show by example below, we can get useful
estimates of the next nineteen or so coefficients.
For every DA using all known coefficients, we generated the subsequent
nineteen coefficients. We take the mean of the predicted coefficients, with the
outlying 10% or 15% of estimates rejected, as our estimate. We quote one
standard deviation as the error. That is to say, using the coefficients an for
n ∈ [0, 19], we then predict the coefficients an for n ∈ [20, 38]. Our estimate
of each such coefficient is given by the mean of the values predicted by the
differential approximants. We reject obvious outliers, by discarding the top
and bottom 10% of estimates. Not surprisingly, we find the smallest error
is predicted for a20, with the error slowly increasing as we generate further
coefficients.
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These predicted coefficients are well-suited to ratio type analyses, as dis-
crepancies in say the seventh or eighth significant digit will not affect the
ratio analysis in the slightest. This is particularly useful in those situations
where we suspect there might be a turning point in the behaviour of ratios
or their extrapolants with our exact coefficients, as these approximate co-
efficients are more than accurate enough to reveal such behaviour, if it is
present.
As an indication of the validity of this method, we give two applications.
In the first, we take the series P (t) for two stacks in parallel, for which we
actually have more than 1000 coefficients, but assume we only have the first
20 coefficients, just as in the present case for the generating function of two
stacks in series. In Table 2.1 we show a selection of the estimated coefficients
p(20) to p(38). It can be seen that we predict the next coefficient with an
accuracy of 13 digits, decreasing to 7 digit accuracy for the last predicted
coefficient. In every case the actual error is seen to be less than one standard
deviation, indeed, it is typically 1/3 of a standard deviation.
N pN estimate 1 std. devn. actual error
20 1.36000505625858× 1014 81 28
21 9.90406677134907× 1014 5285 1778
22 7.258100272044× 1015 187074 64212
23 5.349517582877× 1016 4807109 1358815
24 3.9634005851× 1017 9.9546× 107 3.924× 107
25 2.95046460646× 1018 1.7832× 109 5.767× 108
29 9.435573118× 1021 7.2824× 1013 2.222× 1013
32 4.15469546597× 1024 1.1960× 1017 3.569× 1015
35 1.873198683303× 1027 1.5136× 1020 4.030× 1019
38 8.613038855× 1029 7.2824× 1022 2.222× 1021
Table 2.1: Series coefficients pN for two stacks in parallel. Approximate, predicted
coefficients p20 to p38 from several 4th order inhomogeneous DAs, the estimated
and exact error.
As a second demonstration of this method, assume we only have 19 terms
in the generating function for two stacks in series, and we’ll predict the next
coefficient, which is the last known coefficient. The predictions produced by
fourth-order DAs are averaged, deleting the top and bottom 10% of estimates.
In this way we estimate s19 = 4.351269803411739× 1015. The correct answer
is 4351269802153188, which is estimated with an error of 1 part in the 10th
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significant digit by the differential approximants. The standard deviation of
the estimates is 7979922, which is six times the actual error.
In an identical manner to that described above to estimate the coefficients
of P (t) we have obtained estimates of the next 19 coefficients of the generating
function S(t) for two stacks in series, of course using the exact value of s19.
These are given in Table 2.2 below. We also give the standard deviation
of the estimates, and based on the examples already discussed, we expect
coefficient errors to be less than this. It can be seen that fewer significant
digits are predicted than for the two stacks in parallel series–typically 3 or 4
fewer digits at each order. Nevertheless, the precision (4 significant digits at
worst), is sufficient for a simple ratio plot.
n sn estimate 1 std. devn.
20 4.764211695346× 1016 9.207× 106
21 5.24460896431× 1017 9.83× 108
22 5.8016808762× 1018 7.962× 1010
23 6.446525027× 1019 2.241× 1012
24 7.192361922× 1020 7.34× 1013
25 8.05485154× 1021 2.05× 1015
26 9.05248613× 1022 5.10× 1016
27 1.02070684× 1024 1.17× 1018
28 1.15442858× 1025 2.47× 1019
29 1.30944006× 1026 4.95× 1020
30 1.4893068× 1027 9.38× 1021
31 1.6982322× 1028 1.17× 1023
32 1.941173× 1029 2.98× 1024
33 2.2239807× 1030 5.05× 1025
34 2.5535645× 1031 8.36× 1026
35 2.938088× 1032 1.345× 1028
36 3.387209× 1033 2.106× 1029
37 3.91235× 1034 3.219× 1030
38 4.52711× 1035 4.945× 1031
Table 2.2: Series coefficients sn for two stacks in series. Approximate, predicted
coefficients p20 to p38 from several 4th order inhomogeneous DAs and the estimated
error.
If we wish to plot the ratios, we can do better by extrapolating the se-
quence of ratios produced from the coefficients predicted. That is to say,
for each approximating differential approximant one calculates the ratio of
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successive coefficients and averages these across all differential approximants
using all known coefficients - as usual discarding the outlying 10% or 15%
of entries. As shown in [124] this generally gives more accurate ratios than
taking ratios of predicted coefficients. In this way we have obtained the next
30 ratios, and these are shown in Table 2.3. We see that we have 10 digit
accuracy in the first predicted ratio, decreasing to 4 digit accuracy in the
30th predicted ratio.
Analysis of extended series for 2sis
We first performed a simple ratio analysis, under the assumption that the
coefficients behave as sn ∼ const · µn · ng. Then the ratio of successive coef-















so plotting the ratios against 1/n should, for sufficiently large n, give a
straight line intercepting the abscissa at µ, and with gradient g · µ. We show
this plot in Figure 2.13. One sees some low n curvature, and this suggests the
presence of a confluent singularity. That is to say, the generating function
probably behaves as
S(z) ∼ A(1− µz)γ +B(1− µz)γ+∆,








and for the ratios
rn ∼ µ
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From Figure 2.13 it is seen that µ ≈ 12.4. Assuming this value, and
estimating the gradient from the last plotted point, we find g ≈ −2.5. With
µ = 12.3, we get g = −2.1, and with µ = 12.5, we get g = −2.9 by this
procedure, so it is clear that the estimate of g is very sensitive to the estimate
of µ.
Calculating linear intercepts usually gives a more precise estimate of µ.
One has








































Table 2.3: Predicted ratios rn = sn/sn−1 and their standard deviation for two
stacks in series, from 4th order inhomogeneous DAs.
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Figure 2.13: Plot of ratios against 1/n.
For a simple power-law singularity, there is no confluent singularity at z =






, and convergence to µ is usually more rapid. However a
plot of linear intercepts against 1/n2, shown in Fig 2.14 has gradient that
changes sign for the last few values of n, and which may change sign again
as n increases, making it difficult to extrapolate, and strongly suggesting the
presence of one or more confluent terms. It also implies that we would really
need many more series coefficients in order to make more precise estimates
of the critical parameters. It also reinforces the usefulness of the sequence
extension procedure we have undertaken, as these approximate coefficients
are essential to see this change of gradient. Despite these qualifications, a
limiting value around µ = 12.4, consistent with the value found by a simple
ratio plot, seems plausible.
One can also calculate the gradient directly, from










Assuming the values µ = 12.3, µ = 12.4, and µ = 12.5 we have plotted these
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Figure 2.14: Plot of intercepts of successive ratios against 1/n2.
estimators of g against 1/n2, as we don’t know the correct sub-dominant
exponent to use. Again one sees the necessity of estimating the last few
terms, as otherwise the gradient change would not be observed, and a quite
inaccurate estimate of g would be obtained. As it is, we don’t know how
this plot will behave as n increases, so cannot give any extrapolation with
much confidence. However, if present trends continue, a value of g ≈ −2.5 is
plausible.
We take as our final estimates µ = 12.45 ± 0.15 and gs = −2.5 ± 0.3,
where the quoted errors are uncertainty estimates, and not in any sense
rigorous error bounds. Alternatively expressed, the OGF for two stacks in
series behaves as
S(z) ∼ const · (1− µ · z)−gs−1 ≈ const · (1− 12.45z)1.5 .
Our estimate of µ is of course consistent with the rigorous bounds given
in [2], which are 8.156 < µ < 13.374, as well as the improved lower bound
8.183, which we will prove in the next section. It is not inconceivable that
the exponent could be the same as for two stacks in parallel, that is, 1.47327,
but we have insufficient data to estimate the exponent with anything like
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Figure 2.15: Plot of estimators of exponent g against 1/n2. The top curve assumes
µ = 12.3, the middle curve assumes µ = 12.4 and the bottom curve assumes
µ = 12.5.
this precision. This would correspond to the two problems being in the same
universality class, when viewed from a statistical mechanical perspective.
Assuming the central estimates of both µ and the exponent g, one can
estimate the amplitude by simple extrapolation. That is to say, if sn ∼
a ·µn ·ng, then a can be estimated by extrapolating the sequence sn/(µn ·ng)
against 1/n. In this way we estimated a ≈ 0.008. Note however that this
estimate is very sensitive to the estimates of both µ and g. Writing the
singular part of the generating function as S(z) ∼ A · (1− µ · z)−g−1 , we
have A = aΓ(g + 1) ≈ 0.02.
Improved lower bounds for permutations sortable
by 2sip, 2sis and a deque
In this section we derive new lower bounds on the growth rates µp, µs and
µd of permutations sortable by two stacks in parallel, two stacks in series
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and a double ended queue, respectively. We deduce lower bounds of 8.18377,
8.18377 and 8.21927 on the growth rates µp, µs and µd, respectively, which
improve on the respective bounds 7.535, 8.156 and 7.890 shown by Albert,
Atkinson and Linton [2]. To derive our new bounds, we use the fact that
for each of these machines, the class of sortable permutations is sum-closed,






where p(t) is the generating function for primitive 2sip-sortable permutations,
and we can write D(t) and S(t) in a similar way. Recall the we computed the
first N = 1336 coefficients of the generating functions P (t) of 2sip-sortable
permutations. Using these coefficients, we can compute that first N coeffi-
cients of the generating function p(t) of primitive 2sip-sortable permutations,





clearly satisfies [t≤N ]p(t) ≤ p(t). Hence,
P (t) ≥ 1
1− [t≤N ]p(t)
.
For N = 1336, the radius of convergence of the right hand side of the inequal-
ity is tc = 0.122 . . ., so 1/tc = 8.18377 . . . is a lower bound for the growth
rate of 2sip-sortable permutations.
Using exactly the same method, we derive a lower bound of 8.21927 . . .
for the growth rate of deque-sortable permutations. We can also apply this
method to our 20 term series for 2sis-sortable permutations, however this
only yields the lower bound 7.03 on the associated growth rate. Instead,
we make the observation that two stacks in series are strictly more powerful
than two stacks in parallel, in the sense that any permutation which can be
sorted by two stacks in parallel can also be sorted by two stacks in series.
This is because two stacks in series can simulate two stacks in parallel. To
see this in terms of operation sequences, a 2sip-word can be transformed into
a 2sis-word which produces the same permutation by replacing each I1, I2,
O1, O2 with ρ, ρλ, λµ, µ respectively. Hence the lower bound 8.18377 on
the growth rate of 2sip-achievable permutations is also a lower bound for the
growth rate of 2sis-achievable permutations.
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Chapter 3
Bounds on the growth rate of
1324-avoiding permutations
Background on pattern avoiding permutations
A permutation π is said to contain a permutation p = a1a2 . . . ak if there
is some subsequence b1, . . . , bk of π which has the same relative order as p.
That is, bi < bj if and only if ai < aj. In this context, the permutation p is
generally called a pattern. The permutation π is said to avoid the pattern p
if it does not contain p. For example, the permutation 2736514 contains the
pattern 4231, since the numbers 7351 have the same relative order as 4231.
On the other hand, 2736514 avoids the pattern 1324. The set of permutations
π which avoid a pattern p is denoted Av(p), and the set of those of length n
is denoted Avn(p). More generally, the set of permutations which avoid all
of the patterns p1, p2, . . . , pm is denoted Av(p1, p2, . . . , pm). The main object
of study is the numbers |Avn(p)|, that is, how many permutations of length
n avoid the pattern p. In 1915, MacMahon [151] solved this for all patterns
of length 3, showing that








the nth Catalan number.
Although permutation patterns were first studied by MacMahon, they
became more popular after Knuth studied them in his 1968 book “The Art
of Computer Programming” [141]. Knuth’s original motivation was study-
ing permutations sortable by a single stack, which he showed to be exactly
the 231-avoiding permutations. Knuth also posed the same question for a
variety of more complicated data structures, in particular, those which we
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have considered in Chapter 2. Soon after this there were a number of pa-
pers on machine sortable permutations [100, 197, 171], but since the 1980s,
pattern avoiding permutations have been studied largely for their own sake
[183, 37, 109, 195, 206].
For patterns of length 4, there are three distinct enumeration classes or
Wilf classes. The first class is made up of the permutation patterns 1342,
2413 and their symmetries. The sets Avn(1342) and Avn(2413) were shown
to be equinumerous by Stankova [190]. In 1997, Bóna [33] showed that the






1 + 20t− 8t2 − (1− 8t)3/2
.
The next class is made up of the permutation patterns 1234, 1243, 1432,
2143 and their symmetries [191]. In 1990, Gessel enumerated the permu-
tations avoiding 1234 [115], though the following form of the solution was

















The counting function in this case is D-finite, but not algebraic.
The final Wilf class for length 4 patterns has only two representatives:
1324 and 4231, but in these cases the enumeration problem remains unsolved.
Numerical work by Conway, Guttmann and Zinn-Justin [71] suggests that
the counting function in this case is not D-finite. In this chapter, we present
our proof that the growth rate of 1324-avoiding permutations lies between
10.27 and 13.5. This is joint work with David Bevan, Robert Brignall and
Jay Pantone.





where Avn(π) denotes the set of permutations of length n that avoid π. This
limit is known to exist for any single pattern π as a consequence of the
resolution of the Stanley-Wilf conjecture by Marcus and Tardos [154]. In
1999 Arratia conjectured that for a permutation π of length k, the growth
rate gr(Av(π)) is no more than (k− 1)2 [9], however this was refuted in 2006
by Albert, Elder, Rechnitzer, Westcott and Zabrocki, when they showed that
gr(Av(1324)) > 9.47 [4]. Recently Fox used a probabilistic argument to show
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that gr(Av(π)) is typically super-polynomial in k [109], destroying any hope
of salvaging Arratia’s conjecture.
For a more thorough introduction to the enumerative theory of permu-
tation classes, see Vatter’s exposition [206]. The topic is also presented in a
broader context in books by Bóna [38] and Kitaev [139].
The growth rate of 1324-avoiding permutations
Lower Upper
2004: Bóna [35] 288
2005: Bóna [36] 9
2006: Albert et al. [4] 9.47
2012: Claesson, Jeĺınek and Steingŕımsson [65] 16
2014: Bóna [39] 13.93
2015: Bóna [40] 13.74
2015: Bevan [27] 9.81
This work 10.27 13.5
Table 3.1: A chronology of lower and upper bounds for gr(Av(1324)).
Our interest is in the growth rate of the class Av(1324), the subject of
a number of papers over the last decade and a half. For an entertaining
essay placing the problem in a wider historical context, see [84]. The history
of rigorous lower and upper bounds for gr(Av(1324)) is summarised in Ta-
ble 3.1. In addition to these, Claesson, Jeĺınek and Steingŕımsson [65] make
a conjecture regarding the number of 1324-avoiders of each length that have




Conway, Guttmann and Zinn-Justin have computed |Avn(1324)| for all
n 6 50 [70, 71]. By analysing these numbers using differential approximants,
they give a numerical estimate for gr(Av(1324)) of 11.600±0.003. They also
conjecture that |Avn(1324)| behaves asymptotically as A ·µn ·λ
√
n ·nα, for
certain estimated constants A, µ, λ and α. If this conjecture were proved,
then as a consequence of [113, Theorem 9], it would imply that the counting
sequence for 1324-avoiders is not P-recursive (i.e. does not satisfy a linear
recurrence with polynomial coefficients), perhaps going some way to explain
the difficulties faced in its enumeration.
Our contribution to the investigation of the 1324-avoiders is to establish
new rigorous lower and upper bounds on gr(Av(1324)). These rely on a new
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structural characterisation of Av(1324) as a subclass of an infinite staircase
grid class, which we present in the next section. In Section 3.4, we investigate
pairs of adjacent cells in the staircase, which we call dominoes, and give an
exact enumeration (Theorem 3.2). Together with a result concerning balanced
dominoes, this is sufficient to deduce a new upper bound of 13.5 and a new
lower bound of 10.125 on the growth rate of Av(1324), which we present in
the following two sections as Theorems 3.8 and 3.9.
The lower bound can be increased by investigating the structure of domi-
noes in greater detail. In Section 3.7, we prove two asymptotic concentration
results, relating to leaves and empty strips. Section 3.8 then presents a re-
finement of our staircase construction, a lower bound on the number of ways
of combining dominoes, and a technical analysis of the resulting generating
function. This yields, in Theorem 3.16, a lower bound on gr(Av(1324)) of
10.271.
Staircase structure
In this section, we present a structural characterisation of Av(1324) as a
subclass of a larger permutation class. This class is a staircase class, which
is a special case of an infinite grid class of permutations. We begin by defining
finite and infinite grid classes.
Suppose that M is a t×u matrix of (possibly empty) permutation classes,
where t is the number of columns and u the number of rows. An M-gridding
of a permutation σ of length n is a pair of sequences 1 = c1 6 . . . 6 ct+1 =
n + 1 (the column dividers) and 1 = r1 6 . . . 6 ru+1 = n + 1 (the row
dividers) such that for all k ∈ [t] and ` ∈ [u], the entries of σ whose indices
are in [ck, ck+1) and values in [r`, r`+1) are order isomorphic to an element of
Mk,`. Thus, an M -gridding of σ partitions the entries of σ, with one part for
each cell in M . A permutation together with one of its M -griddings is called
an M-gridded permutation.
The grid class of M , denoted Grid(M), consists of all the permutations
that have an M -gridding. We also use Grid#(M) to denote the set of all
M -gridded permutations, every permutation in Grid(M) being present once
with each of its M -griddings.
The definition of a grid class extends naturally for infinite matrices. If
M is an infinite matrix of permutation classes, then the infinite grid class
Grid(M) consists of all the permutations that have an M ′-gridding, for some
finite submatrix M ′ of M .
Of direct interest to us are staircase classes, infinite grid classes that
have a staircase structure (for more on staircase classes, see [5]). Given two
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in which C occurs in each cell on the diagonal, D occurs on the subdiagonal,
















staircase. This staircase class is central to our analysis, and we call it simply
the staircase. It is illustrated in Figure 3.1.
Later, we make use of an important property of the cells in the staircase,
which we introduce now. The skew sum of two permutations, denoted σ 	 τ ,
consists of a copy of σ positioned to the upper left of a copy of τ . Formally,
given two permutations σ and τ with lengths k and ` respectively, their skew
sum is the permutation of length k + ` consisting of a shifted copy of σ
followed by τ :
(σ 	 τ)(i) =
{
`+ σ(i) if 1 6 i 6 k,
τ(i− k) if k + 1 6 i 6 k + `.
A permutation is skew indecomposable if it cannot be expressed as the skew
sum of two shorter permutations. Note that every permutation has a unique
representation as the skew sum of a sequence of skew indecomposable com-
ponents. This representation is known as its skew decomposition. The per-
mutation classes Av(213) and Av(132), used in the staircase, are both skew
closed, in the sense that σ 	 τ is in the class if both σ and τ are. The per-
mutations in a skew closed class are precisely the skew sums of sequences of
the skew indecomposable permutations in the class.
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To prove this result, we describe how to construct an explicit gridding
of any 1324-avoider in the staircase. Here, and elsewhere in our discussion,
we identify a permutation σ with its plot, the set of points (i, σ(i)) in the







Figure 3.2: The greedy gridding of a 1324-avoider in the staircase.
Proof. Consider any σ ∈ Av(1324) of length n. We construct a gridding
of σ in the staircase as follows. Let p1 be the leftmost point of σ, and
iteratively identify subsequent points p2, . . . , pk as follows. See Figure 3.2 for
an illustration.
• If i is even, let pi be the uppermost point of σ that acts as a 1 in an
occurrence of 213 consisting only of points to the right of the column
divider adjacent to pi−1. Insert a row divider immediately above pi. If
no suitable point exists, terminate.
• If i > 1 is odd, let pi be the leftmost point of σ that acts as a 2 in
an occurrence of 132 consisting only of points below the row divider
adjacent to pi−1. Insert a column divider immediately to the left of pi.
If no suitable point exists, terminate.
Since three points are required for an occurrence of 213 or 132, this process
terminates after identifying k points, where k 6 dn/2e. Finally, let pk+1 be
a virtual point at (n+ 1, 0), below and to the right of all points of σ.
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By construction, if i ∈ [2, k+1] is even, then the points of σ above pi and
to the right of the column divider adjacent to pi−1 avoid 213. Analogously,
if i ∈ [3, k + 1] is odd, then the points of σ to the left of pi and below the
row divider adjacent to pi−1 avoid 132.
Furthermore, if i ∈ [2, k] is even, then there are no points of σ below pi
and to the left of pi−1, since any such point would form a 1324 with the 213
of which pi acts as a 1. Analogously, if i ∈ [3, k] is odd, then there are no
points of σ to the right of pi and above pi−1, since any such point would form
a 1324 with the 132 of which pi acts as a 2.
Thus, the column and row dividers specify a valid M -gridding of σ, where
M is a finite submatrix of the infinite matrix defining the staircase.
Figure 3.3: The greedy gridding of a 1324-avoider of length 1000.
We call the gridding of a 1324-avoider σ constructed in the proof of Propo-
sition 3.1 the greedy gridding of σ, because, as we descend the staircase, we
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place as many points of σ as possible in each subsequent cell. See Figure 3.3
for an illustration of the greedy gridding of a large permutation.1
This structural characterisation has not been presented previously. How-
ever, the colouring approach used by Claesson, Jeĺınek and Steingŕımsson
in [65] and refined by Bóna in [39, 40] depends on the fact that Av(1324) is a
subclass of the merge of the permutation classes Av(213) and Av(132). Given
two permutation classes C and D, their merge, written C  D, is the set of
all permutations whose entries can be coloured blue and red so that the blue
subsequence is order isomorphic to a member of C and the red subsequence
is order isomorphic to a member of D.
The descending staircase is contained in the merge Av(213)  Av(132),
since points gridded in the upper, Av(213), cells collectively avoid 213, and
the remaining points gridded in the lower, Av(132), cells collectively avoid
132. Thus our new characterisation is a refinement of that used previously.
However, the growth rate of the staircase and that of the merge are both 16
(see [5]), so Proposition 3.1 doesn’t immediately yield any improvement over
the upper bound in [65].
1324-avoiding dominoes
Figure 3.4: Four distinct small dominoes.
To establish bounds on the growth rate of Av(1324), we investigate pairs
of adjacent cells in the griddings of 1324-avoiders in the staircase. We de-






whose underlying permutation avoids 1324. See Figure 3.4
for an illustration of four dominoes, the two at the left being distinct grid-
dings of 34251, and the two at the right being distinct griddings of 31524.
1The data for Figure 3.3 was provided by Einar Steingŕımsson from the investigations
he describes in [195, Footnote 4].
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Let D be the set of dominoes. It is important to note that
/∈ D,






, this is the only arrangement of points that must be avoided,
since it is the only possible gridding of 1324 in the two cells. With the cell
divider in any other position, either the top cell contains a 213 or the bottom
cell contains a 132.
In this section we enumerate the gridded permutations in D by plac-
ing them in bijection with certain arch configurations, proving the following
theorem.




sequently, gr(D) = 27/4.
This theorem, along with the result that balanced dominoes have the
same growth rate (Proposition 3.7), gives us enough information to calculate
improved upper and lower bounds for the growth rate of Av(1324).
In order to prove Theorem 3.2, our first task is to establish a functional
equation for the set of dominoes D. We do this by representing dominoes as
configurations consisting of an interleaved pair of arch systems, one for each
of the two cells.
Arch systems
Let an n-point arch system consist of n points on a horizontal line together
with zero or more noncrossing arcs, all on the same side of the line, connect-
ing distinct pairs of points, such that no point is the left endpoint of more
than one arc and no point is the right endpoint of more than one arc. See
Figure 3.5. Note that these are not non-crossing matchings.
These arch systems are equinumerous with domino cells.2 We make use of
a bijection in which arcs correspond to occurrences of 12 in the cells, having
the form k(k + 1) for some value k.
Proposition 3.3. Both Avn(213) and Avn(132) are in bijection with n-point
arch systems.
2Despite being enumerated by the Catalan numbers, these specific arch systems are,
rather surprisingly, not included in Stanley’s book [194].
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Figure 3.5: A 213-avoider and a 132-avoider with their arch systems.
Proof. We define a mapping Λ from Av(213) and Av(132) to arch systems.
This mapping is illustrated in Figure 3.5. Given a 213-avoiding or 132-
avoiding permutation σ of length n, let the points of the corresponding arch
system Λ(σ) be positioned at 1, . . . , n on the line. For each pair i, j with
1 6 i < j 6 n, connect the points at i and j with an arc if and only if
σ(j) = σ(i) + 1.
The result is a valid arch system. Crossing arcs could only result from an
occurrence in σ of either 1324 or 3142, both of which contain both 213 and
132, and by construction no point can be the left endpoint of more than one
arc or the right endpoint of more than one arc.
In the converse direction, we recursively define mappings Π213 and Π132
from arch systems to Av(213) and Av(132) respectively, such that for any
arch system α, we have
Λ(Π213(α)) = Λ(Π132(α)) = α. (3.1)
Trivially, in both cases, we map the 0-point arch system to the empty per-
mutation and the 1-point arch system to the singleton permutation 1.
Now, suppose α is the concatenation α1α2 of two nonempty arch systems.
Then Π213(α) is the skew sum Π213(α1)	Π213(α2), a copy of Π213(α1) being
positioned to the upper left of Π213(α2). Π132(α) is similar. Otherwise,
Λ(Π213(α)) and Λ(Π132(α)) would have an arc connecting some point of α1
to some point of α2.
Finally, suppose α is a sequence of k (possibly empty) arch systems,
α1, . . . , αk, enclosed in k connected arcs, like α1 . . . αk . Then Π213(α)
consists of Π213(α1 . . . αk) above the increasing permutation 12 . . . (k + 1),
where Π213(αi) is between i and i + 1 for each i. See Figure 3.6 for an
illustration. To satisfy (3.1), the endpoints of the arcs must map to con-










Figure 3.6: Mapping an arch system to a 213-avoider.
above Π213(αi+1). To avoid creating an occurrence of 213, each nonempty
Π213(αi) must be above i and i + 1. Analogously, to avoid creating a 132,
Π132(α) consists of Π132(α1 . . . αk) below an increasing permutation of length
k + 1.
As an aside, we note that the proof of Proposition 3.3 can easily be
adapted to establish that in Avn(213) and Avn(132) each permutation is
uniquely determined by the set consisting of the pairs of values comprising
its ascents.
Arch configurations
A domino is comprised of a 213-avoiding top cell and a 132-avoiding bottom
cell. Thus, by Proposition 3.3, corresponding to each domino is an arch
configuration consisting of an interleaved pair of arch systems. See Figure 3.7
for an illustration. In the figures, the arch system for the top cell is shown
above the line, and that for the bottom cell is below the line. Isolated points
are marked with a short strut to indicate to which arch system they belong.
Figure 3.7: The arch configuration for a domino.
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Recall that the only restriction on the cells in a domino is that the fol-
lowing arrangement of points (forming a 1324) must be avoided.
The arch configuration corresponding to this is . Indeed, avoiding this
pattern of arcs in an arch configuration is equivalent to avoiding 1324 in a
domino.
Proposition 3.4. The set D of dominoes is in bijection with arch configu-
rations that do not contain the pattern .
Proof. By the bijection used in the proof of Proposition 3.3, an arch configu-
ration contains an occurrence of if and only if the corresponding pair of
cells contains an occurrence of 1324 of the form k`(k + 1)(`+ 1), for values
k and ` such that ` > k + 1. So, if an arch configuration contains , the
corresponding gridded permutation contains 1324.






contains an occurrence of 1324, then it contains some, possibly
distinct, occurrence of 1324 that has the form k`(k + 1)(`+ 1). Suppose





, where a < b < c < d.
Then a and b are in the bottom, 132-avoiding, cell. Consider the set of values
in the interval I = {a, a+ 1, . . . , b− 1}. These must all occur to the left of
b, otherwise a 132 would be formed. Let a + i, where i > 0, be the greatest
element of I that occurs to the left of c; this value must exist since a itself
occurs before c. Then (a+ i)c(a+ i+ 1)d is an occurrence of 1324 in which
the first and third values differ by one.
Applying an analogous argument to the interval J = {c+ 1, . . . , d− 1, d}
then yields j > 0 such that (a+ i)(d− j−1)(a+ i+1)(d− j) is an occurrence
of 1324 with the required form.
To enumerate dominoes, we construct a functional equation for arch con-
figurations, which we then solve. We build arch configurations from left to
right. A vertical line positioned between two points of an arch configuration
may intersect some arcs. We call the partial arch configuration to the left of
such a line an arch prefix ; any arcs intersected by the line are open.
Let A be the set of arch prefixes with no open upper arcs, and let A(v) =
A(z, v) be the ordinary generating function for A, in which z marks points
and v marks open lower arcs. Thus, A(0) = A(z, 0) is the generating function
for the set of dominoes D.
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Proposition 3.5. The generating function A(v) = A(z, v), for the set A of
arch prefixes with no open upper arcs, in which z marks points and v marks











Proof. There are six possible ways in which a non-empty element of A can













A A A A
Figure 3.8: The six ways of decomposing a non-empty arch prefix in A.
If the rightmost point belongs to the lower arch system, then there are
four cases: (i) an isolated point, (ii) the left endpoint of an arc, (iii) the
right endpoint of an arc, and (iv) both the left and right endpoint of an arc.
These contribute the following terms to the functional equation for A(v):









If the rightmost point belongs to the upper arch system, then, since there
are no open upper arcs, it is either (v) an isolated point, or else (vi) the
right endpoint of an arc. In the former case, this contributes zA(v) to the
functional equation for A(v). In the latter case, the arch prefix decomposes
into a connected sequence of one or more upper arcs, each enclosing an
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element of A (possibly empty), preceded by a further initial element of A
(also possibly empty). This makes a contribution of
z2A(v)2
1− zA(v)
to the functional equation for A(v).
Summing these terms, including a term for the empty prefix, and simpli-
fying, yields the functional equation in the statement of the proposition.
The enumeration of dominoes
To complete the proof of Theorem 3.2, we employ resultant methods to
eliminate the variables v and A(v) from the functional equation (3.2). This
yields a minimal polynomial for A(0) which we then use to derive the closed-
form formula for the number of dominoes and their exponential growth rate.
Proof of Theorem 3.2. Clearing denominators from (3.2) and moving all terms
to one side yields
0 = P (A(v), A(0), z, v)
where P is the polynomial
P (x, y, z, v) = (zv−z2(1+v)2)x2+z2(1+v)xy+(z(1+v)2−v)x−z(1+v)y+v.
The presence of the term x2 indicates that the kernel method does not apply
here. Instead, we use a more general method of Bousquet-Mélou and Je-
hanne [51] which says that A(v) and v can be eliminated from the functional
equation via iterated discriminants. Specifically, define




P (x, y, z, v)
))
.
Then it follows that the minimal polynomial for A(0) is one of the irreducible
factors of Q(y, z). Performing the calculation, we find that
Q(y, z) = −256z8R1(y, z)2R2(y, z),
where
R1(y, z) = z
3y2 + z(1− 4z)y + 4z − 1,
R2(y, z) = z
4y3 + 2z2(3z + 1)y2 + (12z2 − 10z + 1)y + 8z − 1.
The two series solutions of 0 = R1(y, z) begin y = z
−1+O(1) and y = −z−2+
O(z−1), which do not match the known initial terms of A(0). Therefore, it
is R2 that is a minimal polynomial for A(0).
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We verify that, for each n, the coefficient of zn in the series expansion of




by using Mathematica [212].
minpoly[y_] := z^4y^3 + 2z^2(3z + 1)y^2 + (12z^2 - 10z + 1)y + 8z - 1
series = Sum[2(3n + 3)!/((n + 2)!(2n + 3)!) z^n, {n, 0, Infinity}]
(2(-1 - 3z + Hypergeometric2F1[-2/3, -1/3, 1/2, 27z/4]))/(3z^2)
minpoly[series] // FunctionExpand // Simplify
0
The first command assigns the known minimal polynomial for A(0) to
the variable minpoly. The second command creates the power series that we
want to verify is equal to A(0); Mathematica deduces a nice form for this.
The final command substitutes the power series into the minimal polynomial
and simplifies. The result is 0, so the power series satisfies the minimal
polynomial. Since the initial terms of the power series coincide with those of
A(0) and not with those of the other roots of R2, this completes the proof of
the first part of Theorem 3.2.
To derive the growth rate, note that the exponential growth rate of an
algebraic generating function (and, in fact, a complete asymptotic expansion)
can be derived from the minimal polynomial using the method outlined by
Flajolet and Sedgewick [106, Note VII.36]. The exponential growth rate
must be the reciprocal of one of the roots of the discriminant of the minimal






and with the knowledge that algebraic generating functions for combinatorial
sequences are analytic at the origin [140, Proposition 3.1], we conclude that
the exponential growth rate for the power series of A(0) is 27/4 = 6.75.
The counting sequence for dominoes is A000139 in OEIS [198]. Among
other things, this enumerates West-two-stack-sortable permutations [213],
rooted nonseparable planar maps [57] and a class of branching polyominoes
known as fighting fish [77, 78, 101]. So far, we have not been able to establish
a bijection between dominoes and any of these structures.
Problem 3.6. Find a bijection between 1324-avoiding dominoes and another
combinatorial class known to be equinumerous.
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Balanced dominoes
We say that a domino is balanced if its top cell contains the same number
of points as its bottom cell. Let B be the set of balanced dominoes and Bm
be the set of balanced dominoes having a total of 2m points, m points in




|Bm|. We prove that the growth rate of balanced dominoes is the
same as that of all dominoes.
Proposition 3.7. The growth rate of balanced dominoes is 27/4.
In the proof, we use two elementary manipulations of dominoes. Given
a domino σ, let the 180◦ rotation of σ be denoted
x
σ. This is itself a valid
domino. Also, given two dominoes σ and τ , define σ  τ to be the domino
whose arch configuration is produced by concatenating the arch configura-
tions of σ and τ .
Proof of Proposition 3.7. Let d(t, b) denote the number of (t+b)-point domi-
noes with t points in the top cell and b points in the bottom cell. For a given
m, let tm be a value of t that maximises d(t,m− t). Let dmax = d(tm,m− tm)
be this maximal value. Since 0 6 t 6 m, there are only m+1 possible choices





Let σ and τ be any two m-point dominoes with tm points in the top cell and
m−tm points in the bottom cell. Consider the domino ρ = σ
x
τ , whose arch
configuration is constructed by concatenating the arch configuration of σ and
the arch configuration of the 180◦ rotation of τ . This is a balanced domino
in Bm. Moreover, σ and τ can be recovered from ρ simply by splitting its
arch configuration into two halves. Thus,




Since it is also the case that |D2m| > |Bm|, it follows, by taking the 2mth
root, and the limit as m tends to infinity, that gr(B) = gr(D) = 27/4.
An upper bound
In this section, we use the results of Section 3.4 to establish a new upper
bound on the growth rate of the 1324-avoiders. Our upper bound follows
from the fact that we can split a 1324-avoider, gridded in the staircase, in
such a way as to produce a domino.
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Theorem 3.8. The growth rate of Av(1324) is at most 27/2 = 13.5.
7→
Figure 3.9: Mapping a greedy-gridded 1324-avoider to a binary word and a domino.
Proof. We define an injection from Avn(1324) into the Cartesian product
{◦, •}n × Dn, for every n > 1, each permutation being mapped to a pair
consisting of a binary word (over the alphabet {◦, •}) and a domino. See
Figure 3.9 for an illustration. Given a 1324-avoider σ, let σ# be the greedy





The binary word is constructed by reading the points of σ from top to
bottom and recording a ring (◦) if the point is in an upper, Av(213), cell of
σ#, and recording a disk (•) if it is in a lower, Av(132), cell.
The domino is constructed by placing all the points from the upper cells
of σ# in the top cell of the domino, retaining their horizontal positions, and
similarly placing the points from the lower cells of σ# in the bottom cell of
the domino. The result is a valid domino since the points gridded in the
upper cells of σ# collectively avoid 213, the points gridded in the lower cells
88
collectively avoid 132 and no additional occurrence of 1324 can be created
by splitting σ# in this way.
This mapping is an injection, because the original permutation σ can be
recovered from the domino by repositioning the points vertically according to
the information in the binary word, as illustrated by the arrows in Figure 3.9.
Since there are 2n binary words of length n and, by Theorem 3.2, the
growth rate of the set of dominoes D is 27/4, the union of the Cartesian
products has growth rate 2 × 27/4 = 13.5. The existence of the injection
establishes that this value is an upper bound on the growth rate of Av(1324).
The use of an arbitrary binary word to record the vertical interleaving of
the points is very rudimentary. One would hope that the approach could be
refined by recording this information as decorations on the domino in such a
way as to yield a tighter upper bound, but we have not been able to do so.



















Figure 3.10: The decomposition of the staircase into dominoes and connecting
cells.
Our lower bounds depend on exploiting a specific partitioning of the stair-
case. We decompose the staircase into an alternating sequence of dominoes
and individual connecting cells. See Figure 3.10 for an illustration. In the
figure, dominoes are bordered by thick black lines and connecting cells have
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dashed borders. Specifically, if we number the cells 1, 2, . . ., descending from
the top left, as in the figure, then the decomposition is as follows. For each
j > 0:
• Cells numbered 6j + 1 and 6j + 2 form a (vertical) domino.
• Cells numbered 6j + 3 are connecting cells avoiding 213.
• Cells numbered 6j + 4 and 6j + 5 form a domino reflected about the
line y = x (a horizontal domino). The left cell avoids 132 and the right
cell avoids 213.
• Cells numbered 6j + 6 are connecting cells avoiding 132.
Observe that any occurrence of 1324 in the staircase is contained in a
pair of adjacent cells, with two points in each cell. By definition, dominoes
avoid 1324. So, to avoid 1324 in this decomposition of the staircase, it is
only necessary to guarantee that an occurrence of 1324 is not created from
two points in a connecting cell and two points in an adjacent domino cell.
Figure 3.11: Interleaving the skew indecomposable components in a connecting
cell with the points in the two adjacent domino cells.
Recall that every permutation has a unique representation as the skew
sum of a sequence of skew indecomposable components. For brevity, we
will refer to a skew indecomposable component simply as a component. To
ensure that there is no occurrence of 1324, it is sufficient to require that
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every point in a domino cell is positioned between the components in the
adjacent connecting cells. For example, if a domino cell is to the right of a
connecting cell, then this restriction ensures that there is no occurrence of
132 in which the 13 is in the connecting cell and the 2 is in the domino cell.
See Figure 3.11 for an illustration of a 132-avoiding connecting cell and its
adjacent domino cells.
This construction enables us to establish a new lower bound on the growth
rate of 1324-avoiders.
Theorem 3.9. The growth rate of Av(1324) is at least 81/8 = 10.125.
To prove this, we take an approach similar to that used by Bevan in [27].
Proof. For each k > 1, let Pk be the set of gridded permutations, gridded in
the first 3k cells of the staircase, decomposed as described above, with every
point in a domino cell positioned between the skew indecomposable compo-
nents in adjacent connecting cells, satisfying the following three conditions.
• Each domino cell contains 14k points.
• Each connecting cell contains 8k points.
• The permutation in each connecting cell has 7k skew indecomposable
components.
Each element of Pk is a gridded 36k2-point permutation. The number of
these gridded permutations is exactly




where Bn is, as before, the set of balanced dominoes with n points in each
cell, and Cn,c is the set of n-point 213-avoiders (or 132-avoiders) with c skew
indecomposable components. The final binomial coefficient counts the num-
ber of possible ways of interleaving 14k points in a domino cell with 7k skew
indecomposable components in an adjacent connecting cell.
From Proposition 3.7, we know that |Bn| = (27/4)2n·θ(n), where the func-
tion θ satisfies limn→∞
n
√






since Cn,c is equinumerous with the number of n-vertex Catalan forests with
c trees (see [106] Example III.8).
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ways, the number of ways of gridding a 36k2-point permutation in 3k cells is
no more than (6k)6k. Hence,∣∣Av36k2(1324)∣∣ > ∣∣Pk∣∣ · (6k)−6k,
and thus 81/8 is a lower bound on the growth rate of Av(1324).
Domino substructure
To improve the lower bound of Theorem 3.9, we investigate the structure of
dominoes in greater detail. Specifically we prove two concentration results.
We say that a sequence of random variables X1, X2, . . . is asymptotically
concentrated at µ if, for any ε > 0, for all sufficiently large n,
P
[
|Xn − µ| 6 ε
]
> 1− ε.
We consider two substructures, which we call leaves and empty strips, defini-
tions of which are given below. For both, we determine the expected number
in an n-point domino cell and establish that their proportion is concentrated
at its mean. As a consequence, almost all dominoes contain “many” leaves
and “many” empty strips. Thus, when we refine our staircase construction
in the next section, we make use of dominoes that have lots of leaves and
lots of empty strips.
Leaves
Recall that the right-to-left maxima of a permutation are those entries having
no larger entry to the right. Similarly, left-to-right minima are those entries
having no smaller entry to the left. We say that a point in the top, 213-
avoiding, cell of a domino is a leaf if it is a right-to-left maximum of the
permutation. Analogously, a point in the bottom, 132-avoiding, cell of a
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domino is a leaf if it is a left-to-right minimum of the permutation. (These
correspond to leaves of the acyclic Hasse graphs of the cells; see [27, 47].) In
Figure 3.5 on page 81, the leaves are shown as rings.
Recall, from Proposition 3.3, our bijection between domino cells and arch
systems. Under this bijection, leaves in a 213-avoiding cell correspond exactly
to points which are not the left ends of arcs, and leaves in a 132-avoiding cell
correspond to points which are not the right ends of arcs (see Figure 3.5).
Thus, adapting Proposition 3.5, if A(v, t) = A(z, v, t) satisfies the functional
equation
A(v, t) = 1 +
ztA(v, t)
1− zA(v, t)
+ z(1 + v)
(
A(v, t) +




then A(0, t) = A(z, 0, t) is the bivariate generating function for dominoes in
which z marks points and t marks leaves in the top cell.
We want to know how many leaves we can expect to find in a domino
cell. We calculate the expected number explicitly.





Consequently, the expected number of leaves in an n-point domino is asymp-
totically 5n/9.
In this and subsequent proofs, we use ∂xf to denote the partial derivative
∂f/∂x.
Proof. The total number of leaves in the top cells of all n-point dominoes is
given by the coefficient of zn in ∂tA(0, t)|t=1. To calculate this, we use the
same technique as in the proof of Theorem 3.2, finding a minimal polynomial
P1(y, z, t) of degree 7 in y for A(0, t), that is too long to display here.
Differentiating the equation 0 = P1(y, z, t) with respect to t yields 0 =
P2(y, ∂ty, z, t), where P2 is a polynomial. We wish now to eliminate y from
P2 so that a minimal polynomial for ∂tA(0, t) remains. This is achieved by




P1(y, z, t), P2(y, y1, z, t), y
)
= Q(z, t)R(y1, z, t),
where Q(z, t) is a polynomial only in z and t, and R is irreducible.
We conclude therefore that R(y, z, t) is a minimal polynomial for ∂tA(0, t).
Substituting t = 1 shows that R(y, z, 1) factors into two terms, one of which
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must be a minimal polynomial for ∂tA(0, t)|t=1. By computing initial terms
in the power series expansion of the roots of each factor, we deduce that
∂tA(0, t)|t=1 is a root of
z3y3 + 5z2y2 + (5z − 1)y + z.
It can be verified that the coefficient of zn in the power series expansion




using Mathematica as in the proof of Theorem 3.2, or otherwise. Therefore,









from which it follows by symmetry that the expected number of leaves in an
n-point domino is asymptotically 5n/9.
The sequence of coefficients of the power series for ∂tA(0, t)|t=1 is A102893
in OEIS [198]. This has been shown by Noy [163] to count the number of
noncrossing trees on a circle with n + 1 edges and root degree at least 2. It
would be interesting to find a bijection between these objects and the leaves
of 1324-avoiding dominoes.
We need to show that the proportion of points that are leaves is asymp-
totically concentrated. We calculate the variance directly.
Proposition 3.11. The proportion of leaves in the top cell of an n-point
domino is asymptotically concentrated at its mean.
Proof. Let En be the expected number of leaves in the top cell of an n-point
domino, given by Proposition 3.10, and let Vn be the variance of the number
of leaves in the top cell of an n-point domino. As described in Flajolet and




+ En − En2.
We start by determining ∂ttA(0, t)|t=1. The minimal polynomial for ∂ttA(0, t)|t=1
is computed from the minimal polynomial for ∂tA(0, t) using the same method
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as in the proof of Proposition 3.10. One finds that 0 = T (∂ttA(0, t)|t=1, z),
where
T (y, z) = z3(27z − 4)(64z2 − 31z + 4)y3
− 2z2(27z − 4)(16z3 + 39z2 − 22z + 3)y2
+ 4(36z6 + 186z5 + 118z4 − 243z3 + 102z2 − 17z + 1)y
− 8z2(z4 + 8z3 + 15z2 − 8z + 1).
The coefficient [zn]∂ttA(0, t)|t=1 is the total number of ordered pairs of dis-
tinct leaves in the top cells of n-point dominoes. Since this is more than
the total number of leaves and no more than the square of that number, by
Proposition 3.10 the dominant singularity of ∂ttA(0, t)|t=1 is at 4/27.
The minimal polynomial T (y, z) allows us to compute the Puiseux ex-
pansion of ∂ttA(0, t)|t=1 at z = 4/27:




It follows from [106, Theorem VI.1] that
















Using Stirling’s Approximation, we find





















































)) = 25324n2 +O(n).


















As the variance is at most linear in n, the standard deviation is O(
√
n).
Since the order of the standard deviation is strictly smaller than the order
of the expected value, by Chebyshev’s inequality the proportion of leaves is
concentrated at its mean.
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Figure 3.12: Strips in a domino cell.
Empty strips
In a vertical domino, we consider the cells to be divided into horizontal strips
by their non-leaf points. For example, in Figure 3.12 the cell is divided into
six horizontal strips by its five non-leaf points. We are interested in the
number of such strips which contain no leaves, which we call empty strips.
In Figure 3.12 there are three empty strips.
By the bijection between domino cells and arch systems in Proposi-
tion 3.3, empty strips in a 213-avoiding cell correspond to arcs to the left
of points that are both the left and right endpoint of an arc (see Figure 3.5).
An empty strip is also possible at the bottom of the cell (but not at the top,
the uppermost point always being leaf). This possibility does not affect the
asymptotics, so we just count medial empty strips.
Thus, adapting Proposition 3.5, if A(v, s) = A(z, v, s) satisfies the func-
tional equation










then A(0, s) = A(z, 0, s) is the bivariate generating function for dominoes in
which z marks points and s marks medial empty strips in the top cell.
How many empty strips can we expect to find in a domino cell? We
calculate the expected number exactly.
Proposition 3.12. The total number of medial empty strips in the top cells




Consequently, the expected number of empty strips in an n-point domino cell
is asymptotically 5n/27.
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Proof. The total number of medial empty strips in the top cells of all n-point
dominoes is given by the coefficient of zn in ∂sA(0, s)|s=1. Using the same
approach as in the proof of Proposition 3.10, we can deduce that ∂sA(0, s)|s=1
is a root of the equation
z4y3 − (15z + 2)z2y2 − (10z3 − 25z2 + 10z − 1)y − z3,





Therefore, the expected number of medial empty strips in the top cell of a









from which it follows by symmetry that the expected number of empty strips
in an n-point domino is asymptotically 5n/27.
The sequence of coefficients of the power series of ∂sA(0, s)|s=1 is A233657
in OEIS [198]. These are the two-parameter Fuss–Catalan (or Raney) num-
bers with parameters p = 3 and r = 10. It would be interesting to find a
bijection between medial empty strips in 1324-avoiding dominoes and some
other combinatorial class enumerated by this sequence.
Again, we need a concentration result, so we determine the variance.
Proposition 3.13. The proportion of empty strips in the top cell of an n-
point domino is asymptotically concentrated at its mean.
Proof. As before, the minimal polynomial for ∂ssA(0, s)|s=1 is computed from
the minimal polynomial for ∂sA(0, s). It is a root of the cubic
z4(27z − 4)(64z2 − 31z + 4)y3
− 2z2(27z − 4)(64z4 − 1388z3 + 534z2 − 23z − 8)y2
− 4(1536z8 − 22676z7 + 82275z6 − 112651z5 + 72411z4 − 24430z3 + 4471z2 − 421z + 16)y
− 8z4(64z5 − 719z4 + 1371z3 − 918z2 + 213z − 16).
This allows us to compute the Puiseux expansion of ∂ssA(0, s)|s=1 at z =
4/27:
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The result follows by Chebyshev’s inequality.
Dominoes with many leaves and many empty strips
As a consequence of these concentration results, sets of dominoes with many
leaves and many empty strips have the same growth rate as the set of all
dominoes. For α, β ∈ [0, 1], let Dα,βn be the set of n-point dominoes with at
least αn/2 leaves in each cell and at least βn/2 + 1 empty strips in each cell.
Let Dα,β =
⋃
nDα,βn . The use of βn/2 + 1, rather than βn/2, is explained in
the proof of Proposition 3.15 below.
Corollary 3.14. If α < 5/9 and β < 5/27, then gr(Dα,β) = 27/4.
Proof. By Propositions 3.10 and 3.11, for sufficiently large n, at least four
fifths of n-point dominoes have αn/2 or more leaves in their top cell, and, by
symmetry, at least four fifths have αn/2 or more leaves in their bottom cell.
Let β′ be in the open interval (β, 5/27). Then, for sufficiently large n, we
have β′n/2 > βn/2 + 1 and so, applying Propositions 3.12 and 3.13 with β′,
at least four fifths of n-point dominoes have βn/2 + 1 or more empty strips
in their top cell, and at least four fifths have βn/2 + 1 or more empty strips
in their bottom cell. Hence asymptotically, at least one fifth of all dominoes
are in Dα,β. The result follows from Theorem 3.2.
An analogous result holds for sets of balanced dominoes with many leaves
and many empty strips. Let Bα,βm be the set of 2m-point balanced dominoes,
with at least αm leaves in each cell and at least βm+ 1 empty strips in each
cell, and let Bα,β =
⋃
m Bα,βm .
Proposition 3.15. If α < 5/9 and β < 5/27, then gr(Bα,β) = 27/4.
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The proof mirrors that of Proposition 3.7.
Proof. For suitable values of the parameters, let L(t, b, `T, `B, eT, eB) denote
the set of (t+ b)-point dominoes with t points in the top cell, b points in the
bottom cell, `T leaves in the top cell, `B leaves in the bottom cell, eT empty
strips in the top cell and eB empty strips in the bottom cell. For a given
m, let Lm be some such set whose size is maximal subject to the conditions
t+b = m, `T, `B > αm/2 and eT, eB > βm/2+1. Note that Lm ⊆ Dα,βm . Since
0 6 t, `T, `B, eT, eB 6 m, there are at most (m + 1)5 possible choices for the





Let σ and τ be any two m-point dominoes from Lm. Consider the domino
ρ = σ
x
τ , whose arch configuration is constructed by concatenating the arch
configuration of σ and the arch configuration of the 180◦ rotation of τ . This
domino has m points in each cell and `T + `B > αm leaves in each cell. If the
top cell of σ has an empty strip at the bottom, then this combines with the
non-empty strip at the bottom of the bottom cell of τ , in which case the top
cell of ρ has eT + eB − 1 empty strips. Otherwise it has eT + eB empty strips.
In either case, this is at least βm+ 1. An analogous argument applies to the
bottom cell, so ρ is a balanced domino in Bα,βm .
Moreover, σ and τ can be recovered from ρ simply by splitting its arch
configuration into two halves. Thus,




Since it is also the case that |Dα,β2m | > |Bα,βm |, it follows, by taking the 2mth
root, and the limit as m tends to infinity, that gr(Bα,β) = gr(Dα,β) = 27/4.
A better lower bound
In this final section, we modify the construction used to prove Theorem 3.9
to yield an improved lower bound. We make use of exactly the same decom-
position of the staircase, which we reproduce here in Figure 3.13. However,
we change the rules concerning the permitted interleaving of points between





















Figure 3.13: The decomposition of the staircase into dominoes and connecting
cells.
Recall that in our earlier construction, we ensure that there is no oc-
currence of 1324 by requiring every point in a domino cell to be positioned
between the components in the adjacent connecting cells, as illustrated in
Figure 3.11. For our improved lower bound, we relax this restriction in the
case of domino cells to the left or right of a connecting cell. In this case,
we require only that non-leaves in a domino cell are positioned between the
components. Leaves may be positioned arbitrarily. See Figure 3.14 for an
illustration of a 132-avoiding connecting cell and its adjacent domino cells.
In the domino cell to the right, leaves are shown as rings and non-leaves as
disks.
This still prevents any occurrence of 1324. For example, if a domino cell
is to the right of a connecting cell, then this restriction ensures that in any
occurrence of 132 with the 13 in the connecting cell and the 2 in the domino
cell the 2 is a leaf, so there can be no point to its upper right to complete a
1324. In Figure 3.13, this greater freedom is shown using small lines between
connecting cells and horizontally adjacent domino cells. Observe that this
flexibility only applies to the cells of vertical dominoes in the decomposition.
We could similarly relax the restriction in the case of domino cells above and
below a connecting cell. However, this results in a structure we have been
unable to analyse.
This refined construction enables us to establish an improved lower bound
on the growth rate of 1324-avoiders.






Figure 3.14: Interleaving the points in a connecting cell with those in two domino
cells.
Horizontally interleaved connecting cells
Let us consider how a connecting cell can be interleaved with a horizontally
adjacent domino cell. We want to enumerate diagrams like the lower two
cells of Figure 3.14, where the points in the domino cell at the right have
been erased, but the horizontal lines, solid for leaves and dotted for non-
leaves, have been retained to record the positions of the points relative to
the points in the connecting cell. Let us call these configurations horizontally
interleaved connecting cells.















the generating function for components of a connecting cell.
As described in Section 3.7.2, the non-leaves of a vertical domino cell
divide it and the adjacent connecting cell into horizontal strips. Suppose
that such a domino cell has ` leaves and r non-leaves. The r non-leaves
divide the cell into r + 1 horizontal strips, each containing a certain number
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of leaves. Let ai denote the number of leaves in the ith strip from the top,
for i = 0, . . . , r, so a0 + . . .+ ar = `. See Figure 3.14 for an illustration.
The generating function for the possibilities in the ith strip is given by
Hai(z, q) = Ωai [H(z, q)], (3.4)


















Hence, for a fixed sequence (ai)
r
i=0 of strip sizes, the generating function for
horizontally interleaved connecting cells, counting once each possible way of





We cannot work directly with this expression, since it would require us to
keep track of all the strip sizes. So, in order to establish a lower bound, we
seek to minimise the above expression over all sequences a0, . . . , ar such that
a0 + . . .+ ar = `. With the next two propositions we demonstrate that such
a minimum exists for any fixed r and `, in the sense that every coefficient
of (3.6) is minimised for the same sequence a0, . . . , ar. More specifically, we
prove that this minimum occurs when no two terms of the sequence differ by
more than 1. We call such a sequence equitable.
In our refinement of the staircase, a certain number of the strips are
required to be empty. With this additional requirement, for a lower bound,
we thus need an equitable distribution of the leaves among the rest of the
strips.
The following proposition is framed in the general setting of partially
ordered rings, though for our purposes these are always rings of formal power
series with real coefficients. Recall that a partially ordered ring (R,6), is a
(commutative) ring R together with a partial order 6 on the elements of R
such that if a, b, c ∈ R then a 6 b if and only if a + c 6 b + c, and a, b > 0
implies ab > 0. Given such a ring (R,6), we define (R[[q]],6) to be the
ring of formal power series over R equipped with the partial order defined by
h(q) > 0 if and only if every coefficient of h(q) is in R>0 = {r ∈ R : r > 0}.
A sequence a0, a1, . . . in (R,6) is log-convex if, for every pair of integers
i, j with 0 6 i < j, we have aiaj+1 > ai+1aj.
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Proposition 3.17. Let (R,6) be a partially ordered ring and let a0, a1, . . .
be a log-convex sequence in R>0. Furthermore, let F (z) = a0 +a1z+. . . be the
generating function of this sequence. Then the sequence Ω0[F (z)],Ω1[F (z)], . . .
is log-convex in the partially ordered ring (R[[z]],6).
Proof. We just need to show that for each k > 0 and each a > b > 0,
[zk]
(
Ωa+1[F (z)]Ωb[F (z)] − Ωa[F (z)]Ωb+1[F (z)]
)
> 0.
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is negative, since i < j and a > b. Also, since i 6 k − j, we have
aiak−i > ajak−j. Hence each summand is nonnegative and the entire sum is
positive, which implies that the sequence Ω0[F (z)],Ω1[F (z)], . . . is log-convex
in (R[[z]],6).





2− q + q
√
1− 4z
= h0(q) + zh1(q) + z
2h2(q) + . . .
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be the generating function for connecting cells where z marks points and q
marks components. Then the sequence of polynomials h0(q), h1(q), . . . is log-
convex in (R[[q]],6). Consequently, the sequence H(z, q), H1(z, q), H2(z, q), . . .
is log-convex in (R[[z, q]],6).
Proof. Since the generating function H(z, q) satisfies the equation
H(z, q) = 1 + z
q2H(z, q)− qH(z, 1)
q − 1
,













/(n + 1) is the nth Catalan number. Rearranging this gives
the equation
hi−1(q) =
(q − 1)hi(q) + qci−1
q2
.
We need to prove that if j > i > 1 then we have hi−1(q)hj(q) > hi(q)hj−1(q).
This happens if and only if
(q − 1)hi(q) + qci−1
q2
hj(q) >




ci−1hj(q) − cj−1hi(q) > 0.













It suffices to demonstrate that ci−1hj,k−cj−1hi,k > 0 whenever j > i > k > 1.
By transitivity, we only need consider the case j = i + 1, when it is readily
confirmed that the required inequality holds:
ci−1hi+1,k−cihi,k =
k(k − 1)(k − 2)(2i− 2)!(2i− k − 1)!
(i+ 1)! i! (i− 1)!(i− k + 1)!
> 0, if i > k > 1.
Hence, the sequence h0(q), h1(q), . . . is log-convex in (R[[q]],6). Conse-
quently, by Proposition 3.17, the sequence H(z, q), H1(z, q), H2(z, q), . . . is
log-convex in (R[[z, q]],6).
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Thus, as claimed above, among all sequences a0, . . . , ar which satisfy a0 +




is achieved by equitable sequences, that is in which |ai − aj| 6 1 for every
i, j ∈ {0, . . . , r}. This, therefore, is what we apply to the non-empty strips















Figure 3.15: The scheme used to calculate the improved lower bound.
We are now ready to describe more precisely how we modify our construc-
tion so as to yield an improved lower bound. This description is accompanied
by Figure 3.15. Recall that Bα,β =
⋃
m Bα,βm , where Bα,βm consists of dominoes
in which each cell has m points, at least αm leaves and at least βm+1 empty
strips. Let α, β > 0 be sufficiently small that Bα,β has exponential growth
rate 27/4. By Proposition 3.15, we may choose any α < 5/9 and β < 5/27.
We also require that α > 11/20 and β > 7/40.
For fixed values of parameters α, β, γ and κ, and sufficiently large k and
m, let Pk,m be the set of gridded permutations, gridded in the first 6k + 2
cells of the staircase, satisfying the following conditions.
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• Each non-leaf in a cell of a vertical domino is positioned between com-
ponents of the horizontally adjacent connecting cell.
• Each point in a cell of a horizontal domino is positioned between com-
ponents of the vertically adjacent connecting cell.
• Each vertical domino is an element of Bα,βm .
• Each horizontal domino is a balanced domino with dγme points in each
cell, for some γ > 0 to be chosen later.
• Each connecting cell has cm components, where lim
m→∞
cm/m = κ, for
some κ > 0; the value of κ and the sequence (cm) are to be chosen
later.
Note that each domino cell contains a fixed number of points (either m or
dγme). However, the number of points in a connecting cell is not fixed,
although its number of skew indecomposable components, cm, is.
We begin by establishing a lower bound for the enumeration of horizon-
tally interleaved connecting cells in Pk,m. At least dαme of the points are
leaves, and at least dβme+1 of the strips are empty. Note first that changing
a non-leaf to a leaf can only increase the number of ways of performing the
interleaving. So, for a lower bound, we may assume there are exactly dαme
leaves. Note also that, since α > 1/2, an equitable distribution of leaves
among the strips allocates at least one leaf to each strip. Hence, any increase
in the number of empty strips can only make the distribution less equitable.
So, for a lower bound, we may assume there are exactly dβme + 1 empty
strips.
With these assumptions, given α in the interval [11/20, 5/9), β in the
interval [7/40, 5/27) and m > 32, an equitable distribution of the leaves
among the non-empty strips consists of
• e0(m) = dβme+ 1 empty strips,
• e2(m) = 3m− 4 dαme − 3 dβme two-leaf strips, and
• e3(m) = 3 dαme+ 2 dβme − 2m three-leaf strips.
The expressions for e2(m) and e3(m) are the solutions of the equations
2e2(m) + 3e3(m) = dαme ,
e0(m) + e2(m) + e3(m) = m− dαme+ 1,
for the total number of leaves and the total number of strips, respectively.
The bounds on α, β and m ensure that each of the ej(m) is nonnegative.












is a lower bound for the generating function of horizontally interleaved con-
necting cells in Pk,m.
To understand the asymptotics of Jm(z) for large m, we use the following
general result, concerning the exponential growth rate of combinatorial ob-






for some fixed α1, . . . , αr and κ.
Lemma 3.19. Let α1, . . . , αr and κ be positive constants. For each j ∈ [r],
let Fj(x) be a power series with radius of convergence ρj. For each j, suppose
that aj,1, aj,2, . . . is a sequence of positive integers such that lim
n→∞
aj,n/n = αj,


























This lemma is rather easier to understand and its proof easier to follow
when r = 1. Unfortunately, we need the more general version.





This definition is valid because x0 < ρj.








For each j, let Xj be a random variable with probability generating function
Gj. For each n > 0, let Yn be the random variable defined by adding aj,n







Moreover, it follows from the law of large numbers that if ε > 0, then the
probability pε,n that Yn lies in the interval (λn(1− ε), λn(1 + ε)) converges to











pε,n = 1. (3.8)









































We now show that this sequence satisfies the desired properties. First note





















































Let us apply this lemma to Jm(z), as defined in (3.7). For any fixed z0,






































as long as q0 is less than the radius of convergence in q of the Hj(z0, q). Note
that each Hj(z, q) can be determined explicitly from the definitions in (3.3),
(3.4) and (3.5).
Enumerating the refined staircase
The first 6k + 2 cells of the staircase consist of a total of k + 1 vertical
dominoes, each in Bα,βm , a total of k horizontal dominoes, each in Bdγme, and
2k connecting cells. Thus, for sufficiently large m, the generating function
for Pk,m is bounded below by
Fk,m(z) =
∣∣∣Bα,βm ∣∣∣k+1z2m(k+1) ∣∣∣Bdγme∣∣∣kz2dγmek Jm(z)2k (dγme+ cmcm
)2k
,
where the final binomial coefficient counts the number of possible ways of
interleaving the dγme points in a horizontal domino cell with the cm compo-
nents in a vertically adjacent connecting cell.
LetA(z) be the generating function for Av(1324), and for each k, letAk(z)
be the generating function for the set of 1324-avoiding gridded permutations
in the first 6k + 2 cells of the (original) staircase. Thus, for any fixed k and








So, since the binomial coefficient is a polynomial in n, it follows from the
second inequality that the radius of convergence of Ak(z) is at least that of
A(z).
Hence, for any k, and any fixed z0 within the radius of convergence of















By Propositions 3.7 and 3.15, equation (3.9) and Stirling’s approximation,













for some appropriate sequence c1, c2, . . ., where q0 is defined by (3.10).
To prove Theorem 3.16, it now suffices to find suitable values of α, β, γ,
κ and z0, for which G(z0) > 1 and such that q0 satisfying (3.10) is less than
the radius of convergence in q of the Hj(z0, q). Any such z0 lies outside the
radius of convergence of A(z) and so 1/z0 is a lower bound on the growth
rate of Av(1324). We thus seek z0 as small as possible.
Using α = 5/9− 10−8, β = 5/27− 10−8, γ ≈ 0.951509 and κ ≈ 0.496339,
we may take the value of z0 to be approximately 0.097361383. Then q0 ≈
2.917054 and the radius of convergence of the Hj(z0, q) is about 9.15, so q0 is
in the required range, and G(z0) > 1. Therefore 1/z0 ≈ 10.271012 is a lower
bound on the growth rate of Av(1324).3
Improving the lower bound further
How might this result be improved? Firstly, if we determined the expected
proportion of k-leaf strips for k > 1, and established that their distribution
was concentrated, then that would affect the optimal distribution of points
between the strips, leading to a better bound. It is possible to modify the
functional equation for dominoes to record k-leaf strips, for any k, but the
result is complicated and it has not been possible to analyse the result, even
for k = 1.
Secondly, as mentioned at the beginning of Section 3.8, we could relax
our construction to permit leaves in vertically adjacent domino cells to be
positioned arbitrarily, like the leaves in horizontally adjacent domino cells
are. Due to the complex interaction between the interleaving of points in
two directions, we have not been able to determine a lower bound for the
number of possibilities. It seems likely that the one-dimensional solution in
3An alternative approach to analysing the refined staircase suggests that we could take
the lower bound to be an algebraic number with a minimal polynomial of degree 104,
whose value is approximately 10.27101292824530.
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which leaves are distributed equitably between the strips does not carry over
to interleaving in two directions.
Finally, if we established (a lower bound on) the growth rate of the set of
permutations gridded in the first three cells of the staircase, then we could
decompose the staircase into three-celled trominoes to yield a new bound.






A planar map is a connected planar graph embedded in the sphere, and taken
up to orientation preserving homeomorphism (see Figure 4.1). The enumera-
tion of planar maps is a venerable topic in combinatorics, which was born in
the early sixties with the pioneering work of William Tutte [200, 201]. Fifteen
years later it started a second, independent, life in theoretical physics, where
planar maps are seen as a discrete model of quantum gravity [55, 26]. The enu-
meration of maps also has connections with factorizations of permutations,
and hence representations of the symmetric group [131, 132]. Finally, 40 years
after the first enumerative results of Tutte, planar maps crossed the border
between combinatorics and probability theory, where they are now studied as
random metric spaces [8, 64, 146, 153]. The limit behaviour of large planar
random maps is now well understood, and gave birth to a variety of limiting
objects, either continuous like the Brownian map [72, 146, 147, 157], or dis-
crete like the UIPQ (uniform infinite planar quadrangulation) [8, 63, 73, 155].
The enumeration of maps equipped with some additional structure (a
spanning tree, a proper colouring, a self-avoiding-walk, a configuration of
the Ising model...) has attracted the interest of both combinatorialists and
theoretical physicists since the early days of this study [80, 136, 159, 202,
203]. At the moment, a challenge in both physics and probability theory
is to understand the limiting behaviour of maps equipped with one such
structure [44, 135, 138, 175, 182].
The enumeration of these “decorated” maps, and understanding their
structure, remain the very first building blocks towards the resolution of such
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Figure 4.1: Left: a rooted planar map, which is 4-valent (or: quartic). Right: the
same map, equipped with an Eulerian orientation.
challenges. Recently, the natural question of counting maps equipped with an
Eulerian orientation (where the edges are oriented in such a way that every
vertex has as many incoming as outgoing edges, see Figure 4.1) was raised by
Bonichon, Bousquet-Mélou, Dorbec and Pennarun [42]. They did not solve
the problem, but gave sequences of lower bounds and upper bounds on the
number of planar Eulerian orientations. They also suggested studying the
special case of 4-valent (or quartic) Eulerian orientations. This problem had
already been studied around 2000 in theoretical physics, where it coincides
with the ice model on a random lattice [143, 214]. Another fact that makes
this case particularly relevant is that the number of such orientations with
n vertices is known to be the number of 3-coloured quadrangulations with n
faces [211].
In this chapter we start by presenting numerical work which allowed us to
conjecture the asymptotic form of the two generating functions Q(t), which
counts quartic planar Eulerian orientations by vertices and G(t), which counts
planar Eulerian orientations by edges. These lead us to more specific con-
jectures about the exact, D-algebraic form of both generating functions. We
then prove these conjectures, thus completely solving these two enumeration
problems.
Let us now state our main two theorems. As is usual with maps, our
orientations are rooted, which means that we mark one (oriented) edge (Fig-
ure 4.1, right). Orientations of small size are shown in Figure 4.2.















Then the generating function of quartic rooted planar Eulerian orientations,





t− 3t2 − R(t)
)
.
This is a differentially algebraic series, satisfying a non-linear differential
equation of order 2 whose coefficients are polynomials in t. The number qn
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Figure 4.2: The planar Eulerian orientations with at most two edges, in agreement
with G(t) = t+5t2 +O(t3). On the right are the four quartic Eulerian orientations
with one vertex, in agreement with Q(t) = 4t+O(t2).





κ = 1/18 and µ = 4
√
3 π.
The series Q(t) is not D-finite, which means that it does not satisfy any
non-trivial linear differential equation.
The first coefficients of R and Q are
R(t) = t−3t2−12t3−105t4−1206t5−· · · , Q(t) = 4t+35t2 +402t3 + · · · .
Remarks
1. As we will explain in Section 4.2.2, the series Q(t) also counts (by faces)
quadrangulations equipped with a proper 3-colouring of the vertices (with
prescribed colours on the root edge). It is worth noting that the generat-
ing functions of 3-coloured triangulations, and of 3-coloured planar maps,
are both algebraic [23] (and thus D-finite), hence in a sense they are much
simpler. The corresponding asymptotic estimates are κµnn−5/2 in both cases
(for other values of µ and κ of course).
2. In Section 4.7.2, we will prove that Q(t) also counts, by edges, Eulerian
partial orientations of planar maps: that is, only some edges are oriented,
with the condition that at any vertex there are as many incoming as outgo-
ing edges.
3. As mentioned above, the series R(t) already occurs in the map litera-
ture, and more precisely in the enumeration of quartic maps M weighted by
their Tutte polynomial TM(0, 1). However, our proof does not rely on this
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observation, and it remains an open problem to understand this connection
combinatorially. We refer to the final section for more detail.
The counterpart of Theorem 4.1 for all rooted planar Eulerian orientations
reads as follows.


















t− 2t2 − R(t)
)
.
This is a differentially algebraic series, satisfying a non-linear differential
equation of order 2 whose coefficients are polynomials in t. The number gn





κ = 1/16 and µ = 4π.
The series G(t) is not D-finite.
The first coefficients of R and G are
R(t) = t− 2t2 − 4t3 − 20t4 − 132t5 − · · · , G(t) = t+ 5t2 + 33t3 + · · · .
Remark. In Section 4.7 we will prove that 2G(t) also has an interpreta-
tion in terms of 3-coloured maps: it counts (by faces) properly 3-coloured
quadrangulations having no bicoloured face. Equivalently, it counts Eulerian
orientations of quartic maps with no alternating vertex (a vertex where the
order of the edges would be in/out/in/out). This is the special case α = β
of a two matrix model studied in [137], where the point α = β = 1/(4π) is
indeed identified as critical.
Outline of the chapter. In Section 4.2 we begin with basic definitions on
maps, orientations, and generating functions. We also discuss various mod-
els related to quartic Eulerian orientations. In Section 4.3 we describe the
numerical work from [91], in which we conjectured the asymptotic forms of
the two generating functions Q(t) and G(t). This begins in Sections 4.3.2
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and 4.3.3 with a description of systems of functional equations which char-
acterise the two generating functions. Using these equations, we compute
100 coefficients of Q(t) and 90 coefficients of G(t). We present an empirical
analysis of these terms in Section 4.3.5, which allows us to conjecture the
exact asymptotic form of both generating functions. In Section 4.4, we de-
scribe how these asymptotic conjectures led us to conjecture the exact form
of both Q(t) and G(t). The proof of these conjectures begins in Section 4.5,
where we write a simpler system of functional equations which characterises
the generating function Q(t) of quartic Eulerian orientations. We solve it
in Section 4.6, using a guess-and-check approach. Then comes a bijective
intermezzo in Section 4.7, where we describe a bijection, designed by Bout-
tier, Fusy and Guitter [53]. As a special case, this bijection implies that
general Eulerian orientations with n edges are in one-to-two correspondence
with certain restricted quartic Eulerian orientations with n vertices. In Sec-
tion 4.8 we give a system of equations for these orientations, which we solve
in Section 4.9. In Section 4.10 we briefly discuss the nature of our generating
functions and their singular behaviour, thus proving the asymptotic state-
ments in Theorems 4.1 and 4.2, which are also the conjectures in Section
4.3.5. Section 4.11 finally raises some open problems.
Definitions
Planar maps
A planar map is a proper embedding of a connected planar graph in the
oriented sphere, considered up to orientation preserving homeomorphism.
Loops and multiple edges are allowed (Figure 4.3). The faces of a map are
the connected components of its complement. The numbers of vertices, edges
and faces of a planar map M , denoted by v(M), e(M) and f(M), are related
by Euler’s relation v(M) + f(M) = e(M) + 2. The degree of a vertex or face
is the number of edges incident to it, counted with multiplicity. A corner is
a sector delimited by two consecutive edges around a vertex; hence a vertex
or face of degree k is incident to k corners. The dual of a map M , denoted
M∗, is the map obtained by placing a vertex of M∗ in each face of M and an
edge of M∗ across each edge of M ; see Figure 4.3, right. A map is said to be
quartic if every vertex has degree 4. Duality transforms quartic maps into
quadrangulations, that is, maps in which every face has degree 4. A planar
map is Eulerian if every vertex has even degree. Its dual, with even face
degrees, is then bipartite. We call a face of degree 2 (resp. 4) a digon (resp.
quadrangle).
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Figure 4.3: Left: a rooted planar map, with the root edge and root corner shown.
Right: the dual map, in dashed edges.
For counting purposes it is convenient to consider rooted maps. A map
is rooted by choosing an edge, called the root edge, and orienting it. The
starting point of this oriented edge is then the root vertex, the other endpoint
is the co-root vertex. The face to the right of the root edge is the root
face, and its edges are the outer edges. The face to the left of the root
edge is the co-root face. Equivalently, one can root the map by selecting a
corner. The correspondence between these two rooting conventions is that
the oriented root edge follows the root corner in anticlockwise order around
the root vertex. In figures, we usually choose the root face as the infinite
face (Figure 4.3). This explains why we often call the root face the outer face
and its degree the outer degree (denoted od(M)). The other faces are called
inner faces. Similarly, we call the corners of the outer face outer corners and
all other corners inner corners.
From now on, every map is planar and rooted, and these precisions will
often be omitted. Our convention for rooting the dual of a map is illustrated
on the right of Figure 4.3. Note that it makes duality of rooted maps a
transformation of order 4 rather than 2. By convention, we include among
rooted planar maps the atomic map having one vertex and no edge.
Orientations
A (planar) Eulerian orientation is a (rooted, planar) map with oriented
edges, in which the in- and out-degrees of each vertex are equal. We require
that the orientation chosen for the root edge is consistent with its orienta-
tion coming from the rooting (Figure 4.1, right). Note that the underlying
map must be Eulerian. We find it convenient to work with duals of Eulerian
orientations, which turn out to be equivalent to certain labelled maps.
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Definition 4.3. A labelled map is a rooted planar map with integer labels
on its vertices, such that adjacent labels differ by ±1 and the root edge is
labelled from 0 to 1. Such a map is necessarily bipartite. We also consider
the atomic map, with a single vertex (labelled 0), to be a labelled map.











Figure 4.4: A labelled map.
Lemma 4.4. The duality transformation between Eulerian maps and bipar-
tite maps can be extended into a bijection between Eulerian orientations and
labelled maps, which preserves the number of edges and exchanges vertex de-
grees and face degrees.
Proof. Given a labelled map L, we can construct a directed map by orient-
ing each edge from the lower number to the higher number. Then around
each face of L, the number of clockwise edges is equal to the number of an-
ticlockwise edges. Hence the dual of this map (where the orientations of the
edges are defined by rotating the original edges 90◦ clockwise) is an Eulerian
orientation. This transformation is illustrated in Figure 4.5. The restriction
that the root edge of L is labelled from 0 to 1 is equivalent to the restriction
that the root edge of an Eulerian orientation is directed away from the root
vertex. By reversing each of these steps, we see that this transformation is
a bijection. Hence, the number of labelled maps with n edges is equal to
the number of rooted planar Eulerian orientations with n edges. Using the
same bijection, we see that the number of 4-valent rooted planar Eulerian
orientations with n edges is equal to the number of labelled quadrangulations
with n edges.
In the case of a quartic Eulerian orientation, the (quadrangular) faces of
the dual map can only have two types of labelling, shown in Figure 4.6. It is
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Figure 4.5: An Eulerian orientation (solid edges) and the corresponding dual la-
belled map (dashed edges). The labelling rule is shown on the right.
easily shown that, upon replacing every label by its value modulo 3, one ob-
tains a proper 3-colouring of the vertices of the quadrangulation. Conversely,
given a 3-coloured quadrangulation such that the root edge is oriented from 0
to 1, one can directly reconstruct an Eulerian orientation of the dual quartic
map using the rule of Figure 4.5. Then the associated labelled quadrangu-
lation projects on the coloured quadrangulation modulo 3. Hence 4-valent
Eulerian orientations with n vertices are in bijection with 3-coloured quad-
rangulations with n faces (with the root edge oriented from 0 to 1), as claimed
below Theorem 4.1. This correspondence between Eulerian orientations of a
planar quartic graph and 3-colourings of its dual has been known for a long
time. In the more general, non-planar case, the number of Eulerian orienta-
tions of a 4-valent graph is given by the value of its Tutte polynomial at the
point (0,−2), with no interpretation in terms of colourings [211, Sec. 3.6].
More orientations. Obviously, quartic Eulerian orientations are orienta-
tions of a quartic map with exactly 2 outgoing edges at each vertex. It turns
out that the number of oriented quadrangulations in which each vertex has
outdegree 2 is known. The associated series is D-finite. A simple bijection
transforms these orientations into bipolar orientations of planar maps (no
cycle, one source, one sink, both on the outer face). We refer the reader
to [17, 43, 102, 111], and references therein. Analogous results exist for
orientations of triangulations in which every vertex has outdegree 3, called
Schnyder orientations [22, 41]. Let us also mention recent progress regarding
bipolar orientations with prescribed face degrees [50].
Eulerian orientations, the 6-vertex model and fully packed
loops
The enumeration of quartic Eulerian orientations has already been considered
in the mathematical physics literature, where it is called the ice model on a







Figure 4.6: The two types of vertices in a quartic Eulerian orientation, shown
with the associated quadrangles in the dual labelled map. In the six vertex model,
alternating vertices are assigned the weight ω.
while the hydrogen atoms (two per oxygen in a water/ice molecule) lie on the
edges, the arrows indicating with which oxygen they go. This is a special case
of the six vertex model: in that model, the configurations are still Eulerian
orientations, but a weight ω = 2 cos(λπ/2) is assigned to each vertex from
which the two outgoing edges are opposite each other. We call these vertices
alternating (see Figure 4.6, right). The ice model then corresponds to ω =
1, or equivalently, λ = 2/3. Starting from a matrix integral formulation,
Kostov [143] and Zinn-Justin [214] predict that for λ ∈ [0, 2), that is, ω ∈















Moreover, Kostov [143] predicts that the behaviour of the free energy around
this singularity is




up to some multiplicative constant.
In a forthcoming paper we (Bousquet-Mélou and I) consider the refined
generating function Q(t, ω) of quartic Eulerian orientations, where t still
counts vertices, and a weight ω is assigned to alternating vertices. Figure 4.6
shows that Q(t, ω) also counts labelled quadrangulations by faces, with a
weight ω per face having only two distinct labels. In terms of the free energy
considered by Kostov, our generating function Q(t, ω) is given by





where the derivative accounts for the 2n possible choices of the root edge in a
quartic Eulerian orientation with n vertices. Its predicted singular behaviour
is thus
Q(t, ω) ∼ 1− t/ρ
log(1− t/ρ)
,
up to some multiplicative constant.
The generating function Q(t) of Theorem 4.1 is Q(t, 1), so the predictions
of Zinn-Justin and Kostov at ω = 1 are verified by Theorem 4.1 (see Propo-
sition 4.37 for the singular behaviour of Q(t), from which the asymptotic
behaviour of the numbers qn stems).
But we also claim that our second theorem, Theorem 4.2, solves the case
ω = 0 of the six vertex model. Indeed, we will show that the generating
function G(t) of general Eulerian orientations satisfies 2G(t) = Q(t, 0) (see
Corollary 4.29). Hence the predictions of Zinn-Justin and Kostov for ω = 0
follow from Theorem 4.2 and Proposition 4.38.
Remarks
1. The case ω = 2 is also well-understood, and boils down to counting
all planar maps weighted by their Tutte polynomial, evaluated at the point
(3, 3). This can be justified as follows: starting from a quartic Eulerian
orientation, we first transform each vertex into a pair of vertices with degree 3,
as shown in Figure 4.7. (This transformation has already been used in,
e.g., [143, 214]). The two possible choices for each alternating vertex account
for the weight ω = 2 assigned to these vertices. The resulting map is a cubic
map in which each vertex has one incoming edge, one outgoing edge and one
undirected edge. This transformation can be reversed by simply contracting
all undirected edges in the cubic map. The oriented edges must then form
loops on the cubic map, where each loop is oriented one of two ways - either
clockwise or anticlockwise. Moreover, every vertex must be visited by a loop.
In [45, Sec. 2.1], this model of fully packed loops on cubic maps is shown to
be equivalent to the 4-state Potts model on general planar maps, in which
every monochromatic edge gets a weight 3, and every vertex a weight 1/2.
Finally, using the correspondence between the Potts model and the Tutte




te(M) TM(3, 3) = 6 t+ 78 t
2 + 1326 t3 + 25992 t4 +O(t5),
where TM(µ, ν) is the Tutte polynomial of M (see [211]). This series was
proved to satisfy an (explicit) non-linear differential equation of degree 3
(see [24, Thm. 16] for β = 2), but, to our knowledge, the singular behaviour
of Q(t, 2) has not been derived from it. One can in fact guess-and-prove a
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smaller differential equation, of order 2.
2. In our forthcoming paper, we give a system of equations defining Q(t, ω).
The coefficients that we thus compute suggest that the prediction (4.1) does





Figure 4.7: The transformation from vertices in a quartic Eulerian orientation to
pairs of vertices in certain cubic Eulerian partial orientations. This transformation
applies when ω = 2.
Numerical work
In this section we describe the numerical work which allowed us to conjecture
the asymptotic form of the generating functions Q(t), for quartic Eulerian
orientations counted by vertices, and G(t) for general Eulerian orientations
counted by edges. For more detail on this work see [91]. This is also what
led us to conjecture the exact forms of the solutions, which we subsequently
proved. The conjectures in this Section are all proven in later sections of this
chapter, so the impatient reader may skip to Section 4.5 for the beginning of
the solution.
Contraction Operation
We will now describe our contraction operation, which is a fundamental ingre-
dient in our derivations of systems of functional equations which characterise
the generating functions G(t) and Q(t). This definition is illustrated in Fig-
ure 4.28. Similar contraction operations will be used in Sections 4.5 and 4.8
when we derive simpler systems of functional equations.
Definition 4.5. Let L be a labelled map and let c be an outer corner of L
































Figure 4.8: Left: a labelled map L with a chosen outer corner c labelled 0. The
minus-subpatch M of D rooted at c is highlighted in D and shown separately in
the middle. The submap M ′ is obtained from M by deleting the dashed vertices
and edges. Right: the labelled map L′ constructed from L by contracting M to a
single vertex u0.
let M ′ be the maximal submap of L that contains v and consists of vertices
labelled 0 or less. Let M be the submap of L that contains M ′ and all edges
and vertices within its boundary (assuming the root face is drawn as the
infinite face). The map M , which we root at the corner inherited from c, is
the minus-subpatch of L rooted at c.
It follows immediately from this definition that M and M ′ share the same
outer face. Moreover, all inner faces of M are also inner faces of L. All outer
vertices of M must also be outer vertices of M ′, so they have non-positive
labels. In particular, this implies that the co-root vertex of L is not a vertex
of M ′. Note also that since the root vertex of M is labelled 0, the co-root
vertex of M is labelled −1, so M is not a labelled map but we can create a
labelled map M̂ by replacing each label ` in M with −`.
Now, every edge in L which connects a vertex in M to a vertex not in M
must have endpoints labelled 0 (in M) and 1 (not in M). We can thus form
a new labelled map L′ by contracting all of M to a single vertex u0 labelled
0 (Figure 4.28). This vertex u0 is only adjacent to vertices labelled 1 in L
′.
We define the root edge of L′ to be the edge corresponding to the root edge
of L, and we call L′ the M − contraction of L.
Thus given a labelled map L, and an outer corner c labelled 0, we can
decompose L into two labelled maps L′ and M̂ . In general this transformation
is not uniquely reversible, and there are restrictions on the possible maps L′
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and M̂ . Nonetheless, we will use this transformation in certain restricted
situations where it is a bijection, and this will be a key step in our solution
to the problem of enumerating quartic Eulerian orientations.
Functional equations for quartic Eulerian orientations
In this section we will characterise the generating function Q(t) of labelled
quadrangulations by a system of functional equations.
Theorem 4.6. There exists a unique pair of series, denoted P(t, x, y) and
D(t, w, x, y), belonging respectively to Q[x, y][[t]] and Q[w, x, y][[t]] satisfying
the following equations:







D(t, w, x, y) = t2x2
D(t, w, x, y)−D(t, w, 1, y)
x− 1
+ txD(t, w, x, y)(w + 2[y1]P(t, x, y))
+ txy(1 + D(t, w, 1, y))P(t, x, y).





[y1]P(t, 1, y)− 1.
By Lemma 4.4, the series Q(t) also counts quartic Eulerian orientations by
vertices.
It is easy to see that this pair of equations defines P and D uniquely as
follows: From the equation for D, one can deduce that D(0, w, x, y) = 0, then
the first equation implies that P(0, x, y) = 1. Now, if n is a positive inte-
ger and the coefficients [tk]P(t, x, y) and [tk]D(t, x, y) are known for k < n,
then the second equation determines [tn]D(t, w, x, y), then the first equations
determines [tn]P (t, x, y) (using the fact that D(0, w, x, y) = 0). Hence, by in-
duction, [tn]P(t, x, y) and [tn]D(t, x, y) can be determined for all n. Moreover,
the series constructed inductively in this way will satisfy the pair of equations
in the theorem. This inductive approach is also the basis of our algorithm
that computes the coefficients of Q(t), which are analysed in Section 4.3.5.
The series D and P of Theorem 4.6 count certain labelled maps, which
we now define. See Figure 4.9 for an illustration.
Definition 4.7. A patch is a labelled map in which each inner face has degree
4, and the vertices around the outer face are alternately labelled 0 and 1.
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D-patches resemble patches but may include digons. More precisely, a
D-patch is a labelled map in which each inner face has degree 2 or 4, those of
degree 2 being incident to the root vertex, and the vertices around the outer
face are alternately labelled 0 and 1. We also require that all neighbours of
the root vertex are labelled 1.
We define P(t, x, y) and D(t, w, x, y) to be the generating functions of
patches and non-atomic D-patches, respectively where t counts edges, y the
outer degree (halved), x the degree of the co-root vertex and w the number
of inner digons. The atomic map has no co-root vertex, but we use the





















Figure 4.9: Left: a patch which contributes t5x3y4 to the generating function
P(t, x, y). Right: a D-patch which contributes t6w3x6y3 to the generating function
D(t, w, x, y).
It remains to show that the series P(t, x, y), D(t, w, x, y) and Q(t) satisfy
the three equations of Theorem 4.6. We will now outline the proofs of these
equations. For full details see [91].




[y1]P(t, 1, y)− 1,
Proof. For each positive integer k, the coefficient of tk on the right hand side
of the equation is the number of patches with outer degree 2 containing k+1
edges. Removing the outer edge other than the root edge from such a patch
yields a labelled quadrangulation with k edges, and hence k/2 faces, which
also proves that for a patch to exist, k must be even. These are exactly the





[y1]P(t, 1, y)− 1
)
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for k > 0. For k ≤ 0, this equation still holds as both sides are equal to 0.
Since this holds for all k, the lemma is true.
Lemma 4.9. The generating functions P and D satisfy the equation







This is Proposition 2.5 in [91], and a full proof is given there. The idea
is that a patch P which is not the atomic patch can be decomposed into a
D-patch and a patch as follows: Let M be the minus subpatch of P rooted
at the root corner, let D be the M -contraction of P and let P̂ be the labelled
map obtained by replacing each label ` in M with −`. Then one can show
that D is a D-patch, P is a patch and the number of inner digons in D is
equal to half the outer degree of P̂ . Moreover, subject to this restriction,
one can uniquely reconstruct P from any pair D, P̂ . The equation follows
by calculating the number of edges, the degree of the co-root vertex and the
degree of the outer face of P in terms of those same statistics for P̂ and D.
Lemma 4.10. The generating functions P and D satisfy the equation
D(t, w, x, y) = t2x2
D(t, w, x, y)−D(t, w, 1, y)
x− 1
+ txD(t, w, x, y)(w + 2[y1]P(t, x, y))
+ txy(1 + D(t, w, 1, y))P(t, x, y).
This is Proposition 2.4 in [91], and a full proof is given there. We give an
outline here:
The equation follows from investigating all cases which can occur when
the root edge e is removed from a D-patch D. The contribution from the
cases in which e is a bridge (that is, its removal disconnects the graph) is
txy(1 + D(t, w, 1, y))P(t, x, y).
From the cases in which the face F on the left of e is an inner digon, the
contribution is
twxD(t, w, x, y).
From the cases in which F is an inner quadrangle but the two vertices incident
to F labelled 1 are in fact the same vertex, the contribution is
2txD(t, w, x, y)[y1]P(t, x, y).
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The contribution from the remaining cases is
t2x2
D(t, w, x, y)−D(t, w, 1, y)
x− 1
.
To understand this final contribution, let v0, v1, u and u1 be the vertices
around F in anticlockwise order, with v0 and v1 the root vertex and co-root
vertex of D. Let D′ be the labelled map formed from D by moving u1 towards
v1 inside F until they are identified, thereby forming a digon between v0 and
v1 and another digon between v1 and u. Next, let D
′′ be the map formed by
replacing each of these two digons with a single edge. Then D′′ is a D-patch.
To reconstruct D′ from D′′, we simply need to choose one edge incident to the
co-root vertex to split into two edges, and then split the root edge into two
edges, thereby forming two digons. D can then be reconstructed uniquely
by splitting the co-root vertex into two vertices u1 and v1 in such a way that
the two digons merge to form a single quadrangle F . Tracking the relevant
statistics, it follows that D-patches D corresponding to a D-patch D′′ with n
edges, m digons, an outer face with degree 2d and a co-root vertex of degree
k contribute
tn+2wmyd(xk+1 + xk + . . .+ x2).
Summing this over all D-patches D′ yields the contribution
t2x2
D(t, w, x, y)−D(t, w, 1, y)
x− 1
from this case.
Functional equations for general Eulerian orientations
In this section we will characterise the generating function G(t) of labelled
maps by a system of functional equations. For a simpler system of equations
characterising G(t), see Section 4.8.
Theorem 4.11. There exist unique series, denoted P(t, y), R(t, w, x), S(t, w, x),
T(t, w, x, y), U(t, x, y) and V(t, w, y), belonging respectively to Q[y][[t]], Q[w, x][[t]],
Q[w, x][[t]], Q[w, x, y][[t]], Q[x, y][[t]] and Q[w, y][[t]] satisfying the following
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equations:
P(t, y) = Ωx(V(t, x, y)),
R(t, w, x) = wxt+
1
wxt
R(t, w, x)S(t, w, x),
S(t, w, x) = Ωz
(
t2w2x2 +





R(t, z, x)S(t, z, x)
)
,
T(t, w, x, y) = Ωz
(




+ tx(y − w)V(t, x, y)U(t, w, y) + twxV(t, x, y),




T(t, w, x, y)R(t, w, x)
)
+ 1,




T(t, w, x, y)R(t, w, x)
)
+ 1,
along with the initial conditions R(0, w, x) = S(0, w, x) = T(0, w, x, y) = 0,



















where each term cn is a series in variables other than z. Ωx and Ωw are
defined similarly. The generating function G(t) that counts labelled quadran-







R(t, w, x)S(t, w, x)
))
.
By Lemma 4.4, the series G(t) also counts Eulerian orientations by edges.
The proof of this theorem is in [91], but we will only describe two im-
portant elements of the proof here. The first is the proof that this equation
uniquely defines the series involved.
Lemma 4.12. The system of equations in Theorem 4.11 uniquely defines the
series involved.
Proof. First, we observe that if N is a positive integer and A(t, z) is some
series in t, z and possibly other indeterminates such that A(0, z) = 0 and we
know [tk]P(t, y) for k < N and [tk]A(t, z) for k ≤ N , then this determines
the coefficients [tk]Ωz(A(t, z)) for k ≤ N , using the equation defining Ωz.
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Now, it follows from the third equation in the Theorem that S(t, w, x) is
divisible by t2, then using this equation again, it follows that [t2]S(t, w, x) =
w2x2. The first, fifth and sixth equations allow us to determine that V(0, x, y) =
U(0, x, y) = P(0, x, y) = 1. Now we will proceed by induction. Assume that
the coefficient of tk can be determined for each series for k < N , where N is
some positive integer. Then the coefficients [tN ]S(t, w, x) and [tN ]T (t, w, x, y)
are determined by the third and fourth equations, respectively. Next, the co-
efficient [tN ]R(t, w, x) is determined by the second equation. Then the coef-
ficients [tN ]U(t, w, x) and [tN ]V(t, w, x) are determined by the fifth and sixth
equations. Finally, rewriting the first equation as
P(t, y) = Ωx(V(t, x, y)− 1) + 1,
we see that the coefficient [tN ]P(t, y) can also be determined. Hence, by
induction, the equations uniquely determine the six series involved. This
also determines the series G(t), using the final equation in the Theorem.
Moreover, due to the way in which these series were constructed, it is clear
that they satisfy the equations. Hence there are unique series P,R, S,T,U,V
which satisfy the equations and initial conditions.
The series P, R, S, T, U and V of Theorem 4.6 count certain labelled
maps, which we now define.
Definition 4.13. A general patch is a labelled map in which the vertices
around the outer face have nonnegative labels.
A U-patch is a general patch in which the root vertex is only adjacent to
vertices labelled 1.
A V-patch is a general patch in which the co-root vertex is only adjacent
to vertices labelled 0.
A T-patch is a general patch which is a U-patch and a V-patch in which
the only edge between the root vertex and co-root vertex is the root edge.
An R-patch is a general patch which is both a U-patch and a V-patch in
which the outer face has degree 2.
An S-patch is an R-patch in which the root vertex and the co-root vertex
are joined by exactly two edges (which must be the two edges of the outer
face).
By convention, the atomic map is a general patch, a U-patch and a V-
patch but not an R-patch, S-patch or T-patch.
We define P(t, y), R(t, w, x), S(t, w, x), T(t, w, x, y), U(t, w, y) and V(t, x, y)
to be the generating functions of general patches, R-patches, S-patches, T-
patches, U-patches and V-patches, respectively, where t counts edges, w the
129
degree of the root vertex, x the degree of the co-root vertex and y the number
of corners of the outer face labelled 0.
It remains to show that these six series and G(t) satisfy the equations
of Theorem 4.6. We will show one element of the proof here, namely the
interpretation of the linear operator Ωz. For the complete proof of these
equations see [91].
Proposition 4.14. Consider tuples P, c,M, P ′, c′ of a general patch P , outer
corner c of P labelled 0, minus-subpatch M of P rooted at c, M-contraction
P ′ of P and corner c′ in P ′ inherited from c. For a given pair of a patch P ′
and outer corner c′ labelled 0 for which all adjacent vertices are labelled 1,
the generating function E(P ′,c′)(t) for tuples P, c,M corresponding to P
′, c′,
counted by edges in M is given by
E(P ′,c′)(t) = Ωz(z
n),
where n is the number of corners of P ′ which are incident to the same vertex
as c′, but are not incident to the outer face.










for n > 0 and Ωz(z
0) = 1.
By the definition of a minus subpatch, all outer vertices of M must have
non-positive labels. Hence, the map M̂ formed by replacing each label ` in
M with −` is a general patch. If n = 0, then M must be the atomic map.
Hence in this case
E(P ′,c′)(t) = 1 = Ωz(z
n).
Now we will consider the case when n ≥ 1. First, highlight one of the
edges in P ′ which is incident on the vertex v incident on c. Recall that
general patches are enumerated by P(t, y). Consider a specific general patch
P̂ , which contributes tkyj to P(t, y). Then P̂ contains k edges and its outer
face is incident to j corners at height 0. We will calculate the contribution
to E(P ′,c′)(t) of all cases in which M̂ = P̂ . Clearly any specific tuple P, c,M
contributes xk to Mv(x), so we just need to calculate the number of these
tuples. Assume that M̂ = P̂ . Then M is constructed from P̂ by replacing
each label ` in P̂ by −`. Going clockwise around the outer face of M , starting
at the root vertex v0, let p1, p2, . . . , pj be the paths between vertices at height
0, so these partition the boundary of M . Now let c1, c2, . . . , cn be the inner
corners around v in P ′, in clockwise order starting from the corner c. Then
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in the transformation from P ′ to P , each inner corner ci of P
′ expands to
contain a number ai of the paths p1, . . . , pj. Since the outer vertices of M
which are not at height 0 have negative heights, each path pt must not be
on the outside of Γ, so pt must be counted by one of the terms ai. Moreover,
due to the clockwise order, the lower expansion is uniquely determined by
the sequence a1, . . . , an, the only restrictions on this sequence being that each
term ai is a non-negative integer and the sum of the terms is j. The number
of such sequences is (




Hence the contribution to E(P ′,c′)(t) of all pairs P, c corresponding to the
general patch P̂ is (









n+ j − 1
n− 1
)
[yj]P(t, y) = Ωz(z
n).
Algorithmic computation of generating functions
As we have seen, we can use our functional equations to compute all of the
involved series one coefficient (of tn) at a time. Since there are only polyno-
mially many non-zero coefficients with degree in n at most t and each com-
putation of a single coefficient takes polynomial time, this algorithm takes
polynomial time. The coefficients were calculated modulo a prime smaller
than 231, repeated for several different primes, sufficient to calculate the
coefficient by use of the Chinese Remainder Theorem. In this way we calcu-
lated 90 terms of the generating function G(t) for planar Eulerian orientations
counted by edges and 100 terms of the generating function Q(t) for 4-valent
planar Eulerian orientations counted by vertices.
Empirical analysis of generating functions
We first tried to analyse the series Q(t) and G(t) by the method of differential
approximants (DAs) [126, 122, 125]. The results were not totally straight-
forward. Assuming a power-law singularity of the form
f(t) ∼ C(1− t/tc)α,
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then for G(t) we found the closest singularity to the origin to be at tc ≈
0.07957736, with an exponent around α ≈ 1.24. However there was a second
singularity very close by, at t ≈ 0.0795789, with an exponent around 2.26,
and a third, less precisely located singularity at around t ≈ 0.0798, with a
complex exponent the value of which is irrelevant.
For Q(t) we found essentially identical results, just with a changed radius
of convergence. In particular we found the closest singularity to the origin
to be at tc ≈ 0.04594404, with an exponent around 1.23. There was a second
singularity very close by, at t ≈ 0.04594449, with an exponent around 2.23,
and a third, less precisely located, at around t ≈ 0.0459, with a complex
exponent the value of which is irrelevant. This behaviour, where one has two
singularities very close together, with an exponent separated by about 1.0,
is known to be characteristic of a confluent singularity, and more precisely, a
confluent singularity involving a logarithmic term. For Q(t), this is consistent
with Kostov’s prediction [143] that
Q(t) ∼ f(t) = −t(1− µt)
log(1− µt)
.
This also suggests that our estimates for of the critical exponents were inac-
curate, which is not surprising given the presence of the logarithmic term.
Having seen that the method of DAs has difficulty in estimating the crit-
ical exponent, we turned to ratio-based methods. If the generating function






















To extract asymptotics from numerical data is difficult when successive terms
are only weaker by a factor of a logarithm, which varies but slowly unless
one has a vast number of terms.



























We show in figures 4.10 and 4.11 the ratios for G(t) and Q(t) plotted against
1/n. Both plots exhibit slight concavity, due to the logarithmic corrections.
If we eliminate the O(1/n) term by constructing linear intercepts,


















Figure 4.10: Ratio plot of coefficients
of G(t).
Figure 4.11: Ratio plot of coefficients
of Q(t).
the corresponding plots of the linear intercepts against 1/(n·log2 n) are shown
in figures 4.12 and 4.13. Note that the ordinate is compressed by about
a factor of 10, and secondly, the plot exhibits more curvature, presumably
reflecting competition between subdominant logarithmic terms. Indeed, from
the asymptotics, it is clear that this sequence must eventually have a positive
gradient as n increases, so must pass through a maximum. We will see below
that this occurs for sufficiently large n.
Figure 4.12: Plot of linear intercepts of
ratios of G(t) vs. 1/n log2 n.
Figure 4.13: Plot of linear intercepts of
ratios of Q(t) vs. 1/n log2 n.
As we did for two stacks in series in Section 2.5.4, we now use differential
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approximants to predict subsequent ratios of the series G(t) and Q(t) using
the known terms. The detailed description as to how this is done is given in
[124]. In this case we are extremely fortunate, in that the standard deviation
of the coefficient estimates increases extremely slowly, and so we are confident
in predicting 1000 extra ratios for both series which we expect to be accurate
to more than 10 significant digits. That is more than enough for our purposes.
Using these additional terms, we reconstruct the plot shown in Figure 4.13 in
Figure 4.14, using a further 1000 ratios. Note that the locus passes through
a maximum, reflecting competition between the subdominant logarithmic
terms, and the linear intercepts are now decreasing with increasing n, as
predicted by the asymptotic expression (4.3). In Figure 4.15, we show the
same plot, but with the abscissa restricted to ratios corresponding to 700 ≤
n ≤ 1100. The value of the ordinate at the origin in Figure 4.15 is precisely
4
√
3π, and the extrapolated locus is convincingly going through the origin.
Figure 4.14: Plot of linear intercepts of
ratios of Q(t) vs. 1/n log2 n, using an
extra 1000 ratios.
Figure 4.15: Plot of linear intercepts of
ratios of Q(t) vs. 1/n log2 n, using ra-
tios 700 to 1100.
The corresponding plots for planar orientations, given by the generat-
ing function G(t), are shown in figures 4.16 and 4.17, where now the value
of the ordinate at the origin in Figure 4.17 is precisely 4π, and again the
extrapolated locus is convincingly going through the origin.
Now that we have good grounds to conjecture the exact value of the
critical points, we are in a better position to estimate the exponent. From
[106], p.385 we see that if










Figure 4.16: Plot of linear intercepts of
ratios of G(t) vs. 1/n log2 n, using an
extra 1000 ratios.
Figure 4.17: Plot of linear intercepts of








































When α is a negative integer, the evaluation of the constants must be inter-
preted as a limiting case as the Γ function diverges, so that certain constants
vanish. In particular, provided that α is a negative integer and β is not zero
or a positive integer, one has






























































where d = 3c2/c1.

















Plots of αn against 1/ log n for both G(t) and Q(t) respectively are shown
in figures 4.18 and 4.19, and it can be seen that having many more than
100 terms is essential. In fact the minimum in both plots occurs at around
n = 100, and it is only with our extended data that the limit α = −1 becomes
plausible.
Figure 4.18: Plot of exponent α esti-
mates from G(t) vs. 1/ log n, using an
extra 1000 ratios.
Figure 4.19: Plot of exponent α esti-
mates from Q(t) vs. 1/ log n, using an
extra 1000 ratios.
To take into account higher-order terms in the asymptotics, we attempted
a linear fit to the assumed form (also assuming α is a negative integer, oth-















We did this by solving the linear system given by setting n = m − 1, n =
m, n = m + 1 in the preceding equation, and solving for α, β, d, with
m ranging from 20 to the maximum possible value 1100. We obtain an m-
dependent sequence of estimates of the terms α, β, d, which we show plotted
against appropriate powers of 1/m. These are shown in figures 4.20 and 4.21
for planar orientations. (The corresponding plots for 4-valent orientations
are similar in appearance, so are not shown).
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In this way we see that both α and β are plausibly going to −1, as
appropriate for a singularity of the form
c · µ · t · (1− µ · t)
log(1− µ · t)
.
Figure 4.20: Plot of exponent α esti-
mates from eqn (4.4).
Figure 4.21: Plot of exponent β − 1 es-
timates from eqn (4.4).
Finally, if we accept that α = −1, we can refine the estimate of β, since
in that case (
rn
µ
− 1 + 2
n
)






The result is shown in Figure 4.22 which is plausibly tending to β = −1,
though the fact that the abscissa is 1/ log n means that one would really
need many more terms, around 22,000, even to get to within 0.1 on the
abscissa.
Conjecturing exact forms of Q(t) and G(t).
In the last Section, we described our numerical work which resulted in the
conjectures that the radii of convergence of Q(t) and G(t) are 1/(4
√
3π)
and 1/(4π), respectively. In other words, their coefficients have exponential
growth rates 4
√
3π and 4π, respectively. In retrospect we learnt that for
Q(t), this was already conjectured by Kostov and Zinn-Justin in the mathe-
matical physics literature [143][214]. Upon seeing these conjectures, Mireille
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Figure 4.22: Plot of exponent β estimates from eqn (4.5).
Bousquet-Mélou recognised that the growth rate 4
√
3π had appeared before
in a planar map enumeration problem, namely in the series R(t) in [48], which














Using this equation, we computed 100 coefficients of the series R(t). We then
searched for a linear differential equation relating the two series Q(t) and












for 0 ≤ k, j ≤ 5. Next, we searched for a non-trivial linear combination of
these series and the monomials 1, t, . . . , t5 whose first 100 coefficients were
equal to 0. This just involved solving 100 linear simultaneous equations. To
our surprise, we found the remarkably simple rational relationship between
the two series, namely
3t2Q(t) = t− 3t2 − R(t).
As we had proved this equation up to O(t100), we conjectured that it was
true. For the second series, G(t), we then searched for a similar formula.
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The first step was to find a series R1(t) defined similarly to R(t), but with












satisfies these conditions. We then searched for a linear differential equation
relating G(t) and R1(t), and found the following rational relationship between
the two series
4t2G(t) = t− 2t2 − R1(t).
Due to our computations, we had proved this equation up to O(t90), so we
conjectured that it was true.
These two conjectures are now Theorems 4.1 and 4.2, as they are proved
in the following five sections.
Simplified functional equations for quartic Eu-
lerian orientations
In this section we will characterise the generating function Q(t) of labelled
quadrangulations by a system of functional equations, which is simpler than
the system of functional equations in Section 4.3.2. In particular, our new
system involves only two catalytic variables x and y, as it does not include
a catalytic variable counting the degree of the co-root vertex. We could not
solve the old system of functional equations, however we will solve this new
system in Section 4.6.
Theorem 4.15. There exists a unique 3-tuple of series, denoted P(t, y),
C(t, x, y) and D(t, x, y), belonging respectively to Q[[y, t]], Q[x][[y, t]] and Q[[x, y, t]],
























+ [y1]D(t, x, y)
))
,
together with the initial condition








The generating function Q(t) that counts labelled quadrangulations by faces
is
Q(t) = [y1]P(t, y)− 1.
By Lemma 4.4, the series Q(t) also counts quartic Eulerian orientations by
vertices.
Remark
With the conditions on the series P, C and D, the operations that occur in
the above equations are always well defined:
• the coefficient of x in C(t, x, y) lies in Q[[y, t]],
• the series C(t, 1/(1 − x), y) indeed lies in Q[[x, y, t]] (upon expanding
the powers if 1/(1− x) as series in x),
• denoting by pj,n ∈ Q the coefficient of yjtn in P(t, y), and by dj,n(x) ∈






























is a series in y and t whose coefficients are Laurent series in x (because
i,m and n are bounded). It thus makes sense to extract its non-negative
part in x, which will lie in Q[[x, y, t]].
The series P and D of Theorem 4.15 count patches and D-patches, as
described in Definition 4.7. C counts C-patches, which we now define. We
also include the definitions of patches and D-patches. See Figure 4.23 for an
illustration of these three definitions.
Definition 4.16. A patch is a labelled map in which each inner face has
degree 4, and the vertices around the outer face are alternately labelled 0
and 1.
A C-patch is a patch satisfying two additional conditions: all neighbours
of the root vertex are labelled 1, and the root corner is the only outer corner
at the root vertex. By convention, the atomic patch is not a C-patch.
D-patches resemble patches but may include digons. More precisely, a
D-patch is a labelled map in which each inner face has degree 2 or 4, those of
degree 2 being incident to the root vertex, and the vertices around the outer
face are alternately labelled 0 and 1. We also require that all neighbours of






















Figure 4.23: Left: a C-patch (and hence, also a patch) which contributes t5y4
to the generating function P(t, y) and t5x3y4 to the generating function C(t, x, y).
Right: a D-patch which contributes t4x3y6 to the generating function D(t, x, y).
We define P(t, y), C(t, x, y) and D(t, x, y) to be respectively the gener-
ating functions of patches, C-patches and D-patches, where t counts inner
quadrangles, y the outer degree (halved), and x either the degree of the root
vertex (for C-patches) or the number of inner digons (for D-patches). Com-
paring with the functions in Section 4.3.2, we see that one parameter, namely
the degree of the co-root vertex, is no longer involved here. The series P, C
and D actually belong to the rings described by Theorem 4.15:
• for P it suffices to observe that there are finitely many patches with n
inner quadrangles and outer degree 2j,
• for D we observe that there are finitely many D-patches with n inner
quadrangles, i inner digons and outer degree 2j,
• finally for C, we note that a C-patch with n inner quadrangles cannot
have a root vertex of degree larger than 1 + 4n, because all non-root
corners at the root vertex must belong to an inner quadrangle (by the
second condition of Definition 4.16). This explains the polynomiality
of [tn]C in x (and yields in fact a smaller ring than Q[x][[y, t]], namely
(Q[[y]][x]) [[t]], but this won’t be needed).
In the next 5 lemmas, we prove that the series that we have defined
satisfy the 5 equations of Theorem 4.15. We will finish the section by proving
uniqueness of C,P and D.





















Figure 4.24: The transformation of C into P used in the proof of Lemma 4.17.
Proof. Let C be any C-patch counted by [x1]C(t, x, y), that is, in which the
root vertex has degree 1. We construct a new patch P from C, as illustrated
in Figure 4.24: we delete the root edge and root vertex of C, replace each
label ` with 1−`, and finally root P at the outer edge of C following the root
edge of C anticlockwise. Then the new labelled map P is indeed a patch. If
C contains only one edge then P is the atomic map. The outer degree has
decreased by 2, while the number of inner quadrangles is unchanged. Finally,






















Figure 4.25: A sequence of C-patches gives rise to a B-patch, as in Lemma 4.18.
Lemma 4.18. The generating functions D(t, x, y) and C(t, x, y) satisfy the
equation







Proof. Recall that C-patches satisfy two conditions: all neighbours of the
root vertex have label 1, and the root vertex is only incident once to the root
face. By attaching a sequence of C-patches at their root vertex, as shown in
Figure 4.25, we form a B-patch, that is, a patch satisfying only the first of
these conditions. The associated generating function is
B(t, x, y) =
1
1− C(t, x, y)
.
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As before, t counts inner quadrangles, x the degree of the root vertex and y

















Figure 4.26: The transformation from a B-patch to a D-patch, as in Lemma 4.18.
Now in order to construct a D-patch, it suffices to take a B-patch and
inflate every edge which is incident to the root vertex into a sequence of
digons, as shown in Figure 4.26. This explains the transformation x 7→
























Figure 4.27: The four different types of patches which contribute to the generating
function [y1]C(t, x, y). In the third and fourth cases it is possible that u1 = v1.
The shaded area represents a labelled quadrangulation.
Lemma 4.19. The generating function D(t, x, y) satisfies the equation




1 + 2t[y2]D(t, x, y)− t([y1]D(t, x, y))2
)
.
Proof. We will show that
[y1]C(t, x, y) = x
(
1 + 2t[y2]C(t, x, y) + t([y1]C(t, x, y))2
)
, (4.6)
from which the desired result follows using Lemma 4.18, while observing that
C(t, x, 0) = 0. Let C be any C-patch counted by [y1]C(t, x, y), that is, having
outer degree 2. Let e be the root edge of C, let e′ be the other outer edge of
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C and let v0 and v1 be the root vertex and co-root vertex respectively. We
consider four cases, illustrated in Figure 4.27.
In the first case e = e′. Since the outer degree of C is 2, this is only
possible if e is the only edge in C, so this case simply contributes x to
[y1]C(t, x, y). For the other three cases, let Q be the map remaining when e′
is removed (this is the shaded area in Figure 4.27). Then the outer degree
of Q must be 4, so that Q is a quadrangulation. Let the vertices around the
outer face of Q be v0, v1, u and u1 in anticlockwise order. Note that v1 and
u1 must both be labelled 1 since they are adjacent to v0 and C is a C-patch.
The second case we consider is when u = v0. Then Q can be separated
into two C-patches with outer degree 2, hence this case contributes
xt([y1]C(t, x, y))2
to [y1]C(t, x, y). The factor xt appears because the number of inner quad-
rangles in Q and the degree of the root vertex of Q are each one less than
the equivalent numbers in C.
The third case is when u 6= v0, but u is labelled 0. Then Q can be any
C-patch with outer degree 4. Hence this case contributes
xt[y2]C(t, x, y).
In the fourth and final case, u is labelled 2, and therefore it cannot be
equal to v0. In this case Q is not a patch because of this label 2 on its outer
face. But we construct a new map Q′ from Q by replacing every label ` in
Q with 2− `, except for the label at the root vertex, which remains 0. Then
Q′ is still a labelled map, all neighbours of the root vertex are still labelled
1, and the root face is only incident once to the root vertex. Hence, Q′ can
be any C-patch with outer degree 4, so this case contributes
xt[y2]C(t, x, y).
Adding the contributions from the four cases yields (4.6), which, in turn,
yields the desired result using Lemma 4.18.
Before we can prove that the next equation holds (the one that expresses
D(t, x, y)), we need to introduce minus-patches, subpatches and a contraction
operation. This contraction operation was already used in [91].
Definition 4.20. A minus-patch is a map obtained from a patch by replacing































Figure 4.28: Left: a D-patch with a chosen outer corner c labelled 0. The minus-
subpatch M of D rooted at c is highlighted in D and shown separately in the
middle. The submap M ′ is obtained from M by deleting the dashed vertex and
edges. Right: the labelled map L constructed from D by contracting M to a single
vertex u0.
Clearly these are equinumerous with patches.
We now describe a way to extract a minus-subpatch from a D-patch.
This is identical to Definition 4.5, in the case where the labelled map L is a
D-patch. This definition is illustrated in Figure 4.28.
Definition 4.21. Let D be a D-patch and let c be an outer corner of D at
a non-root vertex v labelled 0. We define the minus-subpatch of D rooted
at c as follows. First, let M ′ be the maximal submap of D that contains v
and consists of vertices labelled 0 or less. Let M be the submap of D that
contains M ′ and all edges and vertices within its boundary (assuming the
root face is drawn as the infinite face). The map M , which we root at the
corner inherited from c, is the minus-subpatch of D rooted at c.
It follows immediately from this definition that M and M ′ share the same
outer face. Moreover, all inner faces of M are also inner faces of D. Since the
root vertex of D is only adjacent to vertices labelled 1, it cannot be a vertex
of M ′, so it cannot be a vertex of M either. Hence all inner faces of M are
quadrangles, since all digons in D are incident to its root. All outer vertices
of M must also be outer vertices of M ′, so they have non-positive labels. Let
us prove that these labels can only be 0 and −1. For any outer vertex u of
M , there is some face F of D, containing u, which is not a face of M . If F
is the outer face of D, with labels 0 and 1, then the label of u, being non-
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positive, can only be 0. The face F cannot be a digon, otherwise u would be
the vertex labelled 0, and thus would be the root vertex of D, while we have
shown that this vertex is not in M . Finally, if F is an inner quadrangle of D,
then it must contain a vertex u′ with label at least 1 (otherwise F would be
contained in M). Since u and u′ are incident to the same quadrangle F , and
u has a non-positive label, this label can only be −1 or 0. Hence the outer
vertices of M are all labelled 0 or −1, so M is a minus-patch, in the sense of
Definition 4.20. This justifies the terminology minus-subpatch of D.
Now, every edge in D which connects a vertex in M to a vertex not in
M must have endpoints labelled 0 (in M) and 1 (not in M). Conversely,
from every corner c labelled 0 on the outer face of M there must start an
edge ending at a vertex labelled 1. Otherwise, the face of D that contains
c would contain a vertex labelled −1 and would have degree larger than 4,
which is impossible. We can thus form a new labelled map L by contracting
all of M to a single vertex u0 labelled 0 (Figure 4.28). This vertex u0 is
only adjacent to vertices labelled 1 in L, and the number of inner digons
containing u0 is half the outer degree of M . Note that the contracted map L
is not a D-patch (unless the minus-patch M is only a single vertex), because
there are digons incident to the non-root vertex u0. Nevertheless, we will use
this contraction in the proof of the next lemma, by transforming L further
under certain additional assumptions.
For the moment, let us show that the transformation that maps the D-
patch D, with its marked outer corner c, to the pair (M,L), is reversible,
provided the outer corner of L inherited from c (and still denoted c) is marked.
If M is atomic, there is nothing to do. Otherwise, let u0 be the vertex
located at the corner c in L. Let e1, e2, . . . , ed be the edges attached to u0, in
anticlockwise order around u0, starting from the corner c (Figure 4.29). If M
has outer degree 2j, then u0 is incident to j inner digons. We now erase the
vertex u0 from L, so that the half-edges ei are dangling. We connect them to
the outer corners of M labelled 0 in the following way: we first attach e1 to
the root corner of M , and then proceed anticlockwise around M , connecting
ei+1 to the next corner of M labelled 0 if the corner of L defined by ei and
ei+1 belongs to an inner digon of L, and to the same corner as ei otherwise.
In this way we only create quadrangles.
We are now ready to prove the most complex of our equations.
Lemma 4.22. The generating functions P(t, y) and D(t, x, y) satisfy the
equation












































Figure 4.29: How to reconstruct the marked D-patch (D, c) from the minus-patch
M (dashed edges) and (L, c). Here, M has outer degree 2j = 6, and the vertex at
the corner c has degree d = 7.
Proof. Let D be any D-patch. We will consider three cases, illustrated in
Figure 4.30. In the first case, D is atomic, and contributes 1 to D(t, x, y).
For the other cases, let v0 be the root vertex, let c1 and c0 be the next two
corners clockwise around the outer face from the root corner, and let u0 be
the vertex associated with c0. The second case that we consider is when
u0 = v0. In this case we can split the D-patch into two D-patches at v0. One
of them has outer degree 2 and the other can be any D-patch. Hence, in this
case we get the contribution

















Figure 4.30: The three different types of D-patches. In the third case it is possible






























Figure 4.31: The transformation of L into a D-patch D′ used in the proof of
Lemma 4.22.
In the third and final case, u0 6= v0. Let M be the minus-subpatch of D
rooted at c0 and let L be the map obtained by contracting M to a single
vertex u0 labelled 0, as described above the lemma (Figure 4.28). We note
that D and L have the same outer degree since no edge of the boundary of D
has been contracted. We have described above the lemma how to recover D
from M and L (note that the choice of the corner c = c0 is canonical here).
In general, L is not a D-patch, as there may be inner digons incident to the
non-root vertex u0. But we can construct a D-patch D
′ from L by moving
u0 towards v0 in the outer face until these two vertices merge into a new root
vertex w0 (Figure 4.31; we do not merge any edges). This creates an extra
digon at w0, in addition to those that were incident to u0 and v0. Now all
digons in D′ are incident to the root vertex w0, and all neighbours of w0 have
label 1. Hence D′ is a D-patch.
Note that we can reconstruct L from D′, provided we know the outer
degree of M , that is, the number of inner digons that will be incident to u0
once w0 is split into two vertices v0 and u0. Hence the transformation that
sends a D-patch D of the third type to a pair (M,D′), such that the number
of inner digons of D′ is larger than half the outer degree of M , is bijective.
The parameters of interest behave as follows:
• the number of inner quadrangles of D is the sum of the corresponding
numbers in M and D′, plus half the outer degree of M ,
• the number of inner digons in D is the number of inner digons in D′,
minus half the outer degree of M , minus 1,
• the outer degree of D is the outer degree of D′ plus 2.























Adding the contributions from the three cases together yields the desired
result.
Lemma 4.23. The generating function Q(t) is given by
Q(t) = [y1]P(t, y)− 1.
Proof. Let Q be any labelled quadrangulation. The outer face may contain
a label −1 or 2, hence Q is not necessarily a patch. Let P be the map
constructed from Q by adding an edge e′ between the root vertex and co-
root vertex in the outer face of Q, so that e′ and the root edge e are the only
outer edges of P . Then P can be any patch with outer degree 2, except for
the patch with only one edge. Hence the possible patches P are counted by
([y1]P(t, y) − 1). Since the number of inner faces of P is equal to the total
number of faces of Q, this expression is exactly equal to Q(t). This concludes
the proof.
Proof of Theorem 4.15. We have now proved the five functional equations. It
remains to prove that, together with the conditions on the rings that contain
P, C and D, they determine these three series. Let us denote by pj,n the
coefficient of yjtn in P(t, y), and similarly for C and D. These quantities
should be thought of respectively as elements of Q (for P), of Q[x] (for C)
and of Q[[x]] (for D). We will prove by induction on N ≥ 0 that
• pj,n is completely determined for j + n < N ,
• cj,n and dj,n are completely determined for j + n ≤ N .
When N = 0, there is nothing to prove for P. The third equation of the
system shows that D− 1 is a multiple of y. That is, not only d0,0 = 1, but in
fact we also know that d0,n = 0 for n ≥ 1. The second equation then tells us
that C is a multiple of y, so that c0,n = 0 for n ≥ 0. Now assume that the
induction hypothesis holds for some N ≥ 0, and let us prove it for N + 1.
We begin with the series D. Of course it suffices to determine the coeffi-
cients dj,n for j + n = N + 1. We have already explained that d0,N+1 = 0, so
we take j ≥ 1. The third equation of the system expresses dj,N+1−j in terms
of the series dj−1,m (for m ≤ N + 1 − j), pk,` (for k + ` ≤ N + 1 − j) and
d1,m (for m ≤ N + 1− j). If j ≥ 2, these series are known, by the induction
hypothesis, and thus dj,N+1−j is completely determined. As argued below
Theorem 4.15, it belongs to Q[[x]]. To determine the final coefficient d1,N ,
we resort to the fourth equation, which expresses d1,N in terms of d2,N−1
(which we have just determined) and the series d1,m for m ≤ N − 1 (which
are known by the induction hypothesis). Again, d1,N belongs to Q[[x]].
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Hence for j+n ≤ N+1, the coefficients dj,n are uniquely determined and
hence must count D-patches with outer degree 2j and n quadrangles. Since
we know that the generating functions of C-patches and D-patches are related
by the second equation (see Lemma 4.18), this forces the coefficients cj,n, for
j + n ≤ N + 1, to count C-patches. Hence they are also fully determined
(and are polynomials in x). Finally, the first equation of the system shows
that the numbers pj,n are also determined for j + n ≤ N (we cannot go up
to N + 1 because of the division by y).
This concludes our induction.
Solution for quartic Eulerian orientations
We are now about to solve the system of Theorem 4.15, thus proving, in
particular, that the generating function Q(t) of quartic Eulerian orientations
is indeed given by Theorem 4.1. The third equation of the system suggests
that we should consider the series P(t, ty) rather than P(t, y). In turn, this
leads us to apply the same transformation to the series C and D. More
precisely, let us consider
P(t, y) = tP(t, ty), C(t, x, y) = C(t, x, ty), D(t, x, y) = D(t, x, ty).
(4.7)
Of course, if we determine P , C and D, then P,C and D are completely
determined as well.
The solution below has been guessed, and then of course checked. The
first step was the discovery of the connection between the generating function
Q and the series R coming from [48]. To our knowledge, this is the first time
that series like C or D appear in combinatorial enumeration.















































































t− 3t2 − R(t)
)
.
Proof. We take for P , C and D the above series, and define P, C and D
by (4.7). Since R = O(t), these three series are easily seen to belong re-
spectively to the rings Q[[y, t]], Q[x][[y, t]] and Q[[x, y, t]], as required by
Theorem 4.15. Thus it suffices to check that the first four equations of The-
orem 4.15 hold, or, equivalently, that
P(t, y) = 1
y
[x1]C(t, x, y),






















[y1]D(t, x, y) = 1
1− x
(
t+ 2[y2]D(t, x, y)− ([y1]D(t, x, y))2
)
.
Note that the first three equations do not involve explicitly the variable t:
we will prove them without resorting to the definition (4.8) of R.
The first equation is straightforward. For the second one, it suffices to


































We now come to the third, and most interesting, equation. Our first
observation is that, in the expression (4.10) of D(t, x, y), the sum over i is a
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rational function of x:∑
i≥0
(

























We note that the sum over ` in the above expression is a polynomial in 1/x,
with no constant term. Let us denote it by Lj,n(1/x). The expression of D
thus reads





















































By extracting the coefficient of y from (4.14), we find



































and P is given by (4.9) (we
















). The identity (4.11) that
we have to prove thus reads
1 = [x≥0]
(
D(t, x, y)(1− zUCat(U))
)
,
where we still denote z = (1− x)y. Equivalently, in view of (4.14):
1 = [x≥0]
(








We will prove below in Lemma 4.25 that
exp(A(U, z)) (1− zUCat(U)) = 1,
which, given that B(R, 1/x, y) only involves negative powers of x, concludes
the proof of the third identity.
Consider now the fourth equation of the system. Given that the second
equation holds, what we need to prove can be rewritten as:
[y1]C(t, x, y) = x
(
t+ 2[y2]C(t, x, y) + ([y1]C(t, x, y))2
)
.
Let us write C(t, x, y) = 1− exp(−T (t, x, y)). Then the above identity reads:
[y1]T (t, x, y)− 2x[y2]T (t, x, y) = tx.
A direct calculation gives













which is precisely xt, by definition (4.8) of the series R.
We have thus proved the announced expressions of the series P , C and
D, which in turn characterise the generating functions P, C and D of patches
of various types (see (4.7)). We still have to express the generating function
Q(t) of quartic Eulerian orientations in terms of R(t). The last equation of









































by definition of R.
It remains to prove the following lemma, used in the above proof.






un/(n+ 1) and the series A(u, z) defined by (4.15) are related by:
exp(A(u, z)) (1− zuCat(u)) = 1.
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Proof. Equivalently, what we want to prove reads



















This follows from the Lagrange inversion formula [106, p. 732], applied to




Remark. The above lemma is a special case of a general identity which re-
lates the enumeration of two classes of one-dimensional lattice paths, sharing
the same step set, both constrained to end at a non-negative position. For
the first class there is no other condition, while for the second class the path
is not allowed to visit any negative point. The generating functions of these
two classes, counted by the number of steps (variable z) and the final posi-
tion (variable u) are respectively denoted by W+(z, u) and F (z, u). Then,
on p. 51 of [12], the following identity appears









When the only allowed steps are +1 and −1, this reads, using a standard


































Now some elementary transformations (involving replacing u by uz, then z
by
√




In 1998, Schaeffer found a bijection between marked planar quadrangulations
and planar trees [180], using the intermediate step that these are each in
bijection with labelled quadrangulations with a unique local minimum. This
was generalised in 2004 by Bouttier, Di Francesco and Guitter [52] to a
bijection, now known as the BDG bijection, between marked general bipartite
planar maps and a class of labelled trees which they call mobiles. Again, this
is via a bijection with labelled maps with a unique local minimum. The
Schaffer bijection was generalised in a different way by Miermont [156] and
then more explicitly by Ambjørn and Budd [7] to a bijection between labelled
quadrangulations and a generalisation of labelled maps (where adjacent labels
may differ by 0 or 1).We will call this the M-AB bijection. A restriction of
the M-AB bijection sends labelled quadrangulations that have no inner face
with only two labels to general labelled maps, which we have seen are in
bijection with general Eulerian orientations. This bijection is one of the key
steps in the proof of Theorem 4.2. In this section, we describe a bijection
Φ of Bouttier, Fusy and Guitter [53] between the labelled (bipartite) maps
of Definition 4.3 and other bipartite maps which we call mobile-maps, which
extends both the BDG bijection and the M-AB bijection. We then describe
several interesting specializations of Φ, including those mentioned above.
From labelled maps to mobile-maps
Definition 4.26. A mobile-map is a rooted planar map with black and white
vertices satisfying the following properties:
(a) all edges join a black vertex to a white one; in particular, a mobile-map
is bipartite,
(b) all white vertices carry an integer label,
(c) the root vertex is white and has label 1,
(d) for each black vertex v, the labels ` and m of two white vertices adjacent
to v and consecutive in clockwise direction around v satisfy m ≥ `− 1.
An example is shown in Figure 4.32.
We now describe a map Φ, which, starting from a labelled map L, pro-
duces a mobile-map M . The construction takes place independently in every
face of L, and in each face, coincides with the construction of so-called mo-










Figure 4.32: A mobile-map with 2 faces.
vertices of L are coloured white, and its edges are dashed in our figures. The
















Figure 4.33: Left: construction of Φ in a face of L of degree 10. Right: the map
Φ creates k solid edges of M at a vertex of L labelled ` and having k incidences
with neighbours labelled ` − 1 (here, k = 4). The matching between edges of L
and edges of M is emphasised.
In every face F of L, say of degree 2k, we add a black vertex v. Recall
that labels vary by ±1 along edges. Hence, among the 2k corners of F ,
exactly k are followed, in clockwise order around F , by a corner with smaller
label. We join these k corners to the black vertex v, without creating edge
intersections (Figure 4.33, left). We repeat this procedure in each face1 of
L (see Figure 4.34 for a complete example). Observe that each vertex of L
1Note that going clockwise around F means going with the edges of F on the left:
hence in the outer face, the construction seems to proceed anticlockwise.
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that is not a local minimum is now joined to a black vertex. More generally,
the number of new (solid) edges starting at a vertex of L labelled ` is the
number of edges that join it to a vertex labelled ` − 1 (Figure 4.33, right).
Since the root edge is oriented from 0 to 1, the co-root vertex must be joined
to the black vertex v located in the co-root face of L. We orient the edge
that joins it to v towards v: this will be the root edge of the new object.
Finally, we delete all edges of L, and also all vertices of L that have become
isolated: they are those whose label is a local minimum. We denote by Φ(L)
the resulting object, which is a planar graph embedded in the plane, with a











Figure 4.34: The labelled map L of Figure 4.4 (dashed edges) and the associated
mobile-map M = Φ(L) (solid edges) superimposed. The mobile-map M is that of
Figure 4.32. Two white vertices of L, namely its local minima, shown in dashed
disks, disappear when constructing M .
The following Proposition is essentially Theorem 1 from [53]. In their
terminology, a mobile map is a star representations of a well-labelled hyper-
map.
Proposition 4.27. The transformation Φ bijectively sends labelled maps to
mobile-maps. Moreover, if Φ(L) = M , then the number of vertices, edges
and faces of L and M are related as follows:
v•(M) = f(L), v◦(M) = v(L)−vmin(L), e(M) = e(L), f(M) = vmin(L),
(4.17)
where v•(M) (resp. v◦(M)) denotes the number of black (resp. white) ver-
tices of M , and vmin(L) denotes the number of local minima in L. Moreover,
each face of degree 2k in L is transformed into a black vertex of degree k
in M .
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Proof. Theorem 1 from [53] states, amongst other things, that this map Φ is
a bijection which satisfies v◦(M) = v(L)−vmin(L) and f(M) = vmin(L), so we
will just prove the other two equations. As we have seen, in the superposition
of M and L, there are exactly k edges of M inside each face F of L with
degree 2k. Summing over all faces F of L, we see that the number of edges
in M is equal to half of the sum of the degrees of faces of L, which is equal
to the number of edges in L. Hence e(M) = e(L). Now by Euler’s formula,
v•(M) + v◦(M) + f(M)− e(M) = 2 = v(L) + f(L)− e(L).
Subtracting v◦(M) + f(M)− e(M) = v(L)− vmin(L) + vmin(L)− e(L) from
both sides of this equation yields the final equation v•(M) = f(L).
Specialization to labelled quadrangulations
We now specialise Φ to a labelled quadrangulation L: by Proposition 4.27,
every black vertex of Φ(L) now has degree 2, and thus can be simply erased
to yield a map with white vertices only. Condition (4) of the definition of
mobile-maps (Definition 4.26) translates into increments 0,±1 along edges.
This yields the following proposition, which is essentially Theorem 1 from
[7].
Proposition 4.28. Upon erasing black vertices, the map Φ induces a bi-
jection Φ4 between labelled quadrangulations and planar maps with integer
labels on vertices, differing by 0,±1 along edges, having root vertex labelled
1. Moreover, if Φ4(Q) = M , then
e(M) = f(Q), f(M) = vmin(Q).
The first identity can be refined as follows: a face of Q in which only two
different labels occur gives rise to an edge of M with increment 0, while a
face where three different labels occur gives rise to an edge with increment
±1.
Remark. In [7], Ambjørn and Budd do not explicitly state the refinement
in our proposition, although this is clear from the definition of Φ. On the
other hand, Ambjørn and Budd also prove as part of their Theorem 1 that Q
and M have the same maximal label and the same number of local maxima
and that the minimal label in M is one greater than the minimal label in Q.
Of particular importance will be labelled quadrangulations in which ev-
ery face (including the outer one) contains three distinct labels: we call them
colourful. Take a colourful labelled quadrangulation Q. By the above propo-
sition, the map M := Φ4(Q) has all increments equal to ±1. Its root vertex
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is labelled 1, hence the root edge is labelled either from 1 to 0, or from 1 to 2.
In the former case, reversing the direction of the root edge gives a labelled
map (in the sense of Definition 4.3). In the latter case, subtracting 1 from
every label yields a labelled map. Conversely, take a labelled map L, and
reverse the orientation of its root edge: this yields a map of the form Φ4(Q),
in which the root edge has labels 1 and 0 (Figure 4.35, left). Alternatively,
one can add 1 to every label: the resulting map is of the form Φ4(Q
′), and
the root edge has labels 1 and 2 (Figure 4.35, right). This gives a 2-to-
1 correspondence between colourful labelled quadrangulations and labelled
maps.
Corollary 4.29. The number of labelled colourful quadrangulations with n
faces and k local minima equals twice the number of labelled maps with n
edges and k faces, or equivalently, twice the number of Eulerian orientations
with n edges and k vertices.
This corollary will be the key in our enumeration of general Eulerian
orientations. If we start from a general labelled quadrangulation Q, possibly
containing faces with only two labels, then we can still apply the duality rule
of Figure 4.5 to the map Φ4(Q) (carrying labels), with the additional rule
that we do not orient an edge that lies between two faces with the same label.
In this way we obtain a partial Eulerian orientation, that is, a map in which
some edges are oriented, in such a way that there are as many incoming as
outgoing edges at any vertex (Figure 4.36).
Corollary 4.30. There is a bijection between quartic Eulerian orientations
with n vertices (in which the root edge is oriented canonically) and partial




















































Figure 4.35: One labelled map gives two mobiles with black vertices of degree 2,
which give in turn two colourful labelled quadrangulations Q and Q′ (in dashed
edges). They only differ by a shift of labels and a change in the root edge.
Specialization to canonically labelled maps
Given a bipartite map, there are two obvious ways to transform it into a
labelled map L:
• We could equip it with the distance labelling, in which the label of each
vertex is its graph distance to the root vertex. In this case the root
vertex is the only local minimum, and the mobile-map Φ(L) is just the
mobile-tree of the BDG-bijection [52, Sec. 2].
• We could bicolour all vertices with zeros and ones, assigning label 0 to
the root vertex. Then the map Φ just creates a black vertex in every






















Figure 4.36: From quartic Eulerian orientations to Eulerian partial orientations.
Top left: a quartic Eulerian orientation, shown by solid edges, and the dual labelled
quadrangulation Q (dashed edges). Top right: applying Φ to Q gives a mobile-map
M with black vertices of degree 2 (solid edges). Bottom: upon erasing the black
vertices of M , and re-applying duality, one obtains an Eulerian partial orientation
of a new map (dashed edges).
map. If we label the black vertices of Φ(L) with zeros, then applying
Φ to Φ(L) gives back the original bipartite map L (up to the position
of the root edge; see Figure 4.37).
Functional equations for general Eulerian ori-
entations
In this section we will characterise the generating function Qc(t) of colourful
labelled quadrangulations (which, by Corollary 4.29, is twice the generating
function of Eulerian orientations) by a system of functional equations. As
one might expect, we adapt the system of Theorem 4.15 to the colourful
setting. However, the third equation and the initial conditions are simpler













Figure 4.37: The map Φ applied to a bipartite map canonically labelled with zeros
and ones boils down to a simple involution on bipartite maps (up to the position
of the root edge).
Theorem 4.31. There exists a unique 3-tuple of series, denoted P(t, y),
C(t, x, y) and D(t, x, y), belonging respectively to Q[[y, t]], Q[x][[y, t]] and Q[[x, y, t]],






















together with the initial condition P(t, 0) = 1.
The generating function that counts colourful labelled quadrangulations by
faces is
Qc(t) = [y1]P(t, y)− 1.
By Corollary 4.29, Qc(t) = 2G(t), where G(t) counts Eulerian orientations
by edges.
Remark. As with the system of Theorem 4.15, the conditions on the series
P, C and D make the operations that occur in the above equations well
defined. The extraction of the coefficient of x1, and the replacement of x by
1/(1 − x), are justified as for the previous system. In the third equation,






must be seen as a power series in t and y whose
coefficients are Laurent series in 1/x. The extraction of the non-negative
part in x then yields an element of Q[x][[y, t]].
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As before, the series P, C and D of Theorem 4.31 count certain labelled
maps. Recall the definition of patches, C-patches and D-patches (Defini-
tion 4.16). Generalizing the definition of colourful quadrangulations intro-
duced in Section 4.7.2, we say that a patch (or a D-patch) is colourful if
each inner quadrangle contains 3 distinct labels. We define P(t, y), C(t, x, y)
and D(t, x, y) to be respectively the generating functions of colourful patches,
colourful C-patches and colourful D-patches, where t counts inner quadran-
gles, y the outer degree (halved), and x either the degree of the root vertex












Qc(t) = [y1]P(t, y)− 1,
have identical proofs to those in Section 4.5, except that the patches, D-
patches and quadrangulations in the proofs are restricted to being colourful
(see Lemmas 4.17, 4.18 and 4.23).
Remark. The third equation of Theorem 4.15,












+ [y1]D(t, x, y)
))
(4.18)
also holds in the colourful setting, with the same proof as before (because in
the proof of Lemma 4.22, all quadrangles that come from digons are auto-
matically colourful). Its natural complement, which is the fourth equation
of Theorem 4.15 (the initial condition) has no clear colourful counterpart:
indeed, the relabelling of vertices that we use in Lemma 4.19, and more pre-
cisely in the fourth case of Figure 4.27, transforms the colourful quadrangles
incident to the root vertex into bicoloured quadrangles (and vice versa). We
could instead use the initial condition [y1]C(t, x, y) = xP(t, tx), which can be
proved by taking a colourful C-patch of outer degree 2 and deleting the root
vertex and all incident edges, then decreasing each label by 1 (Figure 4.38).
However, the third equation of Theorem 4.31 is simpler than (4.18), and also
relies on a simpler construction.
In order to prove the third equation of Theorem 4.31, we need some
analogues of minus-patches from Section 4.5, which we call shifted patches.
Definition 4.32. A shifted patch is a map obtained from a patch by replacing















Figure 4.38: A colourful C-patch C with outer degree 2 and the corresponding
patch P .
We now describe a way to extract a shifted subpatch from a patch, which
parallels the extraction of a minus-patch of Definition 4.21. One minor differ-
ence is that we do not need conditions on the neighbours of the root vertex,
so that we define shifted subpatches for any patch (although we will only
extract them from C-patches later).
Definition 4.33. Let P be a patch and let c be an outer corner of P at
a vertex v labelled 1. We define the shifted subpatch of P rooted at c as
follows. First, let S ′ be the maximal connected submap of P that contains v
and consists of vertices labelled 1 or more. Let S be the submap of P that
contains S ′ and all edges and vertices within its boundary (assuming the root
face is drawn as the infinite face). The map S, which we root at the corner
inherited from c, is the shifted subpatch of P rooted at c.
An example is shown on the left of Figure 4.39, where the shifted subpatch
S is drawn with thick lines. It is easily shown that S is, as it should be, a
shifted patch. The argument is the same as for minus-subpatches (in that
case, the condition on the neighbours of the root having labels 1 was there
to prevent the minus-subpatch to absorb the root vertex; this cannot happen
with the shifted subpatch, whose boundary only contains positive labels).
Every edge in P that connects a vertex in S to a vertex not in S must have
endpoints labelled 1 (in S) and 0 (not in S), and conversely every vertex
labelled 1 on the boundary of S is joined to a vertex labelled 0 out of S.
We can contract S into a single vertex v1 labelled 1. This vertex is only
adjacent to vertices labelled 0 in the resulting map L, and the number of
digons incident to v1 is half the outer degree of S. The outer degrees of L
and P coincide, because no edge of the boundary of P has been contracted.
As in the case of minus-subpatches, we can uniquely reconstruct the patch
P and its marked corner c if we are given the shifted patch S and the con-
tracted map L, together with its outer corner inherited from c. The idea is
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again to attach the edges incident to v1 in L around the shifted patch S, as
illustrated (in the case of minus-patches) in Figure 4.29.






































Figure 4.39: On the left is a C-patch C. The other maps shown are the shifted
subpatch S, the contracted map L and the D-patch D obtained by deleting v0, as
described in the proof of Lemma 4.34.
Lemma 4.34. The generating functions P, C and D satisfy the equation










Proof. Let C be any colourful C-patch. Let v0 and v1 be the root vertex and
co-root vertex of C, and let c be the outer corner of v1 that is immediately
anticlockwise of the root edge (we refer to Figure 4.39 for an illustration).
Let S be the shifted subpatch of C rooted at c and let L be the labelled
map obtained from C by contracting the subpatch S to a single vertex, still
denoted v1. Then in L, the root vertex v0 is only adjacent to vertices labelled
1 (because this was already true in C), and the co-root vertex is only adjacent
to vertices labelled 0 (because of the contraction).
Recall that all inner faces of L are either digons or quadrangles. We want
to prove that in L, v0 is not incident to any inner quadrangle. Assume that
such a quadrangle exists. Since v0 only shares one corner with the outer face
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of L (this was the case for C already), one such quadrangle must be incident
to v1. But the above label conditions on the neighbours of v0 and v1 force this
quadrangle to have labels 0 and 1 only, in L and thus in C. This contradicts
the fact that C is colourful. Hence v0 is only adjacent to inner digons (and
to the outer face), and since it shares only one corner with the outer face, its
only neighbour in L is v1 (see Figure 4.39).
Let D be the labelled map constructed from L by moving the root edge
anticlockwise one place around the outer face, removing the old root vertex
v0 of L and all incident edges, and replacing each vertex label ` with 1 − `.
Now the root vertex has label 0, and all its neighbours have label 1. The
outer face still has labels 0 and 1. Each inner quadrangle of D corresponds to
an inner quadrangle of C, and is therefore colourful. Hence D is a colourful
D-patch.
Let 2j be the outer degree of S. Then j is also the number of inner digons
in L. Let i ≤ j be the number of inner digons left in D after deleting v0.
Then the number of inner digons in L that are incident to v0 (and v1) is j− i.
Therefore, the degree of v0 in both L and C is j − i+ 1. Conversely, taking
a colourful D-patch D with i inner digons and a colourful shifted patch S
of outer degree 2j with j ≥ i we construct the corresponding C-patch C as
follows:
• we first construct a map D′ by replacing each label ` in D with 1− `,
• next we construct a map L with a new vertex v0, joined to the root
vertex of D′ by j − i+ 1 edges,
• finally we insert S into L to create the corresponding patch C (the
choice of the corner where the subpatch extraction takes place being
canonical).
As already explained, the degree of the root vertex in C is j − i+ 1. The
outer degree of C is the outer degree of D plus 2, and the number of inner
quadrangles in C is j plus the number of inner quadrangles in S and D.
Hence, with the obvious notation,




and this gives the equation of the lemma, since shifted patches are counted
by P(t, y).
Proof of Theorem 4.31. Given that the initial condition P(t, 0) = 1 is obvi-
ous (it accounts for the atomic patch), we have now proved all functional
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equations. It remains to prove that, together with the conditions on the
rings that contain P, C and D, they determine a unique 3-tuple of series. Let
us denote by pj,n the coefficient of y
jtn in P(t, y), and similarly for C and D.
These quantities should be thought of as elements of Q (for P), of Q[x] (for
C) and of Q[[x]] (for D). We will prove by induction on N ≥ 0 that pj,n, cj,n
and dj,n are completely determined for j + n ≤ N — we say up to order N .
First take N = 0. The third equation of the system shows that C is a
multiple of y. In particular, c0,0 = 0. The second equation then implies
that D − 1 is also a multiple of y. In particular, d0,0 = 1. Finally, the
initial condition P(t, 0) = 1 gives p0,0 = 1. Now assume that the induction
hypothesis holds for some N ≥ 0, and let us prove it for N + 1.
The third equation, with its factor y, allows us to determine C(t, x, y) up
to order N +1. By construction, the coefficients cj,N+1−j will be polynomials
in x. Then the second equation gives D(t, x, y) up to the same order. The
first equation seems to raise a problem, because of the division by y. But,
combined with the third equation, it reads
P(t, y) = [x0]P(t, tx)D(t, 1/x, y)
= [x0]P(t, tx) + [x0]P(t, tx)(D(t, 1/x, y)− 1)
= P(t, 0) + [x0]P(t, tx)(D(t, 1/x, y)− 1).
Now P(t, 0) = 1 is known, and since D(t, 1/x, y)−1 is a multiple of y, knowing
P(t, tx) up to order N and D(t, 1/x, y) up to order N+1 suffices to determine
P(t, y) up to order N + 1. This completes our induction.
Solution for general Eulerian orientations
We are now about to solve the system of Theorem 4.31, thus proving, in
particular, that the generating function G(t) of Eulerian orientations is indeed
given by Theorem 4.2. As in Section 4.6, the third equation of the system
leads us to introduce variants of the series P, C and D, defined again by
P(t, y) = tP(t, ty), C(t, x, y) = C(t, x, ty), D(t, x, y) = D(t, x, ty).
(4.19)
Of course, if we determine P , C and D, then P,C and D are completely
determined as well.










































































t− 2t2 − R(t)
)
.
Remark. Observe that the series C(t, x, y) is symmetric in x and y. Let us
give a combinatorial explanation for this, illustrated in Figure 4.40. Consider
a colourful C-patch C with root vertex v0, and form a colourful labelled
quadrangulation C ′ by adding a vertex v2 with label 2 to the outer face of C
and joining it to each outer corner of C labelled 1. The generating function
C(t, x, y) = C(t, x, ty) then counts the possible objects C ′ by the number of
quadrangles (variable t), the degree of the root vertex v0 (variable x) and the
degree of the new vertex v2 (variable y). Moreover, the object C
′ can be any
colourful quadrangulation in which the outer face has labels 0, 1, 2, 1 and
each neighbour of either v0 or v2 is labelled 1. The transformation ` 7→ 2− `























Figure 4.40: An example of the transformation from a colourful C-patch C to a
colourful labelled quadrangulation C ′ from the remark below Theorem 4.35.
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Proof of Theorem 4.35. We argue as in the proof of Theorem 4.24. Defining
P , C and D as above, we first observe that the series P, C and D defined
by (4.19) belong respectively to the rings Q[[y, t]], Q[x][[y, t]] and Q[[x, y, t]],
as prescribed in Theorem 4.31. Hence it suffices to prove that they satisfy
the desired system, which reads
P(t, y) = 1
y
[x1]C(t, x, y),






C(t, x, y) = xy[x≥0]P(t, x)D(t, 1/x, y),
P(t, 0) = t.
Note that the first three equations do not explicitly involve the variable t:
we will prove them without resorting to the definition of R. But the fourth
equation, namely the initial condition P(t, 0) = t, does involve t, and in fact
holds precisely by definition of R.
The first equation is again straightforward, and the second follows from (4.12)
again. Now consider the third one. Since it is more natural to handle series
in x rather than in 1/x, we will show instead that
C(t, 1/x, y) = y/x[x≤0]P(t, 1/x)D(t, x, y)
= [x<0] (y/xP(t, 1/x)D(t, x, y)) . (4.20)
In order to prove (4.20), we use identities that are similar to those used in




















The counterpart of (4.14) is:
D(t, x, y) = exp (A(U, y))
(
1− C(t, 1/x, y)
)
, (4.21)
with U = R
x(1−x) and A(u, y) is still given by (4.15). This is indeed an analogue
of (4.14), since






















can be written as exp(−B(R, 1/x, y)) where B(R, 1/x, y) only involves nega-
tive powers of x. By extracting the coefficient of y from (4.21), we find the
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counterpart of (4.16):



















With these identities at hand, we can now prove (4.20):
[x<0] (y/xP(t, 1/x)D(t, x, y))
= [x<0] (yD(t, x, y) (UCat(U)− [y]D(t, x, y))) by (4.22),
= [x<0] (yD(t, x, y) UCat(U))
= [x<0] (−D(t, x, y)(1− yUCat(U)))
= [x<0] (−D(t, x, y) exp(−A(U, y))) by Lemma 4.25,
= [x<0] (−1 + C(t, 1/x, y)) by (4.21),
= C(t, 1/x, y).
We have thus proved the announced expressions of P , C and D, which in
turn characterise the generating functions P, C and D of colourful patches of
various types. Now the last equation of Theorem 4.31 gives






































The expression given in Theorem 4.35 (and in Theorem 4.2) for G(t) follows.
Nature of the series and asymptotics
Nature of the series
We begin by proving that the series Q(t) and G(t) that count respectively
quartic and general Eulerian orientations satisfy non-linear differential equa-
tions of order 2, as claimed in Theorems 4.1 and 4.2. Both series are expressed
in terms of a series R that satisfies
Ω(R) = t,
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6Ω(r) + r(27r − 1)Ω′′(r),
from which we derive that
R(27R− 1)R′′ = 6tR′3.
Using 3t2Q(t) = t− 3t2−R(t), this indeed gives a second order DE for Q(t).













4Ω(r) + r(16r − 1)Ω′′(r),
from which we derive that
R(16R− 1)R′′ = 4tR′3.
Using 4t2G(t) = t− 2t2 − R(t), this indeed gives a second order DE for G(t).
The fact that neither Q(t) nor G(t) solve a non-trivial linear DE will follow
from the asymptotic behaviour of their coefficients, established in the next
subsection: indeed, the logarithm occurring at the denominator prevents this
behaviour from being that of the coefficients of a D-finite series [106, p. 520
and 582].
We can also describe the nature of the multivariate series counting patches.
Proposition 4.36. The generating functions P(t, y), C(t, x, y) and D(t, x, y)
counting patches of various types, and expressed in Theorem 4.24 through the
identities (4.7), are D-algebraic. The same holds for their colourful counter-
parts, expressed in Theorem 4.35.
Proof. This follows by composition of D-algebraic series (see, e.g., [25, Prop. 29]).
Note that both series P(t, y) (in the general and colourful cases) are even
D-finite as functions of y and R. The other two series C(t, x, y) and D(t, x, y)
are clearly D-algebraic as functions of x, y and R, and it is natural to wonder
if they might be D-finite. After all, in Lemma 4.25 we have met a series
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that is written as the exponential of a hypergeometric series and is not only
D-finite, but even algebraic.
In the one-variable setting, it is known that if F (t) is D-finite, then
exp(
∫
F (t)) is D-finite if and only if F (t) is in fact algebraic [184]. We can use
this criterion to prove, for instance, that the series D(t, 0, 1) of Theorem 4.24

















































Then D(r) is D-finite if and only if F (r) is algebraic. But this is not the
case, as the coefficient of rn in F (r) is asymptotic to c 27n/n, which reveals a
logarithmic singularity in F (r) (see [103]). The same argument proves that
C(t, 1, 1) is not a D-finite function of R.
In the colourful case (Theorem 4.35), we have












and a similar asymptotic argument proves that this cannot be a D-finite
function of R. The same holds for C(t, 1, 1).
Asymptotics
As mentioned in the introduction, the series R of Theorem 4.1 already oc-
curred in the map literature, more precisely in the enumeration of quartic
maps equipped with a spanning forest [48]. Its singular structure has been
studied in detail, and the first part of the following result is the case u = −1
of [48, Prop. 8.4]. As in [106, Def. VI.1, p. 389], we call ∆-domain of radius
ρ any domain of the form
{z : |z| < r, z 6= ρ and |Arg(z − ρ)| > φ}
for some r > ρ and φ ∈ (0, π/2).
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analytic in a ∆-domain of radius ρ, and the following estimate holds in this














with µ = 1/ρ = 4
√
3π.
Observe that this provides the asymptotic behaviour of the numbers qn
of Theorem 4.1 since qn = −rn+2/3. The correspondence between the sin-
gular behaviour of R(t) near its dominant singularity ρ and the asymptotic
behaviour of its coefficients relies on Flajolet and Odlyzko’s singularity anal-
ysis of generating functions [105, 106]. The singular behaviour of R near ρ is
obtained using the inversion relation Ω(R(t)) = t, where the series Ω, given

















For general Eulerian orientations, we have a similar result.
Proposition 4.38. The series R of Theorem 4.2 has radius ρ = 1
4π
. It is
analytic in a ∆-domain of radius ρ, and the following estimate holds in this














with µ = 1/ρ = 4π.
As above, this gives the asymptotic behaviour of the numbers gn of The-
orem 4.1 since gn = −rn+2/4.
The proof closely follows the proof of Proposition 4.37 given in [48,
Sec. 8.3], and we will not give any details. The series Ω is now given by (4.24),















One key ingredient is that t−R(t) has non-negative coefficients, which simply
follows from the fact that this series equals 2t2 + 4t2G(t), by Theorem 4.2.
Accuracy of the empirical analysis
Now that we know the exact forms of the generating functions Q(t) and
G(t), we can comment on the accuracy of the empirical analysis in section
4.3.5. Indeed, the predictions of the growth rates, and the asymptotic forms
of the series were correct, and these predictions were a vital steps towards
our discovery of the exact solutions. Recall that the first 100 coefficients of
Q(t) were used to predict the subsequent 1000 ratios using the method of
differential approximants. Using the exact solution, we have now calculated
the first 998 coefficients of Q(t). The final ratio that we have calculated is
[t998]Q(t)
[t997]Q(t)
= 21.718170986407648634371728755726 . . . .




So, remarkably, this ratio was predicted correctly to 29 significant digits.
Final comments and perspectives
We have exactly solved the problem of counting planar Eulerian orientations,
both in the general and in the quartic case. Our proof, based on a guess-and-
check approach, should not remain the only proof. One should seek a better
combinatorial understanding of our results. Can one explain why the series R
of Theorem 4.1 also appears in the enumeration of quartic maps M weighted
by their Tutte polynomial TM(0, 1)? Can one explain the forms of the series C
and D in Theorems 4.24 and 4.35? What about more general vertex degrees?
Can one interpolate between the results of Theorems 4.1 and 4.2, given that
the second also counts a subclass of quartic Eulerian orientations (those with
no alternating vertex)? In this final section we discuss the quest for bijections,
and some aspects of interpolation.
Bijections
Our results reveal an unexpected connection between Eulerian orientations
of quartic maps (counted by the specialization |T(0,−2)| of their Tutte poly-
nomial if we do not force the orientation of the root edge [211, Sec. 3.6]) and
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the specialization T(0, 1) of slightly larger maps. Let us be more precise: one





which, in the classical interpretation of the Tutte polynomial [32, 202], counts
quartic maps M equipped with an internally inactive spanning tree. Observe
that t records here the number of faces, which exceeds the number of vertices
by 2. Then it is proved that













where R is the series of Theorem 4.1. There is also an interpretation of F (t)
in terms of spanning forests rather than spanning trees, but then some forests






where c(F ) is the number of connected components of the forest F . One of
the advantages of this description in terms of forests is that it gives a direct
interpretation of t − R. Indeed, if we restrict the summation to forests not
containing the root edge, then we obtain a new series, denoted H(t) in [48],
which satisfies
H ′(t) = 2(t− R).
Comparing with Theorem 4.1 leads to the following statement: the number
of Eulerian orientations of quartic maps with n faces is (n + 1)/6 times the
(signed) number of quartic maps with n + 1 faces equipped with a span-
ning forest not containing the root edge, every forest F being weighted by
(−1)c(F )−1. This is illustrated in Figure 4.41 for n = 3.
There is also an interpretation (and generalization) of t − R(t) in terms
of certain trees [48, Sec. 5.1]. It involves a parameter u, which is −1 for our
series R. In the forest setting, u counts the number of connected components
(minus 1).
Proposition 4.39. Consider rooted plane ternary trees with leaves of two
colours (say black and white, see Figure 4.42). Define the charge of such a
tree to be the number of white leaves minus the number of black leaves. Call
a tree of charge 1 balanced. Then the series t−R(t) of Theorem 4.1 counts,
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2× 2 =
(−1) + 3 = 2 (1)
4
6
(2× 1 + 0× 4 + 1× 4)
2 (2) (−1) + 2 = 1 (4)(−1) + 1 = 0 (4)
Figure 4.41: Left: the only rooted quartic graph with 1 vertex has 2 Eulerian
orientations (the orientation of the root is forced) and 2 embeddings as a rooted
map (with 3 faces). Right: the three rooted quartic graphs with 2 vertices, shown
with the (signed) number of spanning forests avoiding the root edge. The number
of embeddings as rooted planar maps is shown between parentheses.
by the number of white leaves, balanced trees in which no proper subtree is
balanced.
More generally, let R(t, u) ≡ R be the only power series in t with constant
term 0 satisfying













so that R(t,−1) = R(t). Then (R− t)/u counts balanced trees by the number
of white leaves, with an additional weight (u+ 1) per proper balanced subtree.
Here, a subtree of a tree T consists of a vertex of T and all its descendants,
and is proper if the chosen vertex is neither the root of T nor a leaf. This
proposition is illustrated in Figure 4.42.
×3
×3 ×9
Figure 4.42: The trees with 2 and 3 white leaves involved in the expansion of
t − R = 3t2 + 12t3 + O(t4), for the series R of Theorem 4.1. The multiplicities
indicate the number of embeddings in the plane.
In the case of general Eulerian orientations (Theorem 4.2), we also have
a similar combinatorial interpretation and generalization of t− R(t).
Proposition 4.40. Consider rooted plane binary trees with edges of two types
(say solid and dashed, see Figure 4.43). Define the charge of such a tree to
be the number of solid edges minus the number of dashed edges. Call a tree
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of charge 0 balanced. Then the series t − R(t) of Theorem 4.2 counts, by
leaves, balanced trees in which no proper subtree is balanced.
More generally, let R(t, u) ≡ R be the only power series in t with constant
term 0 satisfying










so that R(t,−1) = R(t). Then (R− t)/u counts balanced trees by the number
of leaves, with an additional weight (u+ 1) per proper balanced subtree.





Figure 4.43: The trees with at most 4 leaves involved in the expansion of t− R =
2t2 + 4t3 + 20t4 +O(t5), for the series R of Theorem 4.2. The multiplicities takes
into account the number of embeddings in the plane and the exchange of the two
edge types.
Proof. Define a marked balanced tree as a balanced tree in which a number
of inner vertices are marked, in such a way that:
• the root vertex is marked (unless the tree consists of a single vertex)
• the subtree attached at any marked vertex is balanced.
Let R̄(t, u) be the generating function of marked balanced trees with a weight
t per leaf and a weight u per marked vertex. We claim that R̄ satisfies (4.25).
Indeed, take a marked balanced tree with at least one edge, and consider the
tree obtained by deleting all subtrees attached to a (non-root) marked vertex.
Then this tree must be balanced. If it has n inner vertices, it can be chosen











ways: the Catalan number accounts for the choice of the tree, and the second
binomial coefficient for the ways of choosing the types of its 2n edges. To
reconstruct the marked balanced tree, we now need to attach to each of the
n + 1 leaves a marked balanced tree, and this gives (4.25). Hence the series
R̄(t, u) coincides with R(t, u).
Now consider a balanced tree. The total weight of all marked trees that
can be constructed from it by marking certain vertices is u(u+ 1)b, where b
is the number of proper balanced subtrees. This completes the proof.
The problem of understanding these equidistributions bijectively is wide
open. Let us mention that deep connections are known to exist between
certain families of orientations (e.g., acyclic) of a graph and certain families
of subgraphs (e.g., spanning forests) of the same graph (see [21] for a survey,
and references therein).
Let us finish with another bijective question. There exist two main bi-
jections that transform Eulerian maps into trees: one of them takes the
dual bipartite map, and transforms it into a mobile-tree using the distance
labelling of the vertices [52]. This is the Bouttier–Di-Francesco–Guitter bi-
jection that we have generalised in Section 4.7 to more general labellings,
and thus to Eulerian orientations (rather than Eulerian maps). The sec-
ond classical bijection, due to Schaeffer [179], transforms Eulerian maps into
blossoming trees. Underlying this construction is a canonical Eulerian ori-
entation of the map. Is there an extension of this bijection to all Eulerian
orientations?
Interpolating between quartic Eulerian orientations and
general Eulerian orientations
Given that the form of our solution for general Eulerian orientations is so
similar to that for quartic Eulerian orientations, one may wonder whether
these are two special cases of a more general series. In a forthcoming paper
Bousquet-Mélou and I describe two possible ways to simultaneously gener-
alise G(t) and Q(t). The first series that we consider counts general Eule-
rian orientations by edges and vertices. This is an obvious generalisation
of G(t), which only records the number of edges. Moreover, Q(t) can be
extracted from this refined generating function by directly utilising the fact
that quartic Eulerian orientations form a subclass of general Eulerian orien-
tations (those having, in a sense, many vertices). The second generalisation
concerns labelled quadrangulations, and interpolates between the series Q(t)
and Qc(t) = 2G(t) by keeping track of the number of quadrangles that only
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contain two labels (such quadrangles are forbidden in colourful quadrangu-




numbers in Thompson’s group
F and related groups
Introduction
In an attempt to find compelling evidence for the amenability or otherwise
of Thompson’s group F , we study the cogrowth sequence of a number of
infinite, finitely generated amenable groups whose asymptotics are, in most
cases, partially or fully known. Using the experience and insights gained
from these examples, we turn to a study of Thompson’s group F .
The cogrowth sequence of a group G with finite, inverse closed generating
set S is (cn)n∈N0 , where cn is the number of words w of length 2n over the
alphabet S, which satisfy w =G 1 i.e. w is the identity in the group G. This is
also equal to the number of walks of length 2n in the Cayley graph Γ(G,S)
which start and end at some fixed vertex v0. There are many equivalent
definitions of amenability. A standard one is that a group G is amenable if it
admits a left-invariant finitely additive probability measure ρ. A consequence
of the Grigorchuk-Cohen [120, 67] theorem is that G is amenable if and
only if its cogrowth sequence (cn)n∈N0 has exponential growth rate µ = |S|2.
In particular, Thompson’s group F is amenable if and only if its cogrowth
sequence has exponential growth rate 16.
We develop new, polynomial-time algorithms to generate coefficients for
a number of wreath product groups, including Z o Z, (Z o Z) o Z and the
lamplighter group L = Z2 o Z. We also give a polynomial time algorithm
for computing terms of the cogrowth sequence of the Brin-Navas group B,
and an improved algorithm to compute the terms for Thompson’s group
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F, generating the cogrowth sequences for B and F to 128 and 32 terms
respectively.
The Brin-Navas group B is one of an infinite sequence of elementary
amenable two-generators subgroups of Thompson’s group F described by
Bleak, Brin and Moore [30]. This sequence begins with the three groups
Z × Z, Z o Z and B. Since these are all amenable, and have two generators
(so their inverse-closed generating sets S satisfy |S| = 4), each of these groups
has a cogrowth sequence with growth rate 16.
Recently a number of authors have considered the problem of determining






which is D-finite [88, 165, 20]. A result of Bell and Mishna [20] is that if G is
an amenable group with super-polynomial growth, then CG(t) is not D-finite.
In particular, this implies that the cogrowth series for the groups L, Z o Z,
Z o Z o Z and B are not D-finite. It is not known whether any of these series
is D-algebraic.
Using results of Pittet and Saloff-Coste [169, 170], we prove that the
cogrowth sequence (cn)n∈N0 of Thompson’s group F satisfies
cn < 16
n · λ−nκ
for any real numbers κ < 1, and λ > 1. We prove this same result for the
cogrowth sequence of the Brin-Navas group B. That is to say, if Thomp-
son’s group F is amenable, then its asymptotics cannot contain a stretched-
exponential term1. Our numerical study reveals compelling evidence for the
presence of such a term in the asymptotics of the coefficients of F. This
suggests a potential new path to a proof of non-amenability of F : if the
universality class of the cogrowth sequence can be determined rigorously, it
will likely prove non-amenability.
A related result due to Moore [158] is that for any finite generating set
S ⊆ F, there is a constant C such that FølF,S(Cn) ≥ 2 ↑↑ (n − 1) for
all sufficiently large n. Like our result, this relates to amenability, as a
group G is non-amenable if and only if its Følner function FølG,S satisfies
FølG,S(C
n) =∞ for all sufficiently large n.
1We define stretched exponential more broadly than usual. It normally refers to a term
of the form e−t
β
, with t > 0 and 0 < β < 1. We allow behaviour such as e−t
β ·logδ t, or
indeed any appropriate logarithmic term. We do not have a name for sub-exponential
growth of the form e−t/ log
δ t, with δ > 0 (or appropriate logarithmic function) which is
the type of term that must be present in the cogrowth series of the Brin-Navas group, and
indeed in Thompson’s group F if it is amenable.
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In the final section of this chapter we present an empirical analysis of the
cogrowth sequences of the Brin-Navas group B and Thompson’s group F .
This analysis is based on the series which we have generated of 128 and 32
terms, respectively. For Thompson’s group F , this analysis suggests that the
cogrowth sequence (cn)n∈N0 behaves like
cn ∼ c · µn · κn
σ logδ n · ng,
where µ ≈ 15, κ ≈ 1/e, σ ≈ 1/2, δ ≈ 1/2, and g ≈ −1. This provides
two pieces of evidence that F is non-amenable. First, our estimate of µ is a
long way from 16, which is the value required for amenability. Secondly, as
we have shown, the predicted sub-exponential behaviour is inconsistent with
amenability.
The make up of this chapter is as follows. In Section 5.2 we give some basic
definition, including those of the groups which we consider in this chapter. In
Section 5.3 we describe the algorithms developed for the cogrowth sequences
of the lamplighter group L, Z o Z, Z o Z o Z, B and Thompson’s group F. In
Section 5.4 we discuss the possible asymptotic form of the cogrowth series
for Thompson’s group F, and the Brin-Navas group B and prove the absence
of a stretched-exponential term if F is amenable. In Section 5.5 we present
an empirical analysis of the Brin-Navas group B and Thompson’s group F.
Section 5.6 comprises a discussion and conclusion.
Preliminaries
In this section we will give some basic definitions, including those of the
groups which we study. In particular, we define the Heisenberg group H,
wreath products with Z, the Brin-Navas group B and finally Thompson’s
group F . For each of these groups, we will compute terms of the cogrowth
sequence, which will be analysed in Section 5.5.
We start with some basic definitions regarding Cayley graphs.
Definition 5.1. Given a group G with finite, inverse-closed generating set
S, the Cayley graph Γ(G,S) is defined as the graph with vertex set G and
an undirected edge between two vertices g and h if and only if g−1h ∈ S.
We denote the identity of the group G by e. Note that this is also a
specific vertex in Γ(G,S). For vertices u, v in a Cayley graph Γ, let d(u, v)
denote the usual graph distance between u and v. For a vertex u ∈ V (Γ) and
a non-negative integer n, the ball B(u, n) of radius n around u is defined as
B(u, n) = {g ∈ G|d(u, g) ≤ n}.
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Given a group G with finite, inverse closed generating set S, there are (at
least) two natural combinatorial sequences which one can study: the growth
sequence and the cogrowth sequence.
Definition 5.2. The growth sequence of (G,S) is the sequence (an)n≥0, where
an is the number of vertices v in the Cayley graph Γ(G,S) within distance
n of e. That is, an = |B(e, n)|.
Definition 5.3. The cogrowth sequence of (G,S) is the sequence (cn)n≥0,
where cn is the number of walks of length 2n in Γ(G,S) which start and end
at e. We call walks which start and end at e loops.
As mentioned in the introduction, the cogrowth numbers cn can be alter-
nately defined without reference to the Cayley graph, as cn is the number of
words w of length 2n over the alphabet S which satisfy w = e.
Although both the growth sequence and the cogrowth sequence depend
on the generating set S, some properties of these sequences are indepen-
dent of the generating sets. For example, if the growth sequence of (G,S)
grows exponentially, then it grows exponentially with respect to any other
generating set as well. In that case the group is said to have exponential
growth. Similarly a group can be said to have polynomial growth, and this
is well-defined in the same sense.
It is known that a group G is amenable if and only if the exponential
growth rate of the cogrowth sequence of (G,S) is equal to |S|2. Hence this
property of the cogrowth sequence is independent of the generating set.
Now we will define the groups that we study, as well as the generating
sets which we will use to study them.
Definition 5.4. The Heisenberg group H is the group of matrices of the form1 a b0 1 c
0 0 1

for integers a, b and c, under matrix multiplication.
We use the standard, inverse closed generating set S = {x, y, x−1, y−1},
where
x =
1 1 00 1 0
0 0 1
 and y =
1 0 00 1 1
0 0 1
 .
The Heisenberg group has polynomial growth and its cogrowth sequence






so this serves a simple example, from both the perspective of computing
terms of the cogrowth sequence and estimating the asymptotic form of this
sequence.
We now define groups formed as wreath products with Z. Wreath prod-
ucts of groups can be defined more generally, for any pair of groups, however
the wreath products that we consider in this chapter all have this specific
form.
Definition 5.5. Given a group G with finite, inverse close generating set S,
the wreath product G o Z is the group whose elements are pairs (n, g) of an
integer n and a bi-infinite sequence
g = (gj)j∈Z,
where each gj ∈ G and only finitely many elements of g are not the identity
e of G. For another sequence h = (hj)j∈Z and an integer m, the group
operation is defined by
(n, g) · (m,h) = (n+m, (gj · hj−n)j∈Z).
For an element g ∈ G, there is a corresponding element in G oZ, given by
(0, g), where g = (gj)j∈Z satisfies g0 = g and gj = e for j 6= 0. As this forms a
group embedding of G into GoZ, we denote the element in GoZ corresponding
to g by g. We denote by a the element (1, (e)j∈Z). The generating set which
we use for G o Z is S ∪ {a, a−1}.
This allows us to define the lamplighter group L = Z2oZ as well as iterated
wreath products Z od Z defined by Z o0 Z = Z and Z od+1 Z = (Z od Z) o Z for
any integer d ≥ 0
Definition 5.6. The group B is defined as the semi-direct product
(. . . o Z o Z o Z o Z o . . .) o Z,
where the copies of Z in the wreath product are generated by the elements
. . . , a2, a1, a0, a−1, a−2, . . . respectively and the generator s of the other copy
of Z satisfies sais−1 = ai+1 for each i. To understand this infinite wreath
product, note that if G is the subgroup generated by ak, ak+1, ak+2, . . ., then
the subgroup generated by G and ak−1 is G o Z.
Note that the group B is generated by the two elements s and a = a0
because ai = s
ias−i for each integer i, so we use the inverse closed generating
set
S = {a, a−1, s, s−1}.
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The group B was described independently as Exemple 6.3 in [161] and on
Page 638 in [36], where Brin showed that B is an amenable subgroup of
Thompson’s group F . In that paper it is the group generated by f and h.
Finally, we will define Thompson’s group F . The original definition given
by Richard Thompson describes F as a sub-group of the group of increasing
piecewise linear functions f : [0, 1]→ [0, 1] under function composition. Here
we will define F using the forest representation described by Belk and Brown
[19], as this will be more convenient when we describe our algorithm. Before
we define Thompson’s group F , we define forest diagrams.
Definition 5.7. A forest diagram is a pair (F1,F2) of sequences of planar
binary trees such that each sequence has the same total number of leaves,
with one tree highlighted in each sequence.
Each element of F is given by an equivalence class of forest diagrams,
so to describe the elements of F , we need to describe which forest diagrams
are equivalent. We will describe two types of equivalence operation on these
forest diagrams. The first equivalence operation is the following: given a
forest diagram (F1,F2) and the planar binary tree T consisting of a single
vertex, the tree T can be added to the end of both sequences Fi or to the
start of both sequences to create an equivalent forest diagram (F ′1,F ′2). Of
course, this also implies that if both sequences end (or begin) with single
vertex trees, then this tree can be removed from each sequence Fi to create
an equivalent forest diagram.
To describe the second equivalence operation, we need to define the
matching of the vertices between the sequences F1 and F2. Given a se-
quence Fi of planar trees there is a unique ordering on the leaves such that
the leaves in each tree are ordered in the natural way and all leaves in a
single tree of the sequence Fi occur to the left of all leaves in the following
tree in Fi. For each n, the nth leaf in F1 is matched with the nth leaf in
F2. The second equivalence operation is the following: given a pair (v1, v2)
of matching leaves in a forest diagram, one can change each of the leaves vi
to a vertex with two children vi,0 (left) and vi,1 (right) to create an equiva-
lent forest diagram (F ′1,F ′2). Note that after this operation v1,0 and v2,0 will
be matching leaves, as will v1,1 and v2,1. Of course, this operation can be
reversed: if there are vertices v1 and v2 which have children v1,0, v1,1, v2,0
and v2,1 such that (v1,0, v2,0) and (v1,1, v2,1) are pairs of matching leaves, then
these four leaves can be removed to create an equivalent forest diagram.
We say that two forest diagrams (F1,F2) and (F ′1,F ′2) are equivalent, and
write (F1,F2) ∼ (F ′1,F ′2), if it is possible to change one into the other using
the equivalence operations. Clearly ∼ is an equivalence relation, justifying
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our use of the word equivalent. The elements of Thompson’s group are equiv-
alence classes of ∼. We call a forest diagram (F1,F2) reduced if neither of the
two equivalence operation can be used in reverse on (F1,F2). An important
result from [19] is that each equivalence class g of ∼ (that is, each g ∈ F )
contains exactly one reduced forest diagram.
To define the group operation, on F , we use the following fact from [19]:
if (F1,F2) and (F3,F4) are forest diagrams, then there exist equivalent forest
diagrams (F ′1,F ′2) and (F ′3,F ′4) satisfying F ′2 = F ′3. Then the operation is
defined by
(F1,F2) · (F3,F4) = (F ′1,F ′4).
We will now describe the generators a, b ∈ F . Let Fα be the sequence of
two single vertex trees with the first copy highlighted, let Fβ be the sequence
of two single vertex trees with the second copy highlighted and let Fγ be the
sequence containing only one tree: the binary tree with two leaves, with this
tree highlighted. Then a is given by the pair (Fα,Fβ) while b is given by the
pair (Fα,Fγ).
To check that the group operation is well defined and that a and b generate
the group F is rather tedious but not difficult, so we do not include these
details here. For more detail, see [19].
Series generation
In this section we describe the algorithms we have used to compute the
terms of the cogrowth sequence of various groups. We start by describing
polynomial time algorithms which we have found and used for the groups L,
Z oZ, Z oZ oZ and B. Finally we describe the algorithm which we have used
for Thompson’s group F . The first 50 coefficients for the group B are given
in Table 5.1, while the coefficients of the cogrowth series of F are given in
Table 5.2.
Wreath Products G o Z
Let G be a group with finite, inverse closed generating set S. In this section
we study the group GoZ with respect to the generating set {a, a−1}∪S, where
a generates the top group Z. We will describe a polynomial time algorithm
for computing the cogrowth series of G oZ given the corresponding series for
G. In particular, this yields a polynomial time algorithm to compute the
cogrowth sequence of the lamplighter group Z2 o Z as well as groups such as
Z o Z and (Z o Z) o Z.
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and a2k+1 = 0 for all k ∈ Z≥0. Let F (t) be the generating
function for loops in G oZ counted by length, so the nth term of the cogrowth
sequence of G o Z is [t2n]F (t). Given a positive integer N and values ak for
k ≤ N our algorithm will compute the first N coefficients of F (t).
For each positive integer n, let Pn(t) denote the generating function for
n-tuples of words w1, w2, . . . , wn ∈ S∗ such that w1 . . . wn = 1, counted by
the length of the word w1 . . . wn.










Proof. We will calculate the coefficient [tj]Pn(t) for some positive integer j.
Let w1, w2, . . . , wn be an n-tuple of words which contributes to [t
j]Pn(t), and
let w denote the word w1 . . . wn. So w has length j. There are aj possible





ways. Hence the number of possible n-tuples w1, w2, . . . , wn is given by
[tj]Pn(t) =
(




Now we will define the base loop of a loop l in G o Z.
Definition 5.9. Given a loop l in G o Z, we define the base loop l′ of l to be
the loop in Z made up of only the terms a and a−1 in l.
For each positive integer i, let ci be the number of steps in the base loop
l′ from ai−1 to ai (which is the same as the number of steps from ai to ai−1)
and let di be the number of steps from a
−i+1 to a−i. Let m and n be maximal
such that cm, dn > 0. Then the length of l








Lemma 5.10. If m,n ≥ 1 then the generating function Ll′(t) for loops l






















If m = n = 0 then Ll′(t) = P1(t).
Proof. Let the baseloop l′ = a1a2 . . . a|l′| where each ai ∈ {a, a−1} and let
l = w1a1w2 . . . a|l′|w|l′|+1, where each wi is a word in S
∗. We say that the
height of one of the subwords wi is equal to the integer p which satisfies
ap = a1 . . . ai. Then l is a loop if and only if for any height h, concatenating
all of the words wi at height h creates a loop in G. Hence the generating
function for the sections at height h is Pr(t) where r is the number of these
sections. If h > 0 then r = ch + ch+1, if h < 0 then r = d−h + d−h+1 and if
h = 0 then r = c1 + d1 + 1. Multiplying the value Pr(t) for each value of r,
then multiplying by t|l
′| to account for the steps in the base loop yields the
desired result.
By definition, F (t) is equal to the sum of Ll′(t) over all possible base
loops l′.
Lemma 5.11. For a given pair of sequences c1, . . . , cm, d1, . . . , dn, the num-















Proof. For each i > 0 let a step from ai to ai−1 be called a left step, and
let a step from ai−1 to ai be called a right step. Then the last step from ai
must be a left, and there must be ci − 1 other left steps and ci+1 right steps





possible orders of the steps leaving ai.





possible orders of the steps leaving





possible orders of the steps leaving the vertex
0. The number of possible choices of these orders is the desired result, so
we just need to check that every possible choice of orders corresponds to a
unique base loop l′. Given an ordering of the outgoing steps from each ai, the
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loop l′ can be uniquely constructed one step at a time. Hence it suffices to
show each choice of orderings does indeed form a base loop l′. Given a choice
of orderings, let p be the path starting at a0 formed by adding steps one at
a time according to these orderings, stopping only when there are no more
outgoing steps available from the current point ai. Then p ends at a0, as for
each other point ai, the number of available incoming steps is equal to the
number of available outgoing steps, so it is impossible to run out of outgoing
steps. At a0 there are also equally many available incoming and outgoing
steps, so all of these steps must have been used. Moreover, if for some i > 0,
not all available outgoing steps from ai were used, then the final left step
was not used, so not all ingoing steps to ai−1 were used. But this implies
that not all outgoing steps from ai−1 were used. Inductively this implies that
not all incoming steps to a0 were used, a contradiction. So for each i > 0,
all outgoing steps from ai were used. Similarly, this is also true for i < 0.
Hence every available step must have been used, so the path p is a base loop
l′ corresponding to the sequences c1, . . . , cm and d1, . . . , dn.
Now using (5.1) and (5.2) it follows that for any two sequences c1, . . . , cm
and d1, . . . , dn, with m,n ≥ 1, the generating function for the corresponding































If m ≥ 1 and n = 0 we get a similar generating function, and if m = n = 0
we get P1(t). Now F (t) is the sum of these generating functions over all pairs
of sequences c1, . . . , cm, d1, . . . , dn












where the sum is over all sequences n, d1, d2, . . . , dn with d1 = d. Then it
follows immediately from (5.3) and (5.4) that the generating function F (t)





















So now we just need to calculate Ωd(t) for each positive integer d.
Lemma 5.12. The series Ωd(t) satisfy the equations









Proof. We deduce this equation directly from the defining equation (5.5) of
Ωd(t). First, the contribution from the case where n = 1 is Pdn = Pd1 = Pd.
The contribution from the case where n > 1 and d2 = b for some fixed







Summing these contributions for all values of b yields the desired result.
Using (5.7) we can calculate the coefficient of tk in Ωd(t) in terms of
coefficients of tj in Ωb(t) where we only need to consider j, b satisfying 2b+j ≤
k (hence j ≤ k − 2). This takes polynomial time using a simple recursive
algorithm. Finally the coefficients of F (t) are given by (5.6).
The Brin-Navas group B
In this section we adapt the previous algorithm to calculate the cogrowth
series for the Brin-Navas group B. Again this is a polynomial time algorithm,
however the polynomial has higher degree than the one for the algorithm of
the previous section. Recall that the group B is defined as the semi-direct
product
(. . . o Z o Z o Z o Z o . . .) o Z,
where s generates the copy of Z on the right and the copies of Z in the
wreath product are generated by ai = s
ias−i for i ∈ Z, with larger values of
i corresponding to copies of Z which are further left in the wreath product.
We define the s-height of a word over the generating set {a, s, a−1, s−1}
to be the sum of the powers of s. Before counting the total number of loops,
we will count the number of upper loops, which we define below.
Definition 5.13. An upper word is a word in {a, a−1, s, s−1}∗ which ends at
s-height 0 in which any initial subword has non-negative s-height. An upper
loop is an upper word which forms a loop in B. An H-word is an upper word
which contains no a or a−1 steps at height 0. Finally, a J-word is an H-word
which forms a loop in B.
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Let G(t, y) be the generating function for upper loops, where t counts the
total length and y counts the number of steps of the loop which end at height
0. For each positive integer n, let Hn(t, y) be the generating function for n-
tuples w1, w2, . . . , wn of H-words satisfying w1 . . . wn = 1, where t counts the
total length of w1 . . . wn and y counts the total number of steps which end at
s-height 0. Given such a loop l, let the base loop l′ be the subword consisting
of all a and a−1 steps at s-height 0. Similarly to the previous algorithm, we
let ci be the number of steps in l
′ from ai−1 to ai, and di be the number of







As in the previous subsection, for a given pair of sequences c1, . . . , cm, d1, . . . , dn,















Let l′ = a1a2 . . . a|l′|, where each ai ∈ {a, a−1}, and let l = w1a1w2 . . . a|l′|w|l′|+1
be the decomposition where each step ai is at t-height 0, so each word wi is
an H-word. We say that the a-height of one of the subwords wi is equal to
the integer p that satisfies ap = a1 . . . ai. Then l is a loop if and only if for
any height h, concatenating all of the words wi at a-height h creates a loop.












where the sum is over all sequences n, d1, d2, . . . , dn with d1 = d. In the
same way as in the previous section we get the following equations. The

























Now to calculate G(t, y), we just need to calculate the generating func-
tions Hn(t, y). For each k ∈ Z≥0, let Jk(t) be the generating function for
J-loops in B which have exactly k steps which end at s-height 0. For each
such word w, the number of ways of breaking it into n H-words w1, w2, . . . , wn
such that w1 . . . wn = w is equal to(




Therefore, we can calculate each generating function Hn(t, y) in terms of the










Finally, we will calculate the generating functions Jk(t). Trivially we have
J0(t) = 1. For k > 0, let l be a loop counted by Jk(t). Then l must contain
exactly k steps which end at height 0, which are not a or a−1 steps. Hence
they must all be s−1 steps. Therefore, l decomposes as
l = su1s
−1su2s
−1 . . . suks
−1,
where each word uk ends at height 0 and never goes below height 0. Moreover,
since l is a loop, we must have u1 . . . uk = 1. Hence the word u = u1 . . . uk is
counted by the generating function G(t, y). Moreover, if u contains m steps
which end at height 0, then there are exactly(
m+ k − 1
k − 1
)
ways to decompose u into subwords u1, . . . , uk which each end at height 0.










Now using equations (5.9), (5.10), (5.11) and (5.12) as well as the base
case J0(t) = 1, we can calculate the coefficients of G(t, y) in polynomial time
using a recursive algorithm. Finally we relate these coefficients to the total
number of loops in B using the following lemma:
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Lemma 5.14. For each n, the number of loops bn of length n in B over the







Proof. Given a loop w = x1x2 . . . xn, let Cw be the set of cyclic permutations
of w
Cw = {xi . . . xnx1 . . . xi−1|1 ≤ i ≤ n}.
We will show that for each w, the contribution to both sides of (5.13) from all
loops w′ ∈ Cw is the same. Let q be maximal such that x1 . . . xn = (x1 . . . xp)q
for some p (so pq = n). Then |Cw| = p, so the loops in Cw contribute p to
the left-hand side of (5.13). Now, if m is the number of times that this word
w reaches its minimum t-height, then there are exactly m starting points xi
such that xi . . . xnx1 . . . xi−1 is an upper word, and each of these contributes
tnym to G(t, y). Hence there are m/q distinct cyclic permutations of w which
are upper words, so together they contribute n/q = p to the right hand side
of (5.13). Hence each set Cw contribute the same amount to both sides of
(5.13). Since the sets Cw partition the set of loops in B, the equation (5.13)
holds.
Using (5.13) we can quickly calculate the coefficients of the cogrowth
generating function CB(t) using those of G(t, y). In Table 5.1 we give the
first 50 coefficients of this generating function. In fact we have 128 terms.
A General Algorithm
Before we describe the algorithm which we use for Thompson’s group F , we
will describe a general algorithm which can be applied to any group admitting
certain functions which can be computed very quickly. In the next subsection
we will describe how we apply this algorithm to F . This algorithm could also
be applied to any of the other groups which we have discussed, however for
wreath products G o Z and the Brin-Navas group B, it would be much less
efficient than the specific algorithms described previously in this section.
Let G be a group with inverse closed generating set S. Let Γ(G,S) denote
the Cayley graph of G with respect to the generating set S. We will often
refer to this simply as Γ. We will assume that every loop has even length,
however this algorithm could easily be altered to apply when this is not the
case.
Our algorithm can be seen as a significantly more memory efficient ver-
sion of the algorithm used by Haagerup, Haagerup and Ramirez-Solano [85].




















































Table 5.1: The first 50 coefficients of the cogrowth series for the Brin-Navas group.
194
Lemma 5.15. For each integer n ≥ 0 and each vertex v ∈ V (Γ), let wn,v be
the number of walks of length n in Γ from e to v. Then the nth term cn in
the cogrowth series for G is given by




Proof. Given a loop γ = a0a1 . . . a2n, where each ai ∈ V (Γ) and a2n = a0 = e,
we define the midpoint of γ to be the vertex an. Then γ is made up of a walk
of length n from e to its midpoint followed by a walk of length n from its
midpoint to e. Hence, the number of loops in Γ of length 2n with midpoint
v is w2n,v. Therefore, the number cn of walks of length 2n in Γ, which start
and end at e is given by




Now we will describe the algorithm of Haagerup, Haagerup and Ramirez-
Solano.
HHR algorithm. This algorithm inputs a positive integer n and outputs
the number cn of loops of length 2n in Γ.
Step 1. Recursively calculate the number wn,v of walks to each vertex v in
B(e, n), the ball of radius n in Γ.
Step 2. Return the sum the squares of the numbers wn,v.
The fact that this returns the desired answer is due to Lemma 5.15.
Note also that for each walk from e to v, there is a corresponding walk
from e to v−1, so wn,v = wn,v−1 . Hence one can approximately halve the time
and memory requirements of the algorithm by only calculating one of the
values of wn,v and wn,v−1 for each v. Haagerup, Haagerup and Ramirez-Solano
ran this algorithm on Thompson’s group F for n ≤ 24, thereby calculating
the terms c0, c1, . . . , c24.
The limiting factor of this algorithm is that it is necessary to store a large
proportion of the ball of radius n in memory at the same time. As a result it
is essentially impossible to get any more than 24 coefficients of the cogrowth
series for Thompson’s group F using this algorithm. On the other hand, for
groups with polynomial growth, this algorithm takes polynomial time and
space, so we have used this algorithm to compute 100 terms of the cogrowth
sequence of the Heisenberg group H.
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Our algorithm uses the same idea as the HHR algorithm however we only
store the ball of radius k in memory, where k ≈ n/2. Importantly, we do this
without significantly increasing the running time of the program.
Let O be an object in the program which represents an element of G.
Our algorithm requires the following functions to be implemented:
• init(). This returns an object O which represents the identity in G.
• val(O). This returns a value which is uniquely determined by the
element of G which the object O represents. In other words, val(O1) =
val(O2) if and only if O1 and O2 represent the same element of G.
• For each generator λ ∈ S, we have an operation O.stepλ. If O ini-
tially represents the element g ∈ G, this changes O to an object which
represents gλ.
• For each generator λ ∈ S, we have a function lλ(O), defined by lλ(O) =
|gλ| − |g|, where g is the element of G which O represents. That is,
lλ(O) = 1 if applying λ moves g away from the identity.
The speed of our algorithm depends entirely on the efficiency of these func-
tions and operations. For Thompson’s group our implementations of each of
these functions takes constant time on average. We will describe our imple-
mentations of these functions in Section 5.3.4. Note that we do not require
an inverse of val to be implemented, which is important as we do not know
how to implement such a function efficiently for Thompson’s group.
It is important to carefully choose how to store an element g as an object
O so that each function and operation can take constant time. If, for example,
we choose to store g as an arbitrary list of generators λ1, λ2, . . . , λn which
satisfy
λ1λ2 . . . λn = g,
then stepλ can easily be implemented to run in constant time (it can just add
λ to the end of the list), but the function val cannot, as it takes linear time
to read through the list, which is necessary just to check if g is the identity.
The memory requirements of our algorithm do not depend significantly
on our implementations of the functions above, as more memory is used to
store the numbers such as the number of paths to each vertex. Hence it is
most important to minimise the time requirements of the functions even if
that requires using more memory.
We are now ready to describe the first steps in our algorithm.
Numloops algorithm. This algorithm inputs a positive integer n, and
outputs the number cn of loops of length 2n in Γ. This algorithm relies on
the functions init, val, stepλ and lλ.
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Step 1. Assign an arbitrary order to the generating set S and set k = dn
2
e.
Step 2. Using a simple recursive algorithm, construct an associative array An−k,
implemented as a hash table, with a key value pair (kg, ag) for each
element g ∈ G within the ball of radius n− k. The key kg is given by
val(O) where O is any object which represents g and the value ag is
equal to the number of walks of length n− k in Γ from e to g. We will
write ag = A[kg]. For a number x which is not a key in An−k, we set
A[x] = 0.
Step 3. Construct a tree Tk which contains one vertex vg for each element g of
G within the ball of radius k, such that each vertex vg, apart from ve, is
connected to exactly one vertex vh satisfying |h| = |g|−1 and h−1g ∈ S.
If there are multiple possible choices of h, we choose the element h which
minimises λ = h−1g, according to the order we assigned in step 1. The
edge (h, g) is then labelled with λ. Each vertex vg is also labelled with
the number p(vg) of paths of length k in Γ from e to g.
Before we describe the following steps in the algorithm, we will make
some comments on these functions and prove a lemma required for the next
step.
Note that steps 2 and 3 create structures which contain essentially the
same data, as for each element g ∈ G satisfying |g| ≤ n − k, the values
p(vg) and A[kg] are equal. However, the use of different data structures is
important for the following steps in the algorithm.
Step 4 of the algorithm relies on the following lemma:
Lemma 5.16. For each element g ∈ G, the number of paths of length n in
Γ from e and g is equal to ∑
h∈G
p(vh)A[kgh]. (5.14)
Proof. Each path of length n from e to g−1 in Γ can be written in a unique
way as a path of length k from e to some vertex h in Γ followed by a path of
length n−k from h to g−1. For a given h, the number of these paths is equal
to p(vh)A[kh−1g−1 ] = p(vh)A[kgh]. Summing over all vertices h ∈ Γ yields the
desired result.
Note also that the summand in (5.14) is 0 unless |h| ≤ k and |gh| ≤ n−k,
so we only need to sum over values of h which satisfy these two inequalities.
We are now ready to describe the last steps of our algorithm.
Numloops algorithm (steps 4 and 5).
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Step 4. In this step we create a function numpaths(O, d) whose input is an
object O and a positive integer d, which, assuming that d = |g|, outputs
the number of paths of length n in Γ from e to g, where g is the group
element represented by O. During the calculation of numpaths the
object O may change, but at the end it must represent the same group
element g. Lemma 5.16 implies that this is equaivalent to calculating
(5.14). To calculate this expression, we perform a depth first search
of the tree Tk, skipping any sections where we can be sure that there
are no vertices vh such that h satisfies the two inequalities |h| ≤ k and
|gh| ≤ n − k. We start the search at the root vertex ve of Tk and
initialise r = 0 and total = 0. Whenever we move from a vertex vh to
vhλ we change d to d + lλ(O) and then apply the operation O.stepλ.
That way whenever we are at a vertex vh, the object O represents gh
and d = |gh|. We also increase x by 1 whenever we move to a child
vertex and decrease x by 1 when we backtrack so that we always have
x = |h|. Then we add p(vh)A[kgh] = p(vh)A[val(O)] to the sum total
if and only if d ≤ n − k, since x = |h| ≤ k for every vertex vh in Tk.
Since d decreases by at most 1 when we move to a child vertex, and x
always increases by 1, the value x + d never decreases when we move
to a child vertex. So if x+ d > n when we are at a vertex vh, then we
do not traverse the children of vh. At the end of the search we return
to the root vertex and then return the value total.
Step 5. For the last step we just need to add up the value of numpaths for
every vertex g in the ball of radius n such that |g| has the same parity
as n. To accomplish this we perform a depth first search of the tree Tn,
which is defined in the same way as Tk. However, we do not explicitly
construct Tn as doing so would use too much memory. In order to
perform the depth first search, we just need a function isedgeλ(O) for
each λ ∈ S which returns 1 if and only if there is an outward edge from
vg to vgλ in Tn, where g is the group element that O represents. This
will be the case if and only if |gλ| = |g|+1 and |gλµ| = |gλ|+1 for each
µ ∈ S with µ < λ−1. We test this using the functions lλ, stepλ and lµ.
During the depth first search, we keep track of the distance d = |g|,
where g is the group element represented by O. Now, to calculate the
number numloops of loops of length 2n, we first set numloops = 0, then
run the depth first search, and when we visit each vertex of Tn, add
numpaths(O, d)2 to numloops. At the end of this process numloops is
equal to the number of loops of length 2n, so we return numloops and
terminate the algorithm.
The advantage of this algorithm is that it only stores Tk and An−k in
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memory, rather than all of Tn. This also allows us to parallelise step 5,
constructing Tk and An−k separately for each core.
Thompson’s group F
In this section we describe how the object O, the operation stepλ and the
functions val and lλ are implemented for Thompson’s group F . We use the
standard generating set S = {a, b, a−1, b−1}, which yields the presentation
F = 〈a, b|a2ba−2 = baba−1b−1, a3ba−3 = ba2ba−2b−1〉.
Recall the forest representation of elements of F given by Belk and Brown
[19] and described in Section 5.2.
Definition 5.17. A forest diagram is a pair (F1,F2) of sequences of planar
binary trees such that each sequence has the same total number of leaves,
with one tree highlighted in each sequence.
In order to move between adjacent elements of Thompson’s group, we
need to understand the effect the generators a, b, a−1 and b−1 have on the
forest diagram. To describe this, let (F1,F2) be a forest digram, let Tj
be the highlighted tree in F1, and let Tj−1 and Tj+1 be the adjacent trees.
The element a (resp. a−1) unhighlights Tj and highlights Tj+1 (resp. Tj−1)
instead. The element b adds a new vertex v to F1, making Tj its left subtree
and Tj+1 its right subtree, then highlights the new tree formed. Conversely,
b−1 deletes the root vertex of Tj forming two new trees, and highlights the
one on the left. In the case that Tj is a single vertex, the second equivalence
operation is used on this vertex before b−1 is applied.
Now we are ready to describe how we have implemented the object O,
the operation stepλ and the functions val and lλ for Thompson’s group F .
For O we simultaneously store an element g ∈ F as a graph P , a pair
of binary strings s1, s2 and two integers p1 and p2. The vertices of P are
the vertices of the trees in F1 and F2, where (F1,F2) is the reduced forest
diagram corresponding to g. The edges of P fall into three types: one type
of edge in P corresponds to the edges of the trees, another type of edge joins
matching leaves and a third type of edge joins the root vertex of each tree
to the root vertex of each adjacent tree in the sequence. Now we define the
binary strings s1 and s2. A single binary tree with m leaves corresponds to
a unique binary string s of length 2m − 2 with the property that s has an
equal number of 1’s and 0’s and the number of 1’s in any initial substring is
at least equal to the number of 0’s in that substring. This is defined by doing
a depth first search of the tree and writing a 1 whenever we move down an
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edge from a vertex to its left subtree and writing a 0 whenever we backtrack
along such an edge. To convert a sequence of binary trees to a binary string,
we first convert each individual tree to a binary string, insert the string 01
before each such string, then concatenate the results. We then change the 01
before the string corresponding to the highlighted tree to 00. s1 and s2 are
are the binary strings corresponding to the sequences F1 and F2. We also
store the numbers p1 and p2 in O, which define the positions of the 00 before
the highlighted tree in each of s1 and s2. The strings s1 and s2 each have
length at most 2n, so they can be represented as 64 bit numbers as long as
n ≤ 32.
The operation stepλ is defined easily for the effect on the graph P . The
effect on the binary strings s1 and s2 is a bit more complicated and requires
some bit shifting. The entire length of an element of Thompson’s group
F can be determined by its forest diagram, as shown in [19], so we could
use this to determine lλ by using the graph P and simply subtracting the
calculated length |g| from the length we calculate for |gλ|. In fact we do it
more efficiently than this, as the difference |gλ| − |g| is determined entirely
by the highlighted tree and the surrounding trees. Finally, val(O) simply
returns the pair (s1, s2).
We have used this algorithm to compute the first 32 terms of the cogrowth
sequence for Thompson’s group F. These coefficients are shown in Table 5.2.
This is 7 further terms than given in [128].
Possible cogrowth of the groups F and B
In this section we will show that if a0, a1, . . . is the cogrowth sequence for





holds for all sufficiently large integers n. As a result, if Thompson’s group is




For any fixed a < 1. We then show that the same result holds for the Brin-
Navas group B, which is known to be amenable. This result follows quite
readily from results in [170] and [169], however we will need some definitions
before we can see how they apply.
Let G be a group with finite generating set S. Then we define the function



































Table 5.2: Terms in the cogrowth sequence of Thompson’s group F .
in (G,S) of length 2n finishes at the origin. In other words, |S|2nφS(n) is the
number of loops of length 2n in the Cayley graph Γ(G,S).
Given two (non-increasing) functions φ1 and φ2, we say that φ1  φ2,
if there is some C ∈ R>0 such that φ1(n) ≤ Cφ2(n/C), where each φi is
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extended to the reals by linear interpolation. Finally we say that φ1 ≈ φ2 if
both φ1  φ2 and φ2  φ1. We recall Theorem 1.3 from [169]:
Theorem 5.18. Let G be a group with finite, symmetric generating set S,
let H be a subgroup of G and let T be a finite symmetric generating set of
H. Then
φS  φT .
Note that if S and T are finite generating sets for the same group H = G,
then it follows that φT ≈ φS.
The other result we need concerns wreath products with Z. In [170],
Pittet and Saloff-Coste show (in a remark just below Theorem 8.11) that for
a finite generating set T of Z od Z, we have





Now, since Z od Z is a subgroup of Thompson’s group F , we must have





where S is the standard generating set of F . Hence, for any positive integer
d, there is a positive real number C such that





Now we are ready to prove our theorem.
Theorem 5.19. Let an be the number of loops of length 2n in the standard
Cayley graph for Thompson’s group. Then for any real numbers a < 1 and




holds for all sufficiently large integers n.
Proof. Let d be a positive integer such that d
d+2
> a. Then there is some
C ∈ R>0 such that

























Note that the same result holds if we replace Thompson’s group F with
the Brin-Navas group B, since it also contains every wreath product Z od Z
as a subgroup. For Thompson’s group F , Theorem 5.19 is immediately true
if F is non-amenable, as then its cogrowth sequence has growth rate less
than 16. If F is amenable, then Theorem 5.19 implies that its cogrowth
sequence grows remarkably slowly for a sequence with exponential growth
rate 16. Since B is amenable, its cogrowth sequence must have growth rate
16, so Theorem 5.19 restricts the possible sub-exponential behaviour of this
cogrowth sequence.
Empirical analysis using differential approxi-
mants
In this section we make a numerical study of the cogrowth sequences for the
Brin-Navas group B and Thompson’s group F using the series we computed
with algorithms described in Section 5.3. A more detailed numerical analysis
of these sequences is given in [92], as is a similar analysis of the other cogrowth
sequences considered in this chapter.
Analysis of the Brin-Navas group B.
This is an amenable group introduced independently by Navas [161] and Brin
[36], so we call it the Brin-Navas group B. It has 2 generators, so the growth
rate of its cogrowth sequence is 16. We gave a polynomial-time algorithm
to generate terms of this sequence in Section 5.5.1, and have used this to
generate 128 terms of the cogrowth sequence. We then used the method of
series extension, described in Section 2.5.4 and [124], to estimate a further
590 ratios, the last of which we expect to be accurate to 1 part in 5 × 107,
while all earlier ratios have a lower associated error. We denote the nth ratio
by rn. We first show a plot of the modified ratios
r(1)n = n · rn − (n− 1) · rn−1. (5.15)
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against 1/n in Figure 5.1. Even if we knew nothing about the asymptotics
of this group, the curvature of this plot provides strong evidence for a sub-
exponential term, and we have proved that it cannot be a regular stretched-
exponential term.
Figure 5.1: The first 128 modified ratios of the Brin-Navas group B vs. 1/n.
That is to say, the asymptotics for this series must grow more slowly than
cn ∼ c · µn · κn
σ · ng,
where µ = 16, 0 < σ < 1, and 0 < κ < 1. Possible behaviour might be
cn ∼ c · µn · κn/ logn · ng,
corresponding to a numerical value σ = 1, which of course hides the loga-
rithmic component.












+ · · ·
)
.
Note that we do not insist that the first correction term is O(1/ log n), it
could be a power of a logarithm, or some other weakly decreasing function,
but it cannot have a power-law increase. For our purposes it suffices to take
this term to be O(1/ log n). We show the modified ratios (this gets rid of the
O(1/n) term in the asymptotics) in Figures 5.2 and 5.3 which are the same
plot, but the first uses only the 128 exact coefficients, while the second uses
the exact plus predicted ratios. From the first plot, it is clear that it would
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Figure 5.2: The first 128 modified ra-
tios for the Brin-Navas group B vs.
1/ log n.
Figure 5.3: The first 718 modified ra-
tios for the Brin-Navas group B vs.
1/ log n.
be an article of faith that the locus is going to 16 as n → ∞. By contrast,
the second plot makes this conclusion far more plausible.
We next try to estimate the exponent σ, which should be 1, as follows:
Assume that the coefficients cn take the asymptotic form
cn ∼ c · µn · κn
σ log(n)δ · ng,
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this eliminates the base κ of the stretched-exponential term, and in fact




So plotting n(tn − 1) against 1/(n log n) should give an estimate of σ − 2.
With the 128 known terms, the estimators of σ − 2 are shown in Figure
5.4 and show no evidence of approaching the expected value of −1. If however
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we use twice as many terms, so using the next 128 predicted ratios, we get
the plot shown in Figure 5.5, which is plausibly approaching −1.
This highlights the value of numerically predicting further terms wherever
possible.
Figure 5.4: Estimates of σ−2 from 128
terms of the Brin-Navas group B.
Figure 5.5: Estimates of σ−2 from 256
terms of the Brin-Navas group B.
Analysis of Thompson’s group F
For Thompson’s group F it is known that the series grows exponentially like
µn. If µ = 16, the group is amenable. As we proved in Theorem 5.19, if
Thompson’s group is amenable, there cannot be a sub-dominant term of the
form κn
σ
with 0 < σ < 1.
We first study the modified ratios, defined by (5.15). The modified ratio
plot against 1/n is shown in Figure 5.6 and displays considerable curvature.
By contrast, the same data plotted against n−1/5, and shown in Figure 5.7
shows curvature in the opposite direction. This suggests that the plot should
be (asymptotically) linear when plotted against 1/n1−σ for 0 < σ < 4/5. This




σ log(n)δ where 0 < σ < 4/5. As mentioned above,
the presence of such a term is incompatible with amenability. This is our
first piece of evidence that the group is not amenable. Note too that this is
quite different to the behaviour observed for the coefficients of the Brin-Navas
group B.
In our subsequent analysis, we use both the exact coefficients and the
extrapolated coefficients. While all extrapolated terms can be used in cal-
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Figure 5.6: Modified ratios vs. 1/n for
Thompson’s group F.
Figure 5.7: Modified ratios vs. n−1/5
for Thompson’s group F.
culating the ratios, once one calculates first and second differences, errors
are amplified, and so fewer terms can be used. That is why we quote the
number of terms used for different calculations, as it is only to the quoted
order that we are confident that the calculated quantities are accurate to
graphical accuracy.
To estimate the exponents in the stretched-exponential term we use the
procedure described by eqn. (5.17) and the discussion below. This procedure
allows for the presence of a confluent power of a logarithm, so that the
stretched-exponential term is κn
σ logδ n. In this way, based on a series of length
80, we show a plot of estimators of 2−σ against 1/n in Figure 5.8. To estimate
δ, we form the sequence
n log2 n(n(tn − 1)− (n− 1)(tn−1 − 1)) ∼ −δ +O(1/ log n).
These estimators of −δ are plotted against 1/n in 5.9. Extrapolating these,
we estimate σ ≈ 1/2, and δ ≈ 1/2. Recall that this is exactly the stretched-
exponential behaviour of (Z o Z) o Z.
Reverting to the modified ratios, briefly discussed above, we plot these
against 1/
√
n in Figure 5.10, using 186 terms. One observes that the plot
still displays a little curvature, but in Figure 5.11 the plot of these same
modified ratios against
√
log n/n, is essentially linear. This is the appropriate
power to extrapolate against, given our estimates of the stretched-exponential
exponents. Extrapolating this to n→∞ we estimate the limit, which gives
the growth constant, to be 14.8 − 15.1. This is well away from 16, which
would be required for amenability.
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Figure 5.8: Estimators of σ − 2 for
Thompson’s group F vs. 1/n.
Figure 5.9: Estimators of −δ for
Thompson’s group F vs. 1/n.
Figure 5.10: The first 186 modified ra-




Figure 5.11: The first 186 modified ra-




One simple test for amenability uses the fact that the ratio of successive
coefficients asymptotes to the growth constant µ. For the lamplighter group,







































while for Thompson’s group F essentially all we know is
rn = µ (1 + lower order terms) ,
though from the above analysis there are hints that the correction term is
similar to that of the triple wreath product of Z.
















If Thompson’s group F is amenable, these quotients should all go to 1. In
Figures 5.12, 5.13, 5.14 we show these ratios plotted against
√
log n/n, which
is the appropriate power, though this choice is not critical. The ratios do not
appear to be going to 1 in any of the three cases. For all cases we have used
200 ratios. To do this, we used the extended ratios for Thompson’s group F
and also extended the ratios for Z oZ oZ from the known 132 ratios. Indeed,
all three cases are consistent with a limit around 0.93± 0.02, corresponding
to µ = 14.9 ± 0.3. This is entirely consistent with our previous estimate of
µ ≈ 15.0.
Conclusion
We have given polynomial-time algorithms to generate terms of the cogrowth
series for several groups. In particular, we have given the first series for the
Brin-Navas group B. We have also given an improved algorithm for the coeffi-
cients of Thompson’s group F, giving 32 terms of the cogrowth series, extend-
ing previous enumerations by 7 terms. For Thompson’s group F we proved
that, if the group is amenable, there cannot be a sub-dominant stretched
exponential term in the asymptotics. The numerical data however provides
compelling evidence for the presence of such a term. This observation sug-
gests a potential path to a proof of non-amenability.
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Figure 5.12: Quotient of F and L ratios
using 200 terms.
Figure 5.13: Quotient of F and Z o Z
ratios using 200 terms.
Figure 5.14: Quotient of F and (Z o Z) o Z ratios using 200 terms.
We have extended the sequence of 32 terms for group F by a further
200 terms (or, as appropriate, 200 ratios of successive terms), which we
demonstrate are sufficiently accurate for the graphical approaches to analysis
that we have taken.
A numerical study of the cogrowth sequence cn leads us to suggest that
cn ∼ c · µn · κn
σ logδ n · ng,
where µ ≈ 15, κ ≈ 1/e, σ ≈ 1/2, δ ≈ 1/2, and g ≈ −1. The growth
constant µ must be 16 for amenability. These two approaches to the study of
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amenability lead us to conjecture that Thompson’s group F is not amenable.
The difficulties we encountered in analysing the Brin-Navas group B
demonstrate that there exist groups whose cogrowth series are difficult to
analyse. Nevertheless, through our empirical analysis, we were able to ex-
tract asymptotic properties of this sequence which highlight these difficulties.
Furthermore, the cogrowth series for Thompson’s group F did not behave
like that of B, and indeed appeared to have a stretched exponential term
with exponent values that were readily estimable. While we cannot rule out
the presence of some previously unsuspected pathology in the asymptotic
form, we believe that we have presented strong evidence for the conjecture





Introduction to Stieltjes moment sequences
Given a combinatorial class which is enumerated by some sequence a =







exists. In many cases the existence of this limit can be proved using the super-
multiplicative property am+n ≥ aman/a0, along with Fekete’s lemma, as long
as the sequence is also known to grow at most exponentially. For example,
this method is used for principal permutation classes [154] and various classes
of maps [42]. Super-multiplicativity of the sequence implies that the numbers
n
√
an all lie strictly below the limit µ, so this immediately yields a method to
compute arbitrarily strong lower bounds for µ given arbitrarily many terms
of the sequence. Unfortunately these bounds tend to converge very slowly.




is still a long way from the exact growth rate µ = 4.
In many super-multiplicative combinatorial sequences, we empirically ob-
serve the stronger property that the sequence is log convex, meaning that the
sequence of ratios rn = an/an−1 is non-decreasing. If this is the case it imme-
diately implies that the growth rate µ exists (though it may be infinite) and
that it is equal to the limit limn→∞ an/an−1. In general these ratios converge
much more quickly than the values n
√
an, which is useful both for approxi-
mating the growth constant as well as computing lower bounds for µ. Taking
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the example of Catalan numbers again, the value c100/c99 ≈ 3.9406, which is
significantly closer to the exact growth rate 4 than 100
√
c100 ≈ 3.71. Indeed,
in Sections 2.5, 4.3.5 and 5.5, our empirical analysis of various series involves
analysing the sequence of ratios in order to estimate the growth constant.
This is despite not always having a proof that the ratios are increasing, or
even converge.
The property of log-convexity often has a natural combinatorial interpre-
tation. For example, if a is the counting sequence for a permutation class,
then the ratio an/an−1 is the average number of possible ways to insert an
element onto the end of a random permutation in the class of size n − 1,
without leaving the permutation class. Hence the counting sequence is log-
convex if and only if there are on average more ways to add an element to a
permutation of length n than one of length n − 1. It is a source of frustra-
tion that even in the class of 1324-avoiding permutations this has not been
proved, although the weaker statement that the ratios an/an−1 converge in
this case was proved by Atapour and Madras [10].
In this chapter we will focus on an even stronger property, that of being
a Stieltjes moment sequence. We will describe a variety of ways to prove that
a sequence is a Stieltjes moment sequence. One result which appears to be
new is that if a enumerates even-length loops in an undirected, locally finite
graph Γ, then it is a Stieltjes moment sequence. As a specific example, this
implies that any cogrowth sequence for a Cayley graph is a Stieltjes moment
sequence. We also prove a more general result for walks on graphs Γ with
weighted edges. It follows from this stronger result that any sequence a
defined by an = [t
2n]Q(b/t+ 1, t2) is also a Stieltjes moment sequence, where
Q is the generating function for weighted quarter-plane walks considered in
Chapter 2, and b is any real number. Finally we will give empirical evidence
that some other sequences are Stieltjes moment sequences. In particular we
conjecture that the sequence (Avn(1324))n≥0 is a Stieltjes moment sequence,
which would imply a lower bound of 10.302 on its growth rate µ, improving
on the bound of 10.271 deduced in Chapter 3.
We will give three equivalent definitions of a Stieltjes moment sequence
below, but first we define the Hankel matrices of the sequence a. For n ≥ 0,
the Hankel matrix H
(n)
∞ (a) is given by
H(n)∞ (a) =

an an+1 an+2 . . .
an+1 an+2 an+3 . . .






The following theorem was proven in part by Stieltjes and in part by Gant-
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makher and Krein. In particular, the properties (a) and (d) were shown to
be equivalent by Stieltjes [196], while these were later shown to be equivalent
to (b) and (c) by Gantmakher and Krein [112]. See also [186, 188].
Theorem 6.1. For a sequence a = (an)n≥0, the following are equivalent:




(b) The matrices H
(0)
∞ (a) and H
(1)
∞ (a) are both positive semidefinite.
(c) The matrix H
(0)
∞ (a) is totally positive (all of its minors are non-negative).
(d) There exists a sequence of real numbers α0, α1, . . . ≥ 0 such that the
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Definition 6.2. A sequence that satisfies the equivalent conditions of The-
orem 6.1 is called a Stieltjes moment sequence.
To see that a Stieltjes moment sequence is log-convex, it suffices to observe
that for each n ≥ 1, the expression an+1an−1 − a2n is a minor of H
(0)
∞ (a), so
this expression is non-negative by condition (c). Alternatively, we can deduce
log-convexity directly from condition (a) as follows: observe that for any real
numbers β and γ, the expression










Log convexity of the sequence a implies that the ratios an/an−1 are lower
bounds for the growth rate µ. In the caes that a is a Stieltjes moment
sequence, we will describe a way to compute stronger lower bounds for µ in
Section 6.1.1.
We now define a more general type of sequence, called a Hamburger
moment sequence. The following theorem describing equivalent definitions of
a Hamburger moment sequence is a classical result regarding the Hamburger
moment problem, see for example [1].
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Theorem 6.3. For a sequence a = (an)n≥0, the following are equivalent:





(b) The matrix H
(0)
∞ (a) is positive semidefinite.
Definition 6.4. A sequence that satisfies the equivalent conditions of The-
orem 6.3 is called a Hamburger moment sequence.
From either definition of a Hamburger moment sequence, it follows imme-
diately that any Stieltjes moment sequence is a Hamburger moment sequence.
Some sort of converse also holds: If a = a0, a1, . . . is a Hamburger moment
sequence, then the sub-sequence aE = a0, a2, a4, . . . is a Stieltjes moment
sequence. [Proof. If a is a Hamburger moment sequence then the Hankel
matrix H
(0)
∞ (a) is positive semidefinite. Deleting all of the even rows and
columns in H
(0)
∞ (a) yields the matrix H
(0)
∞ (aE), while deleting all of the odd
rows and columns yields the matrix H
(1)
∞ (aE). Hence these are both principal
submatrices of H
(0)
∞ (a), so they are also positive semidefinite. Therefore, aE
is a Stieltjes moment sequence, using condition (b) in Theorem 6.1.]
Considering the measure ρ associated to a Hamburger moment sequence
a, a natural question to ask is: when is this measure uniquely defined by
the sequence? A partial answer is given by Carleman’s condition [1], which







This is certainly true when the sequence grows at most exponentially, as
is the case for all our examples. For Stieltjes moment sequences, one only








To conclude this introduction, we mention one relationship between the
asymptotic behaviour of a Hamburger or Stieltjes moment sequence and its






that grows at most exponentially, the radius of convergence of A(t) = a0 +
a1t+ a2t




In particular, this means that if a is a Stieltjes moment sequence, the expo-
nential growth rate µ of a is equal to the maximum value in the support of
ρ.
Bounding the growth rate of Stieltjes moment sequences
One benefit of proving that a sequence a is a Stieltjes moment sequence is that
it allows us to compute good lower bounds for the exponential growth rate of
the sequence using only finitely many terms. The method was described in
[128], but we repeat the description here, using the continued fraction form
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Using the terms a0, . . . , an, we calculate the terms α0, . . . , αn. It is easy to
see that the coefficients of A(t) are nondecreasing in each αj. Hence, A(t)
is (coefficientwise) bounded below by the generating function An(t), defined
by setting αn+1, αn+2, . . . to 0. Therefore, the growth rate µn of An(t) is no
greater than the growth rate µ of A(t). The growth rates µ1, µ2, . . . clearly
form a non-decreasing sequence, and, since the coefficients of An(t) are log
convex, µn ≥ an/an−1. It follows that this sequence µ1, µ2, . . . of lower bounds
converges to the exponential growth rate µ of a.
If we assume further that the sequences α0, α2, α4, . . . and α1, α3, . . . are
non-decreasing, as we find empirically in many of the cases we consider, we
can get stronger lower bounds for the growth rate by setting αn+1, αn+3, . . .
to αn−1 and αn+2, αn+4, . . . to αn. For this sequence the exponential growth





2. By the method











2 converge to the growth rate µ. In




exists, then it is equal to µ/4. In fact, in Section 6.3 we find empirically that
the sequence αn converges to µ/4 in a number of other sequences which do
not satisfy αn ≤ αn+2 for each n.
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Methods for proving that combinatorial sequences
are Stieltjes moment sequences
In this section we describe a variety of methods which can be used to prove
that a sequence is a Stieltjes moment sequence. Despite these methods, the
number of sequences which we empirically find to be Stieltjes moment se-
quences goes far beyond what we are able to prove, so there is still much to
understand about why so many combinatorial sequences are (at least empir-
ically) Stieltjes moment sequences.
Loops in graphs and cogrowth sequences
In [128], Haagerup, Haagerup and Ramirez-Solano proved that the cogrowth
sequence a0, a1, . . . for Thompson’s group F is the sequence of moments of
some probability measure µ on [0,∞). In other words, the sequence is a
Stieltjes moment sequence. In fact, their proof applies to the cogrowth series
of any (locally finite) Cayley graph Γ. In this section, we generalise the result
further, to any locally finite graph.
Theorem 6.5. Let Γ be a locally finite graph with a fixed base vertex v0. For
each n ∈ Z≥0, let tn be the number of loops of length n in Γ which start and
end at v0. Then t0, t1, . . . is a Hamburger moment sequence.
Proof. The sequence t = t0, t1, . . . is a Hamburger moment sequence if and
only if the matrix
H(0)∞ (t) =

t0 t1 t2 . . .
t1 t2 t3 . . .






is positive semidefinite. To prove that this matrix is positive semidefinite, we
will show that it is the matrix representation of a positive definite bilinear
form.
Let M be the inner product space over R defined by the orthonormal






where pn,v is the number of paths of length n in Γ from v0 to v. Then for
any non-negative integers m and n, and any vertex v, the product pn,vpm,v
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is equal to the number of (m+ n)-step walks in Γ which start and end at v0





which is therefore equal to the number tm+n of paths of length m+n in Γ from
v0 to itself. Now let X be the subspace of M spanned by {x0, x1, . . .}. Then
H
(0)
∞ (t) is the matrix representation of the inner product 〈, 〉, restricted to X,
with respect to the spanning set {x0, x1, . . .}. Therefore, H(0)∞ (t) is positive
semidefinite. Note that if {x0, x1, . . .} are linearly independent, then H(0)∞ (t)
is positive definite (this occurs if and only if the connected component of Γ
containing v0 is infinite).
Remark. Since t = t0, t1, t2, . . . is a Hamburger moment sequence, it follows
that tE = t0, t2, t4, . . . is a Stieltjes moment sequence.
Remark. We can generalise this to weighted walks as follows: To each edge
e in Γ, assign a weight we ∈ R. Let the weight of a walk be equal to the
product of the weights of its steps, where each step is given the weight of the
corresponding edge. Then let tn be the weighted number of walks of length
n which start and end at v0, that is the sum over all such walks w of the
weight of w. Then the proof still holds, letting pn,v be the weighted number
of paths of length n from v0 to v. Hence, the results that t = t0, t1, t2, . . .
is a Hamburger moment sequence and tE = t0, t2, t4, . . . is a Stieljes moment
sequence still hold.
Remark. If G is a group with finite, inverse closed generating set S and
Γ = Γ(G,S) is the corresponding Cayley graph, then tE = t0, t2, t4, . . . is the
cogrowth sequence for (G,S). Hence, the cogrowth sequence of any finitely
generated group is a Stieltjes moment sequence. Let ρ be the corresponding
measure on (0,∞) which satisfies∫
xndρ(x) = t2n,
for each n. Then the growth rate µ of the sequence tE is equal to the
maximum value in the support of ρ, so ρ is supported on a subset of [0, µ].
Moreover, since tn ≤ |S|n, we must have µ ≤ |S|2. Hence, ρ is a measure on
[0, |S|2].
Remark. Let a reflected double Kreweras loop (an rdk-loop) be a walk in
the quarter-plane starting and ending at the origin with steps from the set
S = {(1, 0), (−1, 0), (0, 1), (0,−1), (1,−1), (−1, 1)}. Let b be a non-negative
real number and let F (b, t) be the weighted generating function for rdk-loops
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where t counts steps and the weight b is given to diagonal steps. F (b, t) can
be seen to count weighted walks on a graph Γ with vertex set Z≥0 × Z≥0
and an edge between any pair of vertices (u, v) and (u′, v′) satisfying (u −
u′, v − v′) ∈ S, where the weight b assigned to each diagonal edge. Then it
follows from Theorem 6.5 that the sequence a defined by an = [t
n]F (b, t) is a
Hamburger moment sequence. We will now show that F (b, t) is simply related
to Q(a, u), where Q(a, u) is the generating function for weighted quarter-
plane walks considered in Chapter 2. Recall that Q(a, u) enumerates quarter-
plane returns to the origin (with unit, axis parallel steps) where a counts NW
and ES corners and u counts the half length. We call the walks counted by
Q(a, u) axis-parallel loops (ap-loops). Consider the transformation T which
sends each rdk-loop to an ap-loop by replacing each (1,−1) step with an E
step followed by an S step, and each (−1, 1) step with an N step followed
by a W step. To reverse this transformation, one needs to consider each
NW and ES in an ap-loop and either replace it with a diagonal step or no
change. Hence, each NW or ES corner contributes bt + t2 to the weights
of the corresponding rdk-loops (and au to the weight of the ap-loop). Each
other step in the ap-loop contributes
√
u to its weight and t to the weight
of each corresponding rdk-loop. Hence, if au = bt + t2 and
√
u = t, then
F (b, t) = Q(a, u). In particular,
F (b, t) = Q(1 + b/t, t2).
As described in Section 6.1.1, we can compute lower bounds µn for the
exponential growth rate of any such sequence. Turning our attention to
Thompson’s group, using 31 terms of the cogrowth sequence, we have com-
puted the corresponding terms α0, α1, . . . , α31. Using these we have computed
the rigorous lower bound µ31 ≈ 13.269 for the exponential growth rate of the
cogrowth sequence of Thompson’s group. If we assume that the sequences
α0, α2, . . . and α1, α3, . . . are increasing, as they appear to be, we get the







In this section we consider exactly solved sequences with at most exponential
growth. To investigate these sequences we use an alternative characterisation
of the Stieltjes property using Pick functions, described by Liu and Pego
[150]. A function f is called a Pick function if it is analytic in the upper half
plane H = {z ∈ C|Im(z) > 0} and satisfies f(H) ⊆ H.
Theorem 6.6. For a sequence a = a0, a1, . . . of real numbers and real number
τ > 0, the following conditions are equivalent:
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(a) a is a Stieltjes moment sequence with exponential growth rate at most
τ .












is a Pick function which is analytic and non-negative on (−∞, 1/τ).
Proof. We have already seen that if a grows at most exponentially, then
the exponential growth rate is equal to the maximum value in the support
of ρ. The equivalence between (a) and (b) follows immediately from this
observation. The equivalence of (b) and (c) is due to Corollary 1 in [150].
Remark. If f(z) extends to a continuous function on H ∪ {∞} which is
analytic in H, one can verify that f(z) is a Pick function by checking that
f(R) ⊂ H [Proof. H∪ {∞} is a compact set, so its image must also be com-
pact. Hence f(H) is bounded. Moreover, by the open mapping theorem, the
image f(H) must be open. Hence, the boundary of f(H∪{∞}) is contained
in f(R ∪ {∞}) = f(R), which is a subset of H. Hence f(H) ⊆ H.]
Remark. If the measure ρ is differentiable, then it has a density function
u(x) = ρ′(x). We will describe how to calculate u(x) in terms of the function












Setting z = 1/y + ci for positive real numbers c and y, then taking the
imaginary part yields




(1− x/y)2 + c2x2
dx.





as long as u(x) is continuous at x = y.
Now we will give a number of examples
220



















This function is analytic on H and continuous on H. Moreover, f(z)→ 0 as
z → ∞, so f(z) is continuous on H ∪ {∞}. Hence, using our first remark
on Theorem 6.6, along with the fact that f sends R to a subset of H, the
function f(z) is a Pick function. We can also observe that f(z) is analytic and
non-negative on (−∞, 1/4), so the Catalan numbers form a Stieltjes moment

































Example 6.8. Let an = Avn(1342) be the number of 1342 avoiding permu-







1 + 20z − 8z2 − (1− 8z)3/2
.
As in the previous example, we can check that f(z) is a Pick function which











for x ∈ (0, 8). Again, we can easily verify that this density function corre-
sponds to the sequence given by an = Avn(1342).
In each of these examples we had an exact algebraic expression for the
counting function. This method can also apply in other cases in which the
counting function f(x) is exactly solved, however in general it is not trivial
to prove that f(x) is a Pick function. For example, a number of years ago,












form a Stieltjes moment sequence [82]. This was only very recently proved
by Gerald Edgar, as he gave an explicit formula for the corresponding den-
sity function in terms of Heun functions [83]. Sokal has Conjectured more












is a Stieltjes moment sequence [188], but this has not been proved for any
c > 1.
Continued fraction approach
For a number of sequences a = a0, a1, . . . it is possible to find an explicit
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We call the sequence α0, α1, . . . the alpha sequence of a. Then it suffices
to check that each αi is positive in order to deduce that the sequence a =
a0, a1, . . . is a Stieltjes moment sequence. For example, if a is the sequence of
Catalan numbers, then αk = 1 for all k. For the factorial sequence an = n!,
the coefficients αk are given by α0 = 1 and α2k−1 = α2k = k for all positive
integers k.
We will see a variety of other examples in Chapter 7. We will now show
that for a0 = 1, this is in fact a specialisation of Theorem 6.5. Given a
sequence a and the corresponding alpha sequence α0, α1, . . ., which satisfies
α0 = 1 and αn > 0 for each n, we construct a weighted graph Γ as follows:
The vertex set of Γ is denoted {vk|k ∈ Z≥0}, and for each k ∈ Z>0, there is
an edge ek between vk−1 and vk with weight
√
αk. Now let Bk(t) denote the
generating function for weighted walks in Γ starting and ending at vk and
never visiting vk−1, counted by half-length. Let Ak(t) denote the generating
function for the subset of these walks with length at least 1, which only visit
vk at the start and end. Then the walks counted by Bk are the same as those
counted by Ak+1, with an extra step along edge ek+1 at the start and end.
So Bk(t) = αk+1tAk+1(t). Morover, each path counted by Ak(t) is a unique
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as α0 = 1.
Recently, Pétréolle, Sokal and Zhu have found a generalised version of
continued fractions, called branched continued fractions, which they show
also yield Stieltjes moment sequences, as long as their coefficients are positive
[166]. In terms of graphs, they prove the following:
Theorem 6.9. Let m be a fixed positive integer and let Γ be a weighted
directed graph, with vertex set {vk|k ∈ Z≥0}, and edges with non-negative
weights from vk to vk+1 and vk+m to vk for each m. For each n ∈ Z≥0, let an
be the weighted number of walks of length (m+ 1)n in Γ, starting and ending
at v0. Then the sequence a0, a1, a2, . . . is a Stieltjes moment sequence.
By choosing specific values of the weights of the edges, Pétréolle, Sokal
and Zhu prove that a variety of sequences are Stieltjes moment sequences.
For example, they show that the reversed second-order Eulerian polynomials,
defined by P0(x) = 1 and
Pn(x) = (x− x2)P ′n−1(x) + (n+ (n− 1)x)Pn−1(x)
form a Stieljes moment sequence for any x ≥ 0. In fact they prove the
stronger result that the sequences of polynomials P0(x), P1(x), . . . is Hankel
totally positive. We discuss Hankel total positivity further in Section 6.4,
and we discuss the reversed second order Eulerian polynomials further in
Chapter 7, where we denote them by E
[2]
n (x).
Since branched continued fractions have a natural interpretation as weighted
walks on a graph, one may hope to unify this with Theorem 6.5 by finding
a general class of weighted directed graphs on which the enumeration of
weighted walks starting and ending at a fixed base vertex v0 form a Stieltjes
moment sequence.
Permutations avoiding increasing patterns
The numbers Avn(12 . . . k) have already been described as moments of a
probability distribution by Rains [173]. In particular he showed that the
number an = Avn(12 . . . k) of permutations of length n which contain no
increasing subsequence of length k is equal to the nth moment of the modulus
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squared of the trace of a (k−1)× (k−1) Haar random unitary matrix. Since
an is the nth moment of some random variable X taking values in R≥0, the
sequence a0, a1, . . . is a Stieltjes moment sequence.
Empirical Stieltjes moment sequences
Although there are relatively few sequences that we can prove to be Stieltjes
moment sequences, we have found empirically that a number of other com-
binatorial sequences discussed in this thesis appear to be Stieltjes moment
sequences. Our method for testing this is quite simple - given the terms
a0, a1, . . . , an of the sequence, we can calculate the corresponding coefficients
α0, α1, . . . , αn. If any of these coefficients αi is negative, then the sequence a
is not a Stieltjes moment sequence. On the other hand, if all of these coeffi-
cients are positive, it suggests that the sequence may be a Stieltjes moment
sequence, especially if we have a large number of terms. In this case we can
refine our analysis by analysing the sequence α0, α1, . . . , αn, and trying to
predict its asymptotic behaviour. In some cases, most notably the sequence
Avn(1324), we find compelling evidence that this sequence is converging,
which leads us to conjecture that these are Stieltjes moment sequences. In
order to observe some possible behaviour of Stieltjes moment sequences, we
start by analysing the alpha sequence of some combinatorial sequences which
we know are Stieltjes moment sequences.
Empirical analysis of known Stieltjes moment sequences
In this section we analyse the alpha sequences α0, α1, . . . of a number of
Stieltjes moment sequences considered in this thesis. We will use the knowl-
edge gained from this to help us analyse sequences which are not known to
be Stieltjes moment sequences.
We begin with the two sequences (Avn(1342))n≥0 and (Avn(1234))n≥0.
Recall that (Avn(1342))n≥0 is a Stieltjes moment sequence as show in Ex-
ample 6.8, while (Avn(1234))n≥0 is a Stieltjes moment sequence as discussed
in Section 6.2.4. The corresponding alpha sequences are plotted against 1/n
in Figures 6.1 and 6.2. Recall that the growth rates µ1342 and µ1234 of these
sequences are 8 and 9 respectively. In each case, it appears that the alpha
sequence converges to µ/4, with the even coefficients α2k converging from
below and the odd coefficients α2k+1 converging from above.
Now we consider the cogrowth sequences of five groups: the Heisenberg
group H, the wreath product Z oZ, the iterated wreath product Z oZ oZ, the
Brin-Navas group B and Thompson’s group F . We know from Theorem 6.5
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Figure 6.1: Plot of αn vs. 1/n for the
sequence Avn(1342), using n ∈ [10, 50].










Figure 6.2: Plot of αn vs. 1/n for the
sequence Avn(1234), using n ∈ [10, 50].
that these sequences are all Stieltjes moment sequences, so their correspond-
ing alpha sequences have non-negative terms. A plot of αn against 1/n for
the Heisenberg group is shown in Figure 6.3. Based on this figure it seems
likely that the alpha sequence converges to 4 = µ/4, but this is by no means
a certainty. It is perhaps surprising that this alpha sequence is so poorly
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has a simple power law singularity.
A plot of αn against log(n)/n for Z o Z is shown in Figure 6.4. This
plot appears to be roughly linear, suggesting that αn − c0 ∼ c1 log(n)γnδ for
γ ≈ 1, δ ≈ −1 and some constants c0 and c1. Due to the deviation of the
terms it is difficult to ascertain the exact values of γ and δ, if they exists.
In any case, appears that the sequence αn is converging from below to some
constant c0 ≈ 4. Since the growth rate µ of the cogrowth sequence of Z oZ is
16, if the alpha sequence is converging from below, then the limit point must
be exactly µ/4 = 4. For the cogrowth sequence of Z o Z o Z, the continued
fraction coefficients αn are plotted against log(n)
2/3n−2/3 in Figure 6.5. This
plot appears to be linear, and a limit of 9 seems plausible, suggesting that
αn − 9 ∼ c log(n)2/3n−2/3 for some constant c ≈ −5. Moreover, it appears
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Figure 6.3: Plot of αn vs. 1/n for the cogrowth sequence of Heisenberg’s group,
using n ∈ [5, 50].









Figure 6.4: Plot of αn vs. log(n)/n for
the cogrowth sequence of Z o Z, using
n ∈ [5, 50].







Figure 6.5: Plot of αn vs.
log(n)2/3n−2/3 for the cogrowth
sequence of Z o Z o Z, using n ∈ [5, 50].
that the sequence αn is increasing for n ≥ 12, which would imply that αn → 9
as n→∞.
In Figure 6.6, the values αn for the Brin-Navas groupB are plotted against
1/n. We have not been able to guess the asymptotic behaviour of this se-
quence, which is perhaps unsurprising, since we could not guess the asymp-
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Figure 6.6: Plot of αn vs. 1/n for the
cogrowth sequence of the Brin-Navas
group B, using n ∈ [5, 50].











Figure 6.7: Plot of αn vs. 1/n for
the cogrowth sequence of Thompson’s
group F , using n ∈ [5, 31].
totic form of the cogrowth sequence for the Brin-Navas group B. Assuming
that the sequence αn is non-decreasing, it must converge to 4, since the
cogrowth sequence for B has growth rate 16.
In Figure 6.6, the values αn for Thompson’s group F are plotted against
1/n. It appears that the even terms α2n and the odd terms α2n+1 each form
increasing subsequences, in other words αn+2 ≥ αn for each n. Assuming this
holds for all n, each of the two subsequences must converge, say α2m → c0
and α2n+1 → c1. Moreover, the growth rate µ of the cogrowth sequence





2. It seems plausible that
c0 = c1 ≈ 3.75, corresponding to the growth rate µ ≈ 15 predicted in Section
5.5.
Pattern avoiding permutations
We have already seen that the sequence Avn(1342) is a Stieltjes moment
sequence, as is the sequence Avn(12 . . . k) for each k. Due to the Wilf equiv-
alences of short patterns, this implies that for any permutation pattern π of
length 2, 3 or 4, apart from 1324 and 4231, the sequence Avn(π) is a Stieltjes
moment sequence. A natural question to ask then is the following
Question. Is it the case that for any permutation π of length at least 2, the
sequence Avn(π) is a Stieltjes moment sequence?
Unfortunately for other patterns π of length greater than 4 the existing
computation of the numbers Avn(π) is very limited. For each pattern of
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length 5, apart from patterns which are Wilf-equivalent to the increasing
pattern, only the first 13 terms Avn(π) are known (see sequences A116485
and A256195-A256208 in [198]). While we have found no counter examples
to the above question, this may just be a case of insufficient terms, so it
would seem optimistic to conjecture an affirmative answer to this question











Figure 6.8: Plot of αn vs. n
−2/3 for the sequence Avn(1324), using n ∈ [10, 50].
We now turn our attention to the sequence Avn(1324), which Conway,
Guttmann and Zinn-Justin have computed up to n = 50. The corresponding
continued fraction coefficients αn are plotted against n
−2/3 in Figure 6.8. It
appears that the even coefficients α2k and the odd coefficients α2k+1 each
form an increasing sequence which is roughly linear when plotted against
n−2/3. If this trend continues, the terms αi will certainly all be positive.
Based on this evidence we make the following conjecture:
Conjecture 6.10. The sequence (Avn(1324))n≥0 is a Stieltjes moment se-
quence.
If this could be proven, it would imply a lower bound of 10.302 on the
growth rate µ of 1324-avoiding permutations, using the method described
in Section 6.1.1 applied to the terms Avn(1324) for n ≤ 50, computed by
Conway, Guttmann and Zinn-Justin [71]. If we assume further that the
sequences (α2n)n≥0 and (α2n+1)n≥0 are both increasing, we get an improved
lower bound on µ of 10.607. Either of these would improve on the best proven
lower bound 10.271, which we deduced in Chapter 3.
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Extrapolating the two subsequences (α2n)n≥0 and (α2n+1)n≥0, it seems
plausible that these both converge to the same constant c ≈ 2.9, which is
consistent with the growth rate µ ≈ 11.6 predicted by Conway, Guttmann
and Zinn-Justin [71].
Eulerian orientations









Figure 6.9: Plot of αn vs. 1/n
2 for the
sequence qn enumerating quartic Eule-
rian orientations, using n ∈ [20, 50].








Figure 6.10: Plot of αn vs. 1/n for the
sequence gn enumerating Eulerian ori-
entations, using n ∈ [10, 50].
We now analyse the two sequences considered in Chapter 4, namely q =
q0, q1, q2, . . . and g = g0, g1, g2, . . ., where qn is the number of quartic planar
Eulerian orientations with n vertices and gn is the number of planar Eulerian
orientations with n edges. The continued fraction coefficients αn for quartic
planar Eulerian orientations are plotted against 1/n2 in Figure 6.9, while
the coefficients for general Eulerian orientations are plotted against 1/n in
Figure 6.10. In both of these plots it clearly appears that the terms αn
are all positive, so we conjecture that both sequences q and g are Stietjes
moment sequences. Since we know from Theorems 4.1 and 4.2 that the
corresponding generating functions Q(t) and G(t) are D-algebraic, it may be
possible to prove that q and g are Stieltjes moment sequences using Theorem
6.6, though so far we have not been able to do this.
For the alpha sequence corresponding to g, the limit αn → π seems plau-
sible, which is expected since the growth rate in this case is µ = 4π. For the
alpha sequence corresponding to q, the plot of αn against 1/n
2 is visually
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linear, so we can estimate the limit quite accurately by taking the intersec-
tion of this line with the vertical axis. This yields a limit of approximately
5.441, which corresponds to µ ≈ 21.764. To get a more accurate estimate
of µ/4, we can take the linear intercept in this graph formed by successive
points (1/n2, αn) and (1/(n+ 1)
2, αn+1). The corresponding µ estimates are
plotted against 1/n2 in Figure 6.11, and they convincingly pass through the
origin, which is exactly 4
√
3π = 21.76559 . . .. This serves as a demonstration
of the general possibility that using the alpha sequence can provide a way
to accurately estimate the growth constant of sequences which are at least
believed to be Stieltjes moment sequences.













Figure 6.11: Plot of estimates of µ vs. 1/n2 for the sequence g, using n ∈ [50, 100].
Machine sortable permutations
We now analyse the three sequences considered in Chapter 2, which enu-
merate 2sip-sortable permutations, deque-sortable permutations and 2sis-
sortable permutations. The terms αn for n ∈ [5, 50] are plotted against 1/n
for 2sip-sortable permutations and deque-sortable permutations in Figures
6.12 and 6.13, respectively. although these coefficients αn are all positive,
this serves as a warning, as for 2sip-sortable permutations, the coefficient
α55 is negative, while for deque-sortable permutations, the coefficient α66
is negative. For 2sis-sortable permutations, the coefficients αn are positive
for n ≤ 19, but their behaviour, shown in Figure 6.14, does not clearly
suggest that they will remain positive. Hence, it is possible that the count-
ing sequence of 2sis-sortable permutations is a Stieltjes moment sequence,
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Figure 6.12: Plot of αn vs. 1/n for the
sequence pn enumerating 2sip-sortable
permutations, using n ∈ [10, 50].







Figure 6.13: Plot of αn vs. 1/n for
the sequence dn enumerating deque-
sortable permutations, using n ∈
[10, 50].








Figure 6.14: Plot of αn vs. 1/n for the sequence sn enumerating 2sis-sortable
permutations, using n ∈ [5, 19].
however it is perhaps more likely that the alpha sequence for 2sis-sortable
permutations behaves similarly to that of 2sip-sortable permutations and




In this section we briefly mention a generalisation of Stieltjes moment se-
quences to sequences of polynomials in one or more variables.
Definition 6.11. A sequence P of polynomials P0, P1, . . . is called Hankel
totally positive if all minors of the Hankel matrix
H(0)∞ (P) =

P0 P1 P2 . . .
P1 P2 P3 . . .







If P is a sequence of real numbers, then this definition is equivalent to
being a Stieltjes moment sequence, as it implies that the Hankel matrix
is totally positive in the usual sense. Recently a number of authors have
found sequences of polynomials which are Hankel totally positive [166, 189]
using continued fraction techniques. Sokal has found many other sequences of
polynomials which, empirically, seem to be Hankel totally positive [186, 188].
In Chapter 7 we will describe a sequence of polynomials for perfect matchings




perfect matchings and a
Thron-type continued fraction
(T-fraction) for the Ward
polynomials
Introduction
If (an)n≥0 is a sequence of combinatorial numbers or polynomials with a0 = 1,
it is often fruitful to seek to express its ordinary generating function as a

























1− · · ·
. (7.2)
(Both sides of these expressions are to be interpreted as formal power series
in the indeterminate t.) This line of investigation goes back at least to Euler
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[98, 99], but it gained impetus following Flajolet’s [104] seminal discovery
that any S-fraction (resp. J-fraction) can be interpreted combinatorially as a
generating function for Dyck (resp. Motzkin) paths with suitable weights for
each rise and fall (resp. each rise, fall and level step). There are now dozens
of sequences (an)n≥0 of combinatorial numbers or polynomials for which a
continued-fraction expansion of the type (7.1) or (7.2) is explicitly known.













1− · · ·
. (7.3)
Clearly the T-fractions are a generalization of the S-fractions, and reduce to
them when δi = 0 for all i. Besides the S-fractions, there are four special
types of T-fractions that are comparatively simple:
1) Euler [97, Chapter 18] (see also [208, pp. 17–18]) showed that an arbi-
trary sequence of non-zero real numbers (or finite sequence of non-zero
real numbers followed by zeros) can be written as a special type of












α1α2 · · ·αn tn . (7.4)
2) If δn = 0 for all even n, then the T-fraction reduces to a J-fraction via
the contraction formula [188]
γ0 = α1 + δ1, (7.5a)
γn = α2n + α2n+1 + δ2n+1, for n ≥ 1, (7.5b)
βn = α2n−1α2n. (7.5c)
This generalises a well-known contraction formula for S-fractions [208,
p. 21] [207, p. V-31].
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3) If δ is periodic of period 2 — that is, δ2k−1 = x and δ2k = y — then
the sequence (an)n≥0 generated by the T-fraction is a linear transform
of the sequence generated by the S-fraction with the same coefficients
α: see [16, Propositions 3 and 15] for some special cases, and [188] for
the general case.
4) If δn = 0 for all n ≥ k for some fixed k, then the sequence (an)n≥0
generated by the T-fraction is a rational transform of the sequence
generated by the S-fraction with the same coefficients α [188].
But T-fractions not of these four special types are comparatively rare in
the combinatorial literature. It is our purpose here to provide a non-trivial
example.
Two decades ago, Roblet and Viennot [178] showed that the general T-
fraction (7.3) can be interpreted combinatorially as a generating function for
Dyck paths in which falls from peaks and non-peaks get different weights.
When δ = 0 these two weights coincide, and the Roblet–Viennot formula
reduces to Flajolet’s interpretation of S-fractions in terms of Dyck paths.
More recently, several authors [110, 164, 133, 188] have independently found
an alternate (and simpler) combinatorial interpretation of the general T-
fraction (7.3): namely, as a generating function for Schröder paths with
suitable weights for each rise, fall and long level step. When δ = 0 the
long level steps get zero weight, and this formula again reduces to Flajolet’s
interpretation of S-fractions in terms of Dyck paths. We will review this
Schröder-path representation in Section 7.3.1.
Our combinatorial example concerns the Ward polynomials Wn(x), which
are defined as follows. Firstly, the Ward numbers W (n, k) [209] are defined
by the linear recurrence
W (n, k) = kW (n− 1, k) + (n+ k − 1)W (n− 1, k − 1) (7.6)
with initial condition W (0, k) = δ0k. The triangular array of Ward numbers
begins as
n \ k 0 1 2 3 4 5 6 7 8 Row sums
0 1 1
1 0 1 1
2 0 1 3 4
3 0 1 10 15 26
4 0 1 25 105 105 236
5 0 1 56 490 1260 945 2752
6 0 1 119 1918 9450 17325 10395 39208
7 0 1 246 6825 56980 190575 270270 135135 660032
8 0 1 501 22935 302995 1636635 4099095 4729725 2027025 12818912
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The row sums are [198, A000311]. It is easy to see that W (n, n) = (2n− 1)!!
and that for n ≥ 1 we have W (n, 0) = 0, W (n, 1) = 1 and W (n, 2) =
2n+1−n−3. We then define the Ward polynomials to be the row-generating




W (n, k)xk . (7.7)
For some purposes it is convenient to use instead the reversed Ward polyno-
mials W n(x) = x
nWn(1/x), which satisfy W n(0) = (2n − 1)!!. See [209, 66,
14, 15] for further information on the Ward numbers and Ward polynomials.
Our first result is:
Theorem 7.1. The ordinary generating function of the Ward polynomials












1− · · ·
(7.8)
with coefficients δi = i−1 and αi = ix. Equivalently, the ordinary generating












1− · · ·
(7.9)
with coefficients δi = (i− 1)x and αi = i.
For the special case x = 1, this T-fraction was known previously, at least
empirically [117].
As preparation for this proof, let us mention two different combinatorial
interpretations of the Ward numbers. The first one, which is well known, is
in terms of phylogenetic trees1, the study of which goes back to Schröder’s
1 Also called labelled hierarchies [144, 107] [106, pp. 128–129 and 472–474], Schröder




Figure 7.1: (a) A wiggly line in an augmented perfect matching. (b) The two
possibilities for a dashed line in a super-augmented perfect matching.
fourth problem [181]. A phylogenetic tree of type (n, k) is a rooted tree that
has n + 1 labelled leaves (numbered 1, . . . , n + 1) and k unlabelled internal
vertices, in which every internal vertex has at least two children. It is easy
to see that we must have 1 ≤ k ≤ n, and not difficult to see that for n ≥ 1
the number of phylogenetic trees of type (n, k) is precisely the Ward number
W (n, k).2 [Proof. The claim is clear for n = 1; now we use induction. Leaf
number n+1 can be connected either to an internal vertex on a phylogenetic
tree of type (n − 1, k), hence in kW (n − 1, k) ways; or to an edge on a
phylogenetic tree of type (n − 1, k − 1), creating a new internal vertex of
out-degree 2, hence in (n + k − 2)W (n − 1, k − 1) ways; or to a new root,
having the old root of a phylogenetic tree of type (n− 1, k − 1) as its other
child, hence in W (n − 1, k − 1) ways. This proves (7.6).] So for n ≥ 1 the
Ward polynomial Wn(x) is the generating polynomial for phylogenetic trees
on n+ 1 labelled leaves in which each internal vertex gets a weight x.
The second interpretation, which seems to be new, is in terms of what
we shall call augmented perfect matchings . Recall that a perfect matching
of [2n]
def
= {1, . . . , 2n} is simply a partition of [2n] into n pairs. We call
the smaller (resp. larger) element of each pair an opener (resp. closer). An
augmented perfect matching is then a perfect matching in which we may
optionally also draw a wiggly line on an edge (i, i+ 1) whenever i is a closer
and i + 1 is an opener [see Figure 7.1(a)]. Then the number of augmented
perfect matchings of [2n] with n − k wiggly lines (or equivalently, k closers
that are not followed by a wiggly line) is precisely the Ward number W (n, k).
[Proof. Let M(n, `) be the the number of augmented perfect matchings of
[2n] with ` wiggly lines. The number of ways that the vertex 2n can be
2 For n = 0 there is a slight discrepancy: there are no phylogenetic trees with only one
leaf, but we have defined W (0, k) = δ0k, not W (0, k) = 0.
Note also that the case k = n corresponds to binary phylogenetic trees, i.e. those
in which every internal vertex has exactly two children. The number of such trees is
W (n, n) = (2n− 1)!! [193, Example 5.2.6] [58, Section 2.5] [75, 172].
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connected to a vertex i ∈ [2n − 1] that is not incident on a wiggly line
is (2n − 1 − `)M(n − 1, `), because the vertex i can be inserted in any
of the gaps of an augmented perfect matching of [2n − 2] with ` wiggly
lines, where “gap” means a space between adjacent vertices that are not
joined by a wiggly line, or a space at the start or end. The number of
ways that the vertex 2n can be connected to a vertex i ∈ [2n − 1] that is
incident on a wiggly line is (n − `)M(n − 1, ` − 1), because the vertex i
together with its incident wiggly line (pointing to the left) can be inserted
after any closer of an augmented perfect matching of [2n − 2] with ` − 1
wiggly lines that is not incident on a wiggly line. Comparing the recurrence
M(n, `) = (2n − 1 − `)M(n − 1, `) + (n − `)M(n − 1, ` − 1) with (7.6), we
see that M(n, `) = W (n, n− `).] So the reversed Ward polynomial W n(x) is
the generating polynomial for augmented perfect matchings of [2n] in which
each wiggly line gets a weight x.
In Section 7.5 we construct a bijection between phylogenetic trees of type
(n, k) and augmented perfect matchings of [2n] with n− k wiggly lines.
But we can go further: let us define a super-augmented perfect matching
of [2n] to be a perfect matching of [2n] in which we may optionally draw a
wiggly line on an edge (i, i+ 1) whenever i is a closer and i+ 1 is an opener,
and also optionally draw a dashed line on an edge (i, i+ 1) whenever i is an
opener and i+ 1 is a closer; however, it is not allowed for a wiggly line and a
dashed line to be incident on the same vertex. Note that for a pair (i, i+ 1)
connected by a dashed line, there are two possibilities [see Figure 7.1(b)]:
the opener i and the closer i + 1 could belong to different arches (which
necessarily cross), or they could belong to the same arch.
Now let M(n, `,m) be the number of super-augmented perfect matchings
of [2n] with ` wiggly lines and m dashed lines, and define the generating
polynomials
W n(x, y, z) =
∑
`,m
M(n, `,m)x`ymzn−`−m . (7.10)
(The variable z is of course redundant, but it is convenient to introduce it
because it makes the polynomial homogeneous of degree n.) From what has
already been said, we know that W n(x, 0, 1) = W n(x). These three-variable
polynomials have a T-fraction that generalises (7.9):
Theorem 7.2. The ordinary generating function of the polynomials W n(x, y, z)
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can be expressed by the T-fraction
∞∑
n=0









1− · · ·
(7.11)
with coefficients δi = (i− 1)x+ iy and αi = iz.
Let us remark that W n(0, y, 1) is [198, reversal of A112493], while W n(1 −
y, y, 1) is [198, A298673].
In Section 7.6 we will show that the polynomials W n(x, y, z) satisfy a lin-
ear differential recurrence, and that a sequence of four-variable polynomials
generalizing W n(x, y, z) satisfies a non-linear differential recurrence.
But we can go much further: the main result of this chapter is a “mas-
ter T-fraction” that enumerates super-augmented perfect matchings with an
infinite set of independent statistics (Theorem 7.3). This master T-fraction
includes many combinatorially interesting polynomials as special cases: see
Corollary 7.4 and the specializations (7.48)–(7.51) and (7.52)–(7.54). By
further specialization of (7.52)–(7.54) we obtain Theorems 7.2 and 7.1.
Here is one special case: Consider the linear recurrence
Ŵ (n, k) = (k + y) Ŵ (n− 1, k) + (n+ k − 1) Ŵ (n− 1, k − 1) (7.12)




Ŵ (n, k)xk . (7.13)
Then Wn(x, y) is the generating polynomial for super-augmented perfect
matchings with a weight x for every closer that is not attached to a wig-
gly line, a weight y for every nearest-neighbour pair that is connected both
by an ordinary line and by a dashed line, and a weight 0 for all other types
of wiggly or dashed lines. Moreover, this will give a T-fraction with αi = ix
and δi = y + i − 1 — which we might want to homogenize by writing
δi = y + (i − 1)z. It seems to be non-trivial that these polynomials sat-
isfy a simple linear recurrence.
Recall that we considered another generalisation of perfect matchings
in Section 2.2, namely coloured perfect matchings, where crossing arches are
forbidden from sharing the same colour. We also considered the related prob-
lem of enumerating m-colourable perfect matchings (that is, perfect matching
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whose edges can be m-coloured in such a way that crossing edges are assigned
different colours), and showed that these are in bijection with permutations
sortable by m-stacks in parallel. This problems appear to be more difficult,
and we have not found continued fractions for their enumeration except in
the trivial case m = 1, where these perfect matchings are enumerated by
Catalan numbers.
Let us conclude this introduction by briefly mentioning some connections
of the Ward numbers and Ward polynomials with other combinatorial objects
and problems:





≥2 is the number of par-
titions of an n-element set into k blocks, each of which has at least two





≥2 = δ0k. It is easy to see that these























≥2 are [69, pp. 221–222] [198, A008299/A137375]
n \ k 0 1 2 3 4 5 6 7 8 9 10 Row sums
0 1 1
1 0 0 0
2 0 1 0 1
3 0 1 0 0 1
4 0 1 3 0 0 4
5 0 1 10 0 0 0 11
6 0 1 25 15 0 0 0 41
7 0 1 56 105 0 0 0 0 162
8 0 1 119 490 105 0 0 0 0 715
9 0 1 246 1918 1260 0 0 0 0 0 3425
10 0 1 501 6825 9450 945 0 0 0 0 0 17722






[62, eqns. (1.7) and (3.6)] [177, pp. 6–7]. This also has a simple bijective
proof [68]: given a phylogenetic tree of type (n, k), partition its n + k non-
root vertices into blocks consisting of the sets of children of each of the k
internal vertices.3
In fact, this argument gives more. Let I be any subset of N; let WI(n, k)
be the number of rooted trees on n + 1 labelled leaves and k unlabelled
3 Here the internal vertices are a priori unlabelled; but each internal vertex can be
unambiguously labelled by the set of labels of its descendant leaves. So this is indeed a
well-defined partition of n+ k distinguishable objects.
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internal vertices, in which the number of children of each internal vertex





∈I be the number of partitions of an n-







2) A Stirling permutation [116] of order n is a permutation σ1 · · · σ2n of the
multiset {1, 1, 2, 2, . . . , n, n} in which, for all m ∈ [n], all numbers between
the two occurrences of m are larger than m. We say that an index j ∈ [2n]
is a descent if σj > σj+1 or j = 2n (so by our definition the last index is





is the number of





























n \ k 0 1 2 3 4 5 6 7 8 Row sums
0 1 1
1 0 1 1
2 0 1 2 3
3 0 1 8 6 15
4 0 1 22 58 24 105
5 0 1 52 328 444 120 945
6 0 1 114 1452 4400 3708 720 10395
7 0 1 240 5610 32120 58140 33984 5040 135135
8 0 1 494 19950 195800 644020 785304 341136 40320 2027025






















and the reversed polynomials E
[2]
n (x) = x
nE
[2]
n (1/x); note that E
[2]
n (0) = n!
and E
[2]
n (1) = (2n − 1)!!. By translating the recurrences (7.6) and (7.15)
into differential recurrences for the polynomials W n(x) and E
[2]
n (x), it is not
difficult to show that
W n(x) = E
[2]
n (1 + x) (7.17)
4 Warning: Our definition of the second-order Eulerian numbers agrees with Gessel
and Stanley [116] (who use the notation Bn,k) but disagrees with Graham, Knuth and





















for n ≥ 1.
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or equivalently











In particular we have W n(−1) = n! [59, Theorem 3.1 and Section 4].
The identity (7.17) also has a nice combinatorial interpretation and proof.
In a perfect matching of [2n], let us say that a pair (i, i+1) is a closer/opener
pair if i is a closer and i + 1 is an opener. Note that counting augmented
perfect matchings with a weight x for each wiggly line — as W n(x) does
— is equivalent to counting perfect matchings with a weight 1 + x for each
closer/opener pair. Now let M ′(n, `) be the number of perfect matchings of






Write clop(π) for the number of closer/opener pairs in a perfect matching
π. Now consider a perfect matching π of [2n], and suppose that the vertex
2n is paired with i ∈ [2n − 1]; let π′ be the perfect matching of [2n − 2]
obtained from π by deleting the arch (i, 2n) and renumbering vertices. If
i = 1 or i − 1 is an opener, then clop(π′) = clop(π). If i ≥ 2 and i − 1 is a
closer, then (i − 1, i) is a closer/opener pair; if also i + 1 is an opener, then
clop(π′) = clop(π), otherwise clop(π′) = clop(π) − 1. If clop(π) = `, these
insertions can be done in n, ` and n − ` ways, respectively. So M ′(n, `) =
(n+ `)M ′(n− 1, `) + (n− `)M ′(n− 1, `− 1), which is equivalent to (7.15).]5
So the reversed second-order Eulerian polynomial E
[2]
n (x) is the generating
polynomial for perfect matchings of [2n] in which each closer/opener pair
gets a weight x. This interpretation seems to be new.
3) There is also an interesting multivariate generalisation of the Ward
polynomials. As explained above, the Ward polynomial Wn(x) is the gen-
erating polynomial for phylogenetic trees on n + 1 labelled leaves in which
each internal vertex gets a weight x. Now let x = (xi)i≥1 be an infinite
collection of indeterminates, and let Wn(x) = Wn(x1, . . . , xn) be the gener-
ating polynomial for phylogenetic trees on n+1 labelled leaves in which each
internal vertex with i (≥ 2) children gets a weight xi−1; we call this the mul-
tivariate Ward polynomial . A straightforward argument (generalizing [193,
Examples 5.2.5 and 5.2.6] or [106, pp. 128–129]) shows that the exponential
5 Note also that M ′(n, 0) = n! has an easy proof: if there are no closer/opener pairs,
then the elements 1, . . . , n are openers and n+1, . . . , 2n are closers, and a perfect matching










(note that here the sum starts at n = 1) satisfies the functional equation


















In this latter context the polynomials Wn(x1, . . . , xn) can be found in the
books of Riordan [176, p. 181]6 and Comtet [69, p. 151], but without the
interpretation in terms of phylogenetic trees. It would be interesting to
extend our work on the Ward polynomials to this multivariate generalisa-
tion. Unfortunately, we do not know any simple specialisations of Wn(x),
other than xi = x for all i that also yield a simple T-fraction for their or-
dinary generating function. We do know a fairly complicated one, where
F (t; x) = (1 + x)/w log(1 + wt) − x[(1 + wt)1/w − 1], corresponding to
δi = i − 1 + w and αi = ix. It follows that the exponential generating
function corresponding to this T-fraction as ogf, call it W(t;x,w), satisfies
W(t;x,w) = w−1 log[1 +wW(t;x, 0)]. Here W(t;x, 0) is the egf of the Ward
polynomials, which is the compositional inverse of F (t;x) = t−x(et− 1− t).
4) Finally, let us comment on the implications of our results for the theory
of Hankel-total positivity [186, 188], which was in fact our original motivation
for studying these T-fractions. If P = (Pn(x))n≥0 is a sequence of polyno-
mials with real coefficients in one or more indeterminates x, we say that this
sequence is coefficientwise Hankel-totally positive if every minor of the infi-
nite Hankel matrix H∞(P ) = (Pi+j(x))i,j≥0 is a polynomial with nonnegative
coefficients. One fundamental result of this theory is [188, 166]: whenever
the ordinary generating function
∑∞
n=0 Pn(x) t
n is given by a T-fraction (7.3)
where all the coefficients αi and δi are polynomials in x with nonnegative
6 With the erratum given by Riordan in [177, p. 7]. Riordan [177, p. 7] also observes
(attributing this remark to Neil Sloane) that the specialiation of Wn(x1, . . . , xn) [defined
via compositional inverses] to x1 = . . . = xn = x enumerates phylogenetic trees by number
of internal vertices. But his formula Sn(y) = Zn(y, . . . , y) [his Zn is our Wn] should read
Sn(y) = Zn−1(y, . . . , y), since his Sn(y) enumerates phylogenetic trees on n leaves, not
n+ 1.
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coefficients, the sequence P = (Pn(x))n≥0 is coefficientwise Hankel-totally
positive7. It follows from this that almost all of the T-fractions derived in
this chapter — including the most general one, Theorem 7.3 — are coeffi-
cientwise Hankel-totally positive in the appropriate variables. In particular,
the Ward polynomials Wn(x) and the generalised reversed Ward polynomials
W n(x, y, z) are coefficientwise Hankel-totally positive.
It follows from (7.17) and (7.9) that the ordinary generating function of
the reversed second-order Eulerian polynomials is given by a T-fraction with
coefficients δi = (i − 1)(x − 1) and αi = i.8 Here δi is not coefficientwise
nonnegative (or even pointwise nonnegative when 0 ≤ x < 1), so the general
theory [188, 166] says nothing about the Hankel-total positivity of the re-
versed second-order Eulerian polynomials. And yet, we find empirically that
the sequence of reversed second-order Eulerian polynomials is coefficientwise
Hankel-totally positive: we have tested this through the 13× 13 Hankel ma-
trix. This mystery has now been resolved [166]. The reversed second-order
Eulerian polynomials E
[2]
n (x) are also given by a 2-branched S-fraction [166]
with coefficients α = (αi)i≥2 = 1, 1, x, 2, 2, 2x, 3, 3, 3x, . . . . Since these αi are
coefficientwise nonnegative, the general theory of branched S-fractions [166]
implies the coefficientwise Hankel-total positivity.
The plan of this chapter is as follows: In Section 7.2 we state our results
on the enumeration of super-augmented perfect matchings: these include a
very general T-fraction with infinitely many indeterminates (Theorem 7.3) as
well as numerous special cases that count statistics of combinatorial interest.
In Section 7.3 we recall some basic facts concerning the combinatorial inter-
pretation of continued fractions and the concept of labelled Schröder paths.
In Section 7.4 we prove Theorem 7.3 by constructing a bijection from the
set of super-augmented perfect matchings onto a set of labelled 2-coloured
Schröder paths. In Section 7.5 we give a bijective proof of a relationship
between the enumeration of augmented perfect matchings and phylogenetic
trees. Finally, in Section 7.6, we use Theorem 7.3 to show that the series
defined as a general linear T-fraction, defined by αi = x + (i − 1)u and
δi = z + (i− 1)w, satisfies a differential recurrence. As a corollary, we show
that this series is D-algebraic as a series in t for any fixed values of x, u, z
and w satisfying u+ w = 0.
7This is generalised in Section 9 of [166]
8 This T-fraction is also a consequence of [58, Section 5.2, item (7)] together with the
Roblet–Viennot [178] interpretation of T-fractions as a generating function for Dyck paths
with special weights for peaks.
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Statement of results
We begin by reviewing some S-fractions for perfect matchings that were re-
cently obtained by Sokal and Zeng [189]. We then state our generalisations,
which are T-fractions for super-augmented perfect matchings.
S-fractions for perfect matchings
Euler showed [98, section 29] that the generating function of the odd semi-
factorials can be represented as an S-type continued fraction
∞∑
n=0








1− · · ·
(7.22)
with coefficients αn = n.
9 Since (2n− 1)!! enumerates perfect matchings of a
2n-element set, it is natural to seek polynomial refinements of this sequence
that enumerate perfect matchings of [2n] according to some natural statis-
tic(s). Note that we can regard a perfect matching either as a special type
of set partition (namely, one in which all blocks are of size 2) or as a special
type of permutation (namely, a fixed-point-free involution). We will adopt
here the former interpretation, and write π ∈ M2n ⊆ Π2n. If i, j ∈ [2n] are
paired in the perfect matching π, we write i ∼π j (or just i ∼ j if π is clear
from the context).
Inspired by (7.22), let us introduce the polynomials Mn(x, y, u, v) defined
by the continued fraction
∞∑
n=0















1− · · ·
(7.23)




α2k−1 = x+ (2k − 2)u (7.24a)
α2k = y + (2k − 1)v (7.24b)
ClearlyMn(x, y, u, v) is a homogeneous polynomial of degree n. SinceMn(1, 1, 1, 1) =
(2n−1)!!, it is natural to expect that Mn(x, y, u, v) enumerates perfect match-
ings of [2n] according to some natural trivariate statistic. Let us now explain,
following [189], what this statistic is.
Let π be a perfect matching of [2n]. We recall that a vertex i ∈ [2n] is
called an opener (resp. closer) if it is the smaller (resp. larger) element of its
pair. Let us say that an opener j (with corresponding closer k) is a record
if there does not exist an opener i < j that is paired with a closer l > k.
In other words, j is a record if there does not exist an arch (i, l) that nests
above the arch (j, k). Similarly, let us say that a closer k (with corresponding
opener j) is an antirecord if there does not exist a closer l > k that is paired
with an opener i < j. In other words, k is an antirecord if and only if j is a
record.10
Let us now classify the closers of π into four types:
• even closer antirecord (ecar) [i.e. i is even and is an antirecord];
• odd closer antirecord (ocar) [i.e. i is odd and is an antirecord];
• even closer non-antirecord (ecnar) [i.e. i is even and is not an an-
tirecord];
• odd closer non-antirecord (ocnar) [i.e. i is odd and is not an antirecord].
Similarly, we classify the openers of π into four types:
• even opener record (eor) [i.e. i is even and is a record];
• odd opener record (oor) [i.e. i is odd and is a record];
• even opener non-record (eonr) [i.e. i is even and is not a record];
• odd opener non-record (oonr) [i.e. i is odd and is not a record].
10 This terminology of records and antirecords comes from the alternate interpretation
of perfect matchings as fixed-point-free involutions. In general, for a permutation σ ∈ Sn,
an index i ∈ [n] is called a record (or left-to-right maximum) if σ(j) < σ(i) for all j < i,
and is called an antirecord (or right-to-left minimum) if σ(j) > σ(i) for all j > i. See [189]
for further discussion of record-antirecord statistics in permutations.
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Then Sokal and Zeng [189] proved that the polynomials Mn(x, y, u, v) defined
by (7.23)/(7.24) have the combinatorial interpretation








The interpretations (7.25a) and (7.25b) are of course trivially equivalent un-
der the involution i→ 2n+ 1− i, which preserves the structure of a perfect
matching but interchanges even with odd, opener with closer, and record
with antirecord.
Sokal and Zeng [189] also generalised the four-variable polynomialMn(x, y, u, v)
by adding weights for crossings and nestings. Given a perfect matching
π ∈ M2n, we say that a quadruplet i < j < k < l forms a crossing if i ∼π k
and j ∼π l, and a nesting if i ∼π l and j ∼π k. We write cr(π) and ne(π) for
the numbers of crossings and nestings of π. We now define the six-variable
polynomial








Here the equality of (7.26a) and (7.26b) follows again from the involution i→
2n+ 1− i, which preserves the numbers of crossings and nestings. Sokal and
Zeng [189] showed that the ordinary generating function of the polynomials
Mn(x, y, u, v, p, q) has an S-fraction that generalises (7.23)/(7.24), namely
∞∑
n=0










(p3y + q [3]p,qv)t




2k−2x+ q [2k − 2]p,qu (7.28a)
α2k = p












for an integer n ≥ 0. When p = q = 1 this reduces to (7.23)/(7.24). Note that
if u = x and/or v = y, then the weights (7.28) simplify to α2k−1 = [2k−1]p,q x
and α2k = [2k]p,q y, respectively. For the special case x = y = u = v, the
S-fraction (7.27) was obtained previously by Kasraoui and Zeng [134] (see
also [31, p. 3280]).
But Sokal and Zeng [189] went even further, by defining statistics that
count the number of quadruplets i < j < k < l that form crossings or
nestings with a particular vertex k in third position:
cr(k, π) = #{i < j < k < l : i ∼π k and j ∼π l} (7.30)
ne(k, π) = #{i < j < k < l : i ∼π l and j ∼π k} (7.31)
Note that cr(k, π) and ne(k, π) can be nonzero only when k is a closer (and









Sokal and Zeng [189] also defined
qne(k, π) = #{i < k < l : i ∼π l} (7.33)
(they call this a quasi-nesting of the vertex k). We will use this statistic
only when k is an opener: in this case qne(k, π) counts the number of times
that the opener k occurs in second position in a crossing or nesting: when
(i, l) ∈ Gπ is a pair contributing to qne(k, π), the quadruplet i < k < l,m
[where (k,m) ∈ Gπ] must be either a crossing or nesting (according as m > l
or m < l), but we do not keep track of which one it is.
Now introduce two infinite families of indeterminates a = (a`)`≥0 and









bcr(i,π), ne(i,π) . (7.34)
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Sokal and Zeng [189] showed that the ordinary generating function of the











a2(b02 + b11 + b20)t
1− · · ·
(7.35)
with coefficients










This “master S-fraction for perfect matchings” contains (7.23)–(7.25) and
(7.26)–(7.28) as special cases [189].
T-fractions for super-augmented perfect matchings
Recall that a super-augmented perfect matching of [2n] is a perfect matching
of [2n] in which we may optionally draw a wiggly line on an edge (i, i + 1)
whenever i is a closer and i + 1 is an opener, and also optionally draw a
dashed line on an edge (i, i+ 1) whenever i is an opener and i+ 1 is a closer;
however, it is not allowed for a wiggly line and a dashed line to be incident
on the same vertex. We denote a super-augmented perfect matching of [2n]
by τ ∈M?2n, and we write π(τ) ∈M2n for the underlying perfect matching.
Of course, we say that i is an opener (resp. closer) in τ in case it is an opener
(resp. closer) in π(τ).
For τ ∈M?2n, we call a vertex i a
• pure opener if it is an opener and not incident on any wiggly or dashed
line;
• pure closer if it is a closer and not incident on any wiggly or dashed
line.
We call a pair (i, i+ 1) a
• wiggly pair if i is a closer, i + 1 is an opener, and they are connected
by a wiggly line;
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• dashed pair if i is an opener, i + 1 is a closer, and they are connected
by a dashed line.
The statistics (7.30)–(7.33) apply equally well to super-augmented perfect
matchings if we evaluate them on π = π(τ). We will generalise (7.34), not
by introducing any new statistics, but simply by refining the distinctions
among types of vertices. We introduce four infinite families of indeterminates
a = (a`)`≥0, b = (b`,`′)`,`′≥0, f = (f`,`′)`,`′≥0 and g = (g`,`′)`,`′≥0, and define the
polynomials Mn(a,b, f, g) by















where pureop (resp. purecl) denotes the pure openers (resp. pure closers).
Our main result is then the following:
Theorem 7.3 (Master T-fraction for super-augmented perfect matchings).









1− (f00 + g01 + g10)t−
a1(b01 + b10)t
1− · · ·
(7.39)
with coefficients















and likewise for f and g.
When f = g = 0, wiggly and dashed lines are forbidden, and Theorem 7.3
reduces to the S-fraction (7.35)/(7.36).
Let us now show some specialisations of Theorem 7.3 that generalise
the S-fractions shown in the preceding subsection. We begin by defining a
250
14-variable polynomial Mn(x, y, u, v, x
′, y′, u′, v′, x′′, y′′, u′′, v′′, p, q) that gen-
eralises (7.26a) by distinguishing three types of closers: pure closers, closers
incident on a wiggly line, and closers incident on a dashed line. We let
ecar◦(τ), ecar′(τ) and ecar′′(τ) be the number of even closer antirecords in
each of these three classes, and likewise for the other statistics. We then
define:
Mn(x, y, u, v, x




















Corollary 7.4. The ordinary generating function of the polynomials (7.42)
has the T-type continued fraction
∞∑
n=0
Mn(x, y, u, v, x





1− (x′ + py′′ + qv′′)t−
(py + qv)t
1− (py′ + qv′ + p2x′′ + q [2]p,1u′′)t−
(p2x+ q [2]p,qu)t




2k−2x+ q [2k − 2]p,qu (7.44a)
α2k = p




2k−3y′ + q [2k − 3]p,qv′ + p2k−2x′′ + q [2k − 2]p,qu′′ for k ≥ 2(7.44d)
δ2k = p
2k−2x′ + q [2k − 2]p,qu′ + p2k−1y′′ + q [2k − 1]p,qv′′ (7.44e)
When x′ = y′ = u′ = v′ = x′′ = y′′ = u′′ = v′′ = 0, Corollary 7.4 reduces to
the S-fraction (7.27)/(7.28).
The proof of Corollary 7.4 will be based on the following easy combina-
torial lemma [189]:
Lemma 7.5 (Closers in perfect matchings). Let π ∈M2n be a perfect match-
ing of [2n], and let k ∈ [2n] be a closer of π. Then:
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(a) k has the same parity as cr(k, π) + ne(k, π).
(b) k is an antirecord if and only if ne(k, π) = 0.
Proof. (a) Let j be the opener that is paired with the closer k. For each
i < k, let σ(i) ( 6= i) be the element with which it is paired. Then the set
{i : i < k}, which has cardinality k − 1, can be partitioned as
{j} ∪ {i < k : σ(i) < k} ∪ {i < j : σ(i) > k} ∪ {j < i < k : σ(i) > k} .
(7.45)
The first of these sets has cardinality 1; the second has even cardinality; the
third has cardinality ne(k, π); and the fourth has cardinality cr(k, π).
(b) As explained earlier, a closer k (with corresponding opener j) is an
antirecord if and only if there does not exist a closer l > k that is paired with
an opener i < j. But this is precisely the statement that ne(k, π) = 0.





x if `′ = 0 and ` is even
y if `′ = 0 and ` is odd
u if `′ ≥ 1 and `+ `′ is even






x′ if `′ = 0 and ` is even
y′ if `′ = 0 and ` is odd
u′ if `′ ≥ 1 and `+ `′ is even






x′′ if `′ = 0 and ` is even
y′′ if `′ = 0 and ` is odd
u′′ if `′ ≥ 1 and `+ `′ is even
v′′ if `′ ≥ 1 and `+ `′ is odd
(7.46c)








pn−1x+ q[n− 1]p,qu if n is odd
pn−1y + q[n− 1]p,qv if n is even
(7.47)
and similarly for f and g. The result then follows from Theorem 7.3.
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If we further specialise (7.42) by setting x = y, u = v, x′ = y′, u′ = v′,
x′′ = y′′, u′′ = v′′, we obtain 8-variable polynomials that count closers of
each of three types (pure, wiggly or dashed) according to whether they are
antirecords or not (but forgetting whether they are even or odd), and also
count crossings and nestings:
Mn(x, x, u, u, x














Mn(x, x, u, u, x





1− (x′ + px′′ + qu′′)t−
(px+ qu)t
1− (px′ + qu′ + p2x′′ + q [2]p,1u′′)t−
(p2x+ q [2]p,qu)t








n−2x′ + q [n− 2]p,qu′ + pn−1x′′ + q [n− 1]p,qu′′ for n ≥ 2 (7.50c)
Note that the forms of the coefficients (7.50) are no longer alternating be-
tween even and odd, because we are no longer distinguishing even closers
from odd closers. If we further specialise this to p = q = 1, we get




′ + (n− 2)u′ + x′′ + (n− 1)u′′ for n ≥ 2 (7.51c)
When u′ = x′ the formula (7.51c) holds also for n = 1, and the resulting
polynomials Mn satisfy a recurrence (see Section 7.6).
On the other hand, if we specialise (7.42) by setting x = y = u = v = z,
x′ = y′ = u′ = v′ = ξ and x′′ = y′′ = u′′ = v′′ = η, we obtain 5-variable
polynomials that count the numbers of wiggly and dashed lines as well as
the numbers of crossings and nestings:














1− (ξ + [2]p,qη)t−
[2]p,qzt
1− ([2]p,qξ + [3]p,qη)t−
[3]p,qzt
1− · · ·
(7.53)
with coefficients
αn = [n]p,qz (7.54a)
δn = [n− 1]p,qξ + [n]p,qη (7.54b)
Note again that the forms of the coefficients (7.54) are no longer alternating
between even and odd.
If we further specialise (7.53)/(7.54) to p = q = 1, we obtain Theorem 7.2;
and if we specialise that to η = 0, we obtain Theorem 7.1.
Preliminaries
Our proof of Theorem 7.3 will be based on Flajolet’s [104] combinatorial
interpretation of continued fractions in terms of Dyck and Motzkin paths,
adapted slightly to handle Schröder paths, together with a bijection that
maps super-augmented perfect matchings to labelled Schröder paths. We
begin by briefly reviewing these two ingredients.
Combinatorial interpretation of continued fractions
Recall that a Motzkin path of length n ≥ 0 is a path ω = (ω0, . . . , ωn) in the
right quadrant N0 × N0, starting at ω0 = (0, 0) and ending at ωn = (n, 0),
whose steps sj = ωj−ωj−1 are (1, 1) [“rise”], (1,−1) [“fall”] or (1, 0) [“level”].
We write Mn for the set of Motzkin paths of length n, and M =
⋃∞
n=0Mn.
A Motzkin path is called a Dyck path if it has no level steps. A Dyck path




Let a = (ai)i≥0, b = (bi)i≥1 and c = (ci)i≥0 be indeterminates; we will
work in the ring Z[[a,b, c]] of formal power series in these indeterminates. To
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each Motzkin path ω we assign a weight W (ω) ∈ Z[a,b, c] that is the product
of the weights for the individual steps, where a rise starting at height i gets
weight ai, a fall starting at height i gets weight bi, and a level step at height i
gets weight ci. Flajolet [104] showed that the generating function of Motzkin
paths can be expressed as a continued fraction:











1− · · ·
(7.55)
as an identity in Z[[a,b, c]].
In particular, if ai−1bi = βit
2 and ci = γit (note that the parameter t is














1− · · ·
, (7.56)
so that the generating function of Motzkin paths with height-dependent
weights is given by the J-type continued fraction (7.2). Similarly, if ai−1bi =













1− · · ·
, (7.57)
so that the generating function of Dyck paths with height-dependent weights
is given by the S-type continued fraction (7.1).
Let us now show how to handle Schröder paths within this framework.
A Schröder path of length 2n (n ≥ 0) is a path ω = (ω0, . . . , ω2n) in the
right quadrant N0 × N0, starting at ω0 = (0, 0) and ending at ω2n = (2n, 0),
whose steps are (1, 1) [“rise”], (1,−1) [“fall”] or (2, 0) [“long level”]. We write
sj for the step starting at abscissa j − 1. If the step sj is a rise or a fall,
we set sj = ωj − ωj−1 as before. If the step sj is a long level step, we set
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sj = ωj+1 − ωj−1 and leave ωj undefined; furthermore, in this case there is
no step sj+1. We write hj for the height of the Schröder path at abscissa j
whenever this is defined, i.e. ωj = (j, hj). Please note that ω2n = (2n, 0) and
h2n = 0 are always well-defined, because there cannot be a long level step
starting at abscissa 2n − 1. We write S2n for the set of Schröder paths of
length 2n, and S =
⋃∞
n=0 S2n.
There is an obvious bijection between Schröder paths and Motzkin paths:
namely, every long level step is mapped onto a level step. If we apply Fla-
jolet’s master theorem with ai−1bi = αit and ci = δi+1t to the resulting
Motzkin path (note that t is now conjugate to the semi-length of the under-












1− · · ·
, (7.58)
so that the generating function of Schröder paths with height-dependent
weights is given by the T-type continued fraction (7.3). This combinatorial
interpretation of T-fractions in terms of Schröder paths was found recently
by several authors [110, 164, 133, 188].
Labelled Schröder paths
Many authors, starting with Flajolet [104], have used bijections from com-
binatorial objects onto labelled Motzkin or Dyck paths in order to prove
J-fraction or S-fraction expansions for the (weighted) ordinary generating
functions of those objects. Here we will do the same with labelled Schröder
paths in order to prove T-fraction expansions. The definitions are as follows:
Let A = (Ak)k≥0, B = (Bk)k≥1 and C = (Ck)k≥0 be sequences of nonnega-
tive integers. An (A,B,C)-labelled Schröder path of length 2n is a pair (ω, ξ)
where ω = (ω0, . . . , ω2n) is a Schröder path of length 2n, and ξ = (ξ1, . . . , ξ2n)
is a sequence of integers satisfying
1 ≤ ξi ≤

A(hi−1) if step si is a rise (starting at height hi−1)
B(hi−1) if step si is a fall (starting at height hi−1)
C(hi−1) if step si is a long level step (at height hi−1)
(7.59)
[For typographical clarity we have here written A(k) as a synonym for Ak,
etc.] If step si is undefined (because step si−1 was a long level step), then ξi
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is also undefined. We denote by S2n(A,B,C) the set of (A,B,C)-labelled
Schröder paths of length 2n.
Let us stress that the numbers Ak, Bk and Ck are allowed to take the
value 0. Whenever this happens, the path ω is forbidden to take a step of
the specified kind at the specified height.
We shall also make use of multicoloured Schröder paths. A k-coloured
Schröder path is simply a Schröder path in which each long level step has
been given a “colour” from the set {1, 2, . . . , k}. In other words, we distin-
guish k different types of long level steps. An (A,B,C(1), . . . ,C(k))-labelled
k-coloured Schröder path of length 2n is then defined in the obvious way,
where we use the sequence C(j) to bound the label ξi when step i is a
long level step of type j. We denote by S2n(A,B,C(1), . . . ,C(k)) the set
of (A,B,C(1), . . . ,C(k))-labelled k-coloured Schröder paths of length 2n.
Proof of Theorem 7.3
We will prove Theorem 7.3 by constructing a bijection from the set M?2n of
super-augmented perfect matchings of [2n] onto the set of (A,B,C(1),C(2))-
labelled 2-coloured Schröder paths of length 2n, where
Ak = 1 for k ≥ 0 (7.60a)
Bk = k for k ≥ 1 (7.60b)
C
(1)
k = k for k ≥ 0 (7.60c)
C
(2)
k = k + 1 for k ≥ 0 (7.60d)
When restricted to ordinary perfect matchings of [2n] (i.e. super-augmented
perfect matchings with no wiggly or dashed lines), our bijection maps onto
labelled Dyck paths and coincides with the bijection used by Flajolet [104]
and Kasraoui–Zeng [134].11
We will begin by explaining how the Schröder path ω is defined; then
we will explain how the labels ξ are defined; next we will prove that the
mapping is indeed a bijection; next we will translate the various statistics
fromM?2n to our labelled Schröder paths; and finally we will sum over labels
ξ to obtain the weight W (ω) associated to a Schröder path ω, which upon
applying (7.58) will yield Theorem 7.3.
11 More precisely, Flajolet [104] and Kasraoui–Zeng [134] defined bijections of set parti-
tions of [n] onto labelled Motzkin paths of length n. When restricted to perfect matchings
of [2n] (i.e. set partitions of [2n] in which every block has cardinality 2), their bijections
map onto labelled Dyck paths of length 2n. The Flajolet and Kasraoui–Zeng bijections for
set partitions are slightly different, but they coincide when restricted to perfect matchings.
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Step 1: Definition of the Schröder path. Given a super-augmented
perfect matching τ ∈ M?2n, we define a path ω = (ω0, . . . , ω2n) starting at
ω0 = (0, 0) and ending at ω2n = (2n, 0), with steps s1, . . . , s2n ending at
locations ωi = (i, hi), as follows:
• If i is a pure opener, then si is a rise, so that hi = hi−1 + 1.
• If i is a pure closer, then si is a fall, so that hi = hi−1 − 1.
• If (i, i + 1) is a wiggly pair, then si is a long level step of type 1 (and
si+1 is undefined). In this case the height hi is undefined, but we have
hi+1 = hi−1.
• If (i, i + 1) is a dashed pair, then si is a long level step of type 2 (and
si+1 is undefined). In this case the height hi is undefined, but we have
hi+1 = hi−1.
(See Figure 7.2 for an example.) The interpretation of the heights hi is almost
immediate from this definition:
Lemma 7.7. For i ∈ {0, . . . , 2n}, whenever the height hi is defined it equals
the number of arches that are “started but unfinished” before stage i+ 1, i.e.
hi = #{j ≤ i < k : j ∼π(τ) k} . (7.61)
In particular, it follows that ω is indeed a Schröder path, i.e. all the heights
hi are nonnegative (when they are defined) and h2n = 0.
Step 2: Definition of the labels ξi.
• If i is a pure opener, we set ξi = 1 as required by (7.60).
• If i is a pure closer, we look at the hi−1 arches that are “started but
unfinished” after stage i− 1 (note that we must have hi−1 ≥ 1); let the
openers of these arches be x1 < x2 < . . . < xhi−1 . Then the vertex i
is paired with precisely one of these openers; if it is xj, we set ξi = j.
Obviously 1 ≤ ξi ≤ hi−1 as required by (7.60).
• If (i, i + 1) is a wiggly pair, then we look at the hi−1 arches that are
“started but unfinished” after stage i − 1, and we define ξi exactly as
in the preceding case. Again 1 ≤ ξi ≤ hi−1.
• If (i, i + 1) is a dashed pair, then there are two possibilities [see Fig-
ure 7.1(b)]: the opener i and the closer i + 1 could belong to different









Figure 7.2: A super-augmented perfect matching of [2n] with n = 6, together with
corresponding labelled Schröder path (the label ξi is written above the step si).
The long level steps of type 2 are shown by double lines.
In the former case we look at the hi−1 arches that are “started but un-
finished” after stage i− 1, and we define ξi as before (except that it is
now vertex i+1 rather than i that is paired with one of these openers).
In the latter case we set ξi = hi−1 + 1. Obviously 1 ≤ ξi ≤ hi−1 + 1 as
required by (7.60).
See again Figure 7.2.
Step 3: Proof of bijection. It is easy to describe the inverse map
from labelled Schröder paths (ω, ξ) to super-augmented perfect matchings.
Successively for i = 1, . . . , n, we use the 2-coloured Schröder path ω to read
off the type associated to step si (opener with no wiggly or dashed line, etc.).
And then, if step si corresponds to anything other than an opener with no
wiggly or dashed line attached, we use the label ξi to decide to which opener
the vertex i (or i+ 1) should be attached.
Step 4: Translation of the statistics.
Lemma 7.8.
(a) If i is a pure opener, then
qne(i, π) = hi−1 . (7.62)
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(b) If i is a pure closer, then
cr(i, π) = hi−1 − ξi (7.63a)
ne(i, π) = ξi − 1 (7.63b)
(c) If (i, i+ 1) is a wiggly pair, then also (7.63) holds.
(d) If (i, i+ 1) is a dashed pair, then
cr(i+ 1, π) = hi−1 + 1− ξi (7.64a)
ne(i+ 1, π) = ξi − 1. (7.64b)
Proof. (a) Each of the hi−1 arches that are “started but unfinished” after
stage i − 1 will either cross or nest the arch that starts at i; so this is an
immediate consequence of the definition (7.33).
(b,c) Look at the hi−1 arches that are “started but unfinished” after
stage i− 1, and let the openers of these arches be x1 < x2 < . . . < xhi−1 ; by
definition the vertex i is paired with xξi . Then each arch starting at a point
xj with j < ξi must nest with (and lie above) the arch from xξi to i, while
each arch starting at a point xj with j > ξi must cross the arch from xξi to
i.
(d) Let x1 < x2 < . . . < xhi−1 be as before; and let xhi−1+1 = i. By
definition the vertex i + 1 is paired with xξi . Then the counting of nestings
and crossings is exactly as in (b,c), but with hi−1 replaced by hi−1 + 1.
Step 5: Computation of the weights (7.40). Using the bijection,
we transfer the weights (7.38) from the super-augmented perfect matching
to (ω, ξ) and then sum over ξ to obtain the weight W (ω). This weight is
factorized over the individual steps si, as follows:
• If si is a rise starting at height hi−1 = k (so that i is a pure opener),
then from (7.62) the weight is
ak = ak . (7.65)
• If si is a fall starting at height hi−1 = k (so that i is a pure closer),




bk−ξi, ξi−1 = b
?
k−1 (7.66)
where b?k−1 was defined in (7.41).
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• If si is a long level step of type 1 at height hi−1 = k (so that (i, i + 1)






fk−ξi, ξi−1 = f
?
k−1 . (7.67)
• If si is a long level step of type 2 at height hi−1 = k (so that (i, i + 1)






gk+1−ξi, ξi−1 = g
?
k . (7.68)




i−1 as instructed in (7.58), we obtain the
weights (7.40). This completes the proof of Theorem 7.3.
Bijection between phylogenetic trees and aug-
mented perfect matchings
We will now describe a bijection between augmented perfect matchings of
size 2n containing k wiggly lines and phylogenetic trees with n+1 leaves and
n− k internal vertices. This bijection is illustrated in Figure 7.3.
Given an augmented perfect matching P of [2n], we construct an arch
system P ′ on [2n+ 1] as follows: for each arch (i, j) in P , we draw the arch
(i, j + 1) in P ′ as well as a horizontal line (i, i+ 1). If j and j + 1 are joined
by a wiggly line in P , we make the arch (i, j + 1) wiggly in P ′. Finally, we
label the vertices in P ′ which are not openers using the numbers 1, . . . , n+1,
in order from left to right. Now each vertex i ≥ 2 in P ′ is joined to exactly
one vertex on its left - if (i − 1) is an opener in P , then i is joined to i − 1
by a horizontal line, whereas if i − 1 is a closer in P then i is the closer
of an arch in P ′. Hence the graph formed by P ′ is a tree. Moreover, each
opener in P ′ is joined to exactly two vertices on its right - one by an arch
and one by a horizontal edge. Each labelled vertex in P ′ is not joined to
any vertices on its right. Hence we can define a planar rooted binary tree T2
which is isomorphic as a labelled graph to P ′, such that horizontal edges in
P ′ correspond to left edges in T2, while arches in P
′ correspond to right edges
of T2 (which are wiggly whenever the corresponding arch is wiggly). Since
wiggly edges in the perfect matching join closers to openers, the child of a
wiggly edge in T2 must not be a leaf. Finally, to construct the phylogenetic
tree T , we simply contract all wiggly edges of T2.
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Figure 7.3: A super-augmented perfect matching shown above the corresponding
phylogenetic tree, along with the intermediate steps in the bijection. In the forward
direction of the bijection, only the black parts are used. The extra labels used in
the reverse bijection are shown in red.
To show that this is a bijection, we will describe the reverse transfor-
mation. Given a phylogenetic tree T , we start by recursively labelling each
vertex with the minimum label amongst its children. We then order the chil-
dren of each vertex from left to right in increasing order of their label. It is
easy to see that the tree T constructed from an augmented perfect matching
will always be drawn in this way. Now we will describe how to construct the
tree T2 from T . For each vertex v with degree at least 3, let c1, c2, . . . , ck be
the children of v in order from left to right (that is, in increasing order of
labels). Then we split v into a sequence of vertices v1, . . . , vk−1 of out degree
2 so that the left child of vi is ci and the right child of vi is vi+1 if i < k − 1,
while the right child of vk−1 is ck. Moreover, each edge joining vi to its right
262
child vi+1 is wiggly. We then label each new vertex with the same label as its
left child. To construct P ′ from T2, we just have to order the vertices from
left to right. If u and v are vertices of T2 such that u has a lower label than v,
then we say u < v, and if v is the left child of u (so they have the same label)
then we say u < v. We construct P ′ by placing the vertices in increasing
order according to <. Finally P is constructed from P ′ by creating an arch
(i, j) for each arch (i, j+ 1) in P ′, and a wiggly line (j, j+ 1) for each wiggly
arch (i, j + 1) in P ′.
Since the transformations between P and T are inverses, each transfor-
mation is a bijection.
Recurrence for polynomials defined by the gen-
eral linear T-fraction
Consider the T-fraction with coefficients αi = x+(i−1)u and δi = z+(i−1)w,
and let Pn(x, u, z, w) be the polynomials that it generates:












1− (z + w)t−
(x+ u)t
1− (z + 2w)t−
(x+ 2u)t
1− · · ·
(7.69b)
Proposition 7.9. The ordinary generating function f(t;x, u, z, w) satisfies
the nonlinear partial differential equation
f = 1 + (z + u)tf + ut2ft + (u+ w)t(ufu + xfx) + (x− u)tf 2 . (7.70)
Equivalently, the polynomials Pn(x, u, z, w) satisfy the non-linear recurrence














In particular, when we restrict to u = x the polynomials Pn(x, x, z, w) satisfy
the linear recurrence





When we restrict to w = −u the generating function f(t;x, u, z,−u) satisfies
the Riccati type equation
f(t) = 1 + (z + u)tf(t) + ut2f ′(t) + (x− u)tf(t)2.
We will now prove Proposition 7.9 by choosing particular values of the
weights in Theorem 7.3 so that the generating function is equal to f(t;x, u, z, w),
then proceed to prove (7.70) combinatorially.
Proof. In Theorem 7.3 we set fl,l′ = 0, al = 1, g0,l′ = z, b0,l′ = x. For l > 0,





is equal to the T-fraction with coefficients αi = x+ (i− 1)u and δi = z+ (i−
1)w, which is exactly the form of f(t;x, u, z, w). Hence





and Mn = Pn(x, u, z, w) for each n. Moreover, by the definition of the poly-
nomials Mn, the series f(t;x, u, z, w) is the generating function of augmented
perfect matchings with no wiggly lines, where t counts arches, z counts
dashed lines where the two ends are part of the same arch, w counts other
dashed lines, x counts pure closers with crossing number 0 and u counts pure
closers with crossing number greater than 0. We will now prove combinato-
rially that f(t;x, u, z, w) satisfies (7.70).
The contribution to f from the case with no arches is clearly 1. Otherwise,
let the arch whose opener is the initial vertex be called α, and we call the
closer of this arch cα. Let A
′ be the perfect matching which remains when
α, its incident vertices and their incident dashed lines are removed, and
let ta+b+c+dxaubzcwd be the contribution of A′ to F . We will proceed by
considering five cases for the type of α illustrated in Figure 7.4. Case (i) is
when the initial vertex is incident on a dashed line. Then the second point
is a closer, so it must close α. Then A′ can be any dash-augmented arch
system, so the contribution from this case is ztF .
In the remaining four cases, the initial vertex is a pure opener. Case (ii)
is when cα is incident on a dashed line. Then α contributes the weight wt.
The closer cα can be placed immediately after any of the a+ b pure openers
in A′. Hence the contribution to F from arch systems corresponding to the
























Figure 7.4: The five cases in the proof of Proposition 7.9.
all possible arch systems A′ yields the contribution wt(uFu + xFx) from this
case.
In the remaining three cases, cα is a pure closer. Case (iii) is when cα
immediately follows the opener of a different arch. This is identical to Case 2
except that we do not attach a dashed line to cα, so α contributes the weight
ut instead of wt. Hence the contribution from this case is ut(uFu + xFx).
Case (iv) is when α has crossing number 0. Then the arch system A′
separates into two sections A′1 and A
′
2, shown in Figure 7.4, where A
′
1 is the
section contained under α and A′2 is the section which follows cα. The arch
α contributes the weight xt, so the contribution from this case is xtF 2.
Case (v) is when α has crossing number greater than 0 and cα immediately
follows another closer. If we remove the condition that α has crossing number
greater than 0, then cα can follow any closer in A
′, so there are a+ b+ c+ d
possible positions for cα. Ignoring the weight contributed by α, these are
counted by tFt. Now we subtract F
2 from this to remove the cases where
α has crossing number 0, however we add back F to account for the case in
which cα immediately follows the initial vertex. multiplying by the weight
ut of α yields the contribution ut(tFt − F 2 + F ) for this case.
Adding the contributions from all 5 cases yields the desired result. This




the winding angle distribution
of the O(n) model
Introduction
The n-vector model, introduced by Stanley in 1968 [192] is described by the
Hamiltonian




where d denotes the dimensionality of the lattice, and si is an n-dimensional
unit vector. When n = 1 this Hamiltonian describes the Ising model, when
n = 2 it describes the classical XY model, and in the limit n→ 0, one recov-
ers the self-avoiding walk (SAW) model, as first pointed out by de Gennes
[114]. Of particular relevance here is the fact that the n-vector model on the
honeycomb lattice has been shown [76] to be equivalent to a loop model with
a weight n attached to closed loops.
In 1982 Nienhuis [162] showed that, for n ∈ [−2, 2], the model on the
honeycomb lattice could be mapped onto a solid-on-solid model, from which
he was able to derive the critical points and critical exponents, subject to
some plausible assumptions. These results agreed with the known exponents
and critical point for the Ising model, and predicted exact values for those
models corresponding to other values of the spin dimensionality n. In par-
ticular, for n = 0 the critical point for the honeycomb lattice SAW model




2, a result finally proved 28 years later
by Duminil-Copin and Smirnov [79] using an identity that follows from dis-
crete analogues of Cauchy-Riemann conditions for a parafermionic observ-
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able. This identity holds only at the critical point xc, so cannot say anything
about exponents, which require knowledge of the behaviour as x→ xc.
Smirnov [185] has also derived such an identity for the general honey-
comb O(n) model with n ∈ [−2, 2]. This identity provides an alternative





conjectured by Nienhuis for values of n other than n = 0.
This chapter contains two new results. We first present an off-critical
deformation of the discrete Cauchy-Riemann conditions, which allows us to
consider critical exponents near criticality. Indeed, this deformation gives
rise to an identity between bulk and boundary generating functions, and
we utilise this identity to determine the asymptotic form of the winding
angle distribution function for SAWs on the half-plane and in a wedge in
terms of boundary critical exponents. It is important to note that the only
assumptions we make are the existence of the critical exponents and the value
of the critical point. We will not rely on Coulomb gas techniques or conformal
invariance. We find perfect agreement with the conjectured winding angle
distribution function on the cylinder predicted by Duplantier and Saleur [81]
in terms of bulk critical exponents. These predictions of Duplantier and
Saleur were reliant on the validity of Coulomb-gas techniques and conformal
invariance.
Off-critical identity for the honeycomb O(n)
model
We define a domain Ω to be a simply connected collection of mid-edges on
a half-plane of the honeycomb lattice. The set of vertices adjacent to the
mid-edges of Ω is denoted V (Ω). Those mid-edges of Ω which are adjacent
to only one vertex in V (Ω) form the boundary ∂Ω.
Let γ be a configuration on a domain Ω comprising a single self-avoiding
walk and a number (possibly zero) of closed loops. We denote by `(γ) the
number of vertices occupied by γ and c(γ) the number of closed loops. Let
furthermore W (γ) be the winding angle of the self-avoiding walk component.
Define the following observable:
Definition 8.1 (Preholomorphic observable).
• For a ∈ ∂Ω, z ∈ Ω, set









Figure 8.1: A configuration γ on a finite domain. Points a and z are mid-edges and
va and v are corresponding vertices. The contribution of γ to F (z) is e
−2iσπ/3x30n.
where the sum is over all configurations γ for which the SAW compo-
nent runs from the mid-edge a to a mid-edge z (we say that γ ends at
z).
• Let F (p; v) only include configurations where there is a walk terminat-
ing at the mid-edge p and heading in the direction of the vertex v. For
va, v ∈ V (Ω), set






where σ̃ = 1 − σ. The sum in the second line of (8.2) is over all
configurations γ for which the SAW component runs from vertex va to
a vertex v.
See Figure 8.1 for an example.
Smirnov [185] proves the following.





























Figure 8.2: The two ways of grouping the configurations which end at mid-edges
p, q, r adjacent to vertex v. On the left, configurations which visit all three mid-
edges; on the right, configurations which visit one or two of the mid-edges.
the observable F satisfies the following relation for every vertex v ∈ V (Ω):
(p− v)F (p) + (q − v)F (q) + (r − v)F (r) = 0, (8.5)
where p, q, r are the mid-edges of the three edges adjacent to v.
The first equation in Lemma 8.2 corresponds to the larger of the two
critical values of the step weight x and thus describes the so-called dense
regime as configurations with many loops are favoured. The second equation
corresponds to the line of critical points separating the dense and dilute
phases [162]. The proof of this lemma is well known, but we include it here
for later reference.
Proof. The lemma follows from considering contributions around the vertex
v (see Figure 8.2). There are two possible cases. In the following, we define
λ = e−iσπ/3 (the weight accrued by a walk for each left turn) and j = e2iπ/3
(the value of p−v when mid-edge p is to the north-west of its adjacent vertex
v).
(a) In the first case, all mid-edges p, q, r are visited by a configuration and
hence two of the three edges incident on v must be occupied. There are
three ways for this to occur: two with the self-avoiding walk visiting
all three sites, and one with a closed loop running through v. If we fix
the rest of the configuration not incident on v, the three contributions
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add up to zero if
j̄λ4 + jλ̄4 + n = 0. (8.6)









for j̄λ4 = −e−iφ. (8.8)
(b) In the second case only one or two mid-edges are occupied in the config-
uration, and the condition that all contributions add up to zero becomes
1 + xcjλ̄+ xcj̄λ = 0, (8.9)
which leads to






The two possible values of σ give rise to the corresponding two values for
xc.
Off-critical deformation
First we evaluate the discrete divergence of the second set of configurations
in Figure 8.1 for general x, below the critical value. This gives
Lemma 8.3 (Massive preholomorphicity condition). For a given vertex v
with mid-edges p, q and r, and x below the critical value xc, the parafermionic
observable F (z) satisfies
(p− v)F (p) + (q − v)F (q) + (r − v)F (r) = (1− x
xc
)F (v) (8.11)
where F (z) when z is a mid-edge, and F (v) when v is a vertex are defined
in Definiton 8.1.
We use the term massively preholomorphic as (8.11) is of a similar form
to that described in [152] and [185].
Proof. Similar to Lemma 8.2 the proof splits into two parts. The first part,
concerning cancellations of contributions coming from walks depicted in the
left hand side of Figure 8.3, is completely analogous. The second part however
changes.
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Consider a vertex v with mid-edges labelled p, q and r in a counter-
clockwise fashion. There are three disjoint sets of configurations, depending
on which of the three mid-edges p, q or r the walk enters from. These are
shown in Figure 8.3. Denote by F (p; v) the contributions to F (p) that only
include configurations where there is a walk terminating at the mid-edge p
heading in the direction of the vertex v. For walks entering the vertex from
p, the left-hand side of equation (8.11) becomes
(p− v)F (p; v) + e2πi/3(p− v)x eπσi/3F (p; v) + e−2πi/3(p− v)x e−πσi/3F (p; v)
= (p− v)F (p; v)(1− x eπi/3(σ−1) − x e−πi/3(σ−1))
= (p− v)F (p; v)(1− x
xc
)
where in the first line we have used that
q − v = e2πi/3(p− v), r − v = e−2πi/3(p− v),
For walks entering from mid-edges q and r similar calculations give contri-
butions
(q − v)F (q; v)(1− x
xc
) and (r − v)F (r; v)(1− x
xc
).
Adding the three contributions together gives the right-hand side of equation
(8.11).
Using the above lemma we can now derive the following relationship be-
tween generating functions.
Lemma 8.4 (Off-critical generating function identity).∑
γ:a→∂Ω
eiσ̃W (γ)x|γ|nc(γ) + (1− x/xc)
∑
γ:a→Ω\∂Ω






is the usual generating function of the honeycomb lattice O(n) model, i.e.
closed loops without the SAW component, and σ̃ = 1− σ.
Proof. We begin by summing equation (8.11) over all the vertices of the
lattice Ω. As in the critical case, there is cancellation at points in the bulk
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p p p
q q qr r r
Figure 8.3: The three possible ways for a walk to enter a given vertex via each of
the three mid-edges, p, q and r. The discrete divergence is evaluated for all three
cases in order to derive the off-critical, or ‘massive’ preholomorphicity condition.













(F (z; v1)(z − v1(z)) + F (z; v2)(z − v2(z))) (8.14)
Note that there are two terms in the summation on the right-hand side. This
is because for a given end point z, a walk can be heading towards one of two
possible vertices which we call v1 and v2, the labelling being unimportant.
This is illustrated in Figure 8.4. Using σ = 1− σ̃ and the definition of F (z; v)









where eiφ is the unit vector from v1 to z, which is the negative of the unit
vector from v2 to z.
A walk that terminates at z and moves in the direction of vertex v2 has
winding W (γ2) = 2πm
′+φ while a walk heading in the direction of the vertex
v1 has winding W (γ1) = (2m+ 1)π+φ for some m,m
′ ∈ Z. In each case the
angle φ from the unit vector is cancelled by the φ appearing in the winding





The left-hand side is a sum of walks to the boundary and a sum over config-









Figure 8.4: A walk terminating at the mid-edge z. The mid-edge lies between two
vertices v1 and v2 and the unit vector from v1 to z is given by e
iφ. The labelling
of the vertices is arbitrary.
(8.15) into equation (8.14) and rearranging we obtain∑
γ:a→∂Ω
eiσ̃W (γ)x|γ|nc(γ) + (1− x/xc)
∑
γ:a→Ω\∂Ω
eiσ̃W (γ)x|γ|nc(γ) = CΩ(z). (8.16)
Winding angle
Let us now restrict to a particular trapezoidal domain Ω = ST,L of width T
and left-height 2L, see Figure 8.5. The winding angle distribution function
can be calculated directly from the off-critical generating function identity






Gθ,Ω(x) contains only those contributions to GΩ(x) =
∑
θGθ,Ω(x) that in-





which is the generating function of walks that end on a boundary of the
domain, and thus have a winding angle associated to that boundary. We
remind the reader here that γ describes a walk along with a configuration of
loops. Using this notation (8.16) becomes




Now let H∗Ω(x) and G
∗
θ,Ω(x) be HΩ(x)/CΩ(x) and Gθ,Ω(x)/CΩ(x) respectively.
For x < xc define H












Figure 8.5: Finite patch S3,1 of the hexagonal lattice. The SAW component of a
loop configuration starts on the central mid-edge of the left boundary (shown as
a).
the limit as Ω approaches the half plane. That is to say, we have first let the
length of the domain L become infinite, so that the domain becomes a strip,
and then let the strip width T go to infinity. Thus we are discussing walks
attached to the surface α, which is the only surface remaining in the domain.
This limit is perfectly well defined. The original domain was trapezoidal, with
left-height 2L and width T. In [18] we showed that the generating function for
walks that finish at the top and bottom of the trapezoid vanish as L → ∞.
In the resulting strip geometry there are two generating functions describing
walks that end on a surface, one corresponding to the surface where the walks
originate and the other corresponding to the parallel surface at distance T. In
[79] it is shown that this generating function is bounded above by (x/xc)
T .
Since x < xc, this upper bound vanishes as T → ∞. Therefore in the limit
as the strip width becomes infinite we obtain
H∗(x) + (1− x/xc)
∑
θ
eiσ̃θG∗θ(x) = 1. (8.17)
Susceptibilities and critical exponents
The first term H∗(x) is (up to a multiplicative constant) the normalised
generating function of walks that start and end at the α surface (and have
an additional half-step to the left of their starting and ending vertices). This
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generating function is usually denoted in the literature as χ11(x) [29]. One
conventionally writes
χ11(x) ∼ d0(x) + d1(x)(1− x/xc)−γ11 , x . xc,
where d0 and d1 are analytic near x = xc. This assumes the existence of the
exponent γ11 and that the value of the critical exponent is given by xc as
defined in (8.4).1
Similarly, the generating function of walks that start at the surface and
finish anywhere inside the domain, is usually denoted in the literature as
χ1(x). One conventionally writes
χ1(x) ∼ c(x)(1− x/xc)−γ1 , x . xc,
with c(x) analytic. This assumes the existence of the exponent γ1 and the
value of the critical point, but no other assumption is made. Note that this
assumption for example is not valid at n = 2.
With the assumption as to the existence of the exponents for the suscep-
tibilities we thus have
H∗(x) ∝ χ11(x) ∼ 1 + const× (1− x/xc)−γ11 ,
and ∑
θ
G∗θ(x) ∝ χ1(x) ∼ const× (1− x/xc)−γ1 , (8.18)
Using equation (8.17) we also obtain∑
θ
eσ̃iθG∗θ(x) = (1−H∗(x))(1−x/xc)−1 ∼ const× (1−x/xc)−γ11−1. (8.19)
Asymptotic winding angle distribution
Let us first recall a standard result for series near their radius of convergence:
Lemma 8.5. Let G(x) =
∑
j≥0 gjx
j. If G(x) ∼ A(1 − x/xc)−η for x . xc
and some constant A, then
gj ∼ Ax−jc jη−1/Γ(η).
We denote the number of walks of length j with winding angle exactly θ






1For SAWs (n = 0) it was proved in [79] that xc is indeed the critical point.
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Summing over θ and using (8.18) and Lemma 8.5, the total number of walks
of length j behaves like∑
θ
aθ(j) ∼ const× x−jc jγ1−1.
Similarly, from (8.19) we have∑
θ
eiσ̃θaθ(j) ∼ const× x−jc jγ11 .
Definition 8.6. The probability density function P (θ, j) for the winding
angle of walks of length j is the fraction of walks of length j with winding
angle θ:




From the reasoning above, the following result follows immediately.
Proposition 8.7. Let σ̃ = 1− σ where σ is given by (8.8). Then∑
θ
eiσ̃θP (θ, j) ∼ const× jγ11−γ1+1.
That is to say, the probability density function is characterised by an
exponent that can be expressed solely in terms of the half-plane exponents
γ1 and γ11.
Winding angle in a wedge
Rather than taking L→∞ as in the previous sections, we now set L = 0. In
this case the trapezoidal domain ST , 0 reduces to a wedge with wedge angle
α = π/3. Using similar arguments as before, we take the limit T → ∞,
giving
H∗α(x) + (1− x/xc)
∑
θ
eiσ̃θG∗θ,α(x) = 1. (8.20)
where now H∗α(x) is (up to a multiplicative constant) the generating function
of walks that start at a and end at the ε or ε̄ surface of the wedge with angle
α = π/3 (see Figure 8.5). This generating function is usually denoted in the
literature χ21(x, α) [127]. It is known that self-avoiding walks (n = 0) in a
wedge have the same connective exponent as those in the plane, for arbitrary
wedge angle [129]. This is also known to be true in the Ising (n = 1) case
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[13], and for the O(−2) model, the Gaussian case. We assume that this holds
also for all n ∈ [−2, 2]. We thus write
χ21(x, π/3) ∼ d̃0(x) + d̃1(x)(1− x/xc)−γ21(π/3),
where d̃0 and d̃1 are analytic near x = xc. This assumes the existence of the
exponent γ21(α) which in general depends on the wedge angle α. Similarly,
the generating function of walks that start at a and finish anywhere inside
the domain is usually denoted in the literature as χ2(x, α). Assuming the
existence of the relevant critical exponent γ2(α), we write
χ2(x, π/3) ∼ c̃(x)(1− x/xc)−γ2(π/3),
with c̃(x) analytic near x = xc.
Denote the probability density function for the winding angle of walks
of length j in a wedge with angle α by Pα(θ, j). Using exactly the same
reasoning as in the previous section, we find that∑
θ
eiσ̃θPα=π/3(θ, j) ∼ const× jγ21(π/3)−γ2(π/3)+1. (8.21)
In fact, one can approximate every wedge angle by an appropriate stacking
of honeycombs. Using the exact same reasoning as before we can therefore
generalise to arbitrary wedge angle and find:∑
θ
eiσ̃θPα(θ, j) ∼ const× jγ21(α)−γ2(α)+1. (8.22)
This reduces to the previous result in the special case α = π.
Exponent inequalities
Using the techniques employed above we can derive rigorous exponent bounds
in the following way. Recall
H∗(x) ∝ χ11(x) ∼ 1 + const× (1− x/xc)−γ11 ,
and ∑
θ














γ1 − γ11 ≥ 1. (8.23)
The only assumptions here are the existence of the critical exponents and, for
n 6= 0, 1 [130] and −2, the assumption that the critical point is at x = xc, as
given by Lemma 8.2. To see how strong the inequality is, one must substitute
the conjectured exponent values. For the O(n = −2) model, the inequality
is an equality. As n increases, the bound gets progressively weaker. For the
O(n = −1) model, the l.h.s. of (8.23) is 67/64, for the O(n = 0) model, the
l.h.s. is 73/64, while for the O(n = 1) model it is 11/8,. The exponents do
not exist for the O(2) model.
As we have shown that γ2(α)−γ21(α) is independent of α, it follows that
the above inequality can be written more generally as
γ2(α)− γ21(α) ≥ 1. (8.24)
Conjectures
Winding angle distribution from conformal field theory
Duplantier and Saleur [81] conjectured the winding angle distribution func-
tion for the general O(n) model on a cylinder. We use the parametrisation
n = −2 cos(4π/κ) whereas Duplantier and Saleur use the symbol g which is
related to κ by g = 4/κ (it is widely believed that κ = 8/3 for SAWs). The




. They conjecture, from
CFT and Coulomb gas arguments, that







where ` is the length of the walk. Here ν is the standard critical exponent
relating the circumference of the cylinder to the length of the walk, L ∼ `ν ,





where κ = 2, 12/5, 8/3, 3, 4 for n = −2, −1, 0, 1, 2 respectively. Hence
ν is not defined for n = 2. Note that the winding angle distribution (8.25) is
expressed entirely in terms of bulk critical exponents.
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eiσ̃θPα(θ, `)dθ ∝ `−ω,
where ω = −γ21(α) + γ2(α) − 1. The half plane corresponds to α = π. To
compare with the exponent characterising the winding angle distribution in
the half plane given in Proposition 8.7 above, or more generally for a wedge
with angle α as given in (8.22), we thus require∫ ∞
−∞
eσ̃iθP (θ)dθ ∝ `−ω. (8.26)
Using (8.25) this is a straightforward integral, and gives











In particular we note that ω = −γ21(α) + γ2(α) − 1 is independent of the
wedge angle α. This is confirmed in the case of SAW (n = 0) by the results
of [127], and for the Ising case (n = 1) by the results of [13].
From the existing physics literature [54, 162, 61] one can independently
derive the expected values of the boundary exponents:
γ1 =
κ2 + 12κ− 12
8κ(4− κ)











in perfect agreement with (8.27) for α = π.
Wedge exponents
The expected values of the wedge exponents have not previously been derived.
However by extrapolating certain special cases we can do so. Following the
notation of [127], we write the free energy of a d-dimensional wedge-shaped
system as
F = V fb + Afs + Lfe + . . . ,
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where V is the d-dimensional ‘volume’ of the system, A is the (d − 1)-
dimensional ‘area’ of a surface, and L is the (d − 2)-dimensional ‘length’
of the edge formed by the intersection of the two surfaces. In our case,
d = 2, so the ‘volume’ is an area, the ‘area’ is the length of the boundary,
and the ‘length’ corresponds to the point at the apex of a wedge. Using the
scaling hypothesis, the singular part of the corresponding free energies can
be written as
fb ∼ t2−αψb(ht−y0ν) (8.29)
fs ∼ t2−αsψs(ht−y0ν , h1t−y1ν)
fe ∼ t2−αeψe(ht−y0ν , h1t−y1ν , h2t−y2ν),
where t is the reduced temperature (T − Tc)/Tc; y0, y1 and y2 are the bulk,
surface and edge scaling indices, from which all the susceptibility critical
exponents follow. The reduced magnetic fields in the bulk, surface and edge
are denoted, respectively h, h1 and h2. In particular, the bulk susceptibility
is given by
χ = ∂2fb/∂h
2  t−γ; γ = ν(2y0 − d),
the surface susceptibilities are given by
χ1 = ∂




1  t−γ11 , γ11 = ν(2y1 − d+ 1),
and the edge susceptibilities are given by
χ2 = ∂
2fe/∂h∂h2  t−γ2 , γ2 = ν(y0 + y2 − d+ 2),
χ21 = ∂
2fe/∂h1∂h2  t−γ21 , γ21 = ν(y1 + y2 − d+ 2).
In [127] it was shown (non-rigorously) that, for the O(n = 0) model, y2(α) =
−5π/8α, where α is the wedge angle. Similarly, in [13] it was shown (non-
rigorously) that, for the O(n = 1) model, y2(α) = −π/2α. For the Gaussian
model, corresponding to the O(n = −2) model, y2(α) = −π/α. Thus for
these three cases, we have
y2(α) = −πσ/α.
If this is true for other values of n, we then find
γ2 =






3κ− 6− 6π/α + πκ/α
2κ(4− κ)
.




. If we set α = π, these equations reduce
to (8.28), providing evidence for the validity of our assumption that these
equations hold for all n ∈ [−2, 2). For n = 2 the free energy is believed to
exhibit an essential singularity, so that critical exponents do not exist. This
is signalled in the conjectured exponent values by the divergence at κ = 4,
corresponding to the O(n = 2) model.
We remark that the scaling indices y0, y1 and y2 take particularly simple
forms if parameterised in terms of σ:
y0 =
(σ + 1)(σ + 2)
2σ + 1





We have generalised the identity of Duminil-Copin and Smirnov off criticality,
which allows us to make statements about critical exponents. We have proved
an inequality for surface and wedge exponents, subject only to their existence.
We have similarly proved, under the same assumption, a relationship
between the surface susceptibility exponents and the winding angle exponent
of the O(n) model for n ∈ [−2, 2). Previously conjectured values of the
surface and winding angle exponents are in agreement with the relationship
we have derived for all values of n ∈ [−2, 2).
A study of the edge exponents that arise when considering the O(n)
model in a wedge geometry permits us to conjecture the exact value of the
exponents for all wedge angles.
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[33] M Bóna, Exact enumeration of 1342-avoiding permutations: a close link
with labeled trees and planar maps, J. Combin. Theory Ser. A, 80(2)
(1997), 257–272.
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