An identification method is described to determine a weighted combination of local linear state space models from input and output data. Normalized radial basis function are used for the weights, and the system matrices of the local linear models are fully parameterized. By iteratively solving a nonlinear optimization problem, the centers and widths of the radial basis functions and the system matrices of the local models are determined. To deal with the nonuniqueness of the fully parameterized state space system, a projected gradient search algorithm is described. It is pointed out that when the weights depend only on the input, the dynamical gradient calculations in the identification method are stable. When the weights also depend on the output, certain difficulties might arise. The methods are illustrated using several examples that have been studied in the literature before.
Introduction
Local linear modeling is one of the many possibilities to approximate a nonlinear dynamical system. It is an attractive approach because the local models can be interpreted as linearizations of the nonlinear system in different operating points. By making a weighted combination of these linear models, one hopes to describe the complete nonlinear behavior sufficiently accurately (Murray-Smith and Johansen, 1997b) . In this paper we want to determine a weighted combination of linear models from a finite number of measurements of the input and output of the system. This is the so-called black-box identification approach . Black-box identification of local linear model structures has been studied mainly for inputoutput systems and for state space systems of which all states are measurable (Murray-Smith and Johansen, 1997b; Skeppstedt et al., 1992; Cao et al., 1997; Boukhris et al., 1999) . The case where only part of the state is measurable is of course of more general interest. In this paper we discuss the identification of local linear state space models where the state is not measured directly, only a linear combination of some of the states is available as an output.
Why do we consider state space systems? Input-output models are in general easier to identify and can approximate a broad class of nonlinear systems. However, as argued by Rivals and Personnaz (1996) state space systems describe an even broader class of nonlinear systems. Although, it is always possible to convert a nonlinear input-output model into a state space model, the converse is not necessarily true, if the nonlinear mappings are required to be continuous and differentiable (Stark et al., 1997; Stark, 1999) . A second observation made by Rivals and Personnaz (1996) is that even when an input-output representation of the system exists, state space systems are likely to require fewer parameters. In addition to these reasons, state space systems are attractive for dealing with multivariable inputs and outputs. Furthermore, many nonlinear control methods are based on state space systems.
Despite these advantages, the major drawback of state space systems is that they are recurrent (Nerrand et al., 1993) . It is well-known that the identification of recurrent models can be troublesome (Haykin, 1999; Nerrand et al., 1994) . In this paper we show that some of the problems associated with identification of recurrent networks can be overcome for the local linear model description by exploiting its special structure.
The paper is organized as follows. In Section 2 we discuss the model structure that we consider and discuss some of the problems related to the identification of such models. One of these problems, the non-uniqueness of the state space representation is dealt with in Section 3. Sections 4 and 5 are devoted to some special cases where the structure of the system can be exploited to facilitate the nonlinear optimization associated with the identification procedure. All these sections deal with the case of measurement noise at the output; in Section 6 we discuss the extension for a special kind of process noise. Finally, some numerical examples are presented in Section 7.
Problem Description
We consider systems of the form
(1)
where s is the number of local models, x k ∈ R n represents the unknown state, u k ∈ R m is the input, y k ∈ R is the output, p i (φ k ) ∈ R is the weighting for the ith model, and v k ∈ R is an unknown white noise sequence that is independent of u k . The weighting vectors p k depend on the scheduling vector φ k ∈ R q . This scheduling vector corresponds to the operating point of the system, typically it will depend on the input and the state, that is
with ψ : R nm → R q , which is assumed to be a known, possibly nonlinear function. Depending on the number of local models used, the system (1)-(2) can be used to approximate the nonlinear system
with f a continuous and differentiable map, up to arbitrary accuracy (Johansen et al., 2000) . An important problem is the determination of the number of local models required to obtain a specified accuracy. One possibility is to try different choices and use cross-validation. A similar approach can be used to determine the order of the state. However, the determination of these quantities is not addressed in this paper, and it is assumed that both the number of local models and the order of the state are known.
It is common practice in local linear modeling to use normalized radial basis functions for the weights p i (φ k ). Let the ith radial basis function be equal to
then the ith weight is taken as
The normalization ensures that the weights are always between zero and one, and that they sum up to one at every time instant. Normalization is common practice in local linear modeling, although some subtle problems can arise as discussed by Shorten and MurraySmith (1997) .
The goal is to determine from a finite number of measurements of the input u k and output y k , the local models A i , B i , O i and C; and the centers c i and weights w i of the radial basis functions. To determine these parameters, we propose to minimize the following cost function
where
the vectors c and w consist of the centers c i and w i , respectively; θ is a set of parameters that describe the system matrices of the local models A i , B i , O i and C; andŷ k (θ, c, w) , is the output of the model
The minimization of V N is a nonlinear, nonconvex problem because of the complicated dependence of V N on the parameters θ, c, and w. In the neural network literature, solving this optimization problem is referred to as training the model. A commonly used technique to train recurrent networks is the Levenberg-Marquardt method, which is an iterative procedure that updates the parameters as follows:
where µ (i) is the step size,
is the approximate Hessian, λ (i) is the Levenberg-Marquardt regularization parameter and
The model (3)- (4) can be viewed as a recurrent state space neural network (Haykin, 1999; Narendra and Parthasarathy, 1990 ) with a special structure. Since recurrent networks are difficult to train, special structures have been suggested that can be exploited to facilitate training. An example of this is the radial basis function network proposed by Gan and Danai (2000) . The model that we consider in this paper, is another attempt to exploit special structure.
Training of our recurrent model (3)- (4) is difficult, because of three main reasons. First, the state-space representation is not unique; there exist different state-space models that have the same input-output behavior. For the model we consider, it is readily seen that the same input output behavior is obtained by taking
One way to deal with this nonuniqueness is to use an appropriate parameterization that makes the state-space representation unique. However, such representations may have bad numerical properties; therefore, in Section 3, we propose to use fully parameterized system matrices and we describe a method to deal with the similarity transformation during training. This method determines the directions in the parameter space that do not change the cost function, and does not update the parameters in this direction by using an appropriate projection for the gradient in (5). The method is based on ideas used for identification of linear and linear parameter-varying state space systems by McKelvey and Helmersson (1997) , Lee and Poolla (1999) , and Verdult and Verhaegen (2000) .
The second reason is the complicated dependence of the gradient on the past data. It is easy to see from (3)-(4) that the gradient at time instant k with respect to θ, c and w depends on the entire past of the state sequence x k . This dynamic dependence might lead to stability problems during training. We show in Sections 4 and 5 that for certain special choices of the scheduling vector φ k , attractive training methods exist.
If the model is used to approximate a nonlinear system, there is a third reason that makes training difficult. The original system can be approximated by different models of the type (3)-(4), equally well. For the model we consider, a simple example is to shift the operating points. This problem has been discussed by Murray-Smith and Johansen (1997a) and Shorten et al. (1999) . Remedies are local learning (Murray-Smith and Johansen, 1997a; Bottou and Vapnik, 1992) , regularization and early stopping (Haykin, 1999; Johansen, 1997) . Although we do not discuss these techniques in the paper, they can all be applied for training the model structure we consider.
Identification Based on Projected Gradient Search
For easy of notation, we introduce the following matrices:
We also define
This matrix is used to define the parameters θ that describe the local linear models as
where Π is a selection matrix such that the entries of Θ that are zero by definition do not appear in θ. Since θ contains all the entries of the matrices A, B, O and C, it is clear that we have fully parametrized the system matrices that describe the local linear models. With this approach it is important to deal with similarity transformations of the state in an appropriate way. Since such transformations do not change the input-output behavior of the system, they can cause trouble with the update rule (5). Similar to Lee and Poolla (1999) we define the similarity map
Taking a certain model Θ, all models with the same input-output behavior are given by
This set is called the indistinguishable set at Θ, because it contains all the models that cannot be distinguished from Θ by looking at their input-output behavior. According to Lee and Poolla (1999) , if the similarity map S Θ is locally one-to-one at I n , that is if S Θ (T ) = Θ implies T = I n , the connected component of I Θ ,
is a manifold. The tangent space of this manifold at the point Θ contains the directions along which a change in the parameters θ does not influence the value of the cost function V N (θ, c, w) . To improve the optimization algorithm, the update rule (5) should be changed such that the parameters θ are not changed along these directions. For this reason, we need to determine the tangent space of the manifold I + Θ . In the sequel we assume that the similarity map is locally one-to-one. Lee and Poolla (1999) derived some, possibly conservative conditions on the system matrices that guarantee this. In the next lemma we reformulate their result for the model structure we consider in this paper.
Lemma 1 Let the observability matrix for A i and C be given by
O n,i :=        C CA i CA 2 i . . . CA n−1 i        .
If the matrix O n,i has full rank for some
Note that a similar result can be proven by replacing the observability condition for A i , C with a controllability condition for A i and B i .
To determine the tangent space of the manifold I + Θ , we linearize the similarity map S Θ (T ):
where the last expression is obtained by approximating (I n + T ) −1 by I n − T and neglecting all second order terms. By defining
it is possible to write (6) as
Using the property vec(ABC) = (C
Therefore, the tangent space of the manifold I + Θ at the point Θ equals the column space of the matrix M Θ . Note that it is sufficient to look at ΠM Θ , because the zero entries in Θ do not appear in θ.
Thus, the left null space of the matrix ΠM Θ , which is the orthogonal complement of the tangent space of the manifold I + Θ at the point Θ, contains the directions in which the parameters should be changed to obtain a change in the cost function V N (θ, c, w) . The next lemma shows that in general the matrix M Θ has full rank.
Lemma 2 The similarity map S Θ is locally one-to-one, that is S Θ (I n + T ) = Θ implies T = 0, if and only if the matrix M Θ has full rank.
Proof: The equality S Θ (I n + T ) = Θ is equivalent to
With the definition of M Θ this is in turn equivalent to
It follows that S Θ is locally one-to-one if and only if the matrix M Θ has full rank, since in this case the only solution to (7) is T = 0.
The left null space of the matrix ΠM Θ can be determined using a singular value decomposition. Given the singular value decomposition
every parameter vector θ can be decomposed into two parts:
, where the first part corresponds to the directions that do not influence the cost function, and the second part to the directions that change the value of the cost function. Based upon this observation, the update rule for the parameters (5) is changed such that the update is restricted to the directions that change the cost function;
Note that the matrix U 2 depends on the current parameters θ (i) , therefore the singular value decomposition (10) must be computed at each iteration. This is however, not so demanding compared to the computation of the gradient.
Scheduling with the Input
For the special case where the scheduling vector equals the input, φ k = u k , the recurrent nature of the model (3)-(4) with respect to the weights is eliminated. The model is still recurrent in the state, but the weights p i do not depend on the state and can be computed independently. Once the weights have been computed, the state sequence follows by simulating a linear parameter-varying system, where the weights p i (u k ) are the time-varying parameters:
with
and similar definitions for B(p k ) and O(p k ). This greatly simplifies the gradient calculations, and hence the complexity of the training procedure.
Gradient calculation for the identification of linear parameter-varying systems have been described by Lee and Poolla (1999) . It appears that the gradient of E N (θ, c, w) with respect to θ can be obtained by simulating a set of linear time-varying state equations. Note that to compute this gradient, we need to compute ∂ y k /∂θ j for every parameter θ j , and every time instant k = 1, 2, . . . , N. We have
which can be obtained for k = 1, 2, . . . , N by simulating the state equation
where x k is the state of (11).
The gradients with respect to the parameters c and w that describe the radial basis functions are also easy to compute. The gradient for the center c j of the jth basis function is obtained from
where X c j k is obtained by simulating
The expression for the gradient with respect to w is similar. For successful training, the dynamic equations of the model (3) and the ones involved in the gradient calculation, that is (13) and (14) have to be stable. Since 0 < p i (φ k ) < 1, the stability of (3) depends on the matrices A i . If the training is initiated with a boundedinput, bounded-output stable model, it is unlikely that the system matrices A i are modified towards instability, since the parameters θ are determined using a decent method that always decreases the cost function. If the matrices A i are such that the equation (3) is bounded-input, bounded-output stable, then the state sequence x k is bounded. From this it follows that the recursions (13) and (14) for calculating the gradients are also bounded-input, bounded-output stable.
The optimization based identification procedure described above, needs an initial estimate of the model parameters. Because the optimization problem is nonlinear and recurrent, the choice of this initial estimate can influence the outcome considerably. A natural way to initialize the model (3)- (4) is to estimate a global linear state space model and take all the local models equal to this linear model. Efficient subspace identification methods can be used for this (Verhaegen, 1994; Van Overschee and De Moor, 1996) . Next, the radial basis functions are distributed uniformly over the range of the input u k . In this way, the initial model equals the linear model and hence, the performance of the local linear models on the training data is always better than the performance of the global linear model. Using linear models for initialization has been proposed and motivated by Sjöberg (1997) and is also used by other authors, for example Gan and Danai (2000) .
Note that training method outlined above, can easily be extended to deal with the case where
for some known nonlinear map h and integer M .
Scheduling with the Input and Output
A more general model is obtained if the scheduling vector is taken equal to
The reason for considering Cx k is that the output y k is an estimate of this quantity. Actually, in the noise free case we have y k = Cx k , hence we can take
and the training procedure described in Section 4 can be applied. However, if there is noise, then this training procedure is not appropriate as illustrated by Nerrand et al. (1994) ; because y k − Cx k = v k = 0, there will be a difference between the training based on (15) and training based on (16) . To analyze the difference between these two training methods, we fix the parameters θ, c and w, and derive the difference between the state sequences. The state sequence with the scheduling vector (15) is given by
and the state sequence obtained by using (16) instead, is given by
The state error
The state error ε k is bounded provided that the systems (17) and (18) are bounded-input, bounded-output stable. The state error will not go to zero as time increases, because the system (19) is driven by the signal µ k . The magnitude of µ k depends on the difference between p i (u k , Cx k ) and p i (u k , y k ) and thus on the noise level. Therefore, it is expected that a lower noise level yields a smaller state error e k . Note that the above analysis is for fixed parameters, since the parameters are changed during training, based on the value and gradient of the cost function, the estimated models obtained from the two procedures can differ considerably, and they frequently do in practice.
We can conclude that in the presence of noise, training with (16) is different from training with (15). Certain models can be very sensitive to the noise, so that even very small noise levels, like numerical errors arising from finite word lengths calculations, cause problems. The appropriate training method is the one based on (15). Unfortunately, this training procedure is not without problems.
For training based on (15), the gradient with respect to the parameters θ can again be computed by simulating a dynamic system, but now this system is no longer linear with respect to the state. The gradient can be computed from (12) with X
Linearity is destroyed because ∂p
k . Therefore, stability of the dynamic equation of the model (3) no longer implies stability of the dynamic equations involved in the gradient calculations. When the gradient calculations become unstable during training, the optimization algorithm breaks down.
Similar problems occur in training other types of nonlinear model structures, for example neural networks. In general, two training procedures can be distinguished. The first one, is the parallel method (Narendra and Parthasarathy, 1990) , also called undirected training by Nerrand et al. (1994) . In this method the model outputs are in a feed back loop and it is necessary to train a recurrent network. In the second method, called the series-parallel method (Narendra and Parthasarathy, 1990) , or directed training (Nerrand et al., 1994) , the recurrent nature is removed by replacing the feed back of the model outputs by the measured outputs. The parallel methods suffer from stability problems during training; therefore, series-parallel methods are often preferred. Although, with series-parallel methods the training procedure is well-behaved, the resulting models can have a bias (Nerrand et al., 1994) or might even give a completely different response if simulated in free-run.
As pointed out by Nerrand et al. (1994) , a combination of parallel (undirected) and seriesparallel (directed) training is also possible, resulting in hybrid methods. In our discussion, training with (15) is a parallel method. Training with (16) is a hybrid method; the method is recurrent with respect to the state sequence, but not with respect to the scheduling variable. Similar arguments as given in Section 4 can be used to show that the hybrid method based on (16) does not suffer from stability problems during training and is therefore the preferred method. The drawback of this method is of course that the resulting methods might perform bad in free-run.
Note that similar to the extension suggested at the end of Section 4 the identification procedure described above can easily be extended to deal with
for some known nonlinear map h and integers L and M .
Dealing with Process Noise
The presented training procedures for obtaining a model of the system (3)- (4) which is only disturbed by output measurement noise, can also be used to obtain a one-step-ahead predictor for the system
where a special kind of process noise acts on the state equation. It is easy to see that the one step-ahead predictor for this system is given by
This model can be trained in similar ways as discussed previously. The expressions for the gradient in the case φ k = u k are not difficult to derive, and again involve simulating a linear parameter-varying system. These expressions have been derived in the context of identification of linear parameter-varying systems in our paper: Verdult and Verhaegen 2000. 
Examples
To demonstrate the usefulness of the proposed approach, we present in this section some examples that have been studied in the literature before. In all the examples, the local models are initialized using a linear state space model estimated by the PI-MOESP method described by Verhaegen (1994) . The centers c i and widths w i of the weighting functions are initialized such that the weighting functions cover the operating region more or less uniformly. The scheduling variable φ k , the model order n, and the number of local linear models s, are determined by trial and error using the performance of the model on a fresh data set for decision. We are of opinion that in practice more systematic procedures are needed to determine these quantities, but such methods are outside the scope of this paper. In the examples, we use both the variance-accounted-for (VAF) and mean-square-error (MSE) to evaluate the performance of the models: the VAF is defined as
where y k denotes the output signal of the model, and var(·) denotes the variance of a quasistationary signal; the MSE is simply var(y k − y k ). 
SISO System Scheduled on the Input
The first example system has been described by Narendra and Parthasarathy (1990) as an example for the use of neural networks to model dynamical systems. Nie (1994) has used this example to demonstrate the dynamic modeling capabilities of neural fuzzy networks and Boukhris et al. (1999) used it with local linear fuzzy models. The input-output description of the system is
For identification a multi-step input signal is used; the steps in this signal have a fixed length of 10 samples and a random magnitude between −1 and 1, determined by a uniform distribution. A data set of 800 samples is generated to train the local linear models. The initial weights p k and the optimized ones are shown in Figure 1 . To asses the quality of the model a validation data set is generated using the input signal
The same validation data has been used by the previously mentioned authors. With four third order models scheduled on the input, the VAF on this validation data equals 99.9 % and the MSE 0.0002. Figure 2 shows the outputs of the original system and of the model. Next, zero-mean white noise is added to the output signal, such that the VAF between the noise-free and noisy output equals 90.8 % and the MSE 0.016. The training is influenced by the noise, as can be seen from Figure 3 which compares the weights after training with noisy data with the weights obtained by training with noise-free data. The weights clearly differ. However, the performance of the model on the validation data set is still very good: the VAF equals 99.8 % and the MSE equals 0.0005. Figure 4 shows the outputs of the original system and of the model obtained from noisy data. Note that the error on the validation data set is much smaller than the noise added to the identification data; therefore, the performance of the model is still satisfactory.
SISO System Scheduled on the Output
The following example system has also been described by Narendra and Parthasarathy (1990) ;
Since, the input enters linearly, and the nonlinearity involves only the output, it is expected that the output should be used as a scheduling variable. To generate identification data, the system is excited with a random input signal, uniformly distributed between −1 and 1. The validation data set is generated with the input u k = sin(2πk/25), similar to Narendra and Parthasarathy (1990) . With four second order models scheduled on the output, the VAF on this validation data set equals 99.8 % and the MSE 0.01. A hybrid method based on scheduling with the measured output is used to train the models. Figure  5 shows the initial and optimized weights, and Figure 6 shows the outputs of the original system and of the model. Zero-mean white noise is added to the output signal, such that the VAF between the noise-free and noisy output equals 90.3 % and the MSE 0.24. Figure 7 compares the weights after training with noisy data with the weights obtained by training with noise-free data. They clearly differ, so the training is influenced by the noise. The VAF on the validation data equals 98.8 % and the MSE equals 0.066. Figure 8 shows the outputs of the original system and of the model obtained from noisy data. The difference between these outputs is now clearly visible, but note again that the error on the validation data is smaller than the noise added to the identification data.
MIMO System
The following MIMO example has been taken from Narendra and Parthasarathy (1992) and has also been studied by Nie (1994) and Boukhris et al. (1999) . The system has two inputs 
k . The input-output description of the system is
The system is excited by taking the inputs equal to two independent random sequences of 1000 samples, uniformly distributed between −1 and 1. The resulting data set is used to train the weights and local models of the system (3)-(4). An accurate description of the system is obtained by taking four third order models scheduled on the two inputs u
(1) k and u
k . The initial weights p k and the optimized ones are shown in Figure 9 .
Following Narendra and Parthasarathy (1992) we evaluate the performance of the model using the input signals: Figure 10 shows the response of the original system and of the model. The VAF on this validation data set is 97.9 % for the first output and 99.2 % for the second output; MSE for the outputs equals 0.0003 and 0.0016, respectively. The performance of our local linear models is comparable to the performance of the fuzzy model described by Boukhris et al. (1999) , but with a reduced model complexity. The performance is better than the neural network of Narendra and Parthasarathy (1992) and the fuzzy model of Nie (1994) . Puskorius and Feldkamp (1994) have described a bioreactor benchmark problem for identification and control of nonlinear systems. This benchmark problem has been used for the identification of fuzzy local linear models by Cao et al. (1997) . The benchmark involves a continuous flow stirred tank reactor that is described by two coupled nonlinear differential equations. These differential equations are integrated with a forward Euler scheme using a step size of T = 0.01 time units; the resulting discrete-time equations are
Bioreactor
where β = 0.02 and Γ = 0.48. The states x
(1) k and x (2) k are dimensionless quantities describing the cell mass and the amount of nutrients in a constant volume tank. The input u k is the flow rate of nutrients into the tank, and equals the rate at which contents is removed from the tank. Only the first state is measurable, that is y k = x (1) k . The benchmark problem combines severe nonlinearity with a tendency to instability. However, we limit the modeling task to the stable region. We take the input signal equal to a multi-step signal with steps of 1000 time units with a random magnitude between 0 and 0.6 determined from a uniform distribution. The equations (20)-(21) are used to generate 50000 data samples. The resulting input and output data sets are resampled at 1/50, so 1000 data samples are available for identification. The same resampling is used by Puskorius and Feldkamp (1994) .
First, we tried to schedule on the output. With two first order models a good performance was obtained if the real output, so not the model output, is used as a scheduling variable. However, it is desirable to simulate the model in free-run, that is with the model output as scheduling variable. In this case the models performs very poorly. A possible explanation is that small errors in the output signal result in wrong scheduling and thus the model output diverges from the real output.
Next, we scheduled on the input. It turned out that three third order models scheduled on u k and u k−1 give a satisfactory performance. On a fresh data set, the VAF equals 99.1 % Figure 11 shows the real output of this validation data set together with the model output. For comparison, Figure 12 shows the output of the linear model that was used to initialize the local models. The initial weights p k and the optimized ones are shown in Figure 13 .
Conclusions
We described a novel identification method for local linear state space models scheduled by the input or a combination of the input and output. The method does not require full state measurement, and can deal with measurement noise and certain types of process noise in a consistent way. Normalized radial basis functions are used as weighting functions that combine the local state space models to obtain a global description of the input-output behavior. The system matrices of the local models are fully parametrized. An iterative projected gradient search algorithm has been described to identify the local models and the centers and widths of the radial basis functions. The projected gradient method deals with the nonuniqueness of the fully parametrized state space representation by first calculating at every iteration the direction in which a change of parameters does not influence the input-output behavior of the model, and subsequently projecting these directions out of the parameter update. Two special cases of scheduling were discussed. When the scheduling is based only on the input signals, stability of the dynamic gradient calculations can be guaranteed, and hence the training is well-behaved. In the more general case where scheduling is also based on the output signals, two training methods are possible, each having their own advantages and disadvantages. One training method is based on scheduling with the measured outputs; this method behaves well during training, but the resulting model can perform poorly when simulated in free-run. The other training method that uses the model output for scheduling, does not have this problem, but can suffer from stability problems during training. To initialize the training procedure, we suggest to estimate a global linear model and use this model to initialize all the local models, and in addition distribute the weighting functions uniformly over the operating range of the scheduling vector. With this initialization, the performance of the local linear models on the identification data will always be better than that of the global linear model. Several examples that have been studied in the literature before, have been used to demonstrate the potential of the proposed methods.
