Central to any screening algorithm for Down's syndrome are the values used for the parameters in the multivariate Gaussian statistical model that is used to describe the joint distribution of the marker values. There has been much discussion about the values of the means and standard deviations which are appropriate but little interest has been shown in the values of the correlation coefficients between markers. There has been some speculation that the range of parameter values quoted in the literature arises from factors such as storage of samples, between-assay effects and differences in assay methodologies. We show that gestational dating error, among other factors, could be responsible for much of the variation that is present in quoted parameter values, though the factors mentioned above clearly have an effect.
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Most centres performing biochemical screening for Down's syndrome use at least two maternal serum markers -z-fetoprotein (AFP) and human chorionic gonadotrophin (hCG), for example. In order to implement the statistical algorithms which produce patient-specific risks, the means and standard deviations of the markers, together with the correlation coefficient between each pair of markers, must be estimated in both the healthy and affected populations. Considerable attention has been given to the estimation of the mean and standard deviation but there has been little comment on that of the correlation coefficient. Since the efficiency of the screening algorithm depends on good estimates of all parameters involved in the model, this omission is rather surprising.
A further reason for surprise is that the values of correlation coefficients quoted in the literature vary considerably. Table I shows a number of these, in both Down's syndrome and healthy populations.l? and raises a number of questions. There is quite good agreement between the standard deviations in the different studies but less in the correlation coefficients. Amongst the healthy foetuses the correlation coefficient Correspondence: Dr F D J Dunstan. E-mail: wmsfdjd@cardifT.ac.uk 460 quoted by Wald et al,' (0'1759) is somewhat different from the 0·11 quoted by Crossley et al. 2 For the Down's foetuses the discrepancies are greater, ranging between -0·118 for Spencer et al.' to 0·46 for Heyl et at. 5 Figure I shows confidence intervals for the true population values for each reported set of parameters and the differences are readily apparent. A second, surprising feature is that the sample sizesfor the healthy populations are very small. Given that a major screening centre will screen many thousands of pregnant women in a year, it is surprising to find sample sizes of a few hundred. Presumably, much larger data sets must have been used for estimation of the gestational age-dependent medians, upon which the whole process depends?
In this paper we investigate one possible explanation for the discrepancies in the estimates of the correlation coefficients, namely, error in the estimated gestational ages. We derive an expression for the expected value of the observed correlation coefficient and show that much of the variation in the observed values can be explained by these dating errors.
METHODS AND MATERIALS
The theory which we will derive relates to screening using two markers; the examples we use will be AFP and total hCG but it could apply to other markers, such as free-fJ-hCG. It is generally accepted that each of these markers follows a log-normal distribution whose mean varies linearly with gestational age; we will therefore take as our basic variables the logarithms of the markers. Screening algorithms require the estimation of the median of a marker for a given gestational age, as a step towards deriving a multiple of the median (MoM). With the assumptions outlined, this is equivalent to finding the mean of the log of the marker, since the mean and median are identical for the normal distribution.
In earlier papers 6 ,7 we discussed the effect of dating errors; that is, errors in the estimation of gestational age. These occur whether dating is carried out by using ultrasound methods or from dates of the last menstrual period. In those papers we proposed a method for estimating the true median at a given true gestational age and showed how it led to an improvement in the discriminatory powers of the procedure. There we used gestational age in weeks; although in principle that method will work if gestational age is recorded to the nearest day, there are practical problems and here we propose a more general way of allowing for dating error. We introduce this by outlining what is usually called 'errors in variables' regression. The usual method for estimating medians at different gestational ages involves regressing the observed log marker values on recorded gestational age. It is widely accepted! that if such a regression IS carried out when the explanatory variable is subject to error, the estimates of the relationship between the variables are biased. To illustrate this point, we have performed an ordinary regression analysis of 10g(AFP) (logarithm to base 10) on gestational age measured in days, using a data set provided by Crossley in Glasgow (personal communication). The data, together with the fit, can be seen in Fig. 2 . The least squares regression line is log(AFP) = 0·548 + 0·00834*Gest.Age(days).
If the gestational age, in days, is truncated to give completed weeks, the same analysis on the same 10g(AFP) values gives the following regression line: log(AFP)~0·635 + 0·00769*Gest.Age (completed weeks but expressed in days).
Recording the gestational age in weeks rather than days has the effect of increasing the dating error. The predicted values of AFP at IS weeks in the two cases, effectively the medians used in the calculations of the MoMs, are 26·5 and 27'7, a difference of nearly 5%.
Let Y, denote the observed value of, say, 10g(AFP) for a woman whose foetus has a true gestational age of X and let Y2 denote that of 10g(hCG). Because of dating error, this true value of X is not observed and we denote the recorded value by x. 
Gestational age (days) where (j denotes the dating error. We also assume that Y I is related to the true mean by
Let III (X) denote the true mean 10g(AFP) value for true gestational age X.
The linearity assumption can be written as respectively for a given value of x. ml and CI are estimates of ml and CI but because they are obtained by an inappropriate method, which does not take account of the errors in the x values, they are biased. Let mt denote the expected value of the estimator ml, with similar notation for the other quantities. Usually, these least squares estimates will be obtained from a very large data set of normal individuals and so we can regard ml, m2, CI and C2 as being free from sampling error and essentially the same as mt, m;, ct and c;. In fact, Wetherill" shows that (3) (2) (I) x=X+tl for some parameters ml, ('\. We assume that the relation between the recorded and true gestational ages is and (6) where ali is the standard deviation of the measurement error (j and ax is the standard deviation of the true X values. 
where a, is the standard deviation of the error term E. Note that the term ml -m~is the bias in the ordinary least squares estimate of mi. If the dating error standard deviation ali is zero then the least squares estimates will be unbiased (equation 6) and the right hand side of equation 8 reduces to P as we would expect. It is when Pnh, = «ml -m7)(m2 -m;)a; + m7m;a~+ pa, a,,)/ y'«(ml -m7)2a; + a;, + m72CT~)«m2 -m;ia; + a;, + m;2a~» (8) We are interested in trying to estimate the correlation coefficient, p, between the true 10g(MoM) marker values, that is, between EI and E2. It is easy to calculate the correlation coefficient /Jobs between the observed 10g(MoM) values as defined by equation 7, and an analogous one for hCG; we can also derive its expected value, Pobs when sampling variation in parameter values is ignored. How is this related to the true value p?
In the Appendix we show that (4) Y I =ml(x-e»+cI +1:1
So there is still a linear relationship when the observed gestational age is used, with the same slope as that with the true value. The crucial problem is that the error term is now correlated with these measured values and this violates the usual assumptions of regression methods. Hence, least squares estimates will not be appropriate. As we have demonstrated, the use of least squares regression in this situation produces biased estimates. The same argument leads to the following model for 10g(hCG) values, where the 'error' ':1 arises primarily from between-subject biological variation. The model is described by equations I to 3. We can combine them to write Now c) refers to a dating error in the gestational age and is the same in equations 4 and 5 since the same subject is involved. 01 and F.2 represent differences between observed values and the mean for that gestational age, and arise mainly from biological variation between subjects. In spite of the above remarks explaining why ordinary least squares methods are not appropriate, they have been applied almost universally to estimate the parameters ml and ('I and this process leads to estimated mean values of 10g(AFP) for all gestational ages; we call these the smoothed observed mean values. We suppose that these are given by Also denominator of equation 8 > rJ" a; above except that the value of ax has been taken to be 0·962. This was the value found in a dataset of some 16310 healthy foetuses from Glasgow; the different value arose from a slightly different protocol for timing the screening. As expected, an increase in aX> the standard deviation associated with the distribution of true gestational ages, has the same effect as an increase in the standard deviation af> of the dating error, namely, to reduce the observed correlation coefficient.
The observed correlation coefficients at Gwent and Glasgow are 0·18 and O· 10, based on 5080 and 16310 data points, respectively. As can be seen, these values span the range of values quoted in Table I . The difference here is that the sample sizes used make the observed difference highly significant. For example, 95% confidence intervals for Pobs from the two centres are 0·153--0·206 and 0·085--0'115, respectively. These clearly show that sampling error cannot account for the observed difference.
As we have already commented, appropriate parameter values to use for the Royal Gwent data are ali = 0'477 (3'34 days) and ax = 0'748.
In the Glasgow screening programme most of the dating was based on the date of the last menstrual period and the SD of the dating error is greater in that situation. An appropriate value might be af> = I (7 days), though this value is chosen simply for illustrative purposes. We take ax = 0·962 as discussed above. If this were the situation, Fig. 3 shows that we should expect the observed correlation coefficients to be 0·18 and 0'135, respectively, if the true correlation coefficient was 0·2 at both centres. Thus, dating error (ali) and differences in screening protocols that would give rise to variation in true dates (ax) could account for 0·045 of the observed difference in the correlation coefficients. This is approximately the difference between the lower limit of the confidence interval for Gwent and the upper limit for Glasgow. What can account for the remaining difference of 0·035 between the observed correlation coefficients?
In our calculations we have assumed that the true relationships between 10g(AFP) and gestational age and between 10g(hCG) and gestational age are the same at both centres. Differences in assay methodology could well make this assumption unrealistic. Increasing the true slopes by 10%, which would be equivalent to introducing a relative bias of 10% between the assays at each of the two centres, produces a further decrease in the observed correlation coefficient of 0·01. Also, (9) Pobs < P ------------,"<, "-........ were obtained using equation 6. Figure 3 shows a second plot of Pobs against dating error. This plot has the same parameter values as those stated o< m~< m\ and mi < mi < 0, c\ = 0·501 m\ = 0·061 C2 = 2·649 m2 = -0,078 a; = 0·174 rJ" = 0·237 P = 0·200 (J"x = 0'748 numerator of equation 8 < pa; a;
<.
the first inequality being confirmed earlier using the AFP data. Using these results it can be seen that the first two terms in the numerator of equation 8 are negative, and as a consequence dating error is present that Pobs will be different from p. Since AFP increases through the second trimester, while hCG decreases," ml > 0 and mi < O. Results on errors-in-variables regression tell us that Ann cu« Biachem 1999: 36 the true correlation coefficient p might well be a function of other biological factors that vary between centres and so the relative placement of the two curves shown in Fig. 3 could be different, thus explaining more variation between centres.
The main point of this paper was to make specific comment about the effect of dating error on estimates of the correlation coefficient. However, the formulae derived in the Appendix also enable the effect of dating error on variance estimates to be assessed. Figures 4(a) and (b) show the variance of 10g(MoM(AFP)) and 10g(MoM(hCG)) as a function of dating error and it is clear from both figures that dating error, as well as (J x increases the variability of 10g(MoM) values and so reduces the discriminatory power of the screening algorithm.
CONCLUSION
In this paper we have provided a statistical analysis that highlights the effects of factors such as dating error and screening protocol on the estimated parameter values that are used in screening algorithms for Down's syndrome. In particular, we have provided a formula for calculating the observed correlation coefficient between two marker values that explicitly shows the dependence on dating error. The analysis presented in this paper does not make explicit use of any particular distributional assumptions and so the results are quite general. However, the parameter values we have quoted from our earlier paperss-' were obtained assuming log marker values are normally distributed. The confidence intervals we have quoted for correlation coefficients, which have used Fisher's transformation.!? also assume bivariate normality. Finally, for small samples, it would be unreasonable to ignore the sampling error in parameter estimates and so further analysis would be required to estimate the potential bias in (Jobs before the results in Fig. 3 could be interpreted.
We would like to stress the importance of identifying all possible sources of error that occur in the screening process and accounting for them, where possible, in an analysis. 'Cleaner' data will lead to smaller standard deviations of log(MoM) values and effectively increase the separation of the Down's and unaffected populations; it is therefore important to make every effort to obtain high quality data. We have shown here and in earlier papers-" how one source of error, namely, gestational dating, can affect parameter estimation, and hence individual risks. The process of dating from ultrasound measurements, usually by means of a regression model, is itself a source of error. We hope to show, in a future publication, how the screening algorithm can bypass this stage and use the ultrasound measurements, whether crown-rump length or biparietal diameter, directly in a risk calculation.
