For infinite reductive groups with Frobenius maps, we consider the abstract infinite dimensional representations, especially the representations of the groups induced from 1-dimensional representations of Borel subgroups or general parabolic groups. We show that certain subquotients of these induced modules are irreducible. This paper also gives another description of the infinite dimensional Steinberg module. Based on these results, we give a conjecture about the composition factors of the induced modules.
Introduction
N. Xi studied abstract representations of infinite reductive groups with Frobenius maps in [X] . More precisely, he studied modules of group algebras of these groups and constructed induced modules in the way for finite groups. It turns out abstract representations of infinite reductive groups are interesting and many of them are closely related the representations of finite reductive groups. In particular, he showed that the infinite dimensional Steinberg module is irreducible if the ground field of the module is of characteristic 0 or of the characteristic of the defining field of the concerned reductive group, by using the irreducibility of the corresponding Steinberg modules of finite reductive groups. Later, R. Yang showed that the infinite dimensional Steinberg module is irreducible for other fields, so that the Steinberg module is always irreducible (see [Y, Theorem 2.2] ).
In this paper we are concerned with the composition factors of representations induced from trivial representation of a Borel subgroup. We show that certain subquotients constructed in [X, 2.6 ] are irreducible when G is of type A or of rank 2, see Theorem 4.1 and Theorem 3.1. We also give a description of the induced modules of general parabolic groups, see Theorem 6.3. Analogous to the case of finite reductive group, the infinite dimensional Steinberg module of KG can also be expressed as the alternating sum of induced modules of parabolic subgroups in the Grothendieck group, see Theorem 7.1. Based on this, we give a conjecture about the composition factors of representations induced from trivial representation of a Borel subgroup, see Conjecture 8.1.
The paper is organized as follows. Section 2 contains some preliminaries, Section 3 deals with rank 2 cases, Section 4 and Section 5 deal with type A, Section 6 and Section 7 give another description of induced modules and Steinberg module. In section 8 we formulate a conjecture about the composition factors of representations induced from trivial representation of a Borel subgroup.
Preliminaries
In this section we collect some known facts and also establish a few auxiliary results.
2.1 First we recall some basic facts on reductive group defined over a finite field, one is referred [C] for more details.
Let G be a connected reductive group over the algebraic closureF q of a finite field F q of q elements. We assume that G is defined over F q . Then G has a Borel subgroup B defined over F q and B contains a maximal torus T defined over F q . The unipotent radical U of B is also defined over F q . For any subgroup H of G defined over F q and any power of q a of q, denote by H q a the set of F q a -points of H. Then we have
Let N = N G (T ) be the normalizer of T in G. Then B and N forms a BN pairs of G. Let Φ ⊂ Hom(T,F * q ) be the root system and Φ + be the set of positive roots determined by B. Let ∆ be the set of simple roots in Φ.
Let W = N/T be the Weyl group of G and S the set of simple reflections of W .
For each α ∈ Φ, there is a unique unipotent subgroup U α of G which is isomorphic toF q and is stable under conjugation by all elements in T . We may choose the isomorphism ε α :F q → U α so that tε α (c)t −1 = ε α (α(t)c).
When α is positive, U α is in U. The unipotent subgroups U α are defined over F q and their F q a -points are denoted by U α,q a respectively. The following property is well known.
(a) For w ∈ W and α ∈ Φ we have n w U α n −1 w = U w(α) , here n w is a representative of w in N. If n w is in G q a , then n w U α,q a n −1 w = U w(α),q a . For simple root α we shall denote by s α the corresponding simple reflection. Let w = s α k . . . s α 2 s α 1 be a reduced expression of w. Set β j = s α 1 s α 2 . . . s α j−1 (α j ) for j = 1, . . . , k. Define for all a, b ∈F q , where the product is over all integers m, n > 0 such that mα + nβ ∈ Φ + , taken according to the chosen ordering.
(f) Numbering all positive roots in any order γ 1 , γ 2 , . . . , γ r , then U =
where l(w) is the length of w. The following result is proved in [X, Prop. 2.3] .
(a) M(tr) J := KUW η J is a submodule of M(tr). In particular St = KUη S is a submodule of M(tr) and is called the Steinberg module of G.
For any integer a, the KG q a -module St a = KU q a η is isomorphic to the ordinary Steinberg module which is first constructed by R.Steinberg in [S] . Let w = s α be a simple reflection corresponding to the simple root α.
Recall that U α and U ′ α stand for U w and U ′ w respectively. Set n α = n sα . Assume that u ∈ U α \{1} and h ∈ W such that l(hw J ) = l(h) + l(w J ). The following result are well known or established in the proof of [X, Prop. 2.3 ].
(b) There exists x, y ∈ U α \{1} and t ∈ T such that n α un α −1 = xn α ty.
(c) If hw J ≤ s α hw J , then we have n α uhη J = n α hη J ∈ KUW η J .
(d) If s α h ≤ h, then n α uhη J = xhη J , where x is defined in (b).
(e) If h ≤ s α h but s α hw J ≤ hw J , then n α uhη J = (x − 1)hη J , where x is defined in (b).
According to [X, Prop. 2.7] we have the following result.
(a) If J and K are different subsets of S then E J and E K are not isomorphic.
For w ∈ W , set R(w) = {s ∈ S | ws < w}. For any subset J of S, define X J = {x ∈ W | x has minimal length in xW J },
where w J is the longest element in the parabolic subgroup W J .
For any w ∈ W , let C w = y≤w (−1) l(w)−l(y) p y,w (1)y ∈ KW, where p y,w are Kazhdan-Lusztig polynomials. Then the elements C w , w ∈ W , form a basis of KW, see [KL] .
Lemma 2.6 For any subsets J, K of S, we have (a) the elements xC w K , x ∈ X K , form a basis of KW C w K ;
we see that (a) is true. By Lemma 2.8 (c) in [G] , for x ∈ X K , we have
Using induction on l(x) we see that
(b) follows. We claim that for any x ∈ X J , the element xC w J is a linear combination of the elements wC
the claim is true. Now assume that the claim is true for y ∈ X J with l(y) < l(x). If x is in Y J , the claim is clear. If x is in X J \Y J , using formula (6) and induction hypothesis we see that the claim is true. (c) is proved.
Assume that α is a positive root in Φ. For any y ∈ W J we prove that yw
This forces that β is a negative root in the root system Φ J corresponding to W J and γ ∈ Φ J ∩ Φ + .
we have α = ww J (γ) = w(δ) ∈ Φ − . This contradicts the assumption α being positive. Therefore we have z −1 w −1 U Lemma 2.9 Let M be a KG-module and η ∈ M is T -fixed (i.e., tη = η for all t ∈ T ). Assume char K = char F q . If M ′ is a submodule of M containing x∈U q a xη for some positive integer a, then η ∈ M ′ .
Proof. The argument in [Y, 2.7] works well here. Let s αr s α r−1 . . . s α 1 be a reduced expression of the longest element w 0 of W . Set
Then for any positive integer b,
First we use induction on i to show that there exists positive integer
xη is in M ′ . When i = 1, this is true for b 1 = a by assumption. Now we assume that
Let c 1 , c 2 , . . . , c q b i +1 be a complete set of representatives of all cosets of F * q b i in F * q 2b i . Choose t 1 , t 2 , . . . , t q b i +1 ∈ T such that β i (t j ) = c j for j = 1, 2, . . . , q b i + 1. Note that tη = η for any t ∈ T . Thus
j is in X i+1,q b i+1 for any y ∈ X i+1,q b i . Let Z ∈ KG be the sum of all elements in X i+1,q b i+1 . Then we have
Since q = 0 in K, combining formula (8) and (9) 
The lemma is proved.
Rank 2 cases
In this section we consider the irreducibility of the modules E J for rank 2 cases. The main result is the following.
Theorem 3.1 Assume that G is of rank 2 and char K = charF q . Then the KG-modules E J are always irreducible.
We prove Theorem 3.1 case by case. Since S has only two elements, E S and E ∅ are irreducible, we only need to consider the case J containing one element. We shall write E d instead of E J when J = {d}. The neutral element in W will denoted by e.
3.2
In this subsection G is assumed of type A 2 . Let α, β be the simple roots of Φ and denote by s, r the corresponding simple reflections. Then W = {e, s, r, sr, rs, srs} and Y {s} = {e, r}. Since U s = U α and U sr = U α+β U β , by Lemma 2.7 we get
where C s is the image of (1 − s)1 tr in E s . We will show that E s is generated by any nonzero element in E s , so that E s is irreducible. Let ξ be a nonzero element in E s , by formula (10) we then
where U ′ α = U α+β U β ; a u , b u ∈ K and only finitely many of them are nonzero. Clearly there is a positive integer m such that u ∈ U q m whenever a u = 0 or b u = 0. We may require that a u = 0 for some u ∈ U α,q m , this can be done by choosing sufficiently large m. We may further require that a 1 = 0 (recall that 1 also stands for the neutral element of G). Otherwise, choose y ∈ U α,q m \ {1} such that a y −1 = 0, then yξ satisfies the requirement and we then consider yξ instead of ξ.
Let n s (resp. n r ) be a representative of s (resp. r) in N = N G (T ). Then n 2 s and n 2 r are in T . Since m is sufficiently large, we may require that n s and n r are in G q m . By 2.1(a) we have
Noting that the image of (1 − s − r + sr + rs − srs)1 tr in E s is zero, we get
Using formulas (12) and (13) we get the following claim.
(a) For any u ∈ U α+β,q m U β,q m there exists u ′ ∈ U α+β,q m U β,q m such that
By 2.4(d), we obtain (b) if a u = 0, then n s uC s = (z − 1)C s for some z ∈ U α,q m . (Note that by assumption a u = 0 implies that u = 1.) Set
Note that Xu = X for any u ∈ U q m . Using (a) and (b) we get
Now assume that φ = 0 but a u 0 = 0 for some u 0 ∈ U α,q m . Note that n s C s = −C s . Using (a) and (b) we see
Using Lemma 2.9 , we get C s ∈ M ′ . So in this case we also have M ′ = E s .
We have proved the following result.
(c) Let ξ be a nonzero element in E s of the form (11) with a 1 = 0. If
Then
Since a ′ u = 0 implies that u ∈ U α,q m , we have a
We have proved that E s is an irreducible KG-module. Since s, r are symmetric, the KG-module E r is also irreducible.
3.3
In this subsection G is assumed of type B 2 . Let α, β be the simple roots of Φ and denote by s, r the corresponding simple reflection. We assume that α is short, then Φ + consists of α, β, α + β, 2α + β. We have W = {e, s, r, sr, rs, srs, rsr, srsr} and Y {s} = {e, r, sr}.
where C s is the image of (1 − s)1 tr in E s .
We show that E s is generated by any nonzero element in E s so that E s is irreducible. Let ξ be a nonzero element of E s , by formula (15) we have
where
u ∈ K and only finitely many of them are nonzero.
Clearly there is a positive integer m such that u ∈ U q m whenever a u = 0, or b u = 0, or c u = 0. We can choose m so that n s and n r are in G q m . Recall the Definition 2.2, we may further require that u is α-regular (resp. β-regular; α-regular) if a u = 0 (resp. b u = 0; c u = 0). Otherwise, according to Lemma 2.3, we can choose some y ∈ U such that yξ satisfies the requirement. Then we consider yξ instead of ξ.
Let n s (resp. n r ) be a representative of s (resp. r) in N = N G (T ). Then n 2 s and n 2 r are in T . Since m is sufficiently large, we may require that n s and n r are in G q m . Noting that the image of (1−s−r+rs+sr−srs−rsr+rsrs)1 tr in E s is zero, we have
With the assumption of ξ, using 2.1(a), 2.4(c), 2.4(d), 2.4(e) and formula (17) we have
For convenience, set
Note that Xu = X for any u ∈ U q m . Using (a) we get
If φ b + φ c = 0, using Lemma 2.9 we know that srC s ∈ M ′ . Thus M ′ = E s in this case. Let ξ 1 = n r ξ and by (b) we write ξ 1 as
We can assume that all u ∈ U appear in ξ 1 are β-regular. Otherwise, we can choose some y ∈ U such that yξ 1 satisfies the requirement by Lemma 2.3. Then we consider yξ 1 instead of ξ 1 .With the assumption on ξ 1 , using 2.4(e), it is easy to see the following result.
(c) If g u = 0, then n s ursrC s = (y − z)rsrC s for some y, z ∈ U.
Using (b) and (c) we get
Now suppose φ a + φ b = 0 then using the formula (18) we get
If φ c = 0, Also by Lemma 2.9 we have rsrC s ∈ M ′ and
We just need to deal with the case φ a = φ b = φ c = 0. In the following we assume that φ a = φ b = φ c = 0. Now assume that a u 1 = 0 for some u 1 ∈ U α . Note that n s U q m rC s ∈ U q m srC s and n s U q m srC s ∈ U q m rC s or U q m srC s . Then we have
We compute the form of n s n r urC s for any u ∈ U α+β U β and n s n r usrC s for any u ∈ U α+β U 2α+β U α . The following results can be obtained from the 2.4(c), 2.4(d), 2.4 (e).
(e) If u = 1 then n s n r urC s = −C s . If u β = 1 then n s n r urC s ∈ UsrC s . If u α+β = 1 but u β = 1 then n s n r urC s = (x − y)C s for some x, y ∈ U.
(f) If u α+β = 1 then n s n r usrC s = −xC s + xrC s − xsrC s for some x ∈ U. If u α+β = 1 then n s n r usrC s = (y − z)(C s + srC s ) for some y, z ∈ U.
Assume that all a u are zero but b u 2 = 0 for some u 2 ∈ V , we write n s n r u 2 −1 ξ as
and by (e) and (f) we can see φ a ′′ + φ b ′′ = −b u 2 which is nonzero. We can deal with this case by the argument in (d) and obtain M ′ = E s .
For the last case that a u , b u are all zero but c u 3 = 0 for some u 3 ∈ U ′ β , we can easy to see that
Now we complete the proof that if ξ is a nonzero element of E s then KGξ = E s . So E s is irreducible. Similarly, we can prove E r is irreducible.
3.4
In this subsection, we give some a remark on the proof of type B 2 case. Instead of computing the results of (e) and (f) in subsection 3.4, we give another proof which is also useful later.
Let ξ be a element of the form in (16) satisfy our requirement as before.
We have proved if φ a = 0 or φ b = 0 or φ c = 0 then KGξ = E s . When a u 1 = 0 for some u 1 , we have KGξ = E s by the same reason as subsection 3.3. Now suppose all a u are zero but b u 2 = 0 for some u 2 ∈ V . Using 2.4(c), 2.4(d), 2.4(e), we have
We consider the element n r u 2 −1 ξ and write it as
If some a ′ u is nonzero, then we have E s = KGn r u 2 −1 ξ ⊆ KGξ which implies KGξ = E s . Otherwise, We may choose the isomorphism ε β :F q → U β and we consider the element n r ε β (c)ξ and write it as
The number of c ∈F q which makes ε β (c)u β = 1 for b u = 0 is finite. Since For the last case that a u , b u are all zero but c u 3 = 0 for some u 3 ∈ U ′ β , the proof is similar to subsection 3.3 and we can prove E s is irreducible.
3.5
In this subsection G is assumed of type G 2 . Let α, β be the simple roots of Φ and denote by s, r the corresponding simple reflection. We assume that α is a long root, then Φ + consists of α, β, α+β, α+2β, α+3β, 2α+3β.
We have W = {e, s, r, sr, rs, srs, rsr, srsr, rsrs, srsrs, rsrsr, rsrsrs}
By Lemma 2.7 we get
We show that E s is generated by any nonzero element in E s so that E s is irreducible. Let ξ be a nonzero element of E s . Using (23) we have
where a u , b u , c u , d u , e u ∈ K and only finitely many of them are nonzero.
Clearly there is a positive integer m such that u ∈ U q m if a u = 0, b u = 0, c u = 0, d u = 0 or e u = 0. We may require that if a u = 0 (resp. b u = 0; c u = 0; d u = 0; e u = 0), then u is α-regular (resp. β-regular; α-regular; β-regular; α-regular). Otherwise, according to Lemma 2.3, we can choose some y ∈ U such that yξ satisfies the requirement. Then we consider yξ instead of ξ.
Let n s (resp. n r ) be a representative of s (resp. r) in N = N G (T ). Then n 2 s and n 2 r are in T . Since m is sufficiently large, we may require that n s and n r are in G q m . Noting that the image of η S where S = {s, r} in E s is zero, we have
With the assumption of ξ, using 2.4(c), 2.4(d), 2.4(e), we get
Let ξ 1 = n r ξ and using (a) ξ 1 can be written as
Here we consider rsrsrC s as its image in E s and for convenience, we do not write it as C s − rC s + srC s − rsrC s + srsrC s . We can also obtain that
We can assume that all u ∈ U appear in ξ 1 are α-regular. Otherwise, we can choose some y ∈ U such that yξ 1 satisfies the requirement by Lemma 2.3. Then we consider yξ 1 instead of ξ 1 .
With the assumption of ξ 1 , it is easy to see following result.
(c) If e
(1)
Let ξ 2 = n s ξ 1 and using (b) and (c) we have
We can also assume that all u ∈ U appear in ξ 2 are β-regular. Let ξ 3 = n r ξ 2 and using (a), we have
Assume that all u ∈ U appear in ξ 3 are α-regular. Let ξ 4 = n s ξ 3 and by (b) and (c) we have
Noting Xu = X for any u ∈ U q m we can obtain
Thus if φ a + φ b = 0 then srsrC s ∈ M ′ by Lemma 2.9 and we have M ′ = E s .
Assume that φ a + φ b = 0. Using (27) we can see
Hence, If φ c + φ d = 0, Using Lemma 2.9 we have srsrC s ∈ M ′ which implies
Now we assume that φ a + φ b = 0 and φ c + φ d = 0. Using (26) we get
Hence, if φ e = 0, then rsrsrC s ∈ M ′ by Lemma 2.9 and we have M ′ = E s .
Let ζ 1 = n s ξ and using (b) we can see that
We can also assume that all u ∈ U appear in ζ 1 are β-regular by Lemma 2.3. Let ζ 2 = n r ζ 1 and using (a), we have
and
As before, We can also assume that all u ∈ U appear in ζ 2 are α-regular by Lemma 2.3. Let ζ 3 = n s ζ 2 and using (b) we obtain
where φ g ′′ = φ b + φ c . It is not difficult to see
Hence, if φ b + φ c = 0 then srsrC s ∈ M ′ by Lemma 2.9 and we have M ′ = E s .
Now we assume that φ b + φ c = 0. Using (30) we have
Hence, if φ d + φ e = 0 then srsrC s ∈ M ′ by Lemma 2.9 and we have M ′ = E s .
By the computation above we find that
Thus we just need to deal with the case
Now assume that a u 1 = 0 for some u 1 ∈ V 1 . Then by 2.4(c), 2.4(d), 2.4(e), it is easy to see that
where φ a * = −a u 1 . By the result in (d), we have M ′ = E s in this case.
Now we assume that all a u are zero but not all b u , c u , d u , e u in ξ are zero. Let ζ = n s ξ and with the assumption of ξ we have
where φ p = φ q = 0 and p u , q u are not all zero.
We compute the form of n s n r n s usrC s for any u ∈ V 3 and n s n r n s usrsrC s for any u ∈ V 5 . The following results can be obtained from 2.4(c), 2.4(d),
2.4(e).
(e) If u = 1 then n s n r n s usrC s = −C s . If u α = 1 then n s n r n s usrC s ∈ UsrsrC s . If u α = 1 but u α+β = 1 then n s n r n s usrC s ∈ UsrC s . If u α = u α+β = 1 but u 2α+3β = 1 then n s n r n s usrC s = (x − y)C s for some x, y ∈ U.
(f) If u α = u α+β = u 2α+3β = 1 then n s n r n s usrsrC s ∈ UrC s . If u α = u α+β = 1 but u 2α+3β = 1 then n s n r n s usrsrC s ∈ UsrC s . If u α = 1 but u α+β = 1 then n s n r n s usrsrC s ∈ UsrsrC s . If u α = 1 then n s n r n s usrsrC s ∈ KUrsrsrC s .
In the formula (33) of ζ we assume p u 1 = 0 for some u 1 and we let ζ * = n s n r n s u 1 −1 ζ,
Using (e), (f) and (25) we can see
We can deal with this case by the result in (d) and obtain
The last case is all p u are zero but q u 2 = 0 for some u 2 ∈ V 5 in the formula
We compute the form of Ψ 1 = n s n r n s n r ursrC s for any u ∈ V 4 and Ψ 2 = n s n r n s n r usrsrC s for any u ∈ V 5 . The following results can be obtained
Let ζ ′′ = n s n r n s n r ζ 1 and we write ζ ′′ as
Then by (g), (h) and (25) we can obtain φ a ′′ + φ b ′′ = −p ′ 1 which is nonzero. Then φ a ′′ = 0 or φ b ′′ = 0. We can deal with this case by the result in (d) and obtain M ′ = E s .
We can also prove that E r is irreducible in the similar way. Now we complete the proof of Theorem 3.1.
By Theorem 3.1 the KG module M(tr) has the following composition
4 Type A case, I
In this section G is assumed to be a reductive group whose derived group is of type A n . The Weyl group then is isomorphic to the symmetric group of n + 1 letters. The main result of this section is the following result.
Theorem 4.1 Assume that G is a connected reductive group overF q whose derived group is of type A n and char K = charF q . Then (a) the KG module E s is irreducible for any simple reflection; (b) the KG modules E J is irreducible if J is a maximal proper subset of the S. (Recall that S is the set of simple reflections of the Weyl group of G.)
4.2 The rest of this section is devoted to prove part (a) of the theorem above. Part (b) will be proved in next section. We number the reflections s 1 , s 2 , . . . , s n and the the corresponding simple roots α 1 , α 2 , . . . , α n as usual, so the Dynkin diagram of the root system Φ of G is as follows:
We first show that E s 1 and E sn are simple KG-modules. By symmetry, it is enough to prove that E s 1 is irreducible.
Let C 1 be the image in E = E s 1 of (1 − s 1 )1 tr . We have
We show that E is generated by any nonzero element in E so that E is irreducible. Let ξ be a nonzero element of E, Using formula (34) we see that
and only finitely many of the coefficients are nonzero.
By Lemma 2.3 we may assume that u is α 1 -regular whenever a 1,u is nonzero. Otherwise we replace ξ by suitable yξ. Also we may choose m sufficiently large so that all n i = n s i are in G q m . By 2.4(e) we have the following result.
Noting that the image of (1 −
Using 2.1(a) and formula (36) one may verify the following claim.
(b) If i ≥ 2, then there exists y ∈ V i,q m such that
Since Xu = X for any u ∈ U q m , Using (a) and (b) we get
here we understand that
By Lemma 2.9 ,
Assume that φ = 0 but a 1,u 1 = 0 for some u 1 ∈ V 1 . Note that n 1 C 1 = −C 1 . Using (a) and (b) we get
Again, using Lemma 2.9 we see that M ′ = KGξ = KGC 1 = E in this case.
(c) Let ξ be a nonzero element in E of the form (35) such that u ∈ V 1 is α 1 -regular if a 1,u = 0. Provided that φ = 0 or a 1,u = 0 for some u ∈ V 1 , then
Let i, j be integers such that 2 ≤ i < j ≤ n. Then n i V j,q m n
and s i+1 C 1 = C 1 . So we have the following result (d) If 2 ≤ i < j ≤ n and u ∈ V j,q m , then
Now assume that all a i ′ ,u = 0 whenever 1 ≤ i ′ < i and some a i,u i = 0.
By (d), 2.1(a), 2.4 (b), 2.4(c) and 2.4(d) we get
where all a ′ i,u are in K and a ′ 1,1 = a i,u i = 0. By Lemma 2.3, we may choose y ∈ V 1 such that yu is α 1 -regular when u ∈ V 1 and a ′ 1,u = 0. By (c) we have KGyζ = E. Therefore KGξ = E in this case.
We have proved that E s 1 is irreducible. By symmetry, E sn is also irreducible.
Now we fix an integer i
′ such that 2 ≤ i ′ ≤ n − 1 and set s = s i ′ . In this subsection we show that E s is irreducible.
Using Lemma 2.7 to describe E s it suffices to describe Y = Y {s} . We set m = i ′ − 1 and l = n − i ′ . For convenience, denote by r j = s i ′ −j for j = 1, 2, . . . , m, t k = s i ′ +k for k = 1, 2, . . . , l. The Dynkin diagram of W is as follows:
Lemma 4.5 Keep the notations above. Denote by σ i = r i r i−1 . . . r 2 r 1 , i = 1, 2, . . . , m and τ j = t j t j−1 . . . t 2 t 1 , j = 1, 2, . . . , l. (Convention: σ 0 and τ 0 are the neutral element e in W .) Then Y consists of following elements
Proof. Denote by Z the element listed in the lemma. We just need to prove Y = Z.
As the notation in 2.5, X J = {x ∈ W | x has minimal length in xW J } for a subset J of S. In this proof of the lemma, we always set J = S \ {s}. Using 2.1.1 proposition in [GP] , we have X J = Y s ∪ {e} and X J is a left coset representatives of W J in W .
Without lost of generality, we assume m ≤ l. We denote by δ J the following element
which is the longest element of Z. We show δ J is also the longest element of Y . By easy computation, we know l(δ J ) = ml + m + l. On the other hand, we can get
It suffice to prove δ J is in Y , then we can see δ J sw J = w 0 and δ J is the longest element of Y .
We regard the simple reflection s j as exchanging the two letters j and j + 1. Thus δ J in Y means δ J s in X J which is equivalent to the following two conditions:
Recall i ′ is a fixed integer and l = n − i ′ as we mentioned before. By careful computation, we have the following result.
(c) For
Then (c) and (d) imply δ J s satisfy the two condition (a) and (b). Therefore δ J is the unique longest element in Y . It is not difficult to see that for any w ∈ Z, l(
Using the 2.2.1 Lemma in [GP] , we can get Z ⊆ Y .(Here we use left coset representative while [GP] used right coset representative.) On the other hand, by the Algorithm C (p.46) in [GP] , we can see Z is exactly the set Y .
We will show that E s is generated by any nonzero element in E s so that E s is irreducible. Let ξ be a nonzero element of E s . By Lemma 2.7 and Lemma 4.5 we have
where V w = U sw −1 and only finitely many of the coefficients are nonzero.
By Lemma 2.3 we can assume that x appears in ξ is ∆ sw −1 -regular wherever a w,x is nonzero. Otherwise, we replace ξ by suitable yξ. This process is called regularlization to ξ and we denote R(ξ) for one element yξ = w∈Y z∈Vw a ′ w,z zwC s such that z appears in yξ is ∆ sw −1 -regular wherever a ′ w,z is nonzero.
We may choose m sufficiently large so that n j = n s j are in G q m . In the following, we write s j xwC s instead of n j xwC s for convenience. Given simple reflections s 1 , s 2 , . . . , s k , we denote by
We can also just denote it by R(s 1 s 2 . . . s k ξ).
For convenience, we classify the elements in Y by the different endings of the elements in Y . For k a positive integer we denote by
and D 1 consist of the neutral element e.
For convenience, we set
We also denote by
Step 1) With the assumption of ξ and by 2.4 (c), 2.4 (d), 2.4 (e), for w ∈ Y, x ∈ V w we have the following result.
(a)If s j w > w, then s j xwC s = x ′ s j wC s for some x ′ ∈ U.
(b)If s j w < w, then s j xwC s = x ′′ wC s for some x ′′ ∈ U.
(c)For s j = s, r 1 , t 1 , we get s j C s = C s .
Denote by w a for the following element
We consider the element ζ = R(w a ξ). We set
Using (a), (b), (c) and the exchange relations of Weyl group, we can see ζ has the following form
The elements (w c ) k (t l . . . t 1 r m . . . r 1 ) may not be in Y . However we can express ζ of this form since we have the following lemma.
Lemma 4.6 The elements w c k+1 is a reduced expression for k ≤ min{m, l}.
Proof. We just need to prove w c k is a reduced expression when k = min{m, l}+1. For the convenience of computation, we go back to the notation of {s j }. Without lost of generality, we assume m ≤ l which implies n ≥ 2m + 1. Let w = w c m = ((s n . . . s m+2 )(s 1 . . . s m )s m+1 ) m+1 and we want to prove w is a reduced expression. Since the length of w equals to the number of positive roots transformed by w into negative roots. We use this to prove the lemma by computation. Let s i = (i, i + 1) as exchanging two letters i and i + 1. The positive roots can be written as {ε i − ε j | i < j}. Firstly, by computation we can see that
So it is not hard to compute w(ε i ),
By above computation, when we compute the number of positive roots transformed by w into a negative roots ,we need to check it case by case. We consider a positive root ε i − ε j for i < j and compute the number of pairs (i, j) such that w(ε i − ε j ) is a negative root. When 1 ≤ j ≤ m + 1, then i ≤ j and n + 2 − i ≥ n + 2 − j. The number of these pairs of (i, j) is m(m + 1)/2. When m + 2 ≤ j ≤ 2m + 2, then i ≤ j and n + 2 − i ≥ 2m + 3 − j. The number of these pairs of (i, j) is (m + 1) 2 .
When 2m + 3 ≤ j ≤ n + 1, then i ≤ j and n + 2 − i ≥ j − (m + 1). The number of these pairs of (i, j) is (n − 2m − 1)(m + 1).
(b) When m + 2 ≤ i ≤ 2m + 2. When m + 2 ≤ j ≤ 2m + 2, then i ≤ j and 2m + 3 − i ≥ 2m + 3 − j.
The number of these pairs of (i, j) is m(m + 1)/2. When 2m + 3 ≤ j ≤ n + 1, then i ≤ j and 2m + 3 − i ≥ j − (m + 1).
Hence j < 3m + 2 − i and it is a contradiction.There is no such pair of (i, j).
(c) When i ≥ 2m + 3, then j ≥ 2m + 3. There is no such pair of (i, j). This number is also the length of w and the lemma is proved.
(
Step 2) Keep the notation of w c . The element ζ in Step 1 is of the formula (38).
We consider the element R(w c h ζ) for some integer h. By 2.4 (e), if we use X multiply on R(w c h ζ), we can see that the bigger h is, the more elements in ζ will be killed. This phenomenon can be easy to see in the case of type G 2 in subsection 3.5. Moreover we can consider the element R((t i . . . t 2 t 1 r j . . . r 2 r 1 s)w c h ζ) for some integers i, j, h. By the same philosophy we can see the following result.
If φ k is nonzero for some integer k, then C s ∈ M ′ which implies KGξ = E s .
In the following, we assume φ k is zero for all k ≥ 1.
(Step 3) In this step, when we consider xwC s we assume x ∈ U is an ∆ sw −1 -regular element. Using the result in subsection 2.4, the following result is easy to see. The notations σ i = r i . . . r 2 r 1 and τ j = t j . . . t 2 t 1 are as before.
(a) We have suC s = (x − 1)C S for some x ∈ U. suσ i C s = y(σ i C s − C s ) for some y ∈ U. suτ j C s = z(τ j C s − C s ) for some z ∈ U.
(b) We compute suA k C s for k ≥ 2 and we have
(c) We compute suB k C s for k ≥ 2 and we have
(d) We compute suC k C s for k ≥ 2 and we have
(e) We compute suD k C s for k ≥ 2 and we have
As the notation before, m, l is the number of reflections {r i } and {t j }.
If m = l then there exists a maximal integer h such that D h is nonempty but A h , B h , C h are all empty. If m > l then there exists a maximal integer h such that A h , D h are nonempty but B h , C h are both empty. If m < l then there exists a maximal integer h such that B h , D h are nonempty but A h , C h are both empty.
In each case above, we fix such an integer h and consider sξ. Using (a), (b), (c), (d), (e) we can see
Moreover by the same reason we can see the following result.
In the following, we assume φ C k and φ k are zero. Otherwise we have
(Step 4) Assume that a e,x 0 = 0 of ξ = w∈Y x∈Vw a w,x xwC s for some x 0 ∈ U αs . Using 2.1(a) and 2.4 (d), we observe that if
Using (a) in step (3), we obtain φ A 1 +φ B 1 +φ D 1 = −a e,x 0 which is nonzero.
Using the result in step 2 and (f) in step 3 we can get that M ′ = E s .
Step 5) In this step, we compute the form of t 1 xwC s without any assumption of x ∈ U. Using 2.4 (c), 2.4 (d) and 2.4 (e) we can have the following results.
(a) We compute the form of t 1 uA k C s . In following equations, u ′ is some element in U.
(a2) When k = 2 we have following two cases.
(a3) When k ≥ 3 we also have following two cases.
(b) We compute the form of t 1 uB k C s .
(b1) If j k ≥ 2 or u αt 1 = 1 then we have
(b2) If j k = 1 and u αt 1 = 1 then
(c2) If j k = 1 and u αt 1 = 1 then
(d) We compute the form of t 1 uD k C s . The result is very similar to (a) and we assume that u * is some element in U.
(d2) When k = 2 we have following two cases.
(d3) When k ≥ 3 we also have following two cases:
(
Step 6) In this step, we compute the form of t i xwC s for i ≥ 2 without any assumption of x ∈ U. It is easy to note that we just need to compute
When we consider the following form
we have the following results by 2.4 (c), 2.4 (d), 2.4 (e).
(a) If i > j h + 1 for all h = 1, 2, . . . , k then
Otherwise, there is an integer a such that j a+1 + 1 < i ≤ j a + 1. Without lot of generality, we can assume i ≤ j k + 1.
(b) If i = j k + 1 and j k−1 > j k + 1 (including the case k = 1) then
(c) If i = j k + 1 and j k−1 = j k + 1 then we have two cases:
(c2) When k = 2 then
for some element x ′ ∈ U.
(d) If i = j k then we also have two cases:
for some element y ∈ U.
(d2) When u αt j k = 1 then
(e) If i < j k then
for some element z ∈ U.
(Step 7) We can also compute the form of r i uA k C s , r i uB k C s , r i uC k C s , r i uD k C s which is similar to the result in (Step 5) and (Step 6). These computations seem to be complicated. However using these results in step 5 and step 6, we can have the following conclusion which is very important to our proof later.
Suppose t is a reflection in {r 1 , r 2 , . . . , r m , t 1 , t 2 , . . . , t l }. Let w ∈ Y and x be a general element in U.
If l(tw) = l(t) + l(w) then txwC s can only have three cases.
(a) We have txwC s = utwC s for some element u ∈ U, where tw ∈ Y .
(b) We have txwC s = ywC s for some element y ∈ U.
(c) We have txwC s = z(wC s − w 1 C s + w 2 C s ) for some element z ∈ U, w 1 , w 2 ∈ W where w 1 , w 2 ∈ Y satisfy l(w 1 ), l(w 2 ) < l(w).
If l(tw) = l(w) − l(t) then txwC s can only have two cases.
(d) When x αt = 1 we have txwC s = x ′ twC s for some x ′ ∈ U.
(e) When x αt = 1 we have txwC s = x ′′ wC s for some x ′′ ∈ U.
(Step 8) As many things we prepare in the steps before we can prove part (a) of Theorem 4.1. Let ξ be a nonzero element in E s of the formula (37). Using the observation in (Step 4), we just need to prove that if there exists a element w 1 such that some a w 1 ,x are nonzero and l(w 1 ) = d ≥ 1 is least, then we can construct an new element
such that some a ′ w 2 ,x are nonzero where l(w 2 ) < d. Using result in (Step 3) and (Step7), this is not difficult to prove by induction. As in the assumption, let ξ be a nonzero element of the formula (37) and we can assume that x appears in ξ is ∆ sw −1 -regular wherever a w,x is nonzero as before. According to the inductive hypothesis, we assume all a w,x = 0 for all l(w) < d but for some w 1 and l(w 1 ) = d such that a w 1 ,x 1 is nonzero.
Let t be a reflection in {s, r 1 , r 2 , . . . , r m , t 1 , t 2 , . . . , t l } such that l(tw 1 ) = l(w 1 ) − l(t) and tw 1 ∈ Y . We use the same method in subsection 3.4. By the results in step 3 and step7 we know that if tx 1 −1 ξ satisfies our requirement then we can let ξ ′ = tx 1 −1 ξ. Otherwise, there exists one element y ∈ U αt such that yx αt = 1 for x ∈ V w 1 , a w 1 ,x = 0 and moreover, this element can make tyξ satisfy our requirement. Since ξ ′ ∈ KGξ, by induction if we prove E s = KGξ ′ then E s = KGξ.
Now we complete the proof and obtain E s is irreducible for any simple reflections.
type A case, II
In this section we give the proof of part (b) in Theorem 4.1. We prove that KG modules E J is irreducible if J is a maximal proper subset of the S (the set of simple reflections of the Weyl group of G).
5.1
As in the subsection 4.2, we number the reflections s 1 , s 2 , . . . , s n and the the corresponding simple roots α 1 , α 2 , . . . , α n as usual. The Dynkin diagram of the root system Φ of G is as follows:
Firstly we consider the special case J = {2, 3, . . . , n} and prove E J is irreducible. We show that E J is generated by any nonzero element in E J so that E J is irreducible. Let C J be the image of η J in E J . We have
Denote by V i = U w J s 1 ...s i−1 . By Lemma 2.7 we get
Let ξ be a nonzero element of E J . Then using formula (41) we have
where a i,u ∈ K and only finitely many of them are nonzero.
By Lemma 2.3 we can assume each u appears in ξ is ∆ w J s 1 s 2 ...s i−1 -regular wherever a i,u is nonzero. Otherwise we replace ξ by suitable yξ. In this case we also say that ξ is regular. Also we may choose m sufficiently large so that
For convenience, we can just write s i xwC J instead of n i xwC J for x ∈ U.
With the assumption of ξ, using subsection 2.4 the following results (a)-(c) are not difficult to see.
Using (a), (b), (c) we have
Using (a), (b), (c) we have
If φ j,a + φ j+1,a = 0, also by Lemma 2.9, then s j . . . s 2 s 1 C J ∈ M which implies M ′ = E J . Therefore we know that if φ i,a = 0 for some integer i, then
To deal with the case φ i,a = 0 for all i. We need the following two lemmas.
Lemma 5.2 Let I be any subset of S and u ∈ U w I . If u is not the neutral element 1, then the sum of all coefficients of w I uC I in terms the basis zC I , z ∈ U, is 0.
Proof. The argument of [Y, Lemma 2.5] can also be used here and the proof is similar.
Lemma 5.3 Let x ∈ U q m and fix the element w * = s i . . . s 2 s 1 for some integer i = 1, 2, . . . , n − 1. We write
Proof. Firstly, we compute the form of s j us k . . . s 2 s 1 C J , where j ≥ 2, k ≥ 1. Using subsection 2.4, we have the following results.
The specific form depends on whether u α j is the neutral element 1.)
Using (d), (e), (f), (g), we can get that
and the image of η S is zero in E J , we can see
Let K = {3, 4, . . . , n} be the subset of S. Then it is easy to see
Therefore it is not difficult to see w J xwC J satisfies our requirement in the lemma. The lemma is proved.
Using the two lemmas, we can deal with the case φ i,a = 0 for all i. Suppose a 1,u 1 = 0 for some u 1 ∈ V 1 and we consider w J u 1 −1 ξ. Let
Then by Lemma 5.2 and Lemma 5.3, we can see
In this case, we have show
Suppose all a 1,u are zero but a 2,u 2 = 0 for some u 2 . Using (d) and (e) we have
Now suppose there exists an integer k such that all a j,u = 0 for j < k but a k,u k = 0 for some u k . Also using (d) and (e) we have
Thus we can deal with this case by induction and prove that M ′ = E J .
Therefore E J is irreducible. The theorem is proved. By symmetry, E I is irreducible for I = {1, 2, . . . , n − 1} a proper subset of S.
5.4
Now we consider the general case. Fix an integer i ′ such that 2 ≤ i ′ ≤ n − 1 and set s = s i ′ . Let J = S \ {s} be a proper subset of S. In this section we prove E J is irreducible.
As the notation in 4.4, set m = i ′ − 1 and l = n − i ′ and denote by r j = s i ′ −j for j = 1, 2, . . . , m, t k = s i ′ +k for k = 1, 2, . . . , l. The Dynkin diagram of W is as follows: 
We show that E J is generated by any nonzero element in E J so that E J is irreducible. Let ξ be a nonzero element of E J . We denote by V w = U w J w −1 . Using Lemma 2.7 we have
and only finitely many of the coefficients a w,x are nonzero.
By Lemma 2.3 we can assume that x appears in ξ is ∆ w J w −1 -regular wherever a w,x is nonzero. Otherwise, we replace ξ by suitable yξ. We can say that ξ is regular for simply in this case. We can choose m sufficiently large so that all x ∈ U q m if a w,x = 0. We also use the definition of regularlization given in subsection 4.4.
In subsection 4.4, we classify the elements of Y {s} by different endings. We can do the same thing to Y J and let
We also use the notation
as before.
Step 1) We consider the element R((r m . . . r 2 r 1 )(t l . . . t 2 t 1 )sξ) and denote this element by ξ ′ . Using 2,4 (c), 2.4 (d), 2.4 (e) and the definition of regularlization R(ξ) of ξ, we have the following results.
(a) We compute sxA k C J (resp. sx ′ B k C J ). By 2.4 (e), we know sxwC J = (y − z)wC J for some y, z ∈ U where w ∈ A k . (resp. sx
If we use X multiply on ξ ′ , we can see the coefficients a w,x will be killed for w ∈ A k ∪ B k by (a). Using (b) and (c), it suffice to consider the form of
(Note D 1 just consist of s.) Using 2.1(a), 2.4(c), 2.4(e), we can see
If we use X multiply on ξ ′ , we can see the coefficients a w,x will be killed
On the other hand, We have following result by 2.4(c), 2.4(d).
(f) w c xC J ∈ Uw c C J and w c xsC J ∈ Uw c C J where x ∈ U is α-regular.
Then we have
By Lemma 2.9, if φ e,a + φ s,a = 0, then
Step 2) Let r ∈ {s, r 1 , r 2 , . . . , r m , t 1 , t 2 , . . . , r l } be a simple reflection. Using 2.4 (c), 2.4 (d), 2.4 (e) we can compute the form of rxwC J , where
Note that when d J is the unique element whose length is maximal in Y J , then
. If x αr = 1, then rxwC J = (y − z)wC J for some y, z ∈ U. If x αr = 1, then rxwC J = uwC J for some u ∈ U.
(Step 3) As before d J is the unique element whose length is maximal in Y J . we compute the form of d J −1 xwC J , where w ∈ Y J and x is a general element in V w . We give a claim:
The element d J −1 xwC J has a expression form
such that the coefficients b wc,u are zero where w c = r m . . . r 2 r 1 t l . . . t 2 t 1 s.
Suppose the claim is not true, then the unique case may happen is w = Next we consider the expression form of
as the formula (46). We pay attention on the number of s occur in a reduced expression of w ∈ Y J . Noting the number of s occur in w ∈ Y J which we denote by l ′ (w) is independent of the reduced expression of w so it is welldefined.
Using the results in subsection 2.4, we compute the form of sxwC J and have following results.
and l(sww J ) < l(ww J ) then sxwC J ∈ KUwC J .
(c) If l(sw) < l(w) and x αs = 1 then sxwC J ∈ UswC J and l ′ (sw) < l ′ (w).
Suppose w c C J appear in the expression form of d J −1 xd J C J . Then by (a), (b), (c), the number of s will be killed is l ′ (d J ) − 1 and only one s leaves.
Since s being killed only in the case of (c), the only s leaves is the one in the right ending of d J . However we can not get w c in this case. We get a contradiction. The claim is proved.
(Step 4) In this step, we give a lemma which is useful later.
Lemma 5.5 Let u ∈ U q m and w be some element in Y J such that w = e and w = w c . We write
and then φ e,b + φ s,b = 0.
Proof. Let K = {r 2 , r 3 , . . . , r m , t 2 , t 3 , . . . , t l } be the subset of S, then w J = w K r 1 r 2 . . . r m t 1 t 2 . . . t l . We denote by Z the subset of Y J consist of
Using the result in step 2, we know that s can not be killed by w 1 = r 1 r 2 . . . r m t 1 t 2 . . . t l . Then we have the following results. 
Using the result in subsection 2.4, it is easy to see for any r ∈ K, we get following results.
(e) If x αr = 1, then rx(
Using the result in step 2, then we have
Using (e), (f), (g), rζ also has the same expression of formula (48) for r ∈ K. Therefore by w J = w K r 1 r 2 . . . r m t 1 t 2 . . . t l , when we write w J uwC J as the formula (47) we have φ e,b + φ s,b = 0. The lemma is proved.
Step 5) Using the results in step 3 and step 4, we compute the form of w J d J −1 xwC J , where w ∈ Y J and x is a general element in V w .
We write
Using the results in step 2, we can see when w = We write
By the Lemma 5.5 of step 4, we can see if w = d J then φ e,h + φ s,h = 0. Next we deal with the case w = d J . Using the result in step 2 and step 3. We have the following results.
(b) If w = d J and x = 1, we also write d J −1 xd J C J of the formula (49).
Then d e,1 = 0 and d w 1 ,x are all zero. We write w J d J −1 xd J C J as the formula of (50). By the Lemma 5.2 and Lemma 5.5, we have φ e,h + φ s,h = 0.
In conclusion, If w = d J and x = 1, then
For other case, w J d J −1 xwC J has a expression form as the formula (50) such that φ e,h + φ s,h = 0.
(Step 6) Now assume the coefficient a d J ,x 0 of ξ is nonzero for some x 0 ∈ U. We write
Using the results in step 5, we can see
By the results in step 1, in this case, we have KGξ = E J . Now we assume all coefficient a d J ,x of ξ are zero. Since ξ is nonzero, using the results in step 2 we can construct a new element η such that η ∈ KGξ and moreover,
satisfies not all a * d J ,x are zero. Thus KGη = E J which implies KGξ = E J Therefore, E J is irreducible. Theorem 4.1 is proved.
6 Induced modules of parabolic groups 6.1 In this section, we consider the induced modules of general parabolic subgroups. For any subset I of S, W I is the standard parabolic subgroup of W . We let ∆ I := {α ∈ ∆ | s α ∈ I} and Φ I := Φ ∩ α∈∆ I Zα. Set N I the subgroup of N containing T such that N I /T = W I and we denote by P I = BN I B the standard parabolic subgroup of G containing B. Then
Let K be a field. As the definition of spherical principal series representation in 2.4, we define the induced modules of parabolic groups. For a one dimensional representation θ of T over K, let K θ be the corresponding KT -module, which will be regarded as KP I -module through the natural homomorphism P I → T . We define the KG module
When θ is the trivial representation of T over K, we write M I (tr) for M I (θ).
When I is empty, P I is the Borel subgroup B, then M I (tr) is just the spherical principal series representation of G.
Lemma 6.2 Denote by R(w) = {s ∈ S | ws < w} and Z I = {w ∈ W | R(w) ⊆ S\I}, then the KG-module M I (tr) is is the sum of all KU w −1 w1 tr , where w ∈ Z I . i.e. we have
Proof. Using the Bruhat decomposition of G we get
For I ⊆ S and w ∈ W , there exists a unique decomposition w = vσ such that l(w) = l(v)+l(σ), σ ∈ W I and R(v) ⊆ S\I. By the definition of M I (tr), we can see w1 tr = v1 tr which implies
Numbering all positive roots in any order γ 1 , γ 2 , . . . , γ r , then
Given a positive root γ, consider for which γ we have w −1 U γ w ⊆ P I . This
If w −1 (γ) ∈ Φ + , then we can see U γ ⊆ U ′ w −1 . Otherwise, w −1 (γ) ∈ Φ I − which implies γ ∈ w(Φ I − ). However for any simple root α ∈ ∆ I , since R(w) ⊆ S\I, we can get l(ws α ) = l(w) + l(s α ), where s α is the simple reflection corresponded to α. Then w(α) ∈ Φ + which implies w(Φ I + ) ⊆ Φ + and it contradicts that γ is a positive root and γ ∈ w(Φ I − ).
Hence we can see only when U γ ⊆ U The lemma is proved.
It is clearly that M I (tr) is a quotient module of M(tr). The following theorem gives a explicit link between these induced modules and the spherical principal series representation. Let ξ ∈ M(tr) be a element in Ker Θ. We can write ξ as ξ = w∈W x∈U a w,x xw1 tr , a w,x ∈ K.
For I ⊆ S and w ∈ W , there exists a unique decomposition w = vσ such that l(w) = l(v) + l(σ), σ ∈ W I and R(v) ⊆ S\I. Use these notions, for any v ∈ W such that R(v) ⊆ S\I, we set I(v) = {w ∈ W | w = vσ such that l(w) = l(v) + l(σ) and σ ∈ W I }. (52)
For a fixed v ∈ W , the element x ∈ U can be uniquely written as x = yz such that y ∈ U v −1 and z ∈ U 
For ξ in the formula (51), v ∈ W such that R(v) ⊆ S\I and y ∈ U v −1 . By the notation (52) and (53) 
Thus it is easy to see that H(ξ, v, y) is also in Ker Θ. By Lemma 6.2, we can get the sum of coefficients a w,x in H(ξ, v, y) is zero, i.e, w∈I(v) x∈v(y) a w,x = 0.
Therefore it suffices to prove that xw1 tr − yv1 tr is in N I (tr), where w ∈ I(v) and x ∈ v(y). Then we can get that H(ξ, v, y) = w∈I(v) x∈v(y) a w,x (xw1 tr − yv1 tr ) is also in N I (tr).
In KG-module M(tr), we have xv1 tr = yv1 tr , where x ∈ v(y). Since w ∈ I(v), there exists a element σ ∈ W I such that w = vσ and l(w) = l(v) + l(σ).
Therefore it is easy to see xw1 tr − yv1 tr = x(w1 tr − v1 tr ) is in the KG-module N I (tr). The theorem is proved.
Let G be a connected reductive group over F q such that its derived subgroup is of type A n . Suppose I is a maximal proper subset of S and then P = P I is a maximal parabolic subgroup of G. Using Theorem 4.1 and Theorem 6.3 we can get that M I (tr) has a unique quotient module which is trivial and a unique irreducible submodule. Let P I be a parabolic subgroup containing B. We denote by P I,a the F q a -points of P I . For two positive integers a and b such that a | b, we have a natural injective G q a -module homomorphism Ind in the representation ring of G q a . Since the direct limit is an exact functor, we get the formula (55). The theorem is proved.
Some questions
Theorem 3.1 and Theorem 4.1 suggest the following conjecture.
Conjecture 8.1 Let G be a connected reductive group overF q and S the set of simple reflections of the Weyl group of G. Assume that char K = charF q .
Then the KG-module E J defined in [X, 2.6 ] (see also subsection 2.5 this paper) is irreducible for any subset J of S. Thus, in this case M(tr) has 2 |S| composition factors, which are naturally ono-to-one corresponding to the subsets of S.
There is another evidence of this conjecture to be believable. Let G be a connected reductive group overF q and K be a field such that char K = charF q . Now we assume this conjecture is ture, then using Theorem 6.3 we can deduce that the alternating sum expression (55) of infinite dimensional Steinberg module is true.
When K = C, Xi proved that M(θ) has only finitely many composition factors (see [X, Theorem 3.4] . Based on Xi's result and Theroems 3.1 and 4.1, it seems reasonable to suggest that M(θ) has only finitely many compostion factors for any character θ : T → K * provided that char K = char F q .
It should also be interesting to study the composition factors of M(θ)
provided that char K = char F q . In this case, X. Chen gave a necessary and sufficient condition of M(θ) to be irreducible (see [Ch] ).
