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Brain areas’ functional repertoires are shaped by their incoming and outgoing structural connec-
tions. In empirically measured networks, most connections are short, reflecting spatial and energetic
constraints. Nonetheless, a small number of connections span long distances, consistent with the no-
tion that the functionality of these connections must outweigh their cost. While the precise function
of these long-distance connections is not known, the leading hypothesis is that they act to reduce the
topological distance between brain areas and facilitate efficient interareal communication. However,
this hypothesis implies a non-specificity of long-distance connections that we contend is unlikely.
Instead, we propose that long-distance connections serve to diversify brain areas’ inputs and out-
puts, thereby promoting complex dynamics. Through analysis of five interareal network datasets, we
show that long-distance connections play only minor roles in reducing average interareal topological
distance. In contrast, areas’ long-distance and short-range neighbors exhibit marked differences in
their connectivity profiles, suggesting that long-distance connections enhance dissimilarity between
regional inputs and outputs. Next, we show that – in isolation – areas’ long-distance connectivity
profiles exhibit non-random levels of similarity, suggesting that the communication pathways formed
by long connections exhibit redundancies that may serve to promote robustness. Finally, we use
a linearization of Wilson-Cowan dynamics to simulate the covariance structure of neural activity
and show that in the absence of long-distance connections, a common measure of functional diver-
sity decreases. Collectively, our findings suggest that long-distance connections are necessary for
supporting diverse and complex brain dynamics.
INTRODUCTION
The functional repertoire available to any given brain
region is shaped by its structural connections [1–5]. The
complete set of all areas and all connections comprises a
connectome [6], which can be represented as a network
and analyzed using tools from network science [7]. The
network-based approach for studying neural systems is
central to the growing field of network neuroscience [8],
which seeks to uncover the architectural principles by
which the brain is organized, and to both generate and
test hypotheses of how the brain’s structure supports its
function.
Among the most salient organizational features of
brain networks is their cost-efficient spatial embedding.
Across scales and species, neural elements are arranged
such that the brain’s wiring cost – the total length of
its connections – is small [9–14]. Low wiring cost helps
curtail the material and metabolic expense of forming,
using, and maintaining connections, and is thought to
offer evolutionary advantages across species [15, 16]. But
despite favoring short-range, low-cost connections, brain
networks also exhibit a small proportion of long, costly
connections, potentially conferring additional functional-
ity. The opposing drives to reduce wiring cost and pro-
mote functionally adaptive structural topology may allow
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nervous systems to maintain function with a low energy
budget [17–19].
The precise function of long-distance connections is
a matter of debate. According to the most widely ac-
cepted account, long-distance connections act as bridges
to reduce the topological distance between brain areas,
thereby facilitating rapid and efficient interareal com-
munication [20–22]. Though widespread, this account
is unsatisfactory for two reasons. First, with advances
in imaging and reconstruction techniques, it has become
clear that connection weights decay monotonically with
interareal Euclidean distance [23–26]. As a result, the
most efficacious communication pathways – networks’
shortest weighted paths – involve predominantly strong,
short-range connections [27, 28]. Second, reductions in
topological distance can occur in a non-specific man-
ner: any long-distance connection that reduces topolog-
ical distance is as good as any other, irrespective of its
origin or termination point. Yet, recent empirical evi-
dence in contrast indicates that the brain’s long-distance
architecture is conserved across and replicable within in-
dividuals, suggesting a high level of connectional speci-
ficity [29–32].
If long-distance connections are not simply random
topological shortcuts, what are they? Here, we address
this question through analysis of five weighted inter-
areal network datasets representing mouse, Drosophila,
macaque, and human (high- and low-resolution) connec-
tomes. First, we characterize the spatio-structural ar-
chitecture of brain networks, demonstrating remarkable
consistency across species. Drawing upon decades of re-
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2search in theoretical neuroanatomy, we demonstrate that
clustering brain areas based on their connections’ spa-
tial statistics recapitulates aspects of the brain’s intrin-
sic functional network organization, suggesting a spatio-
structural basis for brain function. Next, we show that
the brain’s most efficacious communication pathways –
its shortest weighted paths – are dominated by short-
range connections, undermining the hypothesis that it is
the brain’s long-distance connections that reduce its av-
erage topological distance. Instead, we hypothesize that
long-distance connections introduce diverse inputs and
outputs to specific brain areas, in the process promot-
ing dynamical complexity. In support of this hypothesis,
we demonstrate the dissimilarity of the connectivity pro-
files of brain areas’ long-distance and short-range neigh-
bors, and that long-distance connectivity profiles form
clusters, suggesting that the brain’s long-distance archi-
tecture is both specific and also robust. Finally, using
dynamical simulations, we show a reduction in the diver-
sity of functional profiles when long-distance connections
are removed, whereas the opposite is true when we re-
move short-range connections. These findings help clar-
ify the functional roles of the brain’s long-distance net-
work architecture and inform future studies investigating
network structure and function.
RESULTS
Past studies of unweighted brain networks have re-
ported that long-distance connections act to reduce the
topological distance between brain areas, supporting effi-
cient communication among distant brain areas [12, 20].
We argue, however, that with new empirical data about
connections’ weights, this functional interpretation must
be revisited. In its place, we propose an alternative set
of functional roles for long-distance connections, build-
ing on the intuition that brain areas inherit functionality
from their patterns of incoming and outgoing connec-
tions [1, 5, 33]. We claim that the primary function of
long-distance connections is to deliver unique inputs to
brain areas and serve as novel targets for brain areas’
outputs, thereby enhancing the functional diversity of
those regions. We further hypothesize that long-distance
connections are not “one-offs,” but instead are insulated
and reinforced by other long-distance connections. This
architecture naturally leads to increased robustness. In
support of these hypotheses, we performed a number of
computational experiments involving five interareal con-
nectivity datasets representing four different organisms:
mouse, Drosophila, macaque, and human (low-resolution
and high-resolution). We describe the results of these
experiments in the following sections (Fig. 1). Details
of network reconstruction are provided Materials and
Methods section.
Distance shapes weighted network architecture.
We sought to demonstrate that many network-level prop-
erties of weighted interareal networks depend upon dis-
tance. We focused on four properties in particular: (i)
connection weight, (ii) cosine similarity of connectiv-
ity profiles, (iii) frequency of long-distance connections
among connections of different lengths, and (iv) connec-
tion probability as a function of distance.
First, we computed the Pearson correlation of the log-
arithm of connections’ weights with Euclidean distances
(Fig. 2a). We observed strong negative correlations
across all species and scales (maximum p < 10−15; FDR-
corrected). Second, we computed the pairwise cosine
similarity among all areas’ connectivity profiles and com-
puted its correlation with Euclidean distance (Fig. 2b).
As before, we found that cosine similarity was negatively
correlated with Euclidean distance (maximum p < 10−15;
FDR-corrected). Third, we estimated the distributions
of the logarithm of connection’s weights, and separately
labeled the top 5,%, 10%, 20%, and 25% of all connec-
tions by length. We then identified within each histogram
bin the contributions made by long connections relative
to the contributions made by connections of any length
(Fig. 2c). We observed that the weakest connections
were most often associated with the shortest connections,
while the strongest connections almost always excluded
short connections. Finally, we computed the distribu-
tion of all possible interareal Euclidean distances; that is,
the elements of the Euclidean distance matrix. Within
each histogram bin, we identified which of those possible
connections existed and compared to those that did not
(Fig. 2d). We found that when possible, short-range con-
nections were almost always observed, whereas many of
the possible long-distance connections were not observed.
Collectively, these results highlight the powerful role
that interareal Euclidean distance plays in shaping the
structural organization of weighted interareal brain net-
works. The consistency of these relationships across five
datasets is remarkable considering the range of acquisi-
tion and reconstruction techniques, and the gross differ-
ences in binary network density (the fraction of existing
connections irrespective of weight out of all possible con-
nections, ρ = # observed# possible ).
Similarity of connection length distributions
shapes areal function. The functionality of brain ar-
eas depends on the configuration and weights of their in-
coming and outgoing connections [1, 5]. However, these
network properties are correlated with and shaped by
distance. It follows, then, that the spatial embedding
of a brain area and the lengths of its connections indi-
rectly shape its function. Here, we tested this hypothesis
directly by comparing areas’ connection length distribu-
tions with their functional system assignments.
First, we computed each area’s connection length dis-
tribution (Fig. 3a,b). Distributions showed rich topog-
raphy and varied widely across the cortex. Some were
focused and sharply-peaked, while others were broad and
included connections of different lengths. To quantify an
area’s diversity of connection lengths, we computed the
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FIG. 1. Network matrices. (top row): Matrix representations of connectomes reconstructed from macaque, Drosophila,
mouse, and human imaging data. (bottom row): Euclidean distance matrices for the same species.
interquartile range of its connection length distribution
(Fig. 3c). Broadly, we found that interquartile range var-
ied across functional systems, with dorsal attention and
limbic networks exhibiting the greatest levels of diver-
sity in both low- and high-resolution network datasets
(Fig. 3d).
Next, we clustered areas using a k-means algorithm
by treating their connection length distributions as fea-
tures. We implemented the algorithm with 100 random
restarts, and we varied the number of clusters from k = 2
to k = 15. We compared areas’ cluster and functional
system assignments using a normalized mutual informa-
tion (NMI), where larger NMI values indicate greater
overall similarity of clusters. In comparing the observed
NMI values with those obtained by randomly permuting
areas’ cluster assignments, we observed that NMI was
consistently greater than expected by chance (1000 per-
mutations; p < 10−3, FDR-corrected) (Fig. 3e). Finally,
to determine which functional systems were responsible
for driving this similarity, we computed the co-cluster
density between every pair of systems. This density rep-
resents the fraction of times that pairs of brain areas
within those systems were co-assigned to the same cluster
by the k-means algorithm (Fig. 3f). In general, we find
that pairs of areas within systems are more likely to be co-
clustered than expected by chance. With the exception of
the visual system in the low-resolution dataset, all z-score
mean co-cluster densities were greater than zero and with
the exceptions of low-resolution visual, dorsal attention,
somatomotor, and salience networks, all z-scores were
statistically significant (p < 0.05, FDR-corrected).
Collectively, these results demonstrate that functional
specialization of a brain area can be associated with the
diversity of its connections and their lengths. This ob-
servation suggests that areas with dissimilar connection
length distributions tend to have different functional roles
within the network, allowing us to ascribe functional sig-
nificance to connections and their lengths.
Long connections contribute little to shortest,
weighted paths. According to current literature, long-
distance connections play important roles in networks’
shortest-path structure and reduce the number of pro-
cessing steps between brain areas [20]. This observa-
tion, however, was made using binary networks where
edges carry no weight [34]. It is less clear what role long-
distance connections play when connections are weighted
and when those weights span multiple orders of magni-
tude. We hypothesized that, due to the disparity between
the strongest and weakest connection weights and their
dependence on distance, the network’s shortest weighted
paths would be dominated by short-range connections.
To test this hypothesis, we computed a parameterized
version of edge betweenness centrality, BCij(α). The α
parameter, which we varied in increments of 1/3 over
the range [0, 4], controlled the decay rate of the neces-
sary mapping of connection weights to length. For each
network and for each value of α, we obtained an es-
timate of BCij(α), the fraction of shortest paths that
contained the connection {i, j}. Then, we calculated
the fraction of long-distance connections (top 25% by
length) involved in at least one shortest path. We ob-
served that long-distance connections played a minor
role when α was small, but an increasingly small role as
α → 4 (Fig. 4a). We investigated this behavior further
by computing the distribution of connection distances
for all pairs of brain areas that participated in at least
one shortest path (Fig. 4b). We found that across all
datasets, the observed distributions were skewed towards
short-range connections, while a null model in which con-
nection topology was preserved but brain area locations
were randomly permuted exhibited a broader distribu-
tion that involved many more long-distance connections
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FIG. 2. Network distance dependence. (a) Edge weight versus distance. (b) Cosine similarity versus distance. (c).
Frequency of edge weights across all connections (gray) and long-distance connections (color; top 25% longest connections).
(d). Frequency of connection lengths (gray) and lengths of existing connections (color).
(p < 10−5; FDR-corrected). These results demonstrate
that long-distance connections play relatively minor roles
in the shortest-path structure of weighted interareal brain
networks. Because a network’s shortest paths are inter-
preted as routes along which brain areas communicate
with one another (see, however, [28, 35] for alternative
perspectives), these findings suggest that routing infor-
mation along high-weight pathways composed of short-
range connections is more efficient than using weak, long
paths for interareal communication.
Next, and for completeness, we demonstrated that re-
moving short connections has a much greater impact on
statistics related to small worldness than removing the
same fraction of long connections. Specifically, we calcu-
lated the percent change in mean weighted path length
and mean weighted clustering coefficient (Fig. 4c,d)1. We
1Note: The percent change in weighted clustering coefficient and
path length are shown as absolute values.
systematically varied our definition of short versus long
connections, focusing on the shortest versus longest 5%,
10%, 20%, and 25% of connections according to the Eu-
clidean distances. For all datasets, we observed that the
effect of removing strong, short connections was consis-
tently greater than that of removing long connections.
These results paint a picture in which nervous system
function and communication is dominated by strong, low-
cost structural connections. These findings are inconsis-
tent with the view of nervous system function in which
most communication pathways are funnelled through a
small proportion of long-distance connections.
Long and short connections deliver dissimilar in-
puts and outputs. If long-distance connections play
little or no role in the shortest weighted path structure of
brain networks, what do they contribute? To understand
the functional roles of long-distance connections, we com-
pared them against short-range connections in terms of
the character of connectivity profiles. An area’s connec-
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FIG. 3. Regional connection length profiles relate to functional specificity in the human network dataset. (a):
Schematic illustrating connection length profiles for two example nodes. The orange node makes mostly short- and mid-range
connections, while the blue node exhibits some long-distance (>100 mm) connections. (b) Connection length distributions for
a low- and a high-resolution human network dataset. Nodes are ordered according to the cluster to which they were assigned
using a k-means algorithm. (c) Interquartile range of brain areas’ connection length distributions. (d) Interquartile range
plotted for each functional system: Visual (VIS), temporal + precuneus (T+P), dorsal attention (DAN), somatomotor (SMN),
salience (SAL), default mode (DMN), frontal (FR), control (CONT), limbic (LIM), and sub-cortex (SUB; applies only to the
low-resolution dataset). (e) Similarity of k-means partitions with functional system labels. (f ) Standardized (z-score) overlap
of clusters with functional systems. Circle size indicates the absolute value of the z-score and color indicates the sign of the
z-score. Large orange circles indicate that areas within pairs of systems were more likely to be co-clustered based on their
connection length distributions than expected by chance (permutation model).
tivity profile specifies the other areas it can influence and
be influenced by, thereby shaping its functional proper-
ties.
We considered the neighbors of brain area i and ex-
amined the average connectivity profile of those near-
est and those most distant. We hypothesized that, com-
pared to short-range connections, long-distance connec-
tions would deliver unique inputs to and novel targets
for an area, i, and as a result their respective connectiv-
ity profiles should be dissimilar. We quantified this dis-
similarity with cosine similarity, and compared the value
observed in the empirical data to a null distribution gen-
erated by keeping the network topology fixed but per-
muting areas’ spatial locations (Fig. 5a). We computed
the similarity of each areas’ long-distance and short-range
neighbors’ connectivity profiles, while varying the defini-
tion of long versus short connections (top/bottom 5%,
10%, 20%, and 25%). We observed that the distribu-
tion of standardized similarity scores was consistently
negative, indicating that long-distance and short-range
connections are more dissimilar from one another than
expected by chance (Fig. 5b). More quantitatively, we
observed that the cumulative distribution of standard-
ized similarity scores reached 95% before a positive value
was encountered (with the exception of the macaque and
in one case the mouse dataset). These results confirm
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FIG. 4. Shortest-path usage in weighted interareal networks. (a) The fraction of total connections used in shortest
paths. The total fraction is shown in gray; the long-distance fraction (top 25% length) is shown in color. The x -axis represents
the edge strength-to-distance parameter, α. (b) Edge length distributions of connections participating in shortest paths. Gray
curves show the mean distribution under a permutation-based null model; colored curves show α = 1, 2, 3, 4. (c) Percent change
in weighted clustering coefficient as a result of removing different fractions of long and short connections. (d) Percent change
in weighted characteristic path length as a result of removing different fractions of long and short connections. Note: bar plots
in panel d are shown with α = 1
3
. At larger values of α long-distance connections play no role in shortest path structure and
removing them leads to no change in the weighted characteristic path length.
that the pattern of incoming and outgoing connections to
brain areas are dissimilar when compared to one another
on the basis of their lengths. This observations suggests
that a wealth of long-distance connections may enhance
an area’s functional repertoire, by providing unique in-
puts as well as novel targets for output.
Long-distance connections exhibit degeneracies.
Short-range and long-distance connections lead to neigh-
bors with dissimilar connectivity profiles. However, there
are many scenarios in which this could occur. For in-
stance, long-distance connections could be dissimilar not
only from short-range connections, but also from other
long-distance connections. That is, each long-distance
connection links area i to another area whose connec-
tivity profile is not similar to the connectivity profile of
any of i’s other long-distance neighbors. In this scenario,
each long-distance connection provides a truly unique set
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FIG. 5. Similarity of long- and short-range connectivity profiles. (a) Schematic of processing pipeline for assessing
the similarity of long- and short-range inputs. The network depicted is the human, low-resolution network, thresholded to a
binary density of ρ = 0.25 and with subcortical areas removed for visualization purposes only. For the empirical analysis, we
performed no thresholding and retained all areas in all computations. All connections incident upon area i are identified and
their lengths are tabulated. Node i’s neighbors are then classified as either nearby or distant. Note: the same distance threshold
was applied uniformly to all brain areas. Separately, the connectivity profiles of nearby versus distant neighbors are summed.
The summed profiles, which represent possible inputs to i from its neighbors, are compared to one another using the cosine
similarity measure. This process results in a single similarity score for each area (node). We compare these scores against a null
distribution obtained by randomly re-classifying neighbors as nearby versus distant. (b) Cumulative distributions of area-level
z-scores for each network. The different panels represent variation of the threshold for classifying neighbors as nearby versus
distant. From left to right, nearby (distant) neighbors were those connected by the top (bottom) 5%, 10%, 20%, and 25% of
connection lengths.
of inputs and output targets with respect to one another.
This uniqueness, however, could belie a weakness; dam-
age to a single connection would result in the absence
of inputs or outputs, to or from i. Another possibility is
that long-distance connections are reinforced in some way
with built-in degeneracy. That is, from i’s perspective,
its long-distance connections lead to areas with similar
connectivity profiles, so that if one or a small number
of connections were damaged, then i would still receive
similar inputs and deliver similar outputs.
To test whether this was the case, we imposed dis-
tance thresholds on connectivity matrices so that con-
nections below a certain length were excluded (Fig. 6a).
We computed the pairwise similarity of each area’s long-
distance connectivity profile, and we then computed the
mean similarity over all pairs. Larger mean similarity
scores are indicators of increased levels of degeneracy.
In parallel, we compared these empirical scores against
those obtained from a randomized null model in which
a network’s degree sequence and edge weight distribu-
tion were exactly preserved, and in which a network’s
connection length distribution and length-weight rela-
tionship were preserved approximately (code available
at: https://www.richardfbetzel.com/code/). We re-
peated this process as we varied the definition of “long-
distance” (the top 5%, 10%, 20%, and 25% according to
connection lengths). We observed that the mean simi-
larity of long-distance connectivity profiles consistently
exceeded that of the null model (non-parametric test,
p < 0.01; FDR-corrected). The lone exception was ob-
served in the Drosophila dataset when using the most ex-
clusive definition of long-distance (top 5%). Otherwise,
this result was observed across all network datasets.
These findings indicate that the long-distance archi-
tecture of brain networks exhibits non-random, corre-
lations. This observation is inconsistent with recently-
proposed stochastic models of brain network formation
in which connections of all lengths are generated by the
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FIG. 6. Redundancy of long-range connectivity. (a) Example empirical and randomized networks thresholded to retain
the 25% longest connections (leftmost panels). We then compute the pairwise cosine similarity between areas’ long-range
connectivity profiles (rightmost panels). (b) Pairwise similarity measures are averaged for the empirical and randomized
networks. We repeat this process using four different definitions of “long-range”: 5%, 10%, 20%, and 25% longest connections
as defined by Euclidean distance between regional center of mass.
same wiring rules [23, 36]. Instead, areas’ long-distance
connections are organized in such a way that many brain
areas exhibit highly similar patterns of incoming and out-
going connections.
Long-distance connections lead to diverse pat-
terns of functional coupling. The results presented
in the previous sections described the structural archi-
tecture of brain networks. Though we interpreted these
results in terms of brain function and information trans-
mission, the link between structure and function is com-
plicated, and recent findings have cast doubt on the role
of shortest paths in network communication [27, 35]. In
this section, we ground these intuitions in a dynami-
cal model of neural activity and demonstrate that long-
distance connections support the functional diversity of
brain areas.
Specifically, we use a linearization of the Wilson-Cowan
population model [37] and compute from this model the
covariance matrix of brain areas’ temporal activity. The
rows of this matrix represent brain areas’ functional fin-
gerprints – their pattern of functional coupling to the
N − 1 other brain areas (Fig. 7a). We define an area’s
functional diversity to be equal to its participation co-
efficient (PC) computed given its corresponding covari-
ance matrix and given modules estimated from the struc-
tural connectivity network using modularity maximiza-
tion (Fig. 7b). The functional diversity of the whole brain
is defined as the average PC over all brain areas. We
then repeated this procedure, removing the same number
of short-range and long-distance connections, and com-
puted the resultant change in average PC. Across all net-
work datasets, we found that removing long-distance con-
nections always resulted in decreased average PC, while
removing short-range connections resulted in increased
average PC. This finding suggests that reductions in the
number of long-distance connections in the network will
tend to decrease the overall functional diversity of the
brain, resulting in a more specialized and less integrated
network as a whole.
DISCUSSION
Brain areas’ functional repertoires are shaped by their
incoming and outgoing structural connections. Most con-
nections are short-range and incur minimal cost to the
network in terms of material and energy. Nonetheless, a
small proportion of connections span long distances, lead-
ing to the hypothesis that the functionality conferred by
these connections must outweigh their cost. Their pre-
cise function, however, is a matter of debate. The current
hypothesis is that long-distance connections reduce the
average topological distance between brain areas, facili-
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connectivity matrix is used to constrain a linearization of Wilson-Cowan dynamics, which results in an estimated covariance (FC)
matrix. We compute network modules ahead of time and, based on those modules and on the simulated covariance structure, we
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coefficient (colored bars), indicating a decrease in functional diversity. Removing short-range connections (gray bars) has the
opposite effect. Note that for the low- and high-resolution human datasets, we computed the participation coefficient with
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tating interareal communication.
Here, we challenge this hypothesis on the grounds that
it is not necessarily true for weighted brain networks and
that it implies a non-specificity of long-distance connec-
tions. We propose, instead, that long-distance connec-
tions serve to diversify brain areas’ inputs and outputs,
and to promote complex network dynamics. To test this
hypothesis, we analyze five weighted interareal brain net-
work datasets. As expected, we find that brain areas’
long-distance and short-range neighbors exhibit marked
differences in terms of their connectivity profiles, sug-
gesting that long-distance connections contribute to the
specificity of regions’ connectivity profiles and serve as
sources of dissimilar inputs and outputs for brain areas.
Next, we show that in isolation areas’ long-distance con-
nectivity profiles exhibit non-random levels of similarity,
suggesting that the communication pathways formed by
long connections exhibit redundancies, which may help
promote robustness. Finally, we simulate the covari-
ance structure of neural activity using a linearization
of Wilson-Cowan dynamics. We show that in the ab-
sence of long-distance connections, one measure of func-
tional diversity – the mean participation coefficient – de-
creases, indicating that from a functional perspective,
long-distance connections are necessary for supporting
diverse and complex brain dynamics.
Interpreting the functional roles of long-distance
connections. One of the open challenges of theoreti-
cal neuroanatomy is understanding how brain function
is shaped by structure [38]. Long-distance connections,
because they are prevalent despite high material and
metabolic cost, are believed to play critical functional
roles. The earliest network analyses argued that long-
distance connections acted as integrative structures that
reduced topological distance between brain areas, which
contributed to efficient interareal communication [20].
This perspective was largely based on analogy between
brain and other socio-technical networks whose functions
are better-understood [39].
In the decade and a half since these early analyses,
however, this narrative has largely remained unrefined
(though there have been some recent advances. See, for
example, Bassett and Bullmore [22]). In general, long-
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distance connections are almost universally regarded as
key integrative structures. Recently, however, the func-
tional roles of long-distance connections have been revis-
ited. In Markov et al. [40], the authors demonstrated that
in the macaque brain, the similarity of areas’ connectiv-
ity profiles decreased with distance, suggesting that long-
distance connections contributed to an area’s specificity.
More recently and using a different macaque network
dataset, Chen et al. [41] suggested that long-distance con-
nections, those unanticipated by a model that penalized
the formation of costly connections, form a dense cluster,
and may also perform some segregative functions.
Our work builds on these and other recent papers in-
vestigating the functional consequences of the brain’s
spatial embedding and the roles of costly, long-distance
connections [13, 19, 23, 26, 36, 42–44]. Our findings show
that, across species and scales, interareal communication
along shortest paths is dominated by strong short-range
connections, with long-distance connections contribut-
ing minimally. Instead, we find that brain areas’ neigh-
bors via long-distance connections have massively differ-
ent connectivity profiles than their short-range neighbors.
This finding is a clear demonstration that, from a struc-
tural perspective, long-distance connections allow brain
areas to interact through novel configurations of inputs
and outputs. The consistency of this observation across
species is also suggestive of an evolutionarily-conserved
mechanism of interareal communication.
The specificity of long-distance connections. In
our work, we also showed that brain areas’ profiles of
long-distance connections were similar to one another, a
feature not accounted for by degree sequence, distance
and weight distributions, and weight-distance relation-
ships. This observation suggests that the organization of
long-distance connections (and possibly connectomes as a
whole) is shaped by an underlying latent structure that is
a function of brain areas’ spatial locations but also some
set of unknown factors, including cytoarchitectonic and
transcription profile similarity [45–47], higher order topo-
logical organization [44, 48], or temporal staging in which
connections are formed during developmental windows
when brain areas are proximal to one another [49]. The
similarity of areas’ long-distance connectivity profiles also
suggests a sense of connectional specificity that may not
be explained by recent papers that proposed stochas-
tic and globally-enforced wiring principles [13, 23, 36].
While these and other models can provide insight into
brain-wide organizational principles [44, 48, 50, 51], they
oftentimes lack the ability to accurately predict area-level
statistics [41].
Interpreting connection weights. The process of
enumerating a network’s shortest paths does not incorpo-
rate information about spatial relationships. The obser-
vation that shortest paths are dominated by short-range
connections is a direct result of the inverse relationship
between connection weight and distance, as well as the
assumption that connections’ weights represent the com-
munication efficacy between connected brain areas. This
interpretation, however, exposes a shortcoming common
in most empirical analyses of connectome data. Namely,
that the weights of connections are estimated from struc-
tural data alone, and while we ascribe functional signifi-
cance to their values, may have no true bearing on brain
function or communication (e.g., the number or fraction
of reconstructed streamlines or projections does not im-
ply that they are consistently used for signaling). Are we
justified, then, in our functional interpretation of connec-
tion weights?
At the scale of brain areas, communication is deter-
mined in part by axonal diameter and myelination status,
which place limits on nerve conduction velocity [52, 53].
Interestingly, a number of studies have reported roughly
lognormal-distributed fiber diameters [54], which is in
broad agreement with the connection weight distribu-
tions reported here. Moreover, due to volumetric [11]
and cost constraints [18], the probability of axonal pro-
jections spanning long distances is small [17, 55]. So
while the distributions of connection weights are both
consistent across datasets and agree with previously re-
ported results in which other variables relevant to com-
munication were also measured, it still remains unclear
whether the weights can be directly interpreted in terms
of interareal communication. Ultimately, addressing this
question remains an empirical challenge, but would be of
tremendous practical value as it would inform network
modeling efforts, both of brain structural networks [51]
but also of its function [56–58].
Limitations. This study has a number of methodologi-
cal limitations. First, we assume that we can make mean-
ingful claims about the functional properties of nervous
systems and brain areas by studying their structural net-
works alone. The validity of this assumption is built
upon decades of empirical observations and recent sim-
ulation studies demonstrating that the covariance struc-
ture of temporally evolving neural activity can be pre-
dicted from properties of the structural matrix [35, 59–
61]. Our claims, however, are more nuanced than simply
stating that function and structure are related to one
another. We claim, specifically, that the shortest path
structure of brain networks is of functional importance,
a view that has been challenged of late [28, 35]. While
the precise role of shortest paths is, indeed, unclear, dis-
ruptions to shortest paths have been associated with dis-
ease, suggesting that an important, if poorly understood,
functional role, and thereby motivating their study, here
[62, 63].
Second, the networks studied here were composites
built from many single-subject observations. It remains
unclear to what extent these networks are representa-
tive of the average individual. Moreover, it is impor-
tant to note that in the absence of connection weights,
long-distance and short-range connections are effectively
weighted the same. In this extreme case, it is likely that
networks’ shortest paths will, in fact, include many long-
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distance connections. We can begin to see this when
we tune the parameter α closer to zero. In any case,
the “correct” edge-weighting scheme is unknown. Lastly,
diffusion imaging and tractography, exhibit known biases
that make it challenging to detect long-distance cortico-
cortical tracts [64, 65]. While future methodological ad-
vances may prove helpful [66], our results are bolstered
by the inclusion of a high-resolution multiband diffusion
imaging scan marking 257 diffusion directions.
CONCLUSION
We present evidence that long-distance connections are
not merely topological shortcuts. Instead, they introduce
diversity among brain areas’ neighbors, which we show
in human data can be related to brain function. We also
confirm using simulations of brain dynamics that in the
absence of long-distance connections, brain networks ex-
hibit a decrease in their functional diversity. Lastly, long-
distance connections exhibit degeneracies, so that many
different areas have similar patterns of long-distance con-
nectivity. We speculate that this degeneracy confers ro-
bustness to the system. Our findings contribute to a
growing body of literature aimed at refining our under-
standing of how brain structure shapes its function.
MATERIALS AND METHODS
We analyzed mouse, Drosophila, macaque, and hu-
man weighted, interareal network datasets. Each dataset
was distinct in terms of imaging modality, reconstruction
technique, and connection weighting scheme. This vari-
ability in processing strategy was unintentional, though
we exploit this feature in order to demonstrate the uni-
versality of our findings and their robustness to acquisi-
tion and processing schemes. In this section, we describe
the methods used to reconstruct and analyze the net-
works.
Network datasets
Mouse. The mouse connectivity matrix was recon-
structed based on freely available tract-tracing data
from the Allen Institute Mouse Brain Connectivity At-
las (http://connectivity.brain-map.org; see [67] for
more details of tract-tracing experiments). Anterograde
recombinant adeno-associated viral tracer was injected
into target areas in the right hemisphere of mouse brains,
which was extracted three weeks post-injection at which
time viral tracer projection patterns were reconstructed.
Reconstructions were then smoothed and aligned to a
common coordinate space of the Allen Reference Atlas.
Network nodes were defined according to a custom par-
cellation based on the Allen Developing Mouse Brain At-
las [24]. This parcellation contains 65 areas in each hemi-
sphere, 9 of which were removed because they were not
involved in any tract-tracing experiment. The resulting
weighted and directed network contained N = 112 areas
of interest linked by edges corresponding to interareal ax-
onal projections and weighted as normalized connection
densities: the number of connections from unit volume
of a source area to unit volume of a target area (Fig. 1a).
Drosophila . The connectivity matrix for Drosophila
was reconstructed from the FlyCircuit 1.1 database
(http://www.flycircuit.tw), a repository of images of
12,995 projections neurons in the female Drosophila brain
[68]. Neurons were labeled with green fluorescent protein
(GFP) using genetic mosaic analysis with a repressible
cell marker. GFP-labeled neurons were delineated from
whole-brain three-dimensional images and co-registered
to a female template brain using a rigid linear trans-
form. Individual neurons were partitioned into N = 49
local processes units (LPUs; network nodes) with distinct
morphological and functional characteristics. LPUs were
defined so as to contain their own population of local in-
terneurons whose fibers were limited to that LPU. The
result was a weighted and directed network comprised of
projections among LPUs. This network has been ana-
lyzed elsewhere [25, 33, 69] (Fig. 1b).
Macaque. The macaque connectivity matrix was based
on retrograde tract-tracing experiments and originally
reported in [32]. Injections of fluorescent tracers were
made in 28 macaque monkeys. Reconstructed projections
were localized with respect to a parcellation comprised
of N = 91 cortical areas based on histological and atlas-
based landmarks. For each tract-tracing experiment, the
number of labeled neurons in each of the 91 areas was
counted. This number was then expressed relative to the
number of labeled neurons minus the number of neurons
intrinsic to the injection site. The result is a [29×91] ma-
trix of connection weights from each injection site to the
rest of the brain. We focused on the [29 × 29] weighted
and directed connectivity matrix [40] (Fig. 1c).
Human structural networks. Human brain networks
were reconstructed from diffusion weighted magnetic
MRI using deterministic tractography algorithms. The
networks we analyzed were group-representative compos-
ites of subject-level networks (30 subjects). This network
construction process entailed acquiring diffusion spec-
trum and T1-weighted anatomical images for each in-
dividual. DSI scans sampled 257 directions using a Q5
half-shell acquisition with a maximum b-value of 5000,
an isotropic voxel size of 2.4 mm, and an axial acqui-
sition with repetition time TR = 5 seconds, echo time
TE = 138 ms, 52 slices, and field of view of [231, 231, 125]
mm. All procedures were approved by the Institutional
Review Board of the University of Pennsylvania.
DSI data were reconstructed in DSI Studio (www.
dsi-studio.labsolver.org)), using q-space diffeomor-
phic reconstruction (QSDR) [70]. QSDR reconstructs
diffusion-weighted images in native space, computes the
12
quantitative anisotropy (QA) of each voxel, warps the
image to a template QA volume in Montreal Neurologi-
cal Institute (MNI) space using the statistical paramet-
ric mapping nonlinear registration algorithm, and recon-
structs spin-density functions with mean diffusion dis-
tance of 1.25 mm with three fiber orientations per voxel.
Fiber tracking was performed using a modified FACT
algorithm with an angular cutoff of 55◦, step size of
1.0 mm, minimum length of 10 mm, spin density func-
tion smoothing of 0.00, maximum length of 400 mm,
and a QA threshold determined by DWI signal in the
colony-stimulating factor. For each individual, the algo-
rithm terminated when 1,000,000 streamlines were recon-
structed.
In parallel, T1 anatomical scans were segmented us-
ing FreeSurfer and parcellated using the Connectome
Mapping Toolkit (http://www.connectomics.org) ac-
cording to low- and high-resolution atlases (Nlow = 82
and Nhigh = 1000) [31]. The low-resolution atlas com-
prised 68 cortical areas and 14 subcortical structures.
The high-resolution atlas comprised 1000 cortical areas,
representing subdivisions of cortical areas delineated in
the low-resolution atlas, and 14 subcortical structures.
Note that the upsampling procedure applied to the cor-
tical areas was not applied to the subcortical structures.
As a result, the volumes and surface areas of subcor-
tical structures in the high-resolution atlas were many
times greater than that of the high-resolution cortical
areas. Because large morphometric disparities can in-
duce unwanted biases in network analysis, we elected to
exclude sub-cortical structures from our analysis of net-
works constructed using the high-resolution atlas. Each
parcellation was registered to the B0 volume of subjects’
DSI data, and a B0-to-MNI voxel mapping was used to
map area labels from native space to MNI coordinates.
Streamlines were aggregated by the areas in which their
starting and terminal endpoints were located. The con-
nection weight between any pair of areas was defined
as their streamline count normalized by the geometric
means of their volumes.
Group-representative matrices were generated using a
distance-dependent, consistency-based thresholding pro-
cedure. This procedure was applied separately to inter-
and intra-hemispheric connections. The resulting net-
works had a binary density equal to the average across
subjects, approximately the same distribution of inter-
and intra-hemispheric edge lengths, and approximately
the same edge weight distribution as every subject
(Fig. 1d,e). This approach has been described elsewhere
[27, 43] and shown to be superior to distance-agnostic
thresholding procedures [71].
Network analysis
Inter-areal networks were represented as weighted con-
nectivity matrices, W ∈ RN×N , where the element wij
denoted the strength of the connection between brain
areas (nodes) i and j. We encoded spatial relation-
ships between nodes with Euclidean distance matrices,
E ∈ RN×N , where the element eij denoted the straight-
line distance between the physical locations of areas i and
j.
Shortest weighted paths. The shortest path be-
tween two areas represents the most direct channel by
which they can communicate, with shorter paths imply-
ing enhanced communication capacity. To calculate the
shortest path structure of weighted networks, we first
performed a weight-to-length transformation of the net-
work’s connections. This procedure was necessary be-
cause connection weights measure the affinity of one node
to another, while shortest path algorithms seek to min-
imize a measure of length or cost. One possible trans-
formation is to take the element-wise reciprocal of W, so
that the length of the connection between areas i and j is
given by lij = 1/wij . This transformation can be made
more general by introducing the parameter, α > 0, so
that lij(α) = w
−α
ij . Under this parameterization, lij(α)
decays monotonically as a function of wij with a rate of
decay rate given by α. Once weights were transformed
into lengths, the network’s shortest path structure was
computed and stored in the distance matrix, D ∈ RN×N ,
whose element dst = lsi+lij+. . .+lkt encoded the length
of the weighted shortest path between source area s and
target area t [72].
Mean weighted path length. Given a network’s short-
est path structure, we calculated a number of useful met-
rics. The simplest was the average length of shortest
paths:
〈L〉 = 2
N(N − 1)
∑
i,j>i
dij . (1)
This measure tells us, on average, the cost of using short-
est paths for communication.
Edge betweenness centrality. We also calcu-
lated the contributions made to a network’s shortest
path structure by its connections [73]. Let pis→t =
{{s, i}, {i, j}, . . . , {k, t}} be the sequence of connections
traversed along the shortest path from a source node s to
a target node t. A connections’s betweenness centrality,
BCij , measures the fraction of all shortest paths that in-
clude the connections {i, j}; its value can be interpreted
as a measure of a connection’s importance for communi-
cation along a network’s shortest paths.
Interareal similarity. A brain area’s functionality
is derived from its connectivity profile, i.e. its pat-
tern of incoming and outgoing connections [1, 5]. The
connectivity profile of area i is defined as the vector
wi = [wi1, . . . , wiN ]. Regions with similar connectivity
profiles have the capacity to receive and deliver similar
input and output signals, and are therefore thought to
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play roughly equivalent functional roles within the net-
work [74–77]. To measure the functional relatedness of
two areas i and j, we can calculate the similarity of
their connectivity profiles as the cosine of the angle, θij ,
formed by the vectors wi and wj :
Sij = cos(θij) =
wi ·wj
‖wi‖‖wj‖ . (2)
Note that for directed networks, we define an
area’s connectivity profile to include both its in-
coming and outgoing connections. That is, wi =
[wi1, . . . , wiN , w1i, . . . , wNi].
Short- and long-distance connections. While a
brain area’s functionality depends on its own connectiv-
ity profile, it also depends on the connectivity profiles of
its neighbors. An area’s neighbors can have connectivity
profiles dissimilar from its own and therefore can con-
tribute unique inputs to that area or offer novel targets
for that area’s outgoing connections.
We measure the uniqueness of inputs and outputs us-
ing cosine similarity. Specifically, we compare the connec-
tivity profiles of area i’s neighbors linked by short- and
long-distance connections. Let Γi = {j : wij 6= 0} be the
set of i’s neighbors. These neighbors can be subdivided
into short- and long-distance subsets: Γshorti = {j : wij >
0, eij ≤ τ shorte } and Γlongi = {j : wij > 0, eij ≥ τ longe }.
Here, τ
short/long
e represent distance cutoffs below or above
which we consider a neighbor to be short- versus long-
distance with respect to i’s location.
To demonstrate that i’s short- versus long-distant
neighbors have dissimilar connectivity profiles and there-
fore unique inputs and outputs, we computed the cosine
similarity of their mean connectivity profiles. The mean
connectivity profile of Γ
short/long
i , is defined as:
w
short/long
i =
∑
j∈Γshort/longi
wj . (3)
The similarity of wshorti and w
long
i , Sishortilong was com-
pared to a randomized null model, in which the network’s
topology was kept fixed, but where nodes’ locations were
randomly permuted. This procedure tests the null hy-
pothesis that the (dis)similarity of connectivity profiles
from short- and long-distance neighbors could arise under
random spatial embeddings as a result of the network’s
topology alone.
Redundancy of long-distance connections. Com-
plex networks are subject to perturbations and their com-
ponents can degrade over time, processes that compro-
mise network function [78]. To counter these processes,
many systems exhibit structural degeneracy in which a
multiplicity of components play the same or similar func-
tional roles [79]. In the event that some of these com-
ponents are damaged, system function is maintained by
the remaining undamaged components. We hypothesized
that if the brain’s long-distance connections were orga-
nized to provide unique and specific inputs and outputs,
then these pathways should exhibit structural degener-
acy. To test this, we compared whether areas’s long-
distance connectivity profiles were more similar to one
another than expected in a randomized null model in
which the network’s degree sequence, edge-length distri-
bution, and edge-weight distribution were maintained ex-
actly. This was accomplished by retaining connections
and weights whose lengths, eij ≥ τ longe . Using this net-
work of long-distance connections only, we computed the
cosine similarity for every pair of brain area connectivity
profiles and computed the average similarity across all
pairs:
〈Slong〉 = 2
N(N − 1)
∑
i,j>i
Slongij . (4)
Larger values of 〈Slong〉 indicate greater levels of struc-
tural degeneracy.
Modularity maximization. Many complex systems,
including brain networks, exhibit rich meso-scale struc-
ture such that their nodes can be meaningfully parti-
tioned into clusters [80]. Modular organization, in which
clusters represent weakly interacting sub-systems called
modules or communities, is a well-described phenomenon
in both structural and functional brain networks [81].
Here, we use modularity maximization to uncover net-
work modules [82]. Modularity maximization seeks to
partition nodes into modules such that the intra-modular
density of connections maximally exceeds that of a null
connectivity model. This is accomplished by heuristically
maximizing the modularity quality function:
Q(γ) =
∑
ij
bijδ(ci, cj). (5)
Here, bij = wij−γ·pij , where wij and pij are the observed
and expected weights of the connection between nodes i
and j. The resolution parameter, γ, scales the relative
importance of pij and determines the number and size
of detected modules. Node i’s module assignment is en-
coded as ci ∈ {1, . . . ,K}. Here, δ(ci, cj) is the Kronecker
delta function and is equal to 1 when ci = cj and zero
otherwise. Effectively, Q is computed as a summation
over node pairs, {i, j}, that fall within modules and is
maximized when these pairs are more strongly connected
than anticipated.
Structural network modules. We applied modu-
larity maximization to each of the five structural net-
work datasets. For structural brain networks, we used
a null connectivity model that preserves nodes’ binary
and weighted degrees but otherwise allowed connections
to be formed at random. Under this model pij =
kouti k
in
j
2m ,
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where kinj =
∑
i wij and k
in
i =
∑
j wij . Following re-
cent work, we symmetrized the value of bij as bij =
(wij−γ·pij)+(wji−γ·pji)
2 [83]. Note that for the undirected
human networks kini = k
out
i and so the symmetrization
was unnecessary.
We used a generalized version of the Louvain algorithm
to maximize Q(γ) [84], varying γ from 0.5 to 4.0 in in-
crements of 0.1. At every value of γ we repeated the
Louvain algorithm 100 times with random initial condi-
tions. We selected the optimal value of γ by computing
the pairwise similarity (z-score of the Rand index [85]) of
partitions and focusing on local maxima of the γ versus
median similarity curve. At local maxima, we generated
a representative consensus partition from the partitions
produced by the Louvain algorithm (see [43] for more
details).
Functional network modules. The focus of this pa-
per was on structural brain networks. However, to fa-
cilitate more direct functional interpretation of results
obtained from analyses of human networks, we sought
estimates of brain areas’ functional system assignments.
To obtain such estimates, we applied modularity max-
imization to correlation matrices constructed from in-
dependently acquired task-free fMRI BOLD data, the
details of which have been described elsewhere [27, 86].
Briefly, this dataset comprised 40 subjects that under-
went 9-minute resting-state scans, following which BOLD
time series were extracted from the same Nlow = 82 and
Nhigh = 1000 areas as described above and subsequently
averaged across subjects. We refer to these group-level
correlation matrices as rlow and rhigh.
Applying modularity maximization to functional brain
networks to obtain system labels requires extra care for
several reasons. First, establishing a consistent set of
system identities across scales is non-trivial because low-
and high-resolution functional network datasets are gen-
erally constructed and clustered independently from one
another. Here, we mitigate this issue using a multi-layer
network model and a generalization of modularity max-
imization to cluster both matrices simultaneously [87].
Specifically, we treated rlow and rhigh as differently-sized
layers inter-linked to one another through the rectangu-
lar correlation matrix, rlow/high, whose elements encoded
the correlation magnitude of activity in low-resolution
areas with that of high-resolution areas. The result-
ing multi-layer network was flattened to have dimensions
r ∈ R1068×1068, where the first 68 nodes represent cortical
areas from the low-resolution functional network and the
final 1000 nodes represent cortical areas from the high-
resolution network.
Second, the null connectivity model must be compat-
ible with whatever measure was used to define func-
tional connection strength (in this case a Pearson cor-
relation coefficient) [88]. As suggested by Bazzi et al.
[89], we defined pij = 1 for all node pairs {i, j}, so
that bij = rij − γ. This expression corresponds to a
null model in which BOLD activity of all nodes is uni-
formly correlated with a magnitude of γ. As before,
the free parameter γ determines the number and size
of communities. We tested γ ∈ [0, 0.3] in increments
of 0.006 for a total of 51 possible values. We used the
same strategy described earlier to identify γ values of
interest and to obtain consensus partitions. This anal-
ysis resulted in nine modules consistent across low- and
high-resolution datasets. Based on spatial topography
and visual inspection, we named these modules: vi-
sual (VIS), temporal + precuneus (T+P), dorsal atten-
tion (DAN), somatomotor (SMN), salience (SAL), de-
fault mode (DMN), frontal (FR), control (CONT), and
limbic networks (LIM) (Fig. 8b).
Participation coefficient. A network’s meso-scale or-
ganization highlights groups of brain areas thought to
perform similar functions. Once those groups were iden-
tified, we further characterized the functional roles of in-
dividual brain areas based on their structural interac-
tions with modules. One popular measure for doing so
is an area’s participation coefficient, which measures the
extent to which an area’s connections are concentrated
within a few modules or are distributed more evenly
across many modules [90].
PCi = 1−
K∑
s=1
(
kis
ki
)2
. (6)
Here ki =
∑
j wij is i’s weighted degree and kis =∑
j∈s wij is the total weight of i’s connections to mod-
ule s. Participation coefficients range from 0 to 1, where
larger values indicate that connections are evenly spread
over modules. An area’s participation coefficient can be
interpreted as a measure of its diversity of function [91].
Simulated functional connectivity. The network
analyses described above are purely structural – they
characterize architectural features of networks whose
connections represent physical and material pathways in
the brain. While network structure is oftentimes inter-
preted in terms of a network’s function – e.g., information
or signals being routed along a network’s shortest paths –
the link can be made stronger by modeling or simulating
dynamical processes over the network [92].
Here, we study a discretized and linearized model of
Wilson-Cowan dynamics, as described in [37] and used
in [59]. Let u(t) = {u1(t), . . . , uN (t)} be the vector of
brain areas’ states (activity levels) at time t. Under this
model, states evolve as:
u(t+ ∆t) = Au(t) + ξ(t) (7)
where ξ(t) is uncorrelated Gaussian noise and ∆t is a
single time step. Here, the generalized coupling matrix,
A, was defined as:
A = (1− α∆t)I + W∆t (8)
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FIG. 8. Multi-layer modularity maximization for functional systems. (a,left) Flattened multi-layer correlation matrix,
r. (a,middle) Illustration of multi-layer matrix divided into low- and high-resolution layers and inter-layer coupling. (a,right)
Similarity of detected partitions as a function of the resolution parameter, γ. Local maxima are shown as black circles. The
dotted red line depicts the value of γ used to construct the system partitions. b Spatial topography of low- and high-resolution
versions of the system partitions.
where α is a leak variable within each brain area and I
is the identity matrix. As in Honey et al. [59], we fixed
α = 2.
The covariance matrix of areas’ states over time can
be calculated directly from the spectral properties of
the coupling matrix, A, and the covariance of the noise
terms, ξ(t). As with empirical covariance matrices, we
interpret the covariance matrix computed here as an es-
timate of functional connectivity. See Gala´n [37] for more
details.
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