Two-body interactions and decay of three-level Rydberg-dressed atoms by Helmrich, S. et al.
Two-body interactions and decay of three-level Rydberg-dressed atoms
S. Helmrich,1 A. Arias,1 N. Pehoviak,1 and S. Whitlock1, ∗
1Physikalisches Institut, Universita¨t Heidelberg, Im Neuenheimer Feld 226, 69120 Heidelberg, Germany.
(Dated: October 3, 2018)
We theoretically analyze the interactions and decay rates for atoms dressed by multiple laser
fields to strongly interacting Rydberg states using a quantum master equation approach. In this
framework a comparison of two-level and three-level Rydberg-dressing schemes is presented. We
identify a resonant enhancement of the three-level dressed interaction strength which originates
from cooperative multiphoton couplings as well as small distance dependent decay rates. In this
regime the soft-core shape of the potential is independent of the sign of the bare Rydberg-Rydberg
interaction, while its sign can be repulsive or attractive depending on the intermediate state detuning.
As a consequence, near-resonant Rydberg dressing in three-level atomic systems may enable the
realization of laser driven quantum fluids with long-range and anisotropic interactions and with
controllable dissipation.
Ultracold atomic gases are versatile model systems
for investigating novel phases of matter and condensed-
matter phenomena with nearly complete control over
the relevant system parameters. To date however, the
landmark experiments in the field, i.e. the realization of
Bose-Einstein condensation [1–3] and degenerate Fermi
gases with molecular or Bardeen-Cooper-Schrieffer corre-
lations [4–11] are governed by isotropic contact interac-
tions. This is an important distinction from, for example,
the dominant Coulomb interactions in strongly-correlated
electron systems [12] or the complex interactions which
govern nematic liquid crystal phases [13]. This apparent
limitation is fading though with the advent of ultracold
gases of atoms possessing sizeable magnetic dipole mo-
ments [14–17] or heteronuclear molecules with electric
dipole moments [18–20]. In these systems the long-range
and anisotropic character of the interactions gives rise
to intriguing effects such as dipolar collapse [21], demag-
netization dynamics [22, 23], universal dipolar scatter-
ing [24], roton instabilities [25] as well as magnetic or
Hubbard-like physics arising from beyond contact interac-
tions [26–28]. Future experiments aim to further enhance
and control these interactions, opening the door to new
types of strongly-correlated dipolar matter such as topo-
logical phases [29–33] or states simultaneously exhibiting
crystalline and superfluid order [34–37].
Highly excited Rydberg states of atoms offer another
promising approach to create strongly-correlated mat-
ter by engineering the strength, range and anisotropy
of interparticle interactions. However, the energy scales
associated with the Rydberg-Rydberg interactions (tens
of MHz) and their relatively short lifetimes (∼ 10 µs)
are seemingly incompatible with the typical energy scales
(∼ kHz) and time scales associated with ultracold atomic
motion or equilibration (∼ 10 ms). A possible resolu-
tion, first proposed by Santos et. al. [38], is to treat each
particle as composed of the atomic ground |g〉 and Ryd-
berg |r〉 states coherently coupled by a far off-resonant
laser. The resulting dressed atoms |ψ〉 ≈ |g〉 + β |r〉 in-
clude a small Rydberg-state admixture (β  1) which
would allow them to evolve under the influence of strong
and long-range interactions for up to tenths of a sec-
ond. So far, theoretical and experimental studies have
employed a two-photon excitation scheme with a large
detuning from an intermediate state (effective two-level
regime) [34, 35, 37, 39–45] or direct excitation via a single
laser field [33, 46–50]. However, experimentally reach-
ing conditions where coherence times exceed motional
timescales still remains an important challenge.
Here we treat Rydberg dressing including the larger
parameter space afforded by multiple dressing laser fields.
Furthermore we present a detailed comparison of two-
level and three-level Rydberg-dressing schemes including
the influence of spontaneous decay of the excited states.
For a wide range of parameters the effective three-level
interaction potentials have a soft-core form similar to the
two-level case. The optimal parameters for three-level
dressing coincide with destructive interference of the inter-
mediate state population and a cooperative enhancement
of the Rydberg admixture due to multiphoton excitations
[51]. For these parameters the dressed-state interaction
strength and lifetime can be comparable to, or even ex-
ceed what is possible for two levels. Remarkably the
shape of the dressed potential is independent of the sign
of the bare Rydberg-Rydberg interaction, opening the
possibility to realize stable Rydberg dressed atoms with
anisotropic interactions.
To self-consistently calculate the effective interaction
potential U and the residual photon scattering rate Rsc
as a function of the bare Rydberg-Rydberg interaction
strength V we use a quantum master equation treatment
which includes spontaneous decay from the excited states.
The master equation describing the two-particle system
is ρ˙ = −i[Hˆ, ρ] +L[ρ] (in units where ~ = 1). The Hamil-
tonian consists of three parts Hˆ = Hˆ1 + Hˆ2 + Vˆ , where
Hˆ1,2 are the individual atom-light Hamiltonians in the
rotating wave approximation and Vˆ = V |r1〉 |r2〉 〈r1| 〈r2|
is the two-body interaction between bare Rydberg states.
The superoperator L[ρ] = ∑{Lˆ} LˆρLˆ†− (Lˆ†Lˆρ+ρLˆ†Lˆ)/2
describes spontaneous decay of the excited states, where
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2Figure 1. (a) Level scheme for two atoms with distance d dressed by one or two laser fields colored red and blue respectively. (b)
Comparison of the interaction strength U(C6/d
6) and scattering rate Rsc(C6/d
6) for two-level (dashed red lines) and three-level
systems (solid blue lines) assuming repulsive van der Waals interactions between Rydberg states and ∆ = 0,∆e > 0 (three-level)
and ∆ < 0 (two-level). (c) Same as in (b) but for attractive van der Waals interactions. The parameters used for the calculations
are given in the text.
{Lˆ} is a set of decay operators. Focusing on the three-level
ladder system (Fig 1a), in which each atom is composed
of a long lived ground state |g〉 coupled to the Rydberg
state |r〉 via a short lived intermediate state |e〉, then
Hˆj =
Ωe
2
|gj〉 〈ej |+ Ωr
2
|ej〉 〈rj |
−∆e
2
|ej〉 〈ej | − ∆
2
|rj〉 〈rj |+ H.c. (1)
Additionally, Lˆj = {
√
Γe |gj〉 〈ej | ,
√
Γr |ej〉 〈rj |} describes
spontaneous decay from the intermediate state and the
Rydberg state respectively. We neglect possible couplings
to other Rydberg states and the much weaker interactions
between atoms in the |g〉 or |e〉 states. Typically Γe  Γr
and the internal degrees of freedom reach steady state
on a timescale ∼ Γ−1e which we assume is much faster
than typical motional timescales. Therefore it is suffi-
cient to calculate the steady state values of the dressed
potential and residual scattering rate for each value of V
without explicitly considering the motion of the particles.
However care must be taken applying the same reasoning
to the two-level case or to atoms with metastable inter-
mediate states for which internal state dynamics can be
much slower. To calculate U(V ) we first solve the master
equation for steady state (ρ˙ = 0) and then compute the
expectation value U(V ) = Tr[Hˆρ] − Tr[Hˆρ]V=0, where
the last term subtracts the single particle light shifts.
Similarly, the dressed-atom decay rate (per atom) respon-
sible for heating and loss of dressed atoms is given by
Rsc = (1/2)
∑
{Lˆ}Tr[LˆρLˆ
†].
Generally, the inclusion of the intermediate state can
have a dramatic influence on the shape and strength of
the dressed interactions as well as the photon scattering
rate as a function of the interparticle separation d. Fig-
ures 1b,c show calculated two-body dressed state potential
energy surfaces U(C6/d
6) and decay rates Rsc(C6/d
6) for
the two-level and three-level systems assuming van der
Waals interactions with strength C6 and the following
achievable experimental values: C6/2pi = ±1.0 GHz µm6,
Γe/2pi = 6.0 MHz, Γr/2pi = 10 kHz, Ωe/2pi = 1.2 MHz,
Ωr/2pi = 200 MHz, ∆e/2pi = 100 MHz, ∆ = 0 (three-
levels) and Ω/2pi = 5.0 MHz, ∆/2pi = −79 MHz (two-
levels). These parameters were chosen such that both
systems exhibit similarly small decay rates (<∼ 10 Hz)
and long-range effective interactions which ‘soften’ to a
constant value U (∞) at short distances as a consequence
of the Rydberg blockade [52]. We note however that the
three-level dressed potential is considerably more box-
like than for two-levels, and its range is shorter due to
the larger excitation bandwidth resulting in a smaller
blockade radius.
A distinguishing feature of three-level dressing is that
the decay rate can be strongly spatially dependent, which
is in contrast to the two-level case which only shows a
small reduction of Rsc at short distances. We focus on
two limits: V = 0 and V → ∞. For large interparticle
separations or dilute-gas experiments the residual decay
rate R
(0)
sc = Rsc(V = 0) is minimized due to destruc-
tive interference of the intermediate state population due
to electromagnetically induced transparency (EIT). For
short distances or in dense gases on the other hand the
Rydberg blockade effect breaks the EIT condition lead-
ing to increased decay rates which plateau at a value
R
(∞)
sc = Rsc(V →∞). This enhanced distance dependent
decay may find applications in quantum state engineering
via dissipation [53] or novel cooling techniques [54–56].
Another important difference between the three-level and
two-level cases concerns the dependence on the sign of the
bare-state interactions. In the two-level case the sign of
V and ∆ must be opposite to avoid level crossings which
deform the potential and give rise to strongly enhanced
decay (Fig. 1c). In contrast, the shape and sign of the
potential in the three-level case can be made independent
of the sign of V and can be manipulated by ∆e.
3Figure 2. Dressed state decay rates and interaction strength as
a function of the laser detunings. (a) Decay rate per atom R
(0)
sc
for V → 0 corresponding to two independent particles. (b)
Decay rate per atom R
(∞)
sc for V →∞ corresponding to the
fully blockaded limit. (c) Dressed state interaction strength
U (∞). Blue corresponds to repulsive and red to attractive
interactions. (d) Figure of merit f = U (∞)/R(∞)sc . The col-
orscales for figures (a-c) follow a power-law to emphasize small
features whereas (d) is on a linear scale. The horizontal bars
above each plot show the corresponding two-level parameters
on the same colorscale as a function of the detuning ∆. The
arrows indicate the detunings used in Fig. 1 and are described
in the text.
While the two-level case has relatively few tuning
parameters (Ω and ∆), the three-level case presents
additional possibilities through independently tuning
Ωe,Ωr,∆e and ∆. Therefore we search for optimal pa-
rameters which maximize U (∞) while keeping Rsc small.
To ensure a small Rydberg state population we exploit
Autler-Townes splitting, focusing on the parameter regime
Ωr  Γe  Γr and Ωr  Ωe. The qualitative features
of Rsc and U
(∞) in this parameter regime are mostly
independent of the Rabi frequencies which predominantly
influence the overall energy and time scales. Figures 2a,b
show the characteristic decay rates R
(0)
sc , R
(∞)
sc for the
three-level system as a function of the intermediate-
and two-photon detunings ∆e and ∆ respectively. The
Autler-Townes doublet is clearly seen as bright bands for
∆e = Ω
2
r/(4∆) and the distinct minimum for ∆ = 0 is due
to destructive interference of the intermediate state ampli-
tude. In the interaction dominated regime we observe two
additional features in R
(∞)
sc for ∆e = −(∆±
√
∆2 + Ω2r)/2
(Fig. 2b). These features correspond to cooperative res-
onances between the two-atom ground state and the
|e1〉 |e2〉, |e1〉 |r2〉 and |r1〉 |e2〉 states.
Figure 2c shows the interaction strength U (∞) which is
split into two domains of repulsive (blue) and attractive
2-level optimized 3-level
β2 Ω2/(2∆)2 Ω2e/Ω
2
r
R
(0)
sc Γrβ
2 2Γrβ
2
R
(∞)
sc −2Γrβ4 +R(0)sc β4Ω2r/Γe +R(0)sc
U (∞) −2β3Ω sign(∆e)β4Ω3r/Γe2
|f | 2Ω
Γr
[
β−1 − 2β]−1 Ωr
Γe
[
1 + 2ΓrΓe
β2Ω2r
]−1
Table I. Key parameters and approximate scaling relations
characterising the dressed-state potential in the weak dress-
ing regime: Rydberg fraction β2, residual decay rates R
(∞)
sc
and R
(0)
sc , interaction potential U
(∞) and the figure of merit
f = U (∞)/R(∞)sc . We restrict our analysis to β  1 and
sign(V ) 6= sign(∆) (two-level case) and ∆ = 0 and ∆e =
±Ωr/2 (optimized three-level case).
(red) interactions. Maximum interaction strengths are
found on the Autler-Townes resonances (coinciding with
maximal decay rates) and on the cooperative resonances
(with small decay rates). This cooperative enhancement of
the dressed-state interactions does not appear in an effec-
tive two-level description. A similar type of enhancement
exploiting molecular resonances for specific pair distances
and Rydberg states has recently been proposed [32], how-
ever the cooperative enhancement reported here works for
any Rydberg state and preserves the soft-core nature of
the dressed potential. We also expect it to persist for more
than two atoms [51], therefore it may also prove beneficial
for the implementation of collective many-body interac-
tions in Rydberg dressing [44]. Figure 2d shows our chosen
figure-of-merit for Rydberg dressing f = U (∞)/R(∞)sc as a
function of the two detunings. The optimal detunings are
clearly revealed as dark crosses at the intersection of the
two-photon resonance line and the cooperative resonances
at (∆,∆e) = (0,±Ωr/2) which coincides with the param-
eters chosen for Fig. 1b,c. For the depicted parameters
f ≈ 30. For gases in the dilute regime we expect R(0)sc to
be the relevant decay rate, in which case the associated
figure of merit can even be a factor of 10 or more larger.
We now discuss the scalings of the interaction strength
and decay rate for the detunings corresponding to the
two-photon resonance as well as the cooperative reso-
nance and as a function of the remaining system param-
eters as summarised in Table I. In the non-interacting
limit the Rydberg fraction on two-photon resonance is
β2 =
∑
j Tr [|rj〉 〈rj | ρ] /2 ≈ Ω2e/Ω2r as expected for the
EIT dark state [57]. Remarkably, the decay rate is inde-
pendent of Γe and is given by R
(0)
sc ≈ 2Γrβ2. Both the
interaction strength and the decay rate are maximal at
the cooperative resonance with
∣∣U (∞)opt ∣∣ ≈ β4Ω3r/Γ2e and
R
(∞)
sc ≈ β4Ω2r/Γe +R(0)sc , which for small Γr is dominated
by the first term. Comparing these two yields a figure of
4merit |f | ≈ Ωr/Γe. This shows that the optimal condition
for three-level dressing requires small intermediate-state
decay rates and large couplings on the upper transition,
but is independent of the Rydberg state admixture and
the dressed state lifetime, which is free to be chosen
through the ratio Ω2e/Ω
2
r. Corresponding expressions for
the two-level system are provided in Table I. By com-
paring the scalings of two- and three-level dressing for
equal decay rates we conclude that the figure of merit for
three-level dressing may outperform two-level dressing if
Ωr
Γe
>
2Ω
Γr
(
Rsc
Γr
) 1
2
. (2)
In conclusion, we have analyzed effective two-body in-
teraction potentials and decay rates for Rydberg-dressed
atoms coupled by multiple laser fields using a master-
equation treatment. Although we primarily focused on
two-level and three-level dressing schemes, this approach
is also applicable to systems with more levels and more
than two coupling fields. While two-level dressing (i.e. em-
ploying a single laser field coupling ground and Rydberg
states) completely eliminates the population of short-lived
states, which may be important for achieving long dressed-
state lifetimes, we also find favorable conditions in the
three-level system by making use of EIT interference on
two-photon resonance. Additionally, we have identified
optimum laser parameters corresponding to a cooperative
enhancement of the dressed state potential which is not
present for the effective two-level descriptions considered
previously. The figure of merit for three-level dressing
under these conditions scales with Ωr/Γe, indicating that
large coupling strengths between intermediate and Ryd-
berg states and long lifetimes of the intermediate state are
desirable. This highlights the importance of high power
lasers and large matrix elements for the upper transition,
combined with long intermediate state lifetimes, such as
is possible using the |ns〉 → |(n+ 1)p〉 → |r〉 excitation
scheme (with |ns〉 corresponding to the electronic ground
state) in the alkali atoms [58]. However, the experimental
challenge will be to isolate a three-level system without
spuriously populating additional intermediate or Rydberg
states. Interestingly, the sign of the three-level dressed
state potential is independent of the sign of the bare
Rydberg-Rydberg interactions, opening the possibility to
study purely repulsive anisotropic interactions, thereby
minimizing losses or dipolar relaxation [59]. Another in-
teresting feature of three-level dressing is the possibility
to introduce and control density dependent dissipation,
which could be advantageous for studying, for example,
non-equilibrium superfluidity in coupled quantum fluids
of matter and light with strong and tuneable interac-
tions [60].
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