Abstract. In this article we survey recent results on the explicit construction of finite point sets and infinite sequences with optimal order of L q discrepancy. In 1954 Roth proved a lower bound for the L 2 discrepancy of finite point sets in the unit cube of arbitrary dimension. Later various authors extended Roth's result to lower bounds also for the L q discrepancy and for infinite sequences. While it was known already from the early 1980s on that Roth's lower bound is best possible in the order of magnitude, it was a longstanding open question to find explicit constructions of point sets and sequences with optimal order of L 2 discrepancy. This problem was solved by Chen and Skriganov in 2002 for finite point sets and recently by the authors of this article for infinite sequences. These constructions can also be extended to give optimal order of the L q discrepancy of finite point sets for q ∈ (1, ∞). The main aim of this article is to give an overview of these constructions and related results.
Introduction
We consider equidistribution properties of sequences in the s-dimensional unit-cube [0, 1) s measured by their L q discrepancy (see [2, 15, 17, 29, 31] ). For a finite set P N,s = {x 0 , . . . , x N −1 } of points in the s-dimensional unit-cube [0, 1) s the local discrepancy function is defined as
where t = (t 1 , t 2 , . . . , t s ) ∈ [0, 1] s and A N ([0, t), P N,s ) denotes the number of indices n with x n ∈ [0, t 1 ) × · · · × [0, t s ) =: [0, t). The local discrepancy function measures the difference of the portion of points in an axis parallel box containing the origin and the volume of this box. Hence it is a measure of the irregularity of distribution of a point set in [0, 1) s . with the obvious modifications for q = ∞. For an infinite sequence S s in [0, 1) s the L q discrepancy L q,N (S s ) is the L q discrepancy of the point set consisting of the first N elements of S s .
It is well known that a sequence is uniformly distributed modulo one if and only if its L q discrepancy tends to zero for growing N . Furthermore, the L q discrepancy can also be linked to the integration error of a quasi-Monte Carlo rule, see, e.g. [15, 32, 47] for the error in the worst-case setting and [50] for the average case setting.
One of the questions on irregularities of distribution is concerned with the precise order of convergence of the smallest possible values of the L q discrepancy as N goes to infinity. While this problem is completely solved for q ∈ (1, ∞), the case q ∈ {1, ∞} appears to be much more difficult. In particular, for q = ∞ and s ≥ 3 the exact asymptotic order of the smallest possible value of the L ∞ discrepancy is still unknown (for s = 2 it is known to be (log N )/N ). There are many people who conjecture that the sharp order of magnitude for the smallest possible value of the L ∞ discrepancy of N -element point sets in [0, 1) s is (log N ) s−1 /N . But there are also other opinions such as, for example, (log N ) s/2 /N , see [4] . Although there is some recent remarkable progress, which is surveyed in [4] , the exact determination of the sharp order of magnitude for the smallest possible value of L ∞ discrepancy remains unknown.
In this paper we only deal with the case q ∈ (1, ∞) and survey the development of the problem beginning with Roth's seminal lower bound on the L 2 discrepancy from 1954 (Section 2) to the recent constructions of point sets and sequences with optimal order of L 2 discrepancy (Section 3), on which we put our main focus. In detail, in Section 2 we discuss Roth's lower bound for the L 2 discrepancy of finite point sets and its extensions to L q discrepancy and to infinite sequences. Section 3 deals with existence results for point sets and sequences whose orders of magnitude of the L 2 discrepancy match the lower bounds. Sections 4 introduces digital nets and sequences which provide the basic ideas for the explicit constructions. Section 5 introduces Walsh functions, which is the main analytical tool to obtain discrepancy bounds. This section also motivates the ideas for the latter constructions. Section 6 introduces the explicit constructions of point sets with optimal L 2 discrepancy by Chen and Skriganov [9] , whereas Section 7 introduces the explicit constructions of point sets and sequences with optimal L 2 discrepancy of [16] . Section 8 describes the extensions of the latter results to the L q discrepancy. Section 9 briefly discusses recent extensions of the L q discrepancy results to exponential Orlicz norms.
We close this introduction with some notation that is used throughout this survey: Let N be the set of positive integers and let N 0 = N∪{0}. Furthermore let b be a prime number and let F b be the finite field of order b identified with the set {0, 1, . . . , b − 1} equipped with arithmetic operations modulo b. For functions g, f : N → R, f > 0, we write g(N ) ≪ f(N ) if there is a constant c > 0 such that g(N ) ≤ cf(N ) for all N ∈ N. If the implied constant c depends on some parameters, say, for example, s, we denote this by g(N ) ≪ s f(N ).
Lower bounds
In 1954 Roth [41] proved a celebrated general lower bound on the L 2 discrepancy of finite point sets.
Theorem 2.1 (Roth, 1954) . For every dimension s ∈ N there exists a real c s > 0 with the following property: For any integer N ≥ 2 and any N -element point set
Roth's original proof can be found in [41] . Further proofs are presented in [2, 15, 17, 27, 29, 31] . According to [27] the quantity c s can be chosen as
From the monotonicity of the L q norm it is evident that Roth's lower bound also holds for the L q discrepancy for any q ≥ 2. Furthermore, it was shown by Schmidt [44] that also for any q > 1 there exists a real c s,q > 0 with the property that
for any N -element point set P N,s in [0, 1) s . In 1986 Proinov [38] extended Roth's lower bound to infinite sequences. (Proinov, 1986) . For every dimension s ∈ N and any q > 1 there exists a real α s,q > 0 with the following property: For any infinite sequence S s in [0, 1) s we have
Theorem 2.2
Since the paper including Proinov's proof is not widely available we present the proof of Theorem 2.2 according to the original paper. To this end we require the following well known lemma which goes back to Roth [41] . Lemma 2.3. For s ∈ N let S s = (y k ) k≥0 , where y k = (y 1,k , . . . , y s,k ) for k ∈ N 0 , be an arbitrary sequence in the s-dimensional unit cube with L q discrepancy L q,N (S s ) for 1 ≤ q ≤ ∞. Then for every N ∈ N there exists an n ∈ {1, 2, . . . , N } such that
where P N,s+1 is the finite point set in [0, 1) s+1 consisting of the points
Proof. We present the proof for finite q. For q = ∞ the proof is similar and can be found in [15, Lemma 3.54] or [35, Lemma 3.7] . Choose n ∈ {1, 2, . . . , N } such that
Consider a sub-interval of the s+1-dimensional unit cube of the form E = s+1 i=1 [0, t i ) with t = (t 1 , t 2 , . . . , t s+1 ) ∈ [0, 1) s+1 and put m = m(t s+1 ) := ⌈N t s+1 ⌉. Then a point x k , k = 0, 1, . . . , N − 1, belongs to E, if and only if
where t ′ = (t 1 , . . . , t s ). From the definition of m it is clear that |m − N t s+1 | ≤ 1 and hence we obtain
Furthermore, for every t s+1 ∈ [0, 1) we have mL m,q (S s ) ≤ nL n,q (S s ). Hence we obtain
which completes the proof of the lemma. Now we can give the proof of Theorem 2.2 according to Proinov [38] .
Proof of Theorem 2.2.
We use the notation from Lemma 2.3. For the L q discrepancy of the finite point set P N,s+1 in [0, 1) s+1 we obtain from Theorem 2.1 and
for some real c s+1,q > 0 which is independent of N . Let α s,q ∈ (0, c s+1,q ) and let N ∈ N be large enough such that c s+1,q (log N )
According to Lemma 2.3 there exists an n ∈ {1, 2, . . . , N } such that
Thus we have shown that for every large enough N ∈ N there exists an n ∈ {1, 2, . . . , N } such that
It remains to show that (2.3) holds for infinitely many n ∈ N. Assume on the contrary that (2.3) holds for finitely many n ∈ N only and let m be that largest integer with this property. Then choose N ∈ N large enough such that
For this N we can find an n ∈ {1, 2, . . . , N } for which (2.2) and (2.3) hold true. However, (2.2) implies that n > m which leads to a contradiction since m is the largest integer such that (2.3) is true. Thus we have shown that (2.3) holds for infinitely many n ∈ N and this completes the proof.
Upper bounds
In 1956 Davenport [11] proved that Theorem 2.1 is best possible in dimension 2. He considered the N = 2M points ({±nα}, n/M ) for n = 1, 2, . . . , M and showed that if α is an irrational number having a continued fraction expansion with bounded partial quotients then the L 2 discrepancy of the collection P sym N,2 (α) of these points satisfies
where the implied constant only depends on α. Nowadays there exist several variants of such "symmetrized" point sets having optimal order of L 2 discrepancy in dimension 2, see, for example, [30] or [39] . A nice discussion of the topic, which is often referred to as Davenport's reflection principle can be found in [8] . Recently, Bilyk [3] proved that unsymmetrized versions of such point sets, i.e., point sets of the form
Further examples of two-dimensional finite point sets with optimal order of L 2 discrepancy which are based on scrambled digital nets can be found in [20, 21, 22, 23, 26, 28] . Concerning higher dimensions, in [42] Roth proved that the bound from Theorem 2.1 is best possible in dimension 3 and finally Roth [43] and Frolov [25] proved that Theorem 2.1 is best possible in any dimension. In [7] Chen showed that the L q discrepancy bound (2.1) is best possible in the order of magnitude in N for any q > 1, i.e., for every N, s ∈ N, N ≥ 2, there exists an N -element point set
where the implied constant only depends on s and q, but not on N . See also [2] for more information. Further existence results for point sets with optimal order of L q discrepancy can be found in [10, 14, 46] . However, all these results for dimension 3 and higher are only existence results obtained by averaging arguments and it remained a long standing open question in discrepancy theory to find explicit constructions of finite point sets with optimal order of L q discrepancy in the sense of Roth's lower bound. The breakthrough in this direction was achieved by Chen and Skriganov [9] , who provided a complete solution to this problem. They gave, for the first time, for every integer N ≥ 2 and every dimension s ∈ N, explicit constructions of finite Nelement point sets in [0, 1) s whose L 2 discrepancy achieves an order of convergence of (log N ) (s−1)/2 /N . Their construction, which will be explained in Section 6, uses a finite field F b of order b with b ≥ 2s 2 . The result in [9] was extended to the L q discrepancy for 1 ≤ q < ∞ by Skriganov [45] .
For one-dimensional infinite sequences there are some examples with optimal order of L 2 discrepancy in the sense of Proinov's lower bound from Theorem 2.2. For example the symmetrized sequence ({α}, {−α}, {2α}, {−2α}, {3α}, {−3α}, . . .), where α is an irrational number having a continued fraction expansion with bounded partial quotients, which goes back to Davenport (see [17, Theorem 1.75] ). Other examples are based on symmetrized van der Corput sequences, see, for example, [6, 19, 30, 39] . However, in spite of the construction of Chen and Skriganov of finite point sets with optimal order of magnitude of the L 2 discrepancy there was still no explicit construction of an infinite sequence in [0, 1) s with optimal order of L 2 discrepancy in the sense of Theorem 2.2 for dimensions s ≥ 2. This problem was recently solved in [16] where the authors provide explicit constructions of infinite sequences in [0, 1) s for which the first N ≥ 2 points achieve a L 2 discrepancy of order (log N ) s/2 /N for arbitrary s ∈ N. This construction is based on higher order digital sequences over the finite field F 2 and will be explained in Section 7. This construction also yields a new construction of finite point sets with optimal order of L 2 discrepancy.
Since the finite constructions of Chen and Skriganov as well as the constructions of infinite sequences are based on the digital construction method, we will explain this construction scheme in the following section.
Digital nets and sequences
The concepts of digital nets and sequences were introduced by Niederreiter [34] in 1987 and are nowadays among the most powerful methods for the construction of low discrepancy point sets and sequences. These constructions are based on linear algebra over F b . A detailed overview of this topic is given in the books [15, 35] .
First we recall the definition of digital nets according to Niederreiter which we present here in a slightly more general form. For m, p ∈ N with p ≥ m let
b (the symbol ⊤ means the transpose of a vector or a matrix). Then compute
where the matrix vector product is evaluated over F b , and put
The nth point x n of the net P b m ,s is given by
s . In the following we briefly describe the geometrical properties of digital nets. According to Niederreiter [34] 
s such that every interval of the form (Niederreiter, 1987) . 
We also recall the definition of digital sequences according to Niederreiter, which are infinite versions of digital nets. Let
Note that (4.1) is only a finite sum, since it can be written as
Since c j,k,ℓ = 0 for all k large enough it follows that the x j,n,k eventually become zero. This implies that the numbers x j,n have always a finite base b expansion. The nth point x n of the sequence S s is given by x n = (x 1,n , . . . , x s,n ). A sequence S s constructed this way is called a digital sequence (over F b ) with generating matrices C 1 , . . . , C s .
In the following we briefly describe the geometrical properties of digital sequences. According to Niederreiter [34] a (t, s)-sequence in base b is an infinite sequence (x n ) n≥0 in [0, 1) s such that for all m, k ∈ N 0 the point set consisting of
. . , C s be the generating matrices of a digital sequence. Let C Explicit constructions of suitable generating matrices C 1 , . . . , C s over F b were obtained by Sobol' [48] , Faure [18] , Niederreiter [34, 35] , Niederreiter-Xing [36] and others (see [15, Chapter 8] for an overview). However, these generating matrices are particularly designed to have low L ∞ discrepancy (which is of order (log N ) s /N for infinite sequences and (log N ) s−1 /N for finite point sets) and it is not known whether they achieve the optimal order for L q discrepancy for finite q.
Walsh series expansion of discrepancy function
All the currently known constructions of point sets and sequences which achieve the optimal order of the L q discrepancy in dimension s > 2 make use of the Walsh series expansion of the discrepancy function. We describe this expansion and the necessary background in the following.
Let the real number
, with x i ∈ {0, 1, . . . , b−1} and where infinitely many
. . , κ ν ∈ {1, . . . , b − 1}, we define the kth Walsh function by
In dimensions s > 1 we use products of the Walsh functions. Let
Then we define the kth Walsh function by
For a function f : [0, 1] s → R we define the kth Walsh coefficient of f by
and we can form the Walsh series
Note that we will not assume that we have point-wise equality in the above equation. Instead we use Parseval's identity
which holds since the Walsh function system is complete in L 2 ([0, 1] s ) and does not require point-wise equality.
Note that throughout the paper Walsh functions and digital nets and sequences are defined using the same prime number b.
What makes the Walsh functions so useful for analyzing the L 2 discrepancy (and the L q discrepancy) of digital nets is the character property. This means that for a digital net P N,s with generating matrices C 1 , C 2 , . . . , C s ∈ F p×m b we have
where
where for k with b-adic expansion κ 0 +κ 1 b+κ 2 b 2 +· · · we write k = (κ 0 , κ 1 , . . . , κ p−1 ). We now consider the Walsh series expansion of the local discrepancy function ∆ P N,s for digital nets P N,s . We can write
where 1 [0,t) is the indicator function, i.e., 1 [0,t) (x n ) is 1 if x n ∈ [0, t) and 0 otherwise. Since the Walsh series expansions of the indicator function and polynomials are well known [24, 37] one can obtain the Walsh series representation of ∆ P N,s . Substituting this expansion into the definition of the L 2 discrepancy and using Parseval's identity then yields an expression of the form
where r(k, l) = s j=1 r(k j , l j ). We describe the structure of r(k, l) in the following. To do so, assume that k and l have b-adic expansion of the form 
where k ∼ l means that either k ′ = l ′ , k = l ′ or k ′ = l. We write k ∼ l if k = l and we do not have k ∼ l. In other words r(k, l) is of order b −2a 1 if k = l, is of order b − max(a 1 ,c 2 )−max(a 2 ,c 1 ) if k is 'very similar' to l, and 0 if k is 'not very similar' to l. In other words, the coefficients r(k, l) have some sparsity property.
It is well understood that (cf. [9, 10, 14] )
Thus, the digital (t, m, s)-net property takes care of the 'diagonal' terms r(k, k) where k = l. The difficulty in obtaining optimal bounds on the L 2 discrepancy therefore lies solely in finding constructions which also make sure that the 'nondiagonal' terms r(k, l), where k = l, are small. Below we describe two different strategies to find explicit constructions of generating matrices which yield digital nets and sequences with optimal order of the L 2 discrepancy. Before we do so, we introduce some metrics on N which will be useful for the subsequent discussion.
1
Three metrics on N s
0
To facilitate the discussion below we introduce three metrics on N s 0 . Let k ∈ N 0 be as above in (5.3). Then we define the NRT weight (Niederreiter [33] and RosenbloomTsfasman [40] ) by
The NRT weight is closely related to the t-value of a digital net, in fact, we have (cf.
[15, Theorem 7.8 and Corollary 7.9])
Next we define the Hamming weight. For k ∈ N 0 the Hamming weight κ(k) is the number of nonzero digits in the base b expansion of k. To be more precise, let k ∈ N have b-adic expansion s . The algebraic point of view is advantageous when studying for instance digital nets constructed over finite fields of prime power order or certain finite rings. However, in the simple case of prime fields, it is sufficient to use the harmonic analysis point of view, where we consider an orthonormal basis of L2([0, 1] s ) (the Walsh function system in our case) and study the behaviour of the series coefficients.
where κ i ∈ {1, 2, . . . , b − 1} and a 1 > a 2 > · · · > a ν > 0. Then
The third metric is a generalization of the NRT weight to higher order. Using the expansion (5.6) we set for α ∈ N
The motivation for using this metric is the fact that we can obtain a slightly weaker version of (5.4) as
Thus µ 2 naturally occurs in the bound on |r(k, l)|.
The approach by Chen and Skriganov
The first approach is by Chen and Skriganov [9] and is based on the strategy to find digital (0, m, s)-nets for which for all k, l ∈ D with k = l there is at least one coordinate j with k j ∼ l j . This yields a quasi-orthogonality since then the second case in (5.4) never occurs. Given this quasi-orthogonality, (5.2) can be written as
In this case (5.5) yields the result. To achieve quasi-orthogonality we use the following observation. Let (κ 0 , κ 1 , . . .) be the digit vector of k and let (λ 1 , λ 2 , . . .) be the digit vector of l. If those two digit vectors differ at three or more coordinates, then k ∼ l. Thus if the Hamming weight κ(k − l) ≥ 3, then k ∼ l. Thus, if for all k, l ∈ D with k = l, the Hamming weight κ(k − l) ≥ 2s + 1, then there exists a coordinate j for which the Hamming weight κ(k j − l j ) is at least three and therefore r(k, l) = 0. Chen and Skriganov [9] gave a construction of digital nets for which the NRT weight is m + 1 and the Hamming weight is at least 2s + 1. The result then follows from (5.5) and (5.7). A precise result can be stated as follows. Then the L 2 discrepancy of the point set P b m ,s can be bounded by
The approach by Dick and Pillichshammer
The second approach from [16] uses a different route. Here the aim is not to avoid the cases where k = l, but rather to ensure that those terms do not contribute overly to the discrepancy. The NRT weight ensures that for k ∈ D we have µ 1 (k) is large, which in turn implies that r(k, k) is small. However, that does not ensure that the nondiagonal terms r(k, l), where k = l, are small. To achieve this we demand that µ 2 (k) is large for all k ∈ D. Thus, instead of demanding large NRT weight, we now construct point sets with large µ 2 weight (we note it can be shown that if µ 2 (k) is large, then µ 1 (k) has to be large too). A construction of point sets for which the dual space D has large weight µ 2 (k) will be shown below. (For technical reasons, [16] uses µ 3 for finite point sets and µ 5 for sequences instead of µ 2 , but it is conjectured that µ 2 is enough to achieve the optimal rate of convergence.) The following result is [16, Theorem 2] (note that a digital net which satisfies min k∈D\{0} µ α (k) ≥ αm − t for some α ≥ 3 is a so-called order 3 digital net).
Theorem 5.2 (Dick and Pillichshammer, 2013).
Let α ∈ N with α ≥ 3 and P 2 m ,s be a digital (t, m, s)-net over F 2 such that
Then the L 2 discrepancy of the point set P 2 m ,s can be bounded by 
We present the proof of Lemma 5.3 in this survey since it explains the explicit construction of the point set P N,s .
Proof of Lemma 5.3 . By the assumptions of the theorem, the point set
contains exactly N points. We define the point set
Then we have (with y = (y 1 , y 2 , . . . , y s ))
We obtain 
Then for any
N .
The construction of finite point sets according to Chen and Skriganov
In this section we present Chen and Skriganov's [9] explicit construction of finite point sets with optimal order of L 2 discrepancy. Our presentation uses the concept of digital nets rather than the original definition given in [9] . See [15, Corollary 16.29] for the proof of the equivalence of these constructions. Let α, s, m ∈ N and b be a prime satisfying b ≥ αs. There exist αs distinct elements β i,l ∈ F b for i = 1, . . . , s and l = 1, . . . , α. We define αm × αm generating matrices C 1 , . . . , C s over F b by
for j = 1, . . . , m, l = 1, . . . , α, k = 1, . . . , αm and i = 1, . . . , s, where i j denotes a binomial coefficient modulo b with the usual convention that i j = 0 whenever j > i and 0 0 := 1. Let P (α,m) be the digital net over F b generated by C 1 , . . . , C s . Let D denote the dual net of P (α,m) . Note that for α = 1 the generating matrices defined above were first introduced by Faure [18] (see also [35, p. 92] ). Example 6.2. For α = m = s = 2 we may choose b = 5, i.e., we obtain a (0, 4, 2)-net P (2,2) over F 5 . We choose different β 1,1 , β 1,2 , β 2,1 , β 2,2 ∈ F 5 . Then the ith generating matrix, i ∈ {1, 2} is given by
For example, if we choose β 1,1 = 0, β 1,2 = 1, β 2,1 = 2 and β 2,2 = 3, then
Under the assumption that α = 2s, Theorem 6.1 in conjunction with Corollary 5.4 gives, for every N, s ∈ N with N ≥ 2, an explicit construction of an N -element point set P N,s in [0, 1) s whose L 2 discrepancy is best possible with respect to the general lower bound due to Roth from Theorem 2.1.
We close this section by remarking that a simplified version of the proofs in [9] can be found in [10] and in [45] . See also [15, Chapter 16] for an overview.
The construction of infinite sequences according to Dick and Pillichshammer
In this section we first present an alternate explicit construction of finite point sets with optimal L 2 discrepancy and also an explicit construction of an infinite sequence with optimal order of L 2 discrepancy in the sense of Proinov's lower bound from Theorem 2.2. These constructions are based on digital nets and sequences over the finite field F 2 of order 2 (independent of the dimension s) in contrast to the construction of Chen and Skriganov which relied on a finite field F b with b ≥ 2s 2 + 1. We briefly recall a special case of generalized Niederreiter sequences as introduced by Tezuka [49] . This construction is closely related to Sobol's [48] and Niederreiter's [34] construction for the generating matrices of digital sequences over F 2 . We explain how to construct the entries c j,k,ℓ ∈ F 2 of the generator matrices C j = (c j,k,ℓ ) k,ℓ≥1 for j = 1, 2, . . . , s. To this end choose the polynomials p 1 = x and p j ∈ F 2 [x] for j = 2, . . . , s to be the (j − 1)th irreducible polynomial in a list of irreducible polynomials over F 2 that is sorted in increasing order according to their degree e j = deg(p j ), that is, e 2 ≤ e 3 ≤ · · · ≤ e s−1 (the ordering of polynomials with the same degree is irrelevant). We also put e 1 = deg(x) = 1.
Let j ∈ {1, . . . , s} and k ∈ N. Take i −1 and z to be respectively the main term and remainder when we divide k − 1 by e j , so that k − 1 = (i − 1)e j + z, with 0 ≤ z < e j . Now consider the Laurent series expansion
For ℓ ∈ N we set c j,k,ℓ = a ℓ (i, j, z).
Every digital sequence with generating matrices C j = (c j,k,ℓ ) k,ℓ≥1 for j = 1, 2, . . . , s found in this way is a special instance of a so-called generalized Niederreiter sequence (see [49] or [15, Chapter 8] for an overview). Note that in the construction above we always have c j,k,ℓ = 0 for all k > ℓ. Further we remark that it is well known, see for instance [35, Theorem 4.49] , that Sobol's and Niederreiter's sequence are digital (t, s)-sequences with
(e j − 1).
For generalized Niederreiter sequences this result was shown by Tezuka [49] . For the construction of the desired sequences we need the following definition.
Definition 7.1. For α ∈ N the digit interlacing composition (with interlacing factor α) is defined by
where x r ∈ [0, 1) has dyadic expansion of the form x r = ξ r,1 2 −1 + ξ r,2 2 −2 + · · · for r = 1, . . . , α. We also define this function for vectors by setting
s and for sequences S αs = (x 0 , x 1 , . . .) with x n ∈ [0, 1) αs by setting
We comment here that if P N,αs and S αs are digital nets and sequences, respectively, then the interlacing can also be applied to the generating matrices C 1 , . . . , C αs directly as described in [12, Section 4.4] . This is done in the following way. Let C 1 , . . . , C αs be generating matrices of a digital net or sequence and let c j,k denote the kth row of C j . Then the matrices E 1 , . . . , E s , where the kth row e j,k of E j is given by 
The proof of this result can be found in [16, Section 4] . To construct finite point sets for any integer N ≥ 2 we proceed in the following way. Let m ∈ N be such that 2 m−1 < N ≤ 2 m and let x 0 , x 1 , . . . , x 2 m −1 ∈ [0, 1] 3s−1 be the first 2 m points from the Sobol' or Niederreiter sequence in dimension 3s − 1 as introduced above with p 1 = x and p 2 = 1 + x. Let x n = (x 1,n , . . . , x 3s−1,n ) and define y n = (n2 −m , x 1,n , . . . , x 3s−1,n ) ∈ [0, 1) 3s . Let now
It was shown in [16] that the projection of this point set onto the first coordinate is a (0, m, 1)-net in base 2.
Choose m ∈ N such that 2 m−1 < N ≤ 2 m and take the subset
which contains exactly N points since the projection onto the first coordinate is (0, m, 1)-net. Then define the point set given by (7. 3) satisfies
The proof of this result can be found in [16, Section 4] .
The result for sequences
It has been shown in [16] that the sequence D s 5 (S 5s ), where S 5s is a digital sequence over F 2 in dimension 5s constructed as presented above, has optimal order of L 2 discrepancy. More detailed, we have the following result. 
The proof of this result is an extension of the proof for digital nets based on a Walsh series representation of the L 2 discrepancy of digital nets.
Extensions to the L q discrepancy
Both approaches, the one by Chen and Skriganov [9] and the one from [16] , can be extended to the L q discrepancy for q > 2. In this case one has Walsh coefficients r(k 1 , k 2 , . . . , k q ) in (5.2) where k 1 , k 2 , . . . , k q ∈ D. The strategies from Chen and Skriganov [9] and [16] can be extended to also obtain optimal bounds in this situation.
The first method by Chen and Skriganov [9] has been extended by Skriganov [45] . In order to obtain the quasi-orthogonality in this case, one needs that the Hamming weight is at least qs + 1 to ensure that the nondiagonal terms are 0. Since again r(k 1 , . . . , k q ) = s j=1 r(k j,1 , . . . , k j,s ), we obtain that there is a coordinate for which the weight is at least q +1, which then guarantees that r(k j,1 , . . . , k j,s ) = 0. The result which one obtains in this case is the following: for each N, s ∈ N and even integer q there exists a point set P N,s,q ⊂ [0, 1) s consisting of N points such that
where the implied constant does not depend on N . We point out that Skriganov's construction [45] (which is the same as in [9] albeit with different parameters) the prime base b of the digital net needs to satisfy b > qs 2 . Thus the point set changes for each q and one cannot directly consider the case q → ∞. The approach from [16] has been extended in [13] . In this case, the metric µ 2 is sufficient to obtain the required bound for the nondiagonal terms. The result is similar to [45] , however, in this case the point set does not depend on q: for each N, s ∈ N there exists a point set P N,s ⊂ [0, 1) s consisting of N points such that where the implied constants do not depend on N . The proofs of (8.1) and (8.2) use the Littlewood-Paley inequality for the Walsh function system. The complexity of the analysis greatly increases when studying the L q discrepancy for even integers q > 2 compared to the L 2 discrepancy, thus a direct approach to obtain bounds on the L q discrepancy for q > 2 seems difficult. The essential technical tool for the analysis is [45, Lemma 4.2] . This result was also used in [13] to prove the bound on the L q discrepancy.
The paper [13] also discusses upper bounds on the L q discrepancy for the digital sequences over F 2 discussed above. Therein it is shown that the explicit construction of the digital sequence S s in [0, 1) s , which was introduced in Theorem 7.4, has L q discrepancy bounded by 
N ,
which is optimal by the lower bound of Roth [41] . However, in general, the bound does not match Proinov's lower bound [38] . In fact, for general N ∈ N, N ≥ 2, we only have
which is the best one can get from (8.3) for N = 1 + 2 + 2 2 + · · · + 2 m = 2 m+1 − 1. It is however suggested that (8.3) can be improved to match Proinov's lower bound for arbitrary N .
Extensions to Orlicz norms of the discrepancy function
Exponential Orlicz norms of the discrepancy function were studied by Bilyk et al. [5] in dimension 2 and by Skriganov [46] and Amirkhanyan, Bilyk and Lacey [1] In [1] and [46] exponential Orlicz norms in arbitrary dimensions s ∈ N were studied (in [46] the author studied the dependence of the constant on q, which is equivalent to the Orlicz norm via (9.1)). The authors considered randomly shifted digital nets in base 2 (based for instance on Sobol' sequences). The result from both papers states that there exists a digitally shifted digital net P N,s such that (Note that a digital shift satisfying this bound is not known, so the construction is not explicit.) In both papers it is suggested that the result can be improved to To put this result into context, we note that (9.2) is consistent with the star-discrepancy estimate
which is weaker than well known star-discrepancy estimates for digital nets of the form N −1 (log N ) s−1 (see for instance [35, Chapter 4] ). The conjecture (9.3) on the other hand is consistent with the star-discrepancy estimate
However such star-discrepancy estimates are well known and hold for any digitally shifted digital net with suitable t parameter, see [35, Chapter 4] .
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