We present a clean approach to integrating logic programs with functional procedures written in other programming languages. Many existing logic programming systems allow for use of such external procedures in logic programs. In these systems the integration is achieved on the level of implementation so that the integrated programs have no declarative semantics. Our integrated programs have a declarative semantics and a sound operational semantics. The declarative semantics is constructed by viewing the integrated programs as equational logic programs. To de ne the operational semantics a special kind of uni cation, called Suni cation, is introduced. The operational semantics is based on an extension of SLD-resolution that employs S-uni cation and a concept of delay. The operational semantics is sound but incomplete with respect to the declarative semantics. The incompleteness is a consequence of our general assumptions about the nature of the external procedures. However, the operational semantics is complete for a restricted class of programs. The paper also presents a prototype implementation of GAPLog, a language incorporating these ideas.
Introduction
In the past decade, a number of attempts have been made to integrate logic and functional programming. The resulting languages can be classi ed roughly into two groups:
Those that integrate a logic programming language with an existing functional language. Examples: LOGLISP RS82] Han90] . The major drawback of the rst approach is that unrestricted access to features of the underlying language often makes it hard to give a declarative reading to the programs. The second approach uses equational systems to implement functions, and requires equational uni cation, which|in its full generality| creates computational problems.
In both approaches the aim has been to obtain a single language in which one could specify both the logical and the functional part of the program. In practice it may often be more convenient to develop an application that uses some existing library procedures written in another language (e.g. the math library for C). These external procedures would be the functional part of the program. Some Prolog systems allow this, but it is di cult to assign a logical meaning to the combined programs.
This paper summarizes the results of a project aiming at a \declarative" integration of logic programs with external procedures, i.e. at an integration where the resulting programs still have a clean declarative semantics. The approach has the following properties:
The functional component of the language is not xed. In principle, functions can be written in any language. For communication with the logic programming component the arguments and the results of functional computations are represented by terms. Seen from the logic programming component the functions have no side e ects. The declarative semantics of the integrated programs is obtained by viewing them as equational logic programs. The operational semantics is based on an incomplete equational uni cation, called S-uni cation (as in Structure-oriented). The paper surveys foundations of the approach and presents a prototype implementation.
The rest of the paper is organized as follows: Section 2 discusses additional motivations for the project. Section 3 gives an informal introduction to the approach and illustrates it by discussing execution of some simple examples by the prototype system GAPLog. Section 4 presents some examples which show the potential usefulness of our approach and some of its limitations. Section 5 is a survey of the theoretical foundations of GAPLog. It discusses the declarative semantics of GAPLog programs, presents the concept of S-uni cation and outlines the operational semantics. It is argued that the assumptions about the external procedures make it impossible to de ne a complete operational semantics. However, the operational semantics proposed is complete for a nontrivial subclass of integrated programs. In Section 6 we derive from the operational semantics of Section 5, the principles used in the prototype implementation, and brie y describe the prototype system.
Motivation
It is often claimed that logic programming has great potential for reducing the cost of software development. One of the reasons is the declarative nature of logic programming. Since the control information is not explicitly speci ed, the size of the code is often dramatically reduced in comparison with the size of imperative programs. However, the cost of software development also depends heavily on the possibility of reusing existing software and on the ability to use the programming paradigm which is most appropriate for the problem at hand. Thus, the problem of combining logic programs with other software is of great practical importance. This is recognized by a growing number of software manufacturers who provide Prolog implementations that give access to external procedures written in other programming languages. Unfortunately this facility, as implemented in many systems (e.g. Quintus Prolog Qui87] and SICStus Prolog CWA + ]), destroys the declarative reading of programs. This in turn creates serious problems in reasoning about such programs and decreases their reliability. As pointed out in Section 1 the primary objective of the work presented here was to develop a theoretical basis for using external software from logic programs without losing the declarative nature of these programs.
Another motivation for this work was the observation that logic programs are often used for computing functions. In these cases the functional notation seems to be more appropriate than the relational one enforced in logic programming. This argument is often raised for advocating languages that integrate logic programming and functional programming. Such languages provide two separate mechanisms: one for de ning relations and one for de ning functions. An alternative approach, exempli ed by SLOG Fri85] and BABEL MNRA92], is that of functional logic programming where relations are considered Boolean functions. We also want to allow functional notation for functions. However, in contrast to the approaches mentioned above we rule out de nitions of functions from our language. As a result we get an open system where the focus is on the relational part of the program, while the functional subcomponents are assumed to be speci ed separately. For this an arbitrary language can be used as long as it can be interfaced in a proper way with the relational component. The functional subcomponents of the program are seen as \black boxes" executing function invocations. There is some similarity here to the notion of attribute grammars Knu68], where the semantic functions are speci ed outside of the core formalism.
The last, but not least, motivation for our work was an attempt to reconstruct the declarative semantics of a subset of Prolog that includes arithmetic \predicates". When teaching Prolog one often begins with pure de nite clauses, but very soon one comes to the point where the examples discussed require arithmetic operations. At this point one has to rely solely on the operational semantics of Prolog. The arithmetic \predicates" are introduced in an ad hoc way and the previously discussed declarative semantics is of little importance. However, the arithmetic operations can be seen as external procedures in our sense. Thus our method provides a declarative reading also for logic programs that use arithmetic. No special arithmetic predicates are necessary since a general notation for external procedures can be used (i.e. in the form of standard arithmetic expressions), and since the operational semantics for external procedures handles arithmetic operations in the same way as other external procedures. The operational semantics is inherently incomplete, but it is more complete than that of Prolog, in the sense that it is able to make use of arithmetic procedures in more cases than Prolog.
De nite programs with external procedures
We will now give an informal introduction to our approach. We derive it from a critical analysis of Prolog's arithmetic.
In most programming languages arithmetic expressions are used for computing numeric values. Syntactically, arithmetic expressions are terms built from numerals and variables with function symbols representing arithmetic operations, like +, *, etc. Ground arithmetic expressions represent numbers. Di erent expressions may represent the same number, as e.g. 2+2, 2*2 and 4. Thus there is an equivalence relation on ground arithmetic expressions which holds between the expressions denoting the same number. In every equivalence class there is only one numeral which is the simplest expression in the class and can be used as the standard representation of every member of the class. By the evaluation of a ground expression we mean the transformation of this expression into the equivalent numeral. This equivalence relation extends to non-ground terms: Two terms are considered equivalent i evaluating all their ground subterms makes them identical. The equivalence relation distinguishes arithmetic expressions from the terms used in pure logic programs.
We now consider the problem of whether arithmetic expressions can be used as terms in logic programs.
Example 1
Consider the following rule for computing income tax : \if the annual income is greater than 150,000 then the tax is 50% of the total income, otherwise it is 25% of the income reduced by 30,000". Using Prolog-like notation we could represent this rule by the following clauses: tax(Income,0.5*Income) :-greater(Income,150000). tax(Income,0.25*(Income-30000)) :-lesseq(Income,150000).
It would not be possible to use this description as a Prolog program for checking whether the income tax on 130,000 is 25,000. The reason is that the terms 0.25*(130000-30000) and 25000 are not syntactically uni able, even though they are equivalent in the above mentioned sense. 2 To properly handle this and similar programs, one has to extend the concept of uni cation in such a way that equivalent terms are considered equal. More precisely, the generalized uni er of two given terms t 1 and t 2 is to be de ned as a substitution such that t 1 and t 2 are equivalent. Conceptually this would solve the problem, but in practice it may not be easy to compute . 1 In the case of arithmetic expressions the problem could be reduced to solving the equation t 1 = t 2 . This would raise questions about existence, uniqueness and independence of the solutions, about equation-solving algorithms that produce all independent solutions, etc. These questions have very simple answers in two very restricted cases:
Equivalent arguments. Assume that we have access to an evaluator of arithmetic expressions. t 1 and t 2 are equivalent if and only if evaluation of all their ground subterms makes them identical. Clearly, the empty substitution is a generalized uni er of equivalent terms. One argument is a variable X. If the other term t does not include occurrences of X then the substitution = fX=tg is a generalized uni er and any other generalized uni er of X and t can be obtained from by instantiating variables of t and/or by evaluating ground subterms of t and of the terms obtained by instantiating t. This observation justi es the design of the Prolog predicate is/2, which is used to combine normal uni cation with evaluation of ground arithmetic expressions. For example, the answer computed by Prolog for the goal 4 is 3+1 is \yes" while the answer for the goal X is 2+2 is X=4. In this way Prolog uses the concept of evaluation|missing in pure logic programming|to integrate arithmetic into logic programs.
However, the predicate is/2 does not make full use of the special cases discussed above: the goals X is Y+1 and X+1 is X+(0+1) cause computation errors. Furthermore, the arguments of is/2 are not treated symmetrically: the rst one is not evaluated so that the goal 2+2 is 3+1 will cause a computation error. For correct handling of the last example the goal 2+2 =:= 3+1 has to be used.
Let us summarize our discussion about the arithmetic of Prolog:
The idea is to perform generalized uni cation restricted to special cases. This amounts to combining normal uni cation with evaluation of ground expressions.
The idea is implemented in Prolog in an ad hoc way: some obvious possibilities are not exploited, and on the other hand the notation is redundant from the conceptual point of view, e.g. both 4 is 2+2 and 4 =:= 2+2 can be used to check the equivalence of 4 and 2+2.
The restricted form of generalized uni cation is enforced in Prolog by separate predicates. A more elegant solution would be to recognize the required kind of uni cation by the kind of function symbols in the terms uni ed. For example, resolution of the atoms p( X|Y]) and p( 1]) would require normal uni cation, since the function symbols involved are list constructors while resolution of the atoms q(2+2) and q(2*2) would require generalized uni cation, since the function symbols * and + induce equivalences on ground terms. In this case no special predicates for enforcing evaluation would be necessary.
The Prolog evaluator of arithmetic expressions can be seen as a \black box" reducing terms on requests from the uni cation process. There is no reason why this approach should be limited to arithmetic operations: other evaluable terms can be handled in the same way, using appropriate evaluators.
Restriction of the generalized uni cation to the special cases leads naturally to the notion of \run-time" error, when the arguments to be uni ed do not fall into one of the special cases. This is generally connected with insu cient instantiation of the terms, since ground terms can always be evaluated and the results of evaluation can then be compared. Insu cient instantiation of arithmetic expressions in a call to the Prolog is predicate causes an immediate error. However, the variables of the expression might have been further instantiated if the execution were not aborted. Thus delaying general uni cation of insu ciently instantiated arguments is a possible extension of the approach.
These observations have motivated us to develop a logic programming system GAPLog that integrates externally provided term evaluators into a logic programming kernel and exploits a delaying mechanism for avoiding run-time errors. Combination of term evaluation with resolution has been proposed in several systems integrating logic programming with functional programming, e.g. in FUNLOG SY86] and in Le Fun AKLN87]. In contrast to these systems our functions are not explicitly speci ed in the programs but are externally provided \black box" evaluators. The idea of delaying of insu ciently instantiated function calls, present in Le Fun, is given a formal treatment in our work. It should be noticed that several Prolog systems (e.g. Col82, CWA + , Nai85]) have control primitives that allow for delaying of the subgoals selected by the computation rule.
Example programs
Before giving a formal de nition of GAPLog, we try to give an intuitive idea of its main features by means of a few program examples.
GAPLog has essentially the same syntax as (Edinburgh-) Prolog (see also Section 5.1). Like in many Prolog systems function symbols can be declared as pre x, post x or in x operators. Some function symbols (like +/2) are even prede ned to have this property. GAPLog has some additional prede ned predicates used for importing new external functions and for associating them with function symbols.
A simple example
A simple program illustrating several important GAPLog features will now be discussed. The only predicate of the program is length/2 which relates a list to its length. (In Section 6.5 this program will be used to illustrate the GAPLog compiling scheme). Length + 1 is an example of a functional term, i.e. one whose principal function symbol (here +/2) is associated with an external function. A functional term denotes the value of a function application and can occur in the same context as the value: as an argument of a predicate or another term. This allows functions to be handled in a more natural way than in Prolog where functions have to be de ned as predicates (with the exception of some built-ins). Students taking their rst course in logic programming often have di culties in understanding why the above de nition of length/2 does not work in Prolog.
The last two calls in the above example show that length/2 could not be converted to Prolog by just replacing the functional term Length + 1 with a call to is/2. When a nonground functional term is encountered during execution of a GAPLog program, the function call is delayed until it becomes fully instantiated. Generally, the question arises, whether a delayed call will ever be instantiated during the computation. The problem is undecidable, but su cient conditions can be given to guarantee that this happens Boy91]. The present version of GAPLog provides no static check of the su cient conditions, and existence of uninstantiated delayed calls is reported at the termination of the computation.
Attribute grammars
The example of this section illustrates translation of attribute grammars Knu68] into GAPLog programs. Due to the nature of the attribute grammar(it is a multi pass grammar, attribute evaluation cannot be done at parsing time), delaying of function calls cannot be avoided by reordering of body elements in the DCG rules. Hence the semantic rules cannot be implemented using Prolog arithmetic without delays. Indeed, in the de nition of b/2, LengthB represents the number of bits occurring to the right of the bit parsed by b/2. It will always be uninstantiated when b/2 is called. (We assume the DCG is evaluated in the usual top-down manner.) There is a shorter form of the DCG where the \function calls" are moved into the heads of the clauses:
% b(Value:out, Length:in) % Length is the number of bits after this one.
Using data abstraction
The GAPLog concept of external procedure supports a kind of data abstraction: at the level of GAPLog programs the external procedures implementing an abstract data type are seen as \black boxes" hiding the implementation details. This statement will be illustrated here by an example taken from the world of music. Some concepts used in music are surveyed and formalized as functions on an abstract domain. A GAPLog representation of the constants and the functions on the domain, close to music notation, is introduced. The functions have been implemented in C and used as external procedures in GAPLog programs.
The domain
Many notions of music theory, like melody, rhythm, harmony, key, pitch, interval, scale, chord, etc., can be represented and processed by computers. A GAPLog example using the concepts of pitch and interval will be developed here. First the meaning of these concepts is outlined. A pitch is a tone with a certain frequency, produced for example by pressing a key of a piano. Every key will produce a unique pitch which is a semitone higher than the pitch produced by the key immediately to the left. These pitches make up one of the fundamental building blocks of western music. When structured in sequences over time they can make up melodies, and when more than one pitch sound at the same time they produce harmonic patterns.
Pitches have names. The sequence of pitches is divided into groups of twelve, called octaves. On the piano there are seven white keys and ve black keys in an octave. The pitches produced by the white keys have the names (low to high, left to right) c; d; e; f; g; a; b. The pitches produced by the black keys derive their names from this set by adding one of the signs ] and after the name: Let N be the name of the pitch produced by a white key. Then the black key to the right of the white one produces the pitch named N ] (pronounced N sharp), e.g. a ] , f ] . Symmetrically, the black key to the left of the white one produces the pitch named N (pronounced N at), e.g. b , e . Thus, each of the pitches produced by the black keys has two names, e.g. the same key produces both a ] and b . For music-theoretical reasons it is, however, often important to keep the distinction between (e.g.) a ] and b . Since there are no black keys between e and f and between b and c, there are altogether twelve pitches with seventeen possible names in one octave.
To distinguish between pitches with the same name in di erent octaves, the octaves are also given names. The octave occurring just to the left of the middle of the piano keyboard is called the small octave, the next to the left (lower pitches) the great octave, then come the contra octave and the subcontra octave. The octave to the right of the small octave on the piano is called the once-accented octave, then comes the twice-accented octave, and so on. To refer to a pitch in a speci c octave one just pre xes the name of the pitch with the name of the octave, e.g. the small e is the e in the small octave, the twiceaccented g is the g in the twice-accented octave, etc. There is also a way of distinguishing the pitches typographically. The pitches in the small octave are written with lower case letters, like d fth. The distance of seven semitones, e.g. from c to g or D 0 to A 0 . As can be seen, some intervals are skipped (like the distances of one semitone, and of six semitones). These are obtained by augmenting or diminishing the named ones. An interval is augmented by adding an extra semitone step, so an augmented fourth is an interval of six semitone steps. To diminish an interval, a semitone is removed from the interval. A diminished second is thus an interval of one semitone step.
Although an augmented fourth and a diminished fth both represent the same distance (six semitone steps) they are still distinguished: the pitch de ned as the augmented fourth above c is f ] , but the pitch de ned as the diminished fth above c is g .
Functions over the domain
As discussed in the previous section the domain consists of pitches and intervals. We want to represent such objects in GAPLog in a way close to the notation used in music. As mentioned above the pitch names used in music denote not actual pitches, but equivalence classes of pitches in di erent octaves. Following this observation we introduce functions selecting a pitch in a speci c octave from the class denoted by a pitch name. Let a pitch class be a set of all pitches with the same name. ) sm3(hpitchclassi) ) hpitchi thrice-accented octave sm2(hpitchclassi) ) hpitchi twice-accented octave sm1(hpitchclassi) ) hpitchi once-accented octave sm(hpitchclassi) ) hpitchi small octave gr(hpitchclassi) ) hpitchi great octave gr1(hpitchclassi) ) hpitchi contra octave gr2(hpitchclassi) ) hpitchi subcontra octave So for instance gr1(ab) ) hA 0 i
The functions are implemented as external procedures; the representation of pitches in the procedures and other implementation details are thus hidden from the GAPLog user. In GAPLog programs pitches are represented as function calls. The examples below often refer to speci c pitches (e.g. sequences of pitches are returned as answers to GAPLog queries). For representing them in the text, the notation of the previous section (with angle brackets added) will be used.
As discussed above, the intervals can be used for transforming pitches. In GAPLog the small intervals are represented by constants 2 i1 (prime), i2 (second), i3mi (minor third), i3mj (major third), etc. To obtain other intervals external functions must be used. Among others, these have been implemented:
The function addii/2 adds two intervals, so addii(i3mj, i3mi) ) h fthi.
The function aug/1 augments an interval and the function dim/1 diminishes an interval.
To transform pitches by means of intervals, an external function addpi/2 has been implemented. It adds an interval to a pitch, yielding a new pitch, e.g. A larger example has also been developed. It is a small \expert system" that, given a sequence of chord changes (the harmonic analysis of a melody), constructs the bass part in a style called \walk" or \walking bass". This is the way jazz/swing bass is played. walking bass/2 is a predicate that takes a textual representation (a string) of a sequence of chords of a piece of music as its rst argument and returns in its second argument a sequence of measures (a walk) represented as a list of lists of pitches, which the bass could play to the tune with the given chord sequence. Example: The main part of the program is a set of rules, which captures the knowledge of a musician about the \walking bass" style. As the rules are not deterministic, the decision to represent them as program clauses seems to be quite natural. On the other hand, due to the data abstraction achieved by the external functions the rules can be formulated in terms used in music. Since the walking bass/2 program has many technical details, its presentation is out of the scope of this chapter.
The functions on pitch classes, pitches and intervals described here provide a suitable data abstraction that treats these concepts in a way similar to how they are used by musicians. This makes it possible to write GAPLog programs that combine a good data abstraction with an e cient handling of the operations on the musical data types.
Semantic foundations of GAPLog
In this section the syntax and the declarative and operational semantics of GAPLog will be described. The declarative semantics relies on equational logic programming. The operational semantics is based on accumulation of equations and on a generalized uni cation algorithm that combines usual uni cation with term evaluation.
The syntax
We assume three alphabets to be given:
, the set of function symbols, , the set of predicate symbols, V, the set of variables.
Terms, atoms, clauses and goals are built in the standard way over the alphabet. However, there is one exception: The head of a clause must not be of the form t 1 : = t 2 , that is, it must not be an equational atom. The reason for this restriction is that equality should be de ned exclusively by external procedures. This will be further discussed in Section 5.2. An (amalgamated) program is a nite set of clauses.
The connection between the syntax and the external procedures is made by dividing into two disjoint sets: one of de ned symbols and one of constructors. Terms built solely from variables and constructors are called constructor terms. The role of de ned symbols is to denote external functional procedures. The role of constructor terms is to denote elements of the domain of such procedures. Consequently we de ne a function call to be a term of the form: f(s 1 ; : : :; s n ) where f is a de ned symbol, each s i is a constructor term and the arity of f (i.e. n) agrees with the number of arguments expected by the procedure associated with f. Moreover, when f is a de ned symbol, any term of the form f(t 1 ; : : :; t n ) will be called a functional term.
The declarative semantics
Our main idea is to allow the use of functional procedures written in any language (be it assembler or ML) in logic programs. However, in order for the amalgamated programs to have a clean semantics, the procedures must satisfy the following assumption:
Assumption: Every external procedure returns a ground (i.e. variable-free) constructor term as output when given ground constructor terms as input. 2
This means that the external procedures are assumed to compute total functions on ground constructor terms. It follows that each external procedure induces an in nite set of ground equations of the form: f(s 1 ; : : :; s n ) : = s where the procedure associated with f gives s as output when given s 1 ; : : :; s n as input. The set of all such equations (over all external procedures) is denoted E. Example 2 Let f+; g be the set of de ned symbols and let f0; 1; 2; : : :g be the set of constructors. Suppose there are procedures associated with + and which compute integer addition and multiplication respectively. This construction allows us to view any amalgamated program P as an equational logic program, namely:
The problem of assigning a declarative semantics to amalgamated programs has thus been reduced to assigning such a semantics to equational logic programs. This problem has been studied by several authors (e.g. JLM84, GM86, H ol89]). For our purposes only a few declarative notions are needed. One is the equivalence relation = E induced by E. It is de ned on the set of terms by:
That is, t = E u i every interpretation (of our alphabet) which interprets equality as identity and satis es all equations in E, also satis es t : = u. It is easily seen that E forms a so called canonical term-rewriting system (see e.g. Kloar] ). Thus the external procedures may be used to decide whether t = E u or not. This is done by successively replacing those subterms of t and u which occur as left-hand sides of equations in E by the corresponding right-hand sides. The two terms obtained when no more replacements are possible are then compared. If they are identical, t = E u is established. Otherwise the contrary holds.
Example 3 Continuing Example 2, we have that X (5 + 1) = E X (2 3), since 5 + 1 and 2 3 are both replaced by 6, yielding the same term X 6 as result. However, we don't have X (5 + 1) = E (2 3) X.
2 The relation = E extends to substitutions by: = E () for each variable x, x = E x The declarative notion of a correct answer for a program P and a goal G is also of importance. By this is meant a substitution such that: P E j = G Our main concern will be to compute all correct answers. The operational semantics presented in the next section will reduce this problem to nding all E-uni ers for sets U of equations. These are substitutions which satisfy:
= u 2 U : t = E u The set of all E-uni ers for U may be represented by a complete set of E-uni ers for U, that is, a set S of substitutions such that is an E-uni er for U i = E for some 2 S and some .
The operational semantics
It is well-known that narrowing Fay79, Hul80] may be used to compute all equational uni ers in the presence of a canonical term-rewriting system. Although canonical, E is usually in nite. Narrowing would then lead to in nitely branching search-trees, which is impractical. Our approach is instead to carefully select some cases when it is possible to construct a complete set of E-uni ers which is either empty or a singleton. For other arguments our uni cation algorithm will terminate with a \don't know" answer, indicating the inability of the algorithm to nd a complete set of E-uni ers.
The uni cation algorithm mentioned above is called S-uni cation BM88, Bon89] . It successively transforms a set U of equations to normal form (or fails in some cases when the set has no E-uni er). If the resulting set in addition to being in normal form also is in solved form, a most general E-uni er U can be constructed in a straightforward way. Generally, a set of equations is in solved form i : every left hand side is a variable, and the equations can be ordered as X 1 :
= t 1 ; : : :; X n : = t n , so that if a variable X i occurs in t j then i > j. For instance, the set fX 1 : = s(X 2 ); X 2 : = f(X 3 )g (where f is a de ned symbol) is in solved form, while fX 1 : = f(X 1 )g is not. For any set U = fX 1 : = t 1 ; : : :; X n : = t n g in solved form, its corresponding most general E-uni er U is the substitution fX 1 =t 1 gfX 2 =t 2 g fX n =t n g.
Before giving the formal de nition of S-uni cation, we give some examples to illustrate how it works.
Example 4 Suppose add1 is a de ned symbol associated with a procedure which adds 1 to its only argument. If we would submit the set U = fp(add1(X); 2) : = p(3; X)g to the S-uni cation procedure the following transformations would take place: fp(add1(X); 2) : The answer is in solved form and the most general E-uni er U = fX=2g can easily be extracted. Let us look at another example:
fp(add1(X); 2) :
The answer is in normal form|no further transformations can be carried out| but not in solved form. fp(add1(X); 2) :
failure (since p 6 = q) 2
The S-uni cation procedure is given as a set of rules, which can be applied non-deterministically to a set U of equations. Basically, S-uni cation consists of the Martelli-Montanari rules MM82] for syntactic uni cation (Rules 1{4), a rule for replacing a ground function call f(s 1 ; : : :; s n ) with s when f(s 1 ; : : :; s n ) reduces to s (Rule 9), and some auxiliary rules for handling de ned symbols (Rules 5{8). = t by t : = u. 8. u is a constructor term and t is a function call which occurs elsewhere in U i . Replace all other occurrences of t by u (i.e. leave u : = t unchanged).
9. t is a ground function call. Replace u : = t by u : = s, where t : = s is in E.2
The set of rules, viewed as an abstract reduction system, is terminating and preserves the set of equational uni ers (a proof can be found in Bon89]). When given a set U of equations to unify, the algorithm transforms U by applying the rules (in any order) until no rule is applicable. Depending on the result of the transformation, it then gives the following result: 1. ;, if the transformation ends in failure 2. f U 0 g, if the transformation ends in a solved form U 0 .
3. \don't know", if neither 1 nor 2 applies.
Theorem 1 Bon92] When given a set U of equations to unify, S-unify terminates with one of the following two results: a complete set of E-uni ers for U, or \don't know" Under the assumption that the set of ground constructor terms (and hence E) is in nite, it turns out that there is no uni cation procedure which is \less incomplete" than S-uni cation. More precisely, let A be any uni cation procedure which (1) terminates on every input, and (2) either gives a complete set of E-uni ers or \don't know" as output. Then A answers \don't know" on every input for which our algorithm answers \don't know". The intuitive reason is that A by (1) only can make a nite number of calls to external procedures. Thus it can only access a nite subset F of E. It may happen, however, that for any such choice of F, there is no set of substitutions which forms a complete set of E 1 -uni ers for every E 1 which includes F. Since A has no way of deciding which of these E 1 's equals E, neither can it decide whether a certain set of uni ers is complete. Hence, by (2), A is forced to give \don't know" as output. For a formal account of this fact, the reader is referred to Bon92].
As an immediate corollary of this result we have:
Theorem 2 Let U 1 and U 2 be the resulting sets obtained by applying the rules in Algorithm 1 to a set of equations U in any two orders. Then U 1 is in solved form i U 2 is in solved form, in which case U1 and U2 are equal up to renaming of variables. Now, if Algorithm 1 returns a set of equations which is not in solved form, this corresponds to a \don't know"-case. This complicates matters when it comes to resolution|how shall we proceed if a selected goal atom yields \don't know" when S-uni ed with the head of some clause in the program? Of course we could decide that it is not possible to determine whether the goal is refutable or not, and let our resolution procedure answer \don't know" (eager strategy). Now we would get the equation set fZ : = f(a); Z : = ag, which would result in success or failure, depending on the de nition of f. 2 The example shows that if we use the eager strategy, our results will be dependent on the computation rule. We would like to employ a strategy that is as \lazy" as possible, i.e. to avoid answering \don't know" until we have exhausted every other possibility.
The reason for a set of equations not ending up in solved form can be attributed to certain kinds of equations, the constraints. They play a role similar Since all variables occurring in function calls are equated with ground terms, it now follows that S-unify will yield an answer di erent from \don't know". 2
Example 6 suggests a lazy strategy, which can be formalized in the following way:
De nition 2 (S-SLD-resolution) Let P be a program, G 0 a goal clause and R a computation rule. A S-SLDderivation is a ( nite or in nite) sequence of triples hG 0 ; 0 ; C 0 ; G 1 ; 1 ; C 1 ; : : :i such that: 0 = ; C 0 = ;. If G i ; i ; C i is not the last triple of the sequence and G i = A 1 ; : : :; A m , then there exists a (renamed) clause H B 1 ; : : :; B n of P such that:
1. S-uni cation of fH : = A j g C i , where R(G i ) = A j does not fail; thus it produces a set of equations U. Let C be the maximal subset of U consisting of constraints; hence U ? C is in solved form. 2. C i+1 = C; i+1 is the substitution corresponding to U ? C. 3. G i+1 := (A 1 ; : : :; A j?1 ; B 1 ; : : :; B n ; A j+1 ; : : :; A m ) i+1 .
If the derivation is of the form: hG 0 ; 0 ; C 0 ; : : :; 2; n ; ;i where 2 denotes the empty sequence of atoms, then 0 n is said to be an R-computed answer substitution for P and G 0 . 2 S-SLD-resolution is sound and independent of computation rule in the sense of Theorem 3 below (a proof can be found in Boy91]):
Theorem 3 (Independence of computation rule) Let P be a program, G a goal and R, R 0 two computation rules. Then is an R-computed answer substitution for P and G i there exists an R 0 -computed answer substitution 0 for P and G, such that G and G 0 are variants.
A prototype implementation of GAPLog
In this section a prototype implementation of GAPLog is systematically developed from the speci cation of S-SLD-resolution in Section 5. The implementation is a compiler from GAPLog to Prolog.
A transformation scheme
It is possible to give a scheme that transforms a GAPLog program into a Prolog program where the S-uni cation is explicit. This is done in three steps. First Rule 6 of S-uni cation is applied to the program, giving an equivalent GAPLog program where the constraints are explicit, then constraint propagation is made explicit by \threading" the constraints through the program clauses, and nally code is added for \normalizing" the constraints. This transformation scheme will be called Transformation-1.
6.1.1 Applying Rule 6 statically S-uni cation does not replace variables by functional terms, so Rule 6 of Algorithm 1 can be applied statically. Applying Rule 6 yields a set of constraints that can be added to the program as \constraint literals".
In the rst step of the transformation, every clause h:-B is transformed as 
Explicit normalization of constraints
The purpose of the next transformation step is to make it possible to utilize the execution mechanism of Prolog for simulating the augmented resolution algorithm (S-SLD-resolution) of Section 2. This is achieved by \constraint threading". Each literal is extended with two additional arguments. At runtime the rst of these will be instantiated to the set of constraints accumulated before resolution with the literal, and the second to the modi ed set of constraints obtained after the literal has been reduced. 4 Let normalize/2 be a predicate such that normalize(U; U norm ) holds if U is a set of equations and U norm is the result of applying the rules of S-unify to U. List notation will be used to represent sets of equations.
Let Provided that the predicate normalize/2 has been implemented, the transformed program can now be executed by a standard Prolog interpreter. However, the overhead generated by the calls to normalize/2 may still be prohibitive.
Specializing S-uni cation
In Transformation-1, S-uni cation (normalize/2) is only applied to constraints. This means that there is no need for Rules 5{7 of Algorithm 1. There is also room for other improvements.
When S-uni cation is applied to a set of constraints it can initially use only Rules 8 and 9, but all equations generated or changed by Rule 8 or 9 can be processed only by Rules 1{4. That is, they will be subject to syntactic uni cation. Syntactic uni cation can be incorporated directly into Rules 8 and 9, giving a specialized S-uni cation, whose starting point is a set of constraints C: 
An improved transformation scheme
Suppose that the Prolog system that is used to run the transformed GAPLog programs, implements the coroutining predicate gfreeze/2, which delays calling its second argument until its rst argument is ground. 5 Then Rule 9 of S-S-uni cation can be implemented in an alternative way. Let s : = d be a constraint and funcall/2 a predicate that takes a ground function call as its rst argument and uni es its second argument with the result of making this function call. A literal of the form gfreeze(d, funcall(d,s)) would thus wait until d becomes instantiated to a ground term and then syntactically unify s with the result of the reduction of this term. This is exactly what Rule 9 does.
To exploit this in the transformation scheme, static application of Rule 6 should produce gfreeze/2 literals instead of : =/2 literals (see Section 6.1.1). The constraints must of course still be threaded through the clauses, but normalize/2 is now simpler: it only applies Rule 8. This is an open question. Application of Rule 8 avoids some redundant calls to external functions (by removing duplicate functional calls). But the main reason for introducing this rule was to obtain a certain completeness result which says that S-uni cation will produce a \don't know answer" only if there is really not enough information to determine whether it should succeed or fail. Although examples for which Rule 8 is essential have been constructed Bon89], they are contrived and very atypical of what one would expect in a logic program. It is therefore very likely that S-uni cation without Rule 8 would be quite satisfactory for all practical purposes.
If Rule 8 is discarded from S-S-uni cation then normalize/2 does not have any rules to apply to the sets of constraints, and thus both the threaded constraints and the normalize/2 literals can be removed from the transformed program.
Transforming CS using the simpli ed transformation scheme would yield: The above transformation scheme will be referred to as Transformation-2.
Bringing Rule 8 back
In spite of the previous remark, it may turn out that for some reasons it is desirable to keep Rule 8. In that case Transformation-1 would do the job, but it is possible to nd a better transformation scheme that uses the coroutining approach of Transformation-2. In this scheme normalize/2 literals will not be inserted into every clause. Instead, \every constraint will take care of its own normalization". This approach will not be described here but a description is given in KK91]. There are GAPLog implementations both with, and without Rule 8.
An example
In this section a small GAPLog program is subject to the two transformation schemes presented above. The program computes the length of a given list. +/2 is assumed to be a de ned symbol with the obvious meaning: A query is transformed as a clause body except that the constraint set given to the rst goal atom in the query is empty, and that an extra call is added at the end to verify that there are no unsolved constraints left.
Timings
To give a rough idea of the e ciency of the transformed GAPLog program, the query length( , ,: : :], Length) has been timed for lists containing 50, 100, 500 and 1000 items. There were ve versions of length/2: v1. the result of Transformation-2 as given above. v2. the result of a transformation where Rule 8 is kept, but where S-uni cation is implemented using coroutining. v3. a straightforward Prolog formulation (with is/2). v4. a tail recursive Prolog formulation. v5. the straightforward Prolog formulation with a redundant call to gfreeze/2 (the object is to measure the overhead of gfreeze/2 when its rst argument is ground). The result is shown in table 1. Times are given in CPU milliseconds as reported by SICStus Prolog 0.7#5 running on a Sun SPARC station SLC. (+ was implemented in terms of is/2.)
As expected, the transformation where Rule 8 is kept, does not produce an e cient program. This may be due partly to the fact that a list is not the best way to represent the constraints.
The result of Transformation-2 is reasonably e cient, especially in comparison with interpreted Prolog. Comparison with the last row of each table shows that more than half of the cost is that of decomposing terms (gfreeze/2 is implemented in terms of freeze/2 and =../2).
It should be stressed that length/2 is a \worst case" example: there is a function call for every resolution step. The overhead would be much less noticeable in a larger and more realistic program. Hence Transformation-2 (i.e. v1) seems to give satisfactory results.
Conclusion
We have presented an approach to the integration of logic programs with functional procedures written in other programming languages. The main contribution of our work is a clean theoretical foundation for such an integration, based on the formal concepts of S-uni cation and S-SLD-resolution. In contrast to other work aiming at integrating logic and functional programming our language GAPLog is not intended to be complete: it allows external functional procedures to be used by Horn clause programs, but it has no mechanism for de ning such procedures. In this sense GAPLog is an open language.
Several ideas originating from other research on integration of logic programming and functional programming have turned out to be of importance for our development: S-uni cation combines usual term uni cation with evaluation of functional calls. This is a special case of extended uni cation as discussed in DH87]. The idea has been used by several authors, among which probably Funlog SY86] and Le Fun AKLN87] show the closest resemblance to our approach. However, in contrast to GAPLog, Funlog and Le Fun are closed languages in the sense that they do not allow functions to be de ned outside of the languages themselves. From the GAPLog point of view the functional procedures are \black boxes" performing eager evaluation. Thus, laziness -which is an essential feature of Funlog uni cation -is a priori excluded in GAPLog. Moreover, the uni cation in Funlog makes no distinction between failure and the \don't know" case: an attempt to unify two irreducible (i.e. insu ciently instantiated) function calls results in failure (see SY86] p.170). Thus, completeness (and soundness in the case of negation) is guaranteed only if such failures do not appear during the execution. In contrast to Funlog, one of the essential features of S-uni cation is a careful distinction between the \don't know" case and the failure. This guarantees soundness and allows in addition for a theoretical analysis of completeness: In Bon89, Bon92] it was in particular shown that S-uni cation is as complete as possible under the black box assumption.
The delay mechanism of GAPLog allows to achieve completeness in some cases when Funlog fails due to insu cient instantiation. This idea already appeared in Le Fun, where insu ciently instantiated function calls encountered during uni cation are suspended as \residuations". They are then automatically invoked as soon as the arguments become su ciently instantiated during the continued computation process. The idea of residuations was introduced in an informal setting in AKLN87], with focus on implementation issues. In our approach residuations have been formalized in terms of constraints in the style of constraint logic programming. This allows S-uni cation and S-SLD-resolution to be conceptually separated, since the don't know outcome of S-uni cation results in constraints, while S-SLD resolution provides a formal description of constraint handling. In particular our view facilitates the analysis of completeness: in Boy91] a su cient condition for completeness is stated. The condition is based on notions of attribute grammars.
The prototype compiler of GAPLog into SICStus Prolog shows that there is no fundamental di culty in achieving clean declarative integration of logic programs with external procedures. The implementation was systematically derived from the abstract notion of S-uni cation in a number of steps, each of which is easy to prove correct. A more e cient Prolog code can be produced by improving the handling of calls to external procedures. In the present version the instantiation of function calls is dynamically checked by the invocation of SICStus Prolog's delaying primitives. In many cases, including the length example, this is unnecessary, since the calls are either always su ciently instantiated, or since a simple static reordering of body literals of the resulting Prolog code would have guaranteed a proper instantiation during computation. Such an optimization would however require static analysis of instantiation. The concept of dependency relation originating from attribute grammars may be used as a basis for such analysis, as discussed in DM85, Ma l91].
The implementation does not enforce the assumption about the external procedures: if the external functions are not total, the GAPLog system may report run time evaluation errors or it may loop on evaluation of funtion calls.
An interesting problem is to nd classes of GAPLog programs for which the implementation is complete. As suggested by the attribute grammar example, a class of such programs can be obtained by transforming attribute grammars into GAPLog. This would give a nontrivial class of complete programs, as discussed in Boy91].
In the context of black-box assumption the analysis of our approach in Bon89] shows that S-uni cation minimizes incompleteness. However, this result holds only when some reasonable termination requirements are imposed. Full completeness may (in theory) be achieved by using narrowing-based techniques. However, then the resulting system becomes impractical. One may consider a spectrum of intermediate approaches, where some properties of the functions are known and used to improve completeness of S-uni cation. An example of such an approach assumes knowledge of polymorphic types of the external functions. A theoretical study of this case can be found in Bon92] while LMO92] discusses appropriate techniques for implementing an interface between a Horn clause language and ML. An interesting point here is that parametricity of polymorphic external functions may be used to achieve a certain degree of laziness also in the case of eager external languages, such as SML.
