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Abstract
Traub and Werschulz [Complexity and Information, Cambridge University Press, New York, 1999] ask
whether every linear operator S:⊆ X → Y is “computable on the average” w.r.t. a Gaussian measure
on X. The question is inspired by an analogous result in information-based complexity on the average-
case solvability of linear approximation problems. We give several interpretations of Traub and Werschulz’
question within the framework of type-2 theory of effectivity. We have negative answers to all of these
interpretations but the one with minimal requirements on the algorithm’s uniformness. On our way to these
results, we give an effective version of the Mourier–Prokhorov characterization of Gaussian measures on
separable Hilbert spaces.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
1.1. The question
In Chapter 6 of their book [15], Traub and Werschulz survey on a series of interesting re-
sults from information-based complexity (IBC). Werschulz [18] had considered the problem of
approximating a linear unbounded mapping S:D ⊆ X → Y of linear spaces. Such a problem
is called a linear ill-posed problem. In the language of IBC (see e.g. [14,15]), his ﬁrst ﬁnding
 The author was supported by DFG Grant HE 2489/4-1 and by a DFG/NSFC grant.
∗ Fax: +49 896 004 2598.
E-mail address: volker.bosserhoff@unibw.de
URL: http://www.unibw.de/inf1/personen-en/wimi/bosserhoff.
0885-064X/$ - see front matter © 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.jco.2007.12.004
478 V. Bosserhoff / Journal of Complexity 24 (2008) 477–491
reads as follows: The worst-case error of any algorithm approximating S using linear contin-
uous information is inﬁnite. Traub and Werschulz put this result in analogy with a prominent
result from computable analysis, the First Main Theorem of Pour-El and Richards [11], which
states that unbounded linear operators are uncomputable and typically even map some com-
putable points to uncomputable ones (i.e. these operators are not computably invariant; see
[4] for a general discussion of this phenomenon). Switching to the average-case setting, how-
ever, Werschulz [18] had been able to prove the surprising fact that linear approximation prob-
lems are always solvable on the average w.r.t. any centered Gaussian measure. (Werschulz in
fact proved this under certain additional assumptions that were later found to be dispensable;
see [15] and the references therein.) Technically, the solvability result can be stated as follows
(see [2]):
Theorem 1. Suppose that X and Y are real separable Banach spaces, D is a measurable linear
subspace of X, S:D → Y is a measurable linear mapping, and  is a centered Gaussian measure
on X. Denote the topological dual of X by X∗. Then for every  > 0 there is a mapping:X → Y
of the form
(x) =
n∑
i=1
fi(x)ai, f1, . . . , fn ∈ X∗, a1, . . . , an ∈ Y (1)
such that∫
D
‖S − ‖2 d. (2)
This theorem implies that the problem of approximating S is solvable in the following sense:
For every ﬁxed operator S and every ﬁxed error level , there exists an algebraic machine with
functional oracles f1, . . . , fn that computes a mapping:X → Y for which (2) holds. (A formal
model for such machines is described in [10].)
We see that transition from the worst-case to the average-case setting makes linear ill-posed
approximation problems solvable in the sense of IBC. In consequence, Traub and Werschulz ask
whether such a transition is also possible in computability theory:
Question 2 (Traub/Werschulz). Is every linear operator computable on the average for Gaussian
measures?
Question 2 leaves some room for interpretation, because there is no well-established notion of
“computability on the average”. We have to make a number of choices that we consider natural.
(Other choices, however, are possible and may lead to different answers.)
1. The computational model: We should start by determining what to understand by “com-
putable”. Traub and Werschulz apparently understand this notion in the sense of Pour-El and
Richards [11], whose work follows a school of computable analysis that is based on deﬁnitions
of computable real numbers and functions by Turing, Grzegorczyk, and Lacombe. Pour-El and
Richards’ approach (as well as Ko’s [9] approach to the computational complexity of real func-
tions) can be embedded into the framework of type-2 theory of effectivity (TTE) [17]. In this
theory, classical Turing machines compute on inﬁnite strings that represent real numbers and
other higher-type objects. We choose TTE as our computational model for the discussion of
Question 2.
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2.Uniformness of the algorithmand representationof the input: The algebraic algorithm implied
by Theorem 1 depends nonuniformly on several parameters: the operator S, the error tolerance
, and the Gaussian measure . In TTE it is natural to ask whether an algorithm that “computes
S on the average” can be chosen to be uniform in one or more of these parameters. Whether this
is possible or not may depend on the way how the parameter values are represented by inﬁnite
strings. For example, the TTE formulation of the First Main Theorem (as found in [4]) suggests to
consider a sequence representation for S, i.e. to represent S by a sequence (en, S(en))n (encoded as
an inﬁnite string) where (en)n is dense in D. In the important special case of the ill-posed problem
being an inverse problem, however, it is more natural to assume that stronger information is
available: represent S by a program (or, more correctly, an encoded oracle) for some T :Y → X
with S = T −1.
3. Computability on the average: The special form (1) of the algebraic algorithm implied by
Theorem 1 suggests the following interpretation of “c.o.t.a.”: Suppose there are effective notations
of subsets (with suitable density properties) of X∗ and Y, then S is c.o.t.a. if one can effectively
and uniformly in  ﬁnd names of suitable f1, . . . , fn, a1, . . . , an as in (1). In fact, this deﬁnition
of “c.o.t.a.” has been used in [2], where the author has already looked at Theorem 1 from the
viewpoint of computable analysis. The main result of [2] was the following: If X and Y are
computable Hilbert spaces (see below), then the generalized inverse T † of an operator T :Y → X
is c.o.t.a. (in the sense just described) uniformly in T, its adjoint T ∗, and the number ∫ ‖T †‖2 d.
This result is rather unsatisfactory because the algorithm depends on the value
∫ ‖T †‖2 d which
may not be available in practical situations. Counter-examples showed, however, that the theorem
cannot be strengthened essentially. We suspected that the above notion of “c.o.t.a.” was simply too
strong to allow a satisfactory effective version of Theorem 1. We hence conducted a fundamental
study [3] of an alternative interpretation, which is weaker but just as useful from a practical point
of view: S is c.o.t.a. if there is an algorithm that takes as input the error parameter  and a point
x of X and puts out a point of Y such that the average distance (over all x) between the output
and S(x) is at most . This type of computability was called computability in the mean in [3]. We
believe that this notion is a natural TTE analog to IBC’s notion of solvability in the average-case
setting.
1.2. Overview of the paper
The necessary preliminaries from TTE and from the theory of Gaussian measures are given in
the next section. We also quote the deﬁnition of computability in the mean from [3].
Section 3 contains results on four different interpretations of Question 2. These differ in the
degree of uniformness demanded from the algorithm. Only the interpretation in which no uni-
formness in either the operator or the error level is demanded allows a positive answer. This is true
even though we will restrict ourselves to a single very simple Gaussian measure and to operators
that are partial inverses of computable injective diagonal operators on 2 (i.e. the Hilbert space
of square-summable real sequences). The proofs will build on the results of Section 4 and are
postponed to the Appendix.
In Section 4we consider two representations of Gaussianmeasures on separable Hilbert spaces.
On the one hand, Gaussian measures can be encoded by means of general representations of Borel
measures. On the other hand, Gaussian measures are characterized by their mean element and
covariance operator; this motivates another representation. The relation between these represen-
tations (they turn out to be equivalent) is interesting in its own right, but it will also be useful for
proving the results stated in Section 3.
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2. Preliminaries
2.1. Gaussian measures
We ﬁrst recall some facts about Gaussian measures on separable Hilbert spaces; for details
see [1].
By deﬁnition, a Borel probability measure  on a real separable Hilbert space X is Gaussian
if for every x ∈ X, one has that  ◦ (〈x, ·〉)−1 is a Gaussian distribution on the real line. There
is a one-to-one correspondence between the class of all Gaussian measures  on X and all pairs
(a,K), where a is an element of X and K is a symmetric nonnegative nuclear operator on X, which
is given by
(∀x ∈ X)〈x, a〉 =
∫
〈x,〉(d)
and
(∀x, y ∈ X)〈Kx, y〉 =
∫
〈x,− a〉〈y,− a〉(d),
i.e. a is the mean element and K is the covariance operator of . This fact is sometimes called
the Mourier–Prokhorov Theorem. For any centered Gaussian measure  on X, we shall denote its
mean element by a and its covariance operator by K.
If (an)n is an orthonormal basis ofX formed by the eigenvectors ofK and (n)n is the associated
sequence of eigenvalues, then let trace() be the trace of K, i.e. the value
∑
n n (which is ﬁnite
as K is nuclear). The following identity holds:
trace() =
∫
‖− a‖2(d). (3)
If Y is another normed space, then we denote by L2(X, Y ; ) the space of all (-equivalence
classes of) measurable mappings f :X → Y with ∫ ‖f ‖2 d < ∞.
2.2. Computable analysis via representations
The standard reference for TTE is the textbook [17]. We recall some basic notions of TTE in an
informal way. Fix a ﬁnite alphabet  with at least two elements. A naming system of a set X = ∅
is a surjective partial mapping :⊆ W → X, where W ∈ {∗,}; one distinguishes between
notations and representations, depending on whether W = ∗ or W = . A w ∈ W is called
a -name of an element x ∈ X if (w) = x. x ∈ X is called -computable if it has a computable
-name. If X1 and X2 are sets with naming systems 1:⊆ W1 → X1, 2:⊆ W2 → X2, and f
is a mapping X1 → X2, then a mapping h :⊆ W1 → W2 is called a (1, 2)-realization for f
if for every p ∈ dom(1), one has h(p) ∈ dom(2) and (2 ◦ h)(p) = (f ◦ 1)(p). f is called
(1, 2)-continuous (-computable) if there exists a continuous (computable) (1, 2)-realization
for f. It is a fact of central importance that (1, 2)-computability implies (1, 2)-continuity.
A naming system  of some set X is said to be continuously (computably) reducible to another
naming system ′ of X if the identity on X is (, ′)-continuous (-computable); we write  t′
(′). The equivalence relation induced by this preorder is denoted by ≡t (≡).
Ref. [17] introduces a number of canonical notations of countable sets, e.g. N:⊆ ∗ →
N, Q:⊆ ∗ → Q. For the real numbers, there are essentially three relevant (nonequivalent)
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representations: For every x ∈ R we have that p ∈  is (i) a -name 1 of x if it is an encoded
sequence (rn)n of rationals with (∀n ∈ N) |rn − x|2−n, (ii) a <-name if it is an encoded
sequence of all rationals below x, (iii) a >-name if it is an encoded sequence of all rationals
above x.
There are standard devices to construct new naming systems from given ones; these are de-
scribed in [17, Section 3.3]. If  is a naming system for X, then []< and [] are canonical
naming systems for the sets of ﬁnite and inﬁnite, respectively, sequences in X. If X1 ⊆ X, then
|X1 is a naming system for X1, which is obtained by restricting  to names of elements of X1. If
1, 2 are naming systems ofX1,X2, then [1, 2] is a naming system forX1×X2, and [1 → 2]
is a naming system for all (1, 2)-continuous mappings (which encodes oracles of continuous
realizations).
Multi-naming systems are surjective multi-valued mappings :⊆ W⇒X, i.e. one name may
describemore than one element of X. The notions deﬁned above for single-valued naming systems
have natural extensions for multi-valued naming systems.
2.3. Computable structures
A triple (X, 	,ϑ) is a computable topological space if 	 is a subbasis of a T0 topology on X
and ϑ is a notation of 	 whose domain is computably enumerable. The standard representation 
associated with (X, 	,ϑ) encodes a point x as a list of ϑ-names of all elements of 	 that contain x.
A triple (X, d, 
) is a computable metric space if (X, d) is a metric space and 
 is a notation
of a dense subset A of X such that dom(
) is c.e. and d|A×A is (
, 
, )-computable. The Cauchy
representation X associated with (X, d, 
) encodes a point x as a sequence (an)n of points in A
with (∀n ∈ N) d(an, x)2−n. By choosing 	 to be the set of all open balls with rational radii
around points of A, one can deﬁne a derived computable topological space (X, 	,ϑ) in a natural
way. The Cauchy representation of a computable metric space and the standard representation of
its derived computable topological space are equivalent.
Let (X, ‖ · ‖) be a real normed space with fundamental sequence e = (en)n, i.e. the span of e is
dense in X. One can derive a notation 
 of the rational span of e in a canonical way. (X, ‖ · ‖, e)
is then called a computable normed space if (X, d, 
) (with d being the metric induced by ‖ · ‖)
is a computable metric space (which is then called the derived computable metric space). If,
in addition, (X, ‖ · ‖) is complete, then (X, ‖ · ‖, e) is called a computable Banach space. If
furthermore ‖ · ‖ is induced by an inner product 〈·, ·〉, then one calls (X, ‖ · ‖, e) a computable
Hilbert space and also writes it as (X, 〈·, ·〉, e).
More information of computable Banach and Hilbert spaces can be found in [5,7]. We quote
just a few facts: (i) The metric of a computable metric space, the norm, the vector addition and the
scalar multiplication of a computable normed space, and the inner product of a computable Hilbert
space are all computable if the elements of the space are represented by X and R is represented
by . (ii) One can always assume w.l.o.g. that the fundamental sequence of a computable Hilbert
space is orthonormal. (iii) All inﬁnite-dimensional computable Hilbert spaces are computably
isomorphic to (2, 〈·, ·〉, e), the space of square-summable real sequences with its standard inner
product and standard fundamental sequence.
In view of the facts just quoted, we will from now on only consider the canonical computable
Hilbert space (2, 〈·, ·〉, e). Throughout the remaining of this article, denote by 2 the Cauchy
representation of 2, and let (2, d0, 
0), and (2, 	0,ϑ0) be the derived computable normed and
1 This representation is actually called C in [17].
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computable topological spaces, respectively. Let 0 be the standard representation associated with
(2, 	0,ϑ0).
2.4. Probabilistic computability on represented spaces
In this section, we will deﬁne the concepts of computable approximability and computability
in the mean. We will only give the deﬁnitions for the case that the underlying measure is a Borel
probability measure on a computable topological space; for more general versions see [3].
Let (X, 	,ϑ) be a computable topological spacewith standard representation , and let (Y, d, 
)
be a computable metric space. For every f :X → Y and every : dom() → dom(
), deﬁne the
local error function
e(f, ,, ·):X → [0,∞]
as
e(f, ,, x) := sup
p∈−1{x}
d((
 ◦ )(p), f (x)).
It was shown in [3] that e(f, ,, ·) is measurable if f is measurable and  is continuous.
For every :N × dom() → dom(
) and every n ∈ N, put n := (n, ·). Fix a Borel
probability measure  on X.
Deﬁnition 3 (Computable approximability). A measurable function f :X → Y is (, 
)APP-
continuous (-computable) if there is a continuous (computable)
:N× dom() → dom(
)
with
(∀n ∈ N)  ([e(f, ,n, ·) > 2−n]) 2−n.
Deﬁnition 4 (Computability in the mean). A measurable function f :X → Y is (, 
)MEAN-
continuous (-computable) if there is a continuous (computable)
 : N× dom() → dom(
)
with
(∀n ∈ N)
∫
e(f, ,n, x)(dx)2−n. (4)
By encoding oracles for the corresponding realization , one deﬁnes a multi-representation 2
[ → 
]APP of the class APP,
, of all (, 
)APP-continuous mappings. Similarly, one deﬁnes a
multi-representation [ → 
]MEAN of the class MEAN,
, of all (, 
)MEAN-continuous map-
pings. Clearly, a mapping is [ → 
]APP-computable iff it has a computable [ → 
]APP-
name; this holds analogously for (, 
)MEAN-computability. It was shown in [3] that [ →

]MEAN[ → 
]APP, and that (, 
)APP-computability does not even imply (, 
)MEAN-
continuity in general.
2 Two mappings that are equal -almost surely are described by the same name.
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2.5. A representation for certain inverse problems
Suppose that S:⊆ 2 → 2 is the solution operator of an inverse problem. Then it is natural to
represent S by the solution operator, say T, of the corresponding direct problem. We will restrict
ourselves to operators T that have a simple diagonal form. Let DIAG be the set of all bounded
linear injective operators on 2 that are given by an (inﬁnite) diagonal matrix, and let INVDIAG
be the set of their (partial) inverses.
Deﬁnition 5. Representations diag, invdiag of DIAG, INVDIAG are given by 3
diag〈p, q〉 = T :⇐⇒ [](p) =: (ai)i , T = diag(a0, a1, . . .), ‖T ‖N(q)
and
invdiag(p) = S :⇐⇒ diag(p) =: T , S = T −1.
Remark 6. diag ≡ [2 → 2 ]|DIAG (follows from [6, Theorem 4.3(2)]). This means that the
information on T encoded in a diag-name is sufﬁcient to compute the evaluation map x → T (x).
3. Possible answers to Question 2
We will now give various interpretations and corresponding answers to Question 2. Proofs are
found in the Appendix.
3.1. Fixed error level, ﬁxed operator
First, what is the result if we ask for an algorithm that is neither uniform in the operator nor in
the error level?
Proposition 7. LetS:⊆ 2 → 2 be linear andmeasurablewithmeasurable domainD, let k ∈ N
be arbitrary, and let  be a centeredGaussianmeasure on 2.Then there is a (2 , 2)-computable
mapping  such that∫
D
‖− S‖2 d2−k.
This proposition is an almost trivial consequence of Theorem 1. It is the only positive answer
to Question 2 that we will be able to give. To make it easier to compare it to the results below, we
note the following corollary:
Corollary 8. Under the assumptions of the previous proposition, there exists a computable
mapping : dom(0) → dom(
0) such that∫
D
e(S, 0,, x)(dx)2−k.
3 The following notation is to be interpreted as follows: “F(x) = y :⇔ P(x, y)” means that (x, y) is by deﬁnition on
the graph of the partial mapping F iff the predicate P is well deﬁned and true at (x, y).
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3.2. Fixed error level, variable operator
From now on, we will ﬁx a Gaussian measure with a very simple description. Let 0 be the
unique centered Gaussian measure on 2 whose covariance operator K0 is given by the inﬁnite
matrix
diag(1, 2−1, 2−2, . . .).
This measure should have all the effectivity properties one could ask for, and hence the restriction
to this measure should make the negative results below only stronger.
Consider the following condition on a set D:
D ⊆ 2 is a linear measurable subspace with {en}n ⊆ D. (5)
Fix a set D that fulﬁlls (5). Then (D, 	D,ϑD) with 	D := {V ∩ D : V ∈ 	0}, dom(ϑD) :=
dom(ϑ0), and (ϑD)(p) := ϑ0(p) ∩ D is a computable topological space. The standard repre-
sentation D of (D, 	D,ϑD) is equal to 0|D . (D, 	D,ϑD) is the computable topological space
derived from the computable metric space (D, d0|D×D, 
0). The restriction D := 0|D of 0 to
D is a Borel measure. We deﬁne
C := {S:⊆ 2 → 2 : S is linear and measurable and dom(S) ⊇ D}. (6)
The following result is the key to all counter-examples below:
Proposition 9. The mapping S → ∫
D
‖S‖2 d0 is ([D → 
0]DMEAN|C, )-computable.
For the remainder of this subsection, let
D0 :=
{
x ∈ 2 :
∑
i
|〈x, ei〉|22i/2 < ∞
}
. (7)
Note that D0 fuﬁlls (5). C0 shall then be deﬁned by replacing D by D0 in the deﬁnition (6) of C.
Remark 10. 0(D0) = 1 (combine [1, Theorem 1.1.4] and [8, Theorem 4.17]).
It will make the negative result below only stronger if we only consider operators S from
B := C0 ∩ INVDIAG. For convenience of notation, we put B := invdiag|B . An interpretation
of Question 2 could now be the following:
Question 11. For every k ∈ N, does there exist a computable mapping : dom(B)× dom(D0)→ dom(
0) such that
(∀p ∈ dom(B))
∫
D0
e(B(p), 0,(p, ·), x) 0(dx)2−k?
The following is easy to see:
Lemma 12. If the answer to Question 11 were positive, then B t [D0 → 
0]
D0
MEAN.
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Combining the next proposition with Proposition 9 yields that Bt [D0 → 
0]
D0
MEAN, and the
answer to Question 11 is hence negative.
Proposition 13. The mapping S → ∫
D0
‖S‖2 d0 is not (B, >)-continuous.
The proof of this proposition makes it apparent which non-constructive step in the proof of
Theorem1causes the problems.The essence is very simple:Given a sequence (an)n of nonnegative
reals, the existence of the limit
∑
n an2−n does not imply that an upper bound for this limit can
be constructed from a suitable preﬁx of (an)n.
3.3. Variable error level, ﬁxed operator
Fix an arbitrary S ∈ INVDIAG put D := dom(S). D fulﬁlls (5). Letting the error level be an
input parameter leads to the following interpretation of Question 2:
Question 14. Suppose that S is invdiag-computable. Is S also [D → 
0]DMEAN-computable?
An operator that was already constructed in [2, Proposition 9.2] serves us as a counter-
example:
Proposition 15. There exists a invdiag-computable S such that
∫
D
‖S‖2 d0 is not >-
computable.
Note the following corollary to Proposition 9:
Proposition 16. Assume that S is [D→
0]DMEAN-computable.Then
∫
D
‖S‖2 d0 is-computable.
These two propositions show that the answer to Question 14 is negative.
As the example constructed in this subsection employs a invdiag-computable S, it is not neces-
sary anymore to separately consider the “variable error level, variable operator” interpretation—
the answer is negative too.
4. Representations of Gaussian measures
In this sectionwewill introduce two representations,top andalg, for the classG of allGaussian
measures on 2 and show that they are equivalent. The ﬁrst representation is the restriction of a
general representation of Borel measures; the second one is inspired by the Mourier–Prokhorov
characterization (see above).
Some more preliminaries from computable analysis are necessary (see [3] for details): If
(X, 	,ϑ) is a computable topological space then a derived representation ϑ< for the hyperspace
O(X) of open subsets can be deﬁned as an encoding of countable unions of ﬁnite intersections
of elements of 	. One can then derive the following representation for the class of all bounded
Borel measures on X:
ϑ0M<〈p, q〉 =  :⇐⇒ [ϑ< → <](p) = |O(X) and >(q) = (X).
We are only interested in the restriction ϑ1M< of ϑ
0
M< to probability measures. For the case
X = [0, 1], this representation has been introduced in [16]. A more general deﬁnition is studied
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in [12]. The results of [12,17] show that ϑ1M< has a number of desirable properties; we believe
that it is justiﬁed to consider ϑ1M< as the “right” representation for Borel probability measures.
In the proof of Theorem 17 we shall need yet another representation of Borel probability
measures: It is straightforward to derive a notation ϑalg of the algebra A(	) generated by 	. Then
deﬁne
ϑM=(p) =  :⇐⇒ [ϑalg → ](p) = |A(	).
This representation is stronger than ϑ0M<, but it lacks some desirable topological properties
(see [16]).
The representation top will now simply be the restriction of (ϑ0)1M< to G. The representation
alg shall be given by
alg〈p, q, r〉 =  :⇐⇒ 2(p) = a, [2 → 2 ](q) = K, >(r) = trace().
We will now show that these two representations are equivalent:
Theorem 17 (Effective Mourier–Prokhorov characterization). alg ≡ top.
The proof requires a number of preparatory lemmas. Let R be the -fold product of R. For
every n ∈ N, let n : R → R be the projection onto the nth coordinate. The product topology
on R is generated by the subbase
	 := {−1n (]r, s[) : n ∈ N, r, s ∈ Q, r < s}.
Let ϑ be a canonical notation of 	. (R, 	,ϑ) is a computable topological space; let  be its
standard representation. The sequence (n)n is [ → ]-computable. On R, we consider the
countable product  of the standardGaussianmeasure, i.e. themeasure thatmakes the n become
independent standard Gaussian random variables.
Lemma 18.  is ϑM=-computable.
Proof. We need to demonstrate how to compute  on the elements of the algebra generated by 	
(given in a canonical encoding). By repeated application of the rules (A\B) = (A)− (A∩B)
and (A ∪ B) = (A) + (B) − (A ∩ B), this can be effectively reduced to the computation
of  on ﬁnite intersections of elements of 	. This in turn amounts to evaluating the integral of
the well-known (and computable) standard Gaussian density function over suitable bounded real
intervals. 
For all x ∈ 2, r > 0, let B(x, r) be the open ball with center x and radius r. Let G0 be the set
of all  ∈ G with a = 0. The following estimate is taken from [14, Lemma A.2.9.2].
Lemma 19. For every  ∈ G0 and r > 0 one has
(2 \ B(0, r))5 exp
(
− r
2
2 trace()
)
.
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Lemma 20. The multi-valued mapping deﬁned by the graph
{(, S) ∈ G × APP,
0, :  =  ◦ S−1}
is (alg, [ → 
0]APP)-computable.
Proof. Let  be the alg-encoded input measure. Suppose that we have [ → 
0]APP-computed
a mapping S′ such that ′ =  ◦ S′−1, where ′ is Gaussian with K′ = K and a′ = 0; then
we can clearly [ → 
0]APP-compute S = S′ + a, for which  =  ◦ S−1 holds. We can hence
assume a = 0.
Let (2)∗ be the L2(2,R; )-closure of (2)∗ embedded into L2(2,R; ) (see [1, p. 44]).
Using the fact that we can compute K, we can effectively ﬁnd a sequence (an)n in 2 such that
(〈an, .〉)n is an ONB in (2)∗ by the same method as in the proof of [2, Lemma 8.1]. It follows
from [1, Theorem 3.5.1] that  is the distribution of the a.e. converging series ∑n nK(an) for
any sequence (n)n of independent standard Gaussian random variables. Hence, if we deﬁne
S : R → 2 by
S(x) :=
{∑
n
n(x)K(an) if this series converges,
0 otherwise,
then  =  ◦ S−1.
It remains to demonstrate how to compute a (, 
0)

APP-realization  of S (see Deﬁnition 3).
So let input (k, p) ∈ N× dom() be given. It is easy to see that
trace() =
∑
n
‖K(an)‖2.
Recall that thealg-name of  includes a >-name of trace(); it is hence clear that we can compute
a sequence (mn)n in N such that
∑
imn ‖K(ai)‖22−n. Put
Sn(x) :=
mn−1∑
i=0
i (x)K(ai).
Note that n :=  ◦ (S − Sn)−1 is a Gaussian measure on 2 with trace(n)2−n. Using the
estimate given in Lemma 19, we can effectively ﬁnd an N ∈ N such that

([
‖S − SN‖ > 2−(k+1)
])
= N(2 \ B(0, 2−(k+1)))2−k.

0-compute and put out a 2−(k+1)-approximation to SN((p)). 
Lemma 21. For every  ∈ G, a ∈ 2, and r > 0 one has
(B(a, 1)) 4
3

(
2√
trace()
)
,
where (x) := √2/ ∫ x0 exp(−t2/2) dt .
Proof. For a = a, this follows from [14, LemmaA.2.9.1]. The general case is then a consequence
of Anderson’s inequality (see [1, Theorem 2.8.10]). 
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Lemma 22. The mapping  → a is (top, 2)-computable.
Proof. Let  be the top-encoded input measure. We demonstrate how to compute a 2−k-
approximation to a uniformly in k ∈ N. We ﬁrst ﬁnd an upper bound for ‖a‖: For every a
in range(
0) we can <-compute (B(a, 1)), and so we can ﬁnd some a and a number c > 0 such
that (B(a, 1))c. We can now ﬁnd an r > 1 such that (B(0, r − 1)) > 1 − c. By Anderson’s
inequality (see [1]), we have (B(a, 1))c. Hence B(a, 1) and B(0, r − 1) have nonempty
intersection, i.e. ‖a‖r .
Using the estimate from Lemma 21, we can effectively ﬁnd an upper bound N for trace() from
the lower bound c for (B(a, 1)). The estimate from Lemma 19 yields∫
2\B(0,m)
‖x‖(dx) 
∫
2\B(a,m−r)
‖x‖(dx)
∑
im
∫
B(a,i+1−r)\B(a,i−r)
‖x‖(dx)

∑
im
(i + 1)(2 \ B(a, i − r))5
∑
im
(i + 1) exp
(
− (i − r)
2
2N
)
for every m ∈ N, m > r . The latter series converges effectively, and we can hence ﬁnd an m such
that ∫
2\B(0,m)
‖x‖(dx)2−(k+1).
a is equal to the Pettis integral
∫
x (dx) (see e.g. [3, Section 6]). We have
∥∥∥∥a − ∫
B(0,m)
x(dx)
∥∥∥∥ = ∥∥∥∥∫
2\B(0,m)
x(dx)
∥∥∥∥  ∫
2\B(0,m)
‖x‖(dx)2−(k+1).
So clearly∥∥∥∥a − ∫ x · h(‖x‖)(dx)∥∥∥∥ 2−(k+1)
for every h:R → R with (−∞,m)h(−∞,m+1). One can clearly [ → ]-compute a suitable
h. One can then also [0 → 2 ]-compute g: 2 → 2 with g(x) = x · h(‖x‖). Of course we
can also [0 → 
0]MEAN-compute g. It follows from [3, Theorem 6.2(ii)] that we can compute∫
g d; a 2−(k+1)-approximation of this value is a 2−k-approximation of a. 
Lemma 23. The mapping  → trace() is (top, )-computable.
Proof. Let  be the top-encoded input measure. We demonstrate how to compute a
2−k-approximation to trace() uniformly in k ∈ N. We ﬁrst compute a, which is possible
by the previous lemma. As we can clearly [(ϑ0)<, (ϑ0)<]-compute the mapping U → U − a,
we can top-compute the measure ′ with K′ = K and a′ = 0. Note that trace(′) = trace().
It is hence sufﬁcient to assume a = 0.
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As in the proof of the previous lemma, we can effectively ﬁnd an upper bound N for trace().
Using Lemma 19, we get the estimate∫
2\B(0,m)
‖x‖2 d =
∑
im
∫
B(0,i+1)\B(0,i)
‖ · ‖2 d
∑
im
(i + 1)2(2 \ B(0, i))
 5
∑
im
(i + 1)2 exp(−i2/(2N))
for all m1. The latter series converges effectively, and one can hence ﬁnd an m such that∣∣∣∣trace() − ∫
B(0,m)
‖ · ‖2 d
∣∣∣∣ 2−k+1.
Now proceed similarly to the last part of the previous lemma’s proof. 
Lemma 24. The mapping (, x) → K(x) is (top, 2 , 2)-computable.
Proof. This is proved similarly to the previous lemma, taking into account that K(x) is equal to
the Pettis integral∫
〈x, y − a〉(y − a)(dy). 
We are now ready for the:
Proof of Theorem 17. The relation topalg follows directly from Lemmas 22–24. To see
algtop, note that  is ϑM=-computable by Lemma 18. Hence the mapping S →  ◦ S−1
is ([ → 
0]APP, (ϑ0)0M<)-computable by [3, Theorem 7.5]. The desired reduction can now be
achieved by concatenating this mapping with the operation from Lemma 20. 
The following is immediate from the theorem and Lemma 23:
Corollary 25. The mapping  → trace() is (alg, )-computable.
Remark 26. If the information on the measure’s trace was omitted from the representation alg,
then this representation would not be reducible to top, because there exists a centered Gaussian
measure  such that K is computable and (B(0, 1)) is not <-computable. This measure is
constructed in the proof of [2, Proposition 7.7].
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Appendix A. Remaining proofs
Proof of Proposition 7. By Theorem 1 there are b1, . . . , bn, a1, . . . , an ∈ 2 such that
∫
D
‖S −
‖2 d2−k where  := ∑ni=1〈bi, ·〉ai . The bi, ai can be chosen from the rational span of the
fundamental sequence (en)n (cf. [2, Section 7]). Then  is obviously computable. 
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Proof of Corollary 8. Let ′ be a (2 , 2)-realization of a mapping  as in Proposition 7, but
for error level k + 1 instead of k. Compute  as follows: Given an input 0-name of some x ∈ D,
transform it into a 2 -name (which is possible as 0 ≡ 2 ), and use ′ to compute a 2 -name
of (x). From this name, extract an 
0-name of a 2−(k+1)-approximation to (x); this is the
output. Using Lyapunov’s inequality (see e.g. [13]), the validity of this algorithm follows from
the estimate∫
D
e(S, 0,, x)(dx) 
∫
D
sup
p∈−10 {x} ‖(p) − (x)‖(dx) +
∫
D
‖− S‖ d
 2−(k+1) +
∫
D
‖− S‖2 d2−k. 
Proof of Proposition 9. 0 is clearly alg-computable and hence (ϑ0)0M<-computable by The-
orem 17. By a zero–one law (see [1]), 0(D) is either 0 or 1. In the former case, the assertion of
the theorem is trivial; we hence assume the latter. It is a trivial observation that D is (ϑD)0M<-
computable. Let S be the [D → 
0]DMEAN-encoded input mapping. Ref. [3, Theorem 7.5] yields
that we can (ϑ0)0M<-compute D ◦ S−1. As S is linear and measurable, this measure is Gaussian
(see e.g. [2]); i.e. we have in fact computed a top-name of D ◦ S−1. We can now compute this
measure’s trace by Lemma 23 ﬁnding
trace(D ◦ S−1) =
∫
‖ · ‖2 d(D ◦ S−1) =
∫
D
‖S‖2 d0. 
Proof of Proposition 13. Consider the mapping S = T −1 where T is given by the matrix
diag(1, 2−1/4, 2−2/4, . . .).
Note that S ∈ B. Let p be a B -name for S, i.e. the sequence 1, 2−1/4, 2−2/4, . . . and an upper
bound N ∈ N for ‖T ‖ are encoded in p. Assume that S˜ → ∫
D
‖S˜‖2 d0 is (B, >)-continuous.
Then there are M,m ∈ N such that∫
D
‖S˜‖2 d0M
for every S˜ ∈ B which has the form S˜ = T˜ −1 for some T˜ =: diag(a0, a1, . . .) with
‖T˜ ‖N and (∀1 im) ai = 2−i/4.
For all such S˜ we have∫
D
‖S˜‖2 d0 =
∑
i
a−2i 2
−i
by e.g. [2, Theorem 6.4]. Choosing am+1 = min(2−(m+1)/4, 1/
√
M2m+1) and ai = 2−i/4 for all
im + 2 yields a contradiction. 
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