For the description of the phase transition we use the Ising model [1] . This model is one of the simplest models which is used to describe the phase transition in the ferromagnet. Apart from this, the Ising model is known due to several applications as: the percolation [2], a trading activity [3] , sociophysics [4] and others. A common feature in these problems is the presence of two choices of variable S = ± 1. However, all the results one can generalize to many values of S, for instance in Potts model.
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The Hamiltonian for the simplest case of the Ising model is: 
with a sum over all neighbouring pairs (z-th component) of spins. Usually it is assumed that the crystal lattice of the ferromagnet is regular and in each site of the lattice the spin with the value S z = -1, or S z = -1 is localized. Two spins i and j interact with each other by the energy -J if both spins are parallel, and +J if they are oposite to each other. Results presented hereafter are obtained by applying Monte Carlo techniques, to the two-dimensional Ising model with periodic boundary conditions. We use the FortuinKasteleyn random cluster model representation of the Ising model [5] . Clusters of the Ising model were generated using the Swenson-Wang algorithm [6] . In this algorithm, clusters of spins are created by introducing bonds between neighbouring spins of the same orientation, with probabil-
where k B is the Boltzmann constant and E Δ is the energy required to transform a pair of equal spins to the pair of opposite ones. To each cluster we assign at random -1 or +1 orientation and different clusters receive independent orientations.
The main goal of this paper is a statistical description of the domains in the Ising model. We consider the changes in the cluster size distribution when the system approaches the critical point of the phase transition induced by the temperature. In the case of a 2-dimensional Ising model, the critical temperature T c , is equal to 2J/k B ln(1+ 2 ). To simplify notation, instead of Kelvin as the temperature unit we used the dimensionless 1/k B T units, and with this convention the critical temperature T c of the 2-dimensional Ising model is equal to 2.269185... .
At the critical temperature the distribution of the cluster size is well described by the power law distribution. This leads to the Zipf-Mandelbrot power law, x = ck
, where c is a constant. In our case x is the domain mass described as the number of spins, which are up or down in the domain, and k denotes the rank order of the domain mass x (the greatest cluster has rank 1, smaller 2, and so on).
Statistical Description of Magnetic Domains in the Two Dimensional Ising Model
Bouchaud [7] points out the strong correlation between the Zipf-Mandelbrot power law and the inhomogeneity of the system. The slope of the regression line describing the relation between a logarithm of the cluster mass and a logarithm of its range line is determined by μ. The relation between μ and the angle of the slope is of the form (μ) -1 = -tg α, and μ characterizes the inhomogeneity of the physical structure of the system. The inhomogeneity of the system means that its structures become fractal (less oval) and more hierarchical. For this reason, in our consideration we shall concentrate on the sequel of random variables X which we shall call [μ]-variables after Bouchaud. We say that random variable X is [μ]-variables if for some x 0 > 0 and μ > 0,
The main property of [μ] , variable is that all its moments m q = < x q >, with q $ μ are infinite. The probability distribution of the cluster size seems to be [μ]-distribution and the index μ may be considered as a critical exponent.
The simple technique which helps to test the heavy tails hypothesis and estimates the tail index μ is based on the following simple observation. Assume that X is a [μ]-variable then ln P(X > x) ~ -μ ln x + μ ln x 0 , and plotting {(ln x, -ln P(X > x)), x > x 0 } we obtain, for large x, a line of slope -μ. For details and a formal explanation see [8] .
We study the distribution of the cluster masses. The mass of the cluster is defined as the number spins which occupy bonds in the cluster. Our simulations were performed on a two dimensional lattice with periodic boundary conditions.
The size of the system in our simulations was up to 2000 × 2000. All simulations were started with the random initial orientation of the spins. To equilibrate the orientations of the spins in the system we perform appropriate initial Monte Carlo steps. The number of initial Monte Carlo steps, after which the spin configuration is described by the Gibbs measure, was chosen by measuring the energy per spin and the magnetization per spin. For example, to equilibrate the system on the lattice of the linear size L = 2 000 we perform 10 000 initial Monte Carlo steps. After the Monte Carlo system had performed an appropriate number of initial steps, we took the sample of a spins configuration and analysed the cluster configuration.
We connect the statistics of domain masses with the process of approaching the critical point. Figure 1 presents the simulation results of the system with linear size L = 1000 and four different temperatures T = 2.26922, 2.5, 2.85714 and 4.0. We can see that when we start to advance from the paramagnetic phase to the critical point (T 6 T c ), then the angle between the rank axis and the line which represents dependence between the logarithm of the cluster mass and logarithm of its rank increases. We see some irregularities for the large domain masses. The estimation of index μ based on data from Fig. 1 for different temperatures is presented in Table 1 . When T decreases, we observe the growing domains, their structure becomes more fractal (loss of an oval) and the inhomogeneity of the system increases. For the temperature close to critical, when one domain covers almost the whole lattice and the other spin clusters are restricted to a much smaller size, we have that μ . 1. For the temperature close to the critical temperature, T c = 0.26922..., the slope of line is close to -1 while for the higher temperatures, T = 4.0, 2.85714, 2.5, the absolute value of the slopes is significantly smaller than 1 and are equal to 0.149, 0.213, 0.261, respectively. Figure 3 represents the histogram of the domain masses at temperature higher than the critical temperature (T = 3.33333). In this case μ > 1 and the distribution of domain masses has a shorter tail than in the power law case. The histogram observations are in agreement with the percolation theory [2] and with the result of Janke and Schakel [7] . It is known in the percolation theory that ρ x , the probability of the event, that the spin in the fixed position belongs to the domain with mass x, is asymptotically equal There are some experimental data for cluster size distribution. For example, the statistical description of discontinuous metal films on dielectric substrates obtained in the experiments was analyzed by Dobierzewska-Mozrzymas et al. [10] , while the distributions of local field intensities in metal dielectric system were investigated by Liberman et al. [11] . Also a recent experimental test verification was performed [12] in phase ordering in a two dimensional liquid crystal using polarising microscopy.
In the paper we have shown by simulation that critical index μ from the Zipf-Mandelbrot law and the index which describes the long tail behaviour of the distribution of domains masses at the critical point are μ . DR. KRZYSZTOF TOPOLSKI works at the Mathematical Institute of Wrocław University. His main areas of interest are the probability theory and statistics, especially application of stochastic processes to physics and biology, limit theorems and Monte Carlo simulation. He is also interested in application of the method of statistical physics to biology and social sciences.
