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We study a diffraction of a plane wave incident to a periodic surface separating
two dielectric materials with different real dielectric coefficients. Existence and
uniqueness of solution to a periodic knitting problem for the Helmholtz equation is
proved. Moreover we prove that the solution can be approximated by linear
 .combinations of reflected and transmitted waves the Rayleigh method . Q 1997
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INTRODUCTION
3  . <  .4Consider a surface S in R given by S s x , x , x x s f x , where1 2 3 3 1
f : R ª R is a C 2 L-periodic function. We suppose also that the second
q  . <derivative of f satisfies a Holder condition. Let V s x , x , x x )È 1 2 3 3
 .4 y  . <  .4 " .f x and V s x , x , x x - f x . By u we denote a function1 1 2 3 3 1
defined on V" and the symbol u" is used for the limiting values
u" x , x , x s lim u" . y , y , y , .  .1 2 3 1 2 3
"V
 .  .y , y , y ª x , x , x1 2 3 1 2 3
 .  .  .where x , x , x g S and y , y , y tends to x , x , x in such a way1 2 3 1 2 3 1 2 3
< .  . <  . .that the value x , x , x y y , y , y rdist y , y , y , S is bounded.1 2 3 1 2 3 1 2 3
The symbol uw" x will be used to emphasize that the function depending on
parameters with indices " is considered on the whole space. Suppose that
R3 is filled with a dielectric material in such a way that the magnetic
UA part of this research was fulfilled at SISSA, Trieste.
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permeability m is constant throughout R3 whereas the dielectric coeffi-
cient « is given by
« q. in Vq
« s  y. y« in V ,
where « q. and « y. are real constants and « q. / « y.. We choose the
length and the time scale in such a way that the speed of light is equal to 1
and L s 2p . Assume that an incoming plane wave
1 ­ H ­ Hinc inc
H r s 0, H , 0 , E r s , 0, y , .  .  .inc inc inc q.  /­ x ­ xiv« 3 1
H s eia x1yb x3. , a 2 q b 2 s « q.mv 2inc
is incident on S from above. The complex vector field H to be found has
 .  .the form H s 0, H, 0 , where H s H x , x is a solution to the following1 3
knitting problem. It satisfies the Helmholtz equation
D H q «mv 2H s 0 in Vqj Vy 1 .
and the jump relation on S
Hq q Hqs Hy, 2 .inc
1 ­ 1 ­ Hy
q qH q H s . 3 . .incq. y.­ n ­ n« «
 .   X ..2 .y1r2 X . .Here n s n , 0, n s 1 q f x f x , 0, y1 is the downward1 3 1 1
  ..pointing unit normal to S at the point x , x , f x . We look for a1 2 1
yi a x1 solution such that H s He is 2p-periodic in x the so-calleda 1
w x.``pseudo-periodic'' solution 11 . The time-harmonic solution to the corre-
sponding system of the Maxwell equations can be written in the form
 . yi v tH, E e , where
q 1H q H in V ,inc "H s and E s = = H in V . y iv«H in V ,
Consider the functions
H " . x , x s ein x1" ib n" . x3 , n g Z, .a , n 1 3
where
2 2¡ " . 2 " . 2’« mv y a y n , « mv G a y n , .  .
" . ~b sn 2 2" . 2 " . 2¢’i a y n y « mv , « mv - a y n . .  .
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" . . ia x1 " . .The functions H x , x s e H x , x are bounded and satisfyn 1 3 a , n 1 3
 .Eq. 1 . In the grating problems the usual Sommerfeld radiation condition
should be replaced by the so-called Rayleigh expansion property. Namely,
 .  .the solution to problem 1 ] 3 has to be represented as a superposition of
q  . < <  . <4the ``reflected'' waves H in the domain x , x , x x ) max f x andn 1 2 3 3 1
y  . <of the ``transmitted'' waves H in the domain x , x , x x -n 1 2 3 3
<  . <4  w x.  .  .  .ymax f x see 11, 1 . Equation 1 , jump relations 2 and 3 , the1
pseudo-periodicity condition, and the Raleigh expansion completely deter-
w xmine the electro-magnetic field to be found. In 1 the problem under
consideration with complex « " . was reduced to a system of integral
equations and an existence and uniqueness theorem was proved provided
that the first Fredholm alternative holds for the system of integral equa-
tions. From this it follows that the problem has a unique solution except
for a countable number of values of the parameters « " . and m. In this
paper we consider the case of real « " . and establish the existence and
uniqueness of solution for all parameters. Moreover we prove that the
solution can be approximated by linear combinations of reflected and
q y  .transmitted waves in V j V the Rayleigh method .
The paper is organized as follows. In the first part we establish a
uniqueness result for the knitting problem. The second section is devoted
to asymptotic properties of periodic fundamental solutions. In Section 3,
using the properties of the Cauchy type integral, we reduce the knitting
problem to a system of integral equations. The uniqueness and existence
theorems for the system of integral equations are proved in Section 4.
Finally, in Section 5 the Rayleigh method is considered.
1. UNIQUENESS
In this section we prove the uniqueness of solution to the knitting
problem. The proof is based on estimates for the limiting values of the
solution and the normal and tangential derivatives via the ``gap'' in the
jump relations. In the case of zero gap the limiting values of the solution
and derivatives are equal to zero. Using the Holmgren uniqueness theo-È
rem we get the uniqueness in a neighborhood of S, and the analyticity of
solution to the Helmholtz equation in Vqj Vy implies the global unique-
ness.
2 2  .Put q s «mv . We say that a function u s u x , x satisfies condition1 3
 .C if
 . 2 q yC.1 Du q q u s 0, in V j V ;
 . yi a x1C.2 u s e u is 2p-periodic in x ;a 1
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 .C.3 there exists a finite collection of points 0 s s - s - ??? - s0 1 N
" .  . . " .  . .s 2p such that u x , f x " g and =u x , f x " g convergea 1 1 a 1 1
x wuniformly on each interval s , s when g x0;j jq1
 .C.4 the Rayleigh expansion property holds,
` U q.eib n
q . x3yi n x1qi a x1 in Vq_ Vq,nsy` n Ru x , x s .1 3 y .` y. yib x yin x qia x y y n 3 1 1 U e in V _ V ,nsy` n R
< " . < pU F const n , ;n , .n
" . " "  .5 <where the U are complex numbers, p g N, V s V l x , x , x xn R 1 2 3 3
4 <  . <- R , and R ) max f x .1
 .Condition C allows us to express some surface integrals in terms of the
Rayleigh expansion coefficients. This property is largely used in the theory
 w x.of gratings see 11 . We shall use the following equality. It easily follows
 .from the Green formula and condition C .
 .  .  .LEMMA 1. Let u and ¨ satisfy conditions C.1 , C.2 and C.4 . Then
I " u , ¨ .
" "­ u ­ ¨2p a a 2X" " " " ’s ¨ y u q 2 ia u ¨ n 1 q f x dx . .H a a a a 1 1 1­ n ­ n0
" . " . " .s .4p i U V b , n n n
" . 2 2 < .  . 4n q G ayn
where U " . and V " . stand for the Rayleigh expansion coefficients of u andn n
¨ , respecti¨ ely. The bar here and below means the complex conjugation.
 .   X ..2 .y1r2 X ..Denote by t s t , 0, t s 1 q f x y1, 0, yf x the unit1 3 1 1
 .tangent vector to S at the point x , 0, x . Put1 3
­ u ­ ua a
N s q ia u n , T s q ia u t .a 1 a 1­ n ­ t
 .  .  .LEMMA 2. Let u satisfy conditions C.1 , C.2 , C.4 , and
uqy uys w , 4 .a a 1
1 1
q yN y N s w , 5 .2q. y.« «
5 5w F s , j s 1, 2. 6 .L w0, 2p x.j 2
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Then the inequality
< q. < 2 q. < y. < 2 y.U b q U b n n n n
q. 2 2 y . 2 2 < .  . 4  < .  . 4n q G ayn n q G ayn
5 "5 5 "5 2F const N q u s q s 7 .  . . .L w0, 2p x. L w0, 2p x.a2 2
holds.
Proof. Put ¨ s u in Lemma 1. Then we have
1 12p y y y yw N y w N q w w y w w q u w y u wH 1 1 1 2 1 2 a 2 a 2y. y.« «0
=
2X’1 q f x dx . .1 1
1 1
q ys I u , u y I u , u .  .q. y.« «
1 2q. q.< <s y4p i U b n nq. « q 2 2 < .  . 4n q G ayn
1 2y. y.< <q U b . 8 . n ny. /« y 2 2 < .  . 4n q G ayn
 .  .  .  .From 4 ] 6 and 8 we derive 7 .
q y 5 5LEMMA 3. Let T y T s w and w F s . Then under theL w0, 2p x.3 3 2
conditions of Lemma 2 the following inequality holds
" "­ u ­ u
"5 5u q q F const s . .L w0, 2p x.2 w x. w x.L 0, 2p L 0, 2p­ n ­ t2 2
 .  .Proof. Obviously the function ­ ur­ x satisfies conditions C.1 , C.2 ,3
 .and C.4 . Put ¨ s ­ ur­ x in Lemma 1. Then the integral3
­ u
"I u ,g  /­ x3
­ u ­ u ­ u2p a a aXs f yH  /­ x ­ x ­ x0 3 1 3
2 2­ u ­ u ­ ua a aX Xyu f y q 2 ia u f dx ,a a 12 /­ x ­ x ­ x­ x1 3 33  .x sf x "g3 1
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where g ) 0, is given by
­ u 2 2" " . " .< < < <I u , s y4p i U b . 9 .g n n /­ x " . 2 23  < .  . 4n q G ayn
Since
­ u 2a 2 " .Du y 2 ia y a u q q u s 0, .a a a /­ x  .1 x sf x "g3 1
it is easy to check that
­ u
"I u ,g  /­ x3
2 2
­ u ­ u ­ u ­ u2p a a a aX X Xs q f q ia u y f y q ia u fH a a­ x ­ x ­ x ­ x0 1 3 1 3
­ u ­ u ­ u ­ ua a a aX X X Xq q f q ia u f y y ia u f fa a /  /­ x ­ x ­ x ­ x1 3 1 3
­ u ­ u ­ u ­ ua a a aX X X Xq q f y ia u f y q ia u f fa a / /­ x ­ x ­ x ­ x1 3 1 3
dx2 12 2X " . < <y 1 q f q u . .  . . a 2X .x sf x "g3 1 1 q f .
 .Taking the limit as g x0, from condition C.3 we get
­ u
"I u ,0  /­ x3
2p 22 2 2X" " " " " " " . "< < < < < <s T y N y T N q T N f y q u dx . .  .H a 1
0
10 .
Therefore we have
1 ­ u 1 ­ u
q yI u , y I u ,0 0q. y. /  /­ x ­ x« «3 3
y. q. y. q.« y « « y «2p 2 2y y< < < <s T q N q R dx , 11 .H 1q. y. 2y.« «0 « .
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where
2p y y y 25 5 5 5 5 5Rdx F const T q N q u s q s . 12 .  . . .H L L L1 a2 2 2
0
 .  .  .From 9 , 11 , and 12 we get
5 y5 2 5 y5 2 5 y5 5 y5 5 y5 2T q N F const T q N q u s q s .  .L L L L La2 2 2 2 2
< q. < 2 < q. < 2 < y. < 2 < y. < 2q U b q U b . n n n n /
q. 2 2 y . 2 2 < .  . 4  < .  . 4n q G ayn n q G ayn
By Lemma 2 we have
5 y5 2 5 y5 2 5 y5 5 y5 5 y5 2T q N F const T q N q u s q s . .  . .L L L L La2 2 2 2 2
13 .
 .  . 5 y5 2  .5 y5From 9 , 10 , and Lemma 2 we derive u F const T qL La 2 2
5 y5 .2 5 y5 5 y5 . 2 .  5 y5 2 5 y5 2N q N q u s q s F const T q N qL L L L La2 2 2 2 2
5 y5 5 y5 . 2 .  .N q u s q s . Combining this with 13 , we obtainL La2 2
5 y5 2 5 y5 5 y5 5 y5 2u F const T q N q u s q s . 14 .  . . .L L L La a2 2 2 2
 .  . 5 y5 5 y5 5 y5 .2Adding 13 and 14 , we find T q N q u FL L La2 2 2
5 y5 2 5 y5 2 5 y5 2 .  . 5 y5 5 y5 5 y5 .3 T q N q u F const T q N q uL L L L L La a2 2 2 2 2 2
2 . 5 y5 5 y5 5 y5  .s q s . Therefore T q N q u F const s . From this weL L La2 2 2
derive the result.
 .THEOREM 1. Assume that a function u satisfies condition C and
uqs uy,
1 ­ uq 1 ­ uy
s .q. y.­ n ­ n« «
Then u ' 0.
q y  . qProof. Since u s u , from condition C.3 we see that ­ u r­ t s
­ uyr­ t and therefore Tqs Ty. From Lemma 3 we get u"s 0 and
­ u"r­ n s 0 on S. Applying the Holmgren theorem, we see that u s 0 inÈ
a neighborhood of S. Since u is analytic in Vqj Vy, u s 0 everywhere
3in R .
 . q y q yRemark. If u satisfies Condition C , u s u , and N s N , thena a
u"s 0 and N "s 0. We shall use this proposition in Section 4. It does nota
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  ..  .follow from Lemma 3 see 11 but can be easily derived from 10 .
q y q y  .Indeed, since u s u we have T s T and from 10 we geta a
­ u ­ u 2p 2 2 2q y y. q. "< <I u , y I u , s q y q u dx . .  .H  /0 0 a 1 /  /­ x ­ x 03 3
  ..The left side of this equality is imaginary see 9 and the right side is real.
Therefore u"s 0 and hence T "s 0. Sincea
" < " . < 2 " .I u , u s .4p i U b .  n n
" . 2 2 < .  . 4n q G ayn
2p 2X" " " " ’s u N y u N 1 q f dx s 0, .H a a 1
0
< " . < 2 " .  " ..2  .2  .we see that U b s 0, when q G a y n . From this and 9n n
" .  . "we get I u, ­ ur­ x s 0. Now 10 implies N s 0.0 3
2. PERIODIC FUNDAMENTAL SOLUTIONS
In this section we consider periodic fundamental solutions to the
Helmholtz equation and derive some asymptotic properties for them using
the asymptotic properties of the usual fundamental solution in the neigh-
borhood of zero.
w" x  .Consider the distributions E x , x satisfyingp, q, a 1 3
`
X" w" x  p. q.L E x , x s d x y 2p n d x y a in D , .  .  .p , q , a 1 3 1 3
nsy`
"  . 2  w" x.2 w" x w" xwhere L s D q 2 ia ­r­ x y a q q . Denote F s 4p i E .1 0 0, 0, 0
This function can be represented in the form
` 1 w " xw " x ib < x <yin xn 3 1F x , x s e , 15 .  .0 1 3 w" xbnnsy`
where
2 2¡ w" x 2 w" x 2’« mv y a y n , « mv G a y n , .  .
w" x ~b sn 2 2w" x 2 w" x 2¢’i a y n y « mv , « mv - a y n , .  .
w" x  w x. wqxif b / 0, n s 0, " 1, . . . see 11, 1, 3 . If b s 0, the n th term inn n 00
 .   ..  . 15 should be replaced by 1 y 2 ix u yx exp yin x and by 1 q3 3 0 1
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 ..  . wyx  w2 ix u x exp yin x , if b s 0 the proof is similar to that of 3,3 3 0 1 n0x.Lemma 2.1 .
Put
1 i
w " x w" x w" xF s y ­ F r­ x y ­ F r­ x1 0 1 0 32 2
and
1 i
w " x w" x w" xF s y ­ F r­ x q ­ F r­ x .2 0 1 0 32 2
w" x y1 w" x 2 2 .  .  .’Denote by E x , x s y 2p K yiq x q x the fundamen-1 3 0 1 3
tal solution to the Helmholtz equation
2w" x w" xD q q E s d . . /
Put E w" x s eyi a x1 E w " x. Then we have L "E w" x s d . By the elliptic regu-a a
 .y1 w" x w" x w" xlarity we have the representation 4p i F s E q F , where the0 a
function F w" x is analytic in the neighborhood of zero. Put Gw" x s1
y2p i­ E w " xr­ x q 2p­ E w " xr­ x and Gw " x s y2p i­ E w " xr­ x ya 1 a 3 2 a 1
2p­ E w" xr­ x . Then the difference F y G , j s 1, 2, is analytic in thea 3 j j
neighborhood of the origin. We have
w" x yia x w" x 2 21 ’G x , x s e aK yiq x q x .  /1 1 3 0 1 3
x q ix1 3 Xw" x w" x 2 2’qq K yiq x q x /0 1 32 2 /’x q x1 3
and
w" x yia x w" x 2 21 ’G x , x s e aK yiq x q x .  /1 1 3 0 1 3
x y ix1 3 Xw" x w" x 2 2’qq K yiq x q x . /0 1 32 2 /’x q x1 3
To study the asymptotic behavior of Gw" x, j s 1, 2, in the vicinity of thej
 .origin recall some relations. The function K y can be represented in the0
form
` 2 ky y
K y s ylog I y q c k q 1 , .  .  .0 0 22 k2 2 k! .ks0
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where
2 k` yr2 d .
I y s , c x s log G x .  .  .0 2 dxk! .ks0
 w  .  .x w  . xsee 5, 8.447.3 and 8.447.1 . Moreover lim c x q n y log n s 0nª`
w x5, 8.365.5 . For y closed to zero we have
K y s ylog y q r y , .  .0 0
1
XK y s y q r y , .  .0 1y
where the functions r and r are bounded when y is closed to zero. From0 1
this we get
1
w" x yia x w" x 2 21 ’G x , x s e ya log yiq x q x q q ??? .  /1 1 3 1 3 /x q ix3 1
16 .
and
1
w" x yia x w" x 2 21 ’G x , x s e ya log yiq x q x q q ??? . .  /2 1 3 1 3 /yx q ix3 1
17 .
x3qi x1  .  . w" x .Put z s e . From 16 and 17 we see that the functions G x , x ,j 1 3
w" x .j s 1, 2, and therefore the functions F x , x , j s 1, 2, as functions ofj 1 3
z can be represented in the form
< < a < < az z
w" x w" x w" x w" xF z s q R z , F z s y q R z , .  .  .  .1 1 2 2a az z y 1 z z y 1 .  .
18 .
where
a
< <z 1
w" x w" xR z s a log q Q z , j s 1, 2. 19 .  .  .j j / < <z z y 1
The functions Qw" x are bounded and their derivatives are integrable alongj
smooth curves in the neighborhood of z s 1. By z a we mean the branch,
 < 4single-valued in the plane cut along the ray z Re z F 0, Im z s 0 , and
satisfying 1a s 1.
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3. REDUCTION TO A SYSTEM OF
INTEGRAL EQUATIONS
 < f  x1.qi x14Put G s z z s e . Let z g G be such that Re z - 0 and0 0
Im z s 0. We shall look for a solution to the knitting problem in the form0
 .  < <.a  .H z s zr z H z , wherea
z z¡ wqx wqx qÄH w t F dt q H c t F dt, z g V , .  .ÄG 1 G 2 /  /t t~H z s 20 .  .a z z
wyx wyx yÄH w t F dt q H c t F dt, z g V , .  .Ä¢ G 1 G 2 /  /t t
Ä .  .  4and the functions w t and c t are differentiable on G _ z . Since theÄ 0
x3qi x1  .  .map z s e is conformal, the jump relations 2 and 3 are given by
a az z
q q yH z q H z s H z , 21 .  .  .  .inc a a /  /< < < <z z
a a1 ­ z 1 ­ z
q q yH z q H z s H z , 22 .  .  .  .inc a aq. y. /  / /  /< < < <­ n z ­ n z« «
where n is the vector of inward normal to G.
 .  .  < <.a  .Using 18 and 19 , zr z H z can be represented as a sum of twoa
Cauchy type integrals, an integral operator with a logarithmic kernel and
an integral operator with a continuous kernel. To see that put
1qa at tt Äw t s 2p i w t , c t s 2p i c t , .  .  .  .Äa a< < < <t t
1 w t 1 c t .  .
F z s dt , C z s dt , .  .H H2p i t y z 2p i t y zG G
a a< <1 z t z
w " x w" xV z , t s R , .1 11qa  / /< <2p i z tt
a a< <1 z t z
w " x w " xV z , t s R , .2 2a  / /< <2p i z tt t
wqx wqx qH V z , t w t dt q H V z , t c t dt, z g V , .  .  .  .G 1 G 2R w , c z s .  .
wyx wyx y H V z , t w t dt q H V z , t c t dt, z g V . .  .  .  .G 1 G 2
 .  .Then from 18 and 20 we get
az
H z s yF z q C z q R w , c z . 23 .  .  .  .  .  .a /< <z
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 .The limiting values in jump relation 21 now can be easily obtained
 .from the Plemelj formulae. Direct calculation of the limiting values in 22
is difficult and we use the Cauchy]Riemann relations and the integration
 .along G to get from 22 a jump relation that does not contain derivatives
of the Cauchy type integrals.
Let p q iq be an analytical function, where p and q are the real and
imaginary parts, respectively. By the Cauchy]Riemann formulae we have
­ pr­ n s y­ qr­ s, ­ qr­ n s ­ pr­ s, where s stands for the unit tangent
vector to G. From this we obtain
­ ­
p q iq s i p q iq 24 .  .  .
­ n ­ s
and
­ ­
p y iq s yi p y iq . 25 .  .  .
­ n ­ s
 .  .  .We substitute 23 into 21 and 22 and calculate the normal deriva-
 .  .  .tives of the functions F and C z in 22 using 24 and 25 . Integrating .
 .  .  .22 along G, from 21 and 22 we get the jump relations
q q y y yyF z q C z s yF z q C z q R w , c z .  .  .  .  .  .
y Rq w , c z y Hq z , 26 .  .  .  .inc
1
q qF z q C z .  . .q.«
1
y ys F z q C z .  . .y.«
z i ­ i ­
y q < <q R w , c z y R w , c z dz .  .  .  .H y. q. /­ n ­ n« «z0
zi ­
q < <y H z dz q c, 27 .  .H incq. ­ n« z0
where c is a constant to be determined.
 .  .To derive a system of integral equations from 26 and 27 let us
 .  .introduce the operator S : L G ª L G given byG 2 2
y1S g z s 2p i g t r t y z dt , z g G , .  .  .  .  .HG
G
wwhere by the integral we mean the Cauchy singular integral. By 8,
xTheorem II.2.2 the operator S is bounded. Using the Plemelj formulaeG
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1 1" " .  .  . .  .  .  . .F z s . w z q S w z , C z s . c z q S c z , z g G,G G2 2
 .  .from 26 and 27 we obtain
y q qw z y c z s R w , c z y R w , c z y H , z g G , 28 .  .  .  .  .  .  .inc
« y. y « q.
w z q c z y 2 S w z q S c z .  .  .  .  .  . .G Gy. q.« q «
y. q. z« « i ­
ys y2 R w , c z .  .Hy. q. y. ­ n« q « «z0
i ­
q < <y R w , c z dz .  .q. /­ n«
zi
q < <y H z dz q c , z g G. 29 .  .H incq. /« z0
 .  .Taking into account 28 , from 29 we get
« y.« q.
qw z s A w z q A w , c z q B H z y c, .  .  .  .  .  . .0 1 1 inc y. q.« q «
30 .
« y.« q.
qc z s A c z q A w , c z q B H z y c, .  .  .  .  .  . .0 2 2 inc y. q.« q «
31 .
where
« y. y « q.
A g s S g q S g , .  .  . .0 G Gy. q.« q «
A w , c z .  .1
y. q.« y «
y qs y S R w , c y R w , c z .  .  . .Gy. q.« q «
y. q. z« « i ­
yy R w , c z .  .Hy. q. y. ­ n« q « «z0
i ­
q < <y R w , c z dz .  .q. /­ n«
1
y qq R w , c z y R w , c z , .  .  .  . .
2
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A w , c z .  .2
« y. y « q. « y.« q.
y qs S R w , c y R w , c z y .  .  . .Gy. q. y. q.« q « « q «
z i ­ i ­
y q < <= R w , c z y R w , c z dz .  .  .  .H y. q. /­ n ­ n« «z0
1
y qy R w , c z y R w , c z , .  .  .  . .
2
B Hq z . .1 inc
y. q.« y «
qs S H z . .G incy. q.« q «
y. zi« 1
q q< <q H z dz y H z , .  .H inc incy. q. 2« q « z0
B Hq z . .2 inc
« y. y « q.
qs y S H z . .G incy. q.« q «
y. zi« 1
q q< <q H z dz q H z . .  .H inc incy. q. 2« q « z0
 .To determine the constant c we add the condition F 0 s 0, that is,
w t dt .
s 0. 32 .H tG
The sense of this condition will be clear from the proof of Theorem 2.
4. EXISTENCE AND UNIQUENESS FOR THE SYSTEM
OF INTEGRAL EQUATIONS
 .  .Now we proceed to study the system of integral equations 30 ] 32 .
 .  .Equations 30 and 31 contain the Cauchy singular integrals. Neverthe-
 .  .less we prove that the operator in the right-hand side of 30 and 31 is
 .  .  .compact Lemma 4 below . For this reason the study of system 30 ] 32 is
similar to that of the Fredholm equation. Namely, to prove the existence it
is sufficient to establish the uniqueness of solution. The uniqueness will
 .follow from Theorem 1 and the integral representation 23 .
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 .  .We shall consider the system of equations 30 ] 32 in the space
 .  .L G = L G = C.2 2
 .  .LEMMA 4. The operator A : L G ª L G is a compact operator. It0 2 2
 . 1 .maps L G into C G and the deri¨ ati¨ es of the images satisfy a HolderÈ2
condition.
Proof. Since f g C 2 and its second derivative satisfies a Holder condi-È
 .tion, there exists a one-to-one twice differentiable function t s v t
mapping the unit circle G onto G such that its second derivative satisfies a0
Holder condition and its first derivative does not vanish on G . PutÈ 0
 .    .  ..  ... w xK t, t s ­r­t log v t y v t r t y t , t , t g G . From 10, Sect. 7 it0
 .follows that K t, t is differentiable in t and the derivative can be
 . < < lrepresented in the form M t, t r t y t , 0 F l - 1, where M satisfies a
 .  .Holder condition in both variables. The operator K : L G ª L GÈ 2 0 2 0
 . .  .  .defined by K g t s H K t, t g t dt is compact.G0
 .  .Denote by A the linear bounded operator from L G onto L G given2 2 0
 . .   .. w x  . y1  .by A g t s g v t . By 8, Theorem II.1.2 , S g s A S A g qG G0y1  .  . .   ..A KA g . Consider the Fourier series A g t s g v t s a q0
` aqt n q ` aytyn . Then we havens1 n ns1 n
` `1 1 1n yny1 q y1 y y1A S A g z s a q a v z y a v z .  .  .  . .  . G 0 n n0 2 2 2ns1 ns1
and
` `1 1 1yn ny1 q y1 y y1A S A g z s a y a v z q a v z .  .  .  . .  . G 0 n n0 2 2 2ns1 ns1
` `1 1 1n ynq y1 y y1s a y a v z q a v z . .  . .  . 0 n n2 2 2ns1 ns1
y 1 y 1 .  .  .  .Therefore A g s S g q S g s A S A g q A KA g q .0 G G G0
y1 y1 y1 y1 .A S A g q A KA g s a q A KA g q A KA g . From this .  .  .G 00
representation we get the result.
 .  .  .  .The operators A : L G = L G ª L G = L G , j s 1, 2, are su-j 2 2 2 2
perpositions of bounded and compact operators and therefore are com-
pact.
 .From Lemma 4 we see that the system of integral equations 30 and
 .31 is of Fredholm type, that is, the study of the system can be reduced to
successive study of a finite dimensional system of linear equations and of a
system of linear integral equations with an invertible operator. The finite
dimensional system of linear equations contains also one additional un-
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 .known, the constant c. To determine it Eq. 32 is used. Like in the
Fredholm theory it can be shown that to prove the existence of solution to
 .  .30 ] 32 it is sufficient to establish the uniqueness.
We need the following result.
 .  .  .LEMMA 5. Let w, c , c be a solution to system 30 ] 32 . Then w and c
 4 " .  .are continuously differentiable on G _ z and the functions H x , f x0 a 1 1
. " .  . . " .  . ." g , ­ H x , f x " g r­ t, and ­ H x , f x " g r­ n, wherea 1 1 a 1 1
 .  . x wH z is gi¨ en by 23 , uniformly con¨erge on y p , p when g x0.a
 . " . .Proof. From 19 we see that R w, c z is a sum of a logarithmic
single layer potential and an integral operator with differentiable kernel.
" . .  4  w x.Therefore R w, c z is Holder continuous on G _ z see 9, Sect. 51 .È 0
w x  " .. .From 9, Sect. 19 it follows that S R w, c z satisfies a HolderÈG
 4  .  .condition on G _ z . Using Lemma 4, from 30 and 31 we see that w0
 4 " . .and c are Holder continuous on G _ z . Therefore R w, c z isÈ 0
 4 w xdifferentiable on G _ z . By 12, Corollary 1.3, Chap. 6 if g is differen-0
 .  " .. .tiable, then S g is differentiable. Hence S R w, c z is differen-G G
 4  .  .  4tiable on G _ z . By 30 and 31 , w and c are differentiable on G _ z0 0
 .  . wand therefore continuously differentiable. Now from 23 , 19 , and 9,
x " .  . . " .  . .Sect. 16 we see that H x , f x " g and ­ H x , f x " g r­ ta 1 1 a 1 1
x w  .  .  .uniformly converge on y p , p when g x0. From this, 19 , 24 , and 25
" .  . . x wwe see that ­ H x , f x " g r­ n uniformly converges on y p , pa 1 1
when g x0.
 .  .  .THEOREM 2. System 30 ] 32 has at most one solution w, c , c .
Proof. Assume that there exist two solutions. This implies that the
 .  . q  .system 30 ] 32 with H s 0 has a nontrivial solution w, c , c . Byinc
 .  < <.a  .  .  .Lemma 5, H z s zr z H z , where H z is given by 23 , satisfiesa a
 .  .  .  .  .condition C . From 30 and 31 we see that it satisfies 21 and 22 with
q  .H z s 0. By Theorem 1, H s 0.inc
Consider the functions
z z
wqx wqxÄu z s w t F dt q c t F dt .  .  .ÄH Ha 1 2 /  /t tG G
and
z z
wyx wyxÄ¨ z s w t F dt q c t F dt .  .  .ÄH Ha 1 2 /  /t tG G
  ..  . q. .defined on the whole complex plane. Obviously see 20 u z s H z ,a a
q  . y. . yz g V , and ¨ z s H z , z g V .a a
PERIODIC KNITTING PROBLEM 411
 .From 23 we have
az
q q q qu z s yF z q C z q R w , c z s 0, 33 .  .  .  .  .  .a /< <z
a­ z ­
q q q qu z s yF z q C z q R w , c z s 0, .  .  .  .  . .a / /< <­ n z ­ n
34 .
az
y y y y¨ z s yF z q C z q R w , c z s 0, 35 .  .  .  .  .  .a /< <z
a­ z ­
y y y y¨ z s yF z q C z q R w , c z s 0. .  .  .  .  . .a / /< <­ n z ­ n
36 .
 .From 19 and the jump relations for the normal derivative of single layer
logarithmic potential we get
az
y y y qu z s yF z q C z q R w , c z , 37 .  .  .  .  .  .a /< <z
a­ z ­
y y y qu z s yF z q C z q R w , c z .  .  .  .  . .a / /< <­ n z ­ n
w z c z .  .
y a i y , 38 . /z z
az
q q q y¨ z s yF z q C z q R w , c z , 39 .  .  .  .  .  .a /< <z
a­ z ­
q q q y¨ z s yF z q C z q R w , c z .  .  .  .  . .a / /< <­ n z ­ n
w z c z .  .
q a i y . 40 . /z z
Consider the function
y¨ z , z g Vq, .aw z s .a y u z , z g V . .a
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 .  .Equalities 35 and 39 imply
az
q q q y yw z s F z y C z y F z q C z . 41 .  .  .  .  .  .a /< <z
 .  .Formulae 33 and 37 give
az
y y y q qw z s yF z q C z q F z y C z . .  .  .  .  .a /< <z
 .  .From 36 and 40 we find
a­ z
qw z .a / /< <­ n z
­
q q y ys F z y C z y F z q C z .  .  .  . .
­ n
w z c z .  .
y a i y . 42 . /z z
 .  .Finally, combining 34 and 38 we have
a­ z ­
y y y q qw z s yF z q C z q F z y C z .  .  .  .  . .a / /< <­ n z ­ n
w z c z .  .
y a i y . /z z
 .  < <.a  .  .Thus the function w z s zr z w z in the coordinates x , x satis-a 1 3
fies the Helmholtz equation
2y. q¡ q , z g V , .~Dw s yw
2¢ q. yq , z g V .
and the jump relations
wqs wy in G ,
and
­ wqr­ n s ­ wyr­ n in G.
 .  .By Lemma 5, w satisfies condition C.3 . It also satisfies condition C.4 .
This is obvious if b " . / 0, n s 0, " 1, . . . . If, for example, b q. s 0,n n0
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then the coefficient U q. in the Rayleigh expansion of u is equal to zeron a0
  .  . q.u x , x s H x , x s 0 in V . Direct calculation shows that thea 1 3 a 1 3
 .term linear with respect to x in the Rayleigh expansion of u x , x in3 a 1 3
Vy contains the multiplier y2 iU q. and therefore is equal to zero. Thusn0
 . y qw satisfies condition C.4 in V . The same is true in V .
" "  .Therefore w s 0 and ­ w r­ n s 0 see the remark after Theorem 1 .
 .  .  .  .By the Plemelj formulae and 24 , 25 , 41 , and 42 we have
az
q0 s w z s w z y c z .  .  .a /< <z
and
a­ z ­
q q q y y0 s w z s i F z q C z y F z y C z .  .  .  .  . .a / /< <­ n z ­ s
w z c z .  .
y a i y /z z
­ w z c z .  .
s i yw z y c z y a i y . .  . .  /­ s z z
From this we get
­w z a z y z .
s w z . .2 /­ s 2 < <z
2<  . <  .It is easy to see that ­ w z r­ s s 0. Therefore c z s w z s c . . 0
 . " .Condition 32 implies that c s 0. Therefore R w, c s 0 and0
" .  .­ R w, c r­ n s 0. By 30 , c s 0.
From the uniqueness we derive the following result.
 .THEOREM 3. There exists a function H satisfying condition C and jump
 .  .relations 2 and 3 .
5. THE RUNGE APPROXIMATION PROPERTY AND THE
RAYLEIGH METHOD
 .  .In this section we prove that the solution to 1 ] 3 can be approximated
by linear combinations of reflected and transmitted waves in Vqj Vy.
wThe proof is based on a version of the Runge approximation property 7,
x w" x  .6 . First we prove that the periodic fundamental solutions E x , xp, q, 0 1 3
 .can be uniformly approximated on the surface S " 0, 0, g by linear
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combinations of periodic fundamental solutions with the poles lying on a
 .  .given line Lemma 6 . If z f G, the integrals in 20 can be approximated
by the Riemann integral sums, and each sum is a linear combination of
periodic fundamental solutions. Together with Lemma 6 this implies that
the solution to the knitting problem can be approximated by linear
combinations of periodic fundamental solutions with the poles lying out-
side the groove region. For such periodic fundamental solutions the
Rayleigh expansion property holds also in the groove region. Therefore the
solution to the knitting problem can be approximated by linear combina-
 .tions of reflected and transmitted waves in the whole space Theorem 4 .
This gives a justification of the Rayleigh method known also as the
w x  .variational method 11 Theorem 5 . For the Laplace equation such
 w x.techniques are well developed see 13, 14 .
x wLEMMA 6. Let g ) 0, a G 0, and t g y p , p . Then for any « ) 01
there exists a finite collection of numbers cw" x such thatq9
w" xE x y t , f x y f t " g .  . .p , q , 0 1 1 1 1
w" x w " x
X Xy c E x y t , f x y f t " g - « . 43 .  .  . . q p , q . a 1 1 1 1
X 1q  x w .C yp , p
 .Proof. Without loss of generality f 0 s 0 and t s 0. Let us prove the1
lemma for E wyx . The proof for E wqx is similar. Fix a positive number up, q, 0 p, q, 0 1
 . < 4   .less than the distance between the sets 0, x x G 0 and x , f x y3 3 1 1
. < 4g x g R . Let m be a positive integer greater than aru , and let b G 0.1 1
x w wyxPut u s arm. For any x g y p , p the function E is analytic in1 p, q, bqu
22 . < 4’the ball y , y y y x q y y f x q g F u . Therefore we .  . .1 3 1 1 3 1
have
E wyx x , f x y g s E wyx x , f x y g q u .  . .  .p , q , b 1 1 p , q , bqu 1 1
` r ru ­
wyxs E x , f x y g . . p , q , bqu 1 1rr ! ­ x3rs0
` ru
wyxs E x , f x y g . . . p , qqr , bqu 1 1r !rs0
From this we see that for any s ) 0 there is a positive integer r such thats
r rs u
wyx wyxE x , f x yg y E x , f x yg -s . .  . .  .p , q , b 1 1 p , qqr , bqu 1 1r ! 1 x w .rs0 C yp , p
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Let b s 0. Then there is a positive integer r such that« r m
r« r m
wyx 1 wyxE x , f x y g y c E x , f x y g .  . .  .p , q , 0 1 1 r p , qqr , u 1 1
1 x w .rs0 C yp , p
- «rm,
1 r wyx   . .where c s u rr!. Now any function E x , f x y g , r s 0, r ,r p, qqr , u 1 1 « r m
wyx   .Xcan be approximated by linear combinations of functions E x , f xp, q , 2u 1 1
. wyx   . .y g . This gives an approximation of E x , f x y g by a linearp, q, 0 1 1
2 wyx   . .X X Xcombination  c E x , f x y g . If the number of terms is bigq q p, q , 2u 1 1
enough, we get
wyx 2 wyx
X XE x , f x y g y c E x , f x y g .  . .  .p , q , 0 1 1 q p , q , 2u 1 1
X 1q  x w .C yp , p
- 2«rm.
Continuing this process, in m steps we get an approximation satisfying
 .43 .
THEOREM 4. For any « ) 0 there exists a finite collection of coefficients
a" . such thatn
" " . "H x , f x y a H x , f x - « .  . .  .a 1 1 n a , n 1 1
1 x w .n C yp , p
and
­ ­
" " . "H x , f x y a H x , f x - « . .  . .  .a 1 1 n a , n 1 1­ n ­ n  x w .n C yp , p
Proof. Let « ) 0. By Lemma 5 there exists g ) 0 such that
" . "
1H x , f x " g y H x , f x - «r4 44 .  .  . .  .  x w .C yp , pa 1 1 a 1 1
and
­ ­
" . "H x , f x " g y H x , f x - «r4. 45 .  .  . .  .a 1 1 a 1 1
 x w .­ n ­ n C yp , p
 .In the coordinates x , x we have the representation1 3
H " . x , f x " g . .a 1 1
p
w" x f  t .q i t1 1s w t , f t F x y t , f x y f t " g de .  .  . .  .ÄH 1 1 1 1 1 1 1
yp
p
w" x f  t .q i t1 1Äq c t , f t F x y t , f x y f t " g de . .  .  . .  .H 1 1 2 1 1 1 1
yp
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x wThere are points t g y p , p , k s 0, K, such that the norm1, k
" .H x , f x " g . .a 1 1
K
" .y w t , f t F x y t , f x y f t " g .  .  . .  .Ä 1, k 1, k 1 1 1, k 1 1, k
ks0
= e f  t1 , k .qi t1 , k y e f  t1 , ky1.qi t1 , ky1 .
K
" .Äy c t , f t F x y t , f x y f t " g .  .  . .  . 1, k 1, k 2 1 1, k 1 1, k
ks0
f  t .y i t f  t .y i t1 , k 1 , k 1 , ky1 1 , ky1= e y e .
1 x w .C yp , p
<  . < " . " .is less than «r4. Let R G max f t . The functions F and Ft gw0, 2p x 1 2
are linear combinations of fundamental solutions. Therefore by Lemma 6
there exists a finite collection of coefficients cw" x such thatp, q
" . w" x w " xH x , f x " g y c E x , f x " g .  . .  .a 1 1 p , q p , q , . R 1 1
1p , q  x w .C yp , p
- «r2.
w" x   . .Since E x , f x " g can be represented as a seriesp, q, . R 1 1
` w" x " .  . . c H x , f x " g , we see that there exists a finite collectionnsy` n a , n 1 1
of coefficients b" . such thatn
" . " . " .H x , f x " g y b H x , f x " g - 3«r4. .  . .  .a 1 1 n a , n 1 1
1 x w .n C yp , p
 .  .From 44 and 45 we get
" ." " . ib g "nH x , f x y b e H x , f x - « .  . .  .a 1 1 n a , n 1 1
1 x w .n C yp , p
and
­ ­ " ." " . ib g "nH x , f x y b e H x , f x .  . .  .a 1 1 n a , n 1 1­ n ­ n  x w .n C yp , p
- const « . .
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 .  .  .THEOREM 5. Let H satisfy condition C , 2 , and 3 . For any « ) 0
 q q y y.there exists N such that the solution a , . . . , a , a , . . . , a , N ) N , toÃ Ã Ã Ã« 1 N 1 N «
the minimization problem
q q qmin H x , f x q a H x , f x .  . .  .inc 1 1 n n 1 1q q y y .a , . . . , a , a , . . . , a1 N 1 N n
2
y yy a H x , f x . . n n 1 1
 x w .L yp , pn 2
1 ­
q q qq H x , f x q a H x , f x .  . .  .inc 1 1 n n 1 1q.  /­ n« n
21 ­
y yy a H x , f x 46 .  . . n n 1 1y. ­ n«  x w .L yp , pn 2
satisfies
" . " " .H x , x y a H x , x - « , .  .Ã1 3 n n 1 3
1 " .C Vn «
and
" " "H x , f x y a H x , f x - « , .  . .  .Ã1 1 n n 1 1
 x w .L yp , pn 2
" "  .where V s V " 0, 0, « .«
Proof. Put u" . s H " . y  a"H " .. By Theorem 4 the minimalÃ< n < F N n n
 .value in problem 46 and therefore the value
q ys s u x , f x y u x , f x .  . .  .  x w .L yp , p1 1 1 1 2
1 ­ 1 ­
q yq u x , f x y u x , f x .  . .  .1 1 1 1q. y.  x w .­ n ­ n« « L yp , p2
can be done as small as needed provided that N is big enough. Put
Ãq y q Ãq .  .H s u y u . Solving system 30 ] 32 with H in the right-hand side,inc inc
Ã Ã . 5 .5we find a solution w, c , c . It satisfies the inequality w, c , c FÃ Ã Ã Ã L =L =C2 2
 .  .const s . The result now follows from the integral representation 20 and
Lemma 3.
w xIn 2 the following optimal design problem was considered: find a
 . <  .4surface S s x , x , x x s f x which minimizes the total reflected1 2 3 3 1
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w xenergy over some given range of incident angles a g a , a , i.e., to1 2
minimize a functional of the form
a 2p2 qG a , H x , f x , f x dx da .  . . .H H 1 1 1 1
a 01
over some class of surfaces S. For example, for the surfaces with bounded
curvature, using Theorem 5, we can reduce the optimal design problem to
the following optimal control problem
a 2p2 q qminimize c G a , a H x , f x , f x dx da .  . .H H1 n n 1 1 1 1 /
a 01 n
q q qq c H x , f x q a H x , f x .  . .  .2 inc 1 1 n n 1 1
n
2
y yy a H x , f x . . n n 1 1
 x w .L yp , pn 2
1 ­
q q qqc H x , f x q a H x , f x .  . .  .2 inc 1 1 n n 1 1q.  /­ n« n
21 ­
y yy a H x , f x , . . n n 1 1y. ­ n«  x w .L yp , pn 2
d2 f x .1 w xs j x , j x F k , x g 0, 2p , .  .1 1 12dx1
f 0 s f 2p s 0, .  .
"where the minimum is taken over the parameters a , n s 1, N, andn
 .controls j ? . The constants c and c are weights we have in our disposal.1 2
w xNumerical methods for solving such problems are developed in 4 , for
example.
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