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Abstract
We obtain sampling and interpolation theorems in weighted spaces of analytic functions for radial
weights of arbitrary (more rapid than polynomial) growth. We give an application to invariant subspaces of
arbitrary index in large weighted Bergman spaces.
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1. Introduction
In this paper we consider large Bergman and Fock spaces with functions growing much more
rapidly than in the classical case. Then the underlying geometry is such that, for example, in the
Bergman space case, pseudohyperbolic discs become infinitely large when one approaches the
boundary of the disc. As a result, near the boundary of the disc, the space looks locally (after
a proper scaling) like the standard Fock space on the plane. This means that in the limit one is
actually dealing with Euclidean geometry. Starting from this observation, we arrive at complete
descriptions of sets of sampling and interpolation in terms of densities that are essentially the
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564 A. Borichev et al. / Journal of Functional Analysis 242 (2007) 563–606same as those used for the classical Fock space. Our approach is based on an idea used by
Yu. Lyubarskii and K. Seip in [16].
Let us give precise definitions. Given an increasing function h : [0,1) → [0,+∞) such that
h(0) = 0, and limr→1 h(r) = +∞, we extend it by h(z) = h(|z|), z ∈ D, and call such h a weight
function. Denote by Ah(D) the Banach space of holomorphic functions on the unit disk D with
the norm
‖f ‖h = sup
z∈D
∣∣f (z)∣∣e−h(z) < +∞.
A subset Γ of D is called a sampling set for Ah(D) if there exists δ > 0 such that for every
f ∈Ah(D) we have
δ‖f ‖h  ‖f ‖h,Γ = sup
z∈Γ
∣∣f (z)∣∣e−h(z).
A subset Γ of D is called an interpolation set for Ah(D) if for every function a defined on Γ
such that ‖a‖h,Γ < ∞ there exists f ∈Ah(D) such that
a = f |Γ.
In this case there exists δ = δ(h,Γ ) > 0 such that for every a with ‖a‖h,Γ < ∞ we can find such
f ∈Ah(D) with
δ‖f ‖h  ‖a‖h,Γ .
Next we assume that h ∈ C2(D), and
h(z) =
(
∂2
∂x2
+ ∂
2
∂y2
)
h(x + iy) 1, z ∈ D.
We consider the weighted Bergman spaces
Aph(D) =
{
f ∈ Hol(D): ‖f ‖pp,h =
∫
D
∣∣f (z)∣∣pe−ph(z) dm2(z) < ∞
}
,
where dm2 is area measure, 1 p < ∞.
A subset Γ of D is a sampling set for Aph(D) if
‖f ‖pp,h  ‖f ‖pp,h,Γ =
∑
z∈Γ
e−ph(z) |f (z)|
p
h(z)
.
A subset Γ of D is an interpolation set for Aph(D) if there exists δ > 0 such that for every
function a defined on Γ such that ‖a‖p,h,Γ < ∞ there exists f ∈Aph(D) such that
a = f |Γ, δ‖f ‖p,h  ‖a‖p,h,Γ .
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space of analytic functions in the unit disc, and we define the reproducing kernel kλ ∈ A2h(D),
λ ∈ D, by
〈kλ, f 〉 = f (λ), f ∈A2h(D).
For regular h considered in our paper (for precise conditions on h see the next section) we have
(see, for example, Lemmas 3.3 and 4.1(ii) below)
‖kλ‖2  e2h(λ)h(λ).
Therefore, a family of normalized reproducing kernels {kλ/‖kλ‖}λ∈Λ is a frame in A2h(D), that
is
∑
λ∈Λ
∣∣∣∣
〈
f,
kλ
‖kλ‖
〉∣∣∣∣
2
 ‖f ‖2, f ∈A2h(D),
if and only if Λ is a sampling set for A2h(D). In a similar way, a family {kλ/‖kλ‖}λ∈Λ is a Riesz
basic sequence in its closed linear span in A2h(D), that is∥∥∥∥∑
λ∈Λ
aλ
kλ
‖kλ‖
∥∥∥∥
2

∑
λ∈Λ
|aλ|2
for any sequence {aλ}λ∈Λ of complex numbers, if and only if Λ is an interpolation set forA2h(D).
The famous Feichtinger conjecture (see, for example, [9,10]) claims that any frame in a Hilbert
space is a finite union of Riesz basic sequences. For families of normalized reproducing kernels
in A2h(D) this conjecture translates into the question of whether any sampling set for A2h(D) is a
finite union of interpolation sets for A2h(D). The answer is positive for those h considered in this
paper (as follows from Theorems 2.2 and 2.4).
In the plane case, if h : [0,∞) → [0,+∞) is an increasing function such that h(0) = 0,
limr→∞ h(r) = +∞, we extend h by h(z) = h(|z|), z ∈ C, and consider the Banach spaceAh(C)
of entire functions with the norm
‖f ‖h = sup
z∈C
∣∣f (z)∣∣e−h(z) < +∞,
and the weighted Fock spaces
Aph(C) =
{
f ∈ Hol(C): ‖f ‖pp,h =
∫
C
∣∣f (z)∣∣pe−ph(z) dm2(z) < ∞
}
and define the sampling and the interpolation subsets for the spaces Ah(C), Aph(C), 1 p < ∞,
in exactly the same way as it was done in the disc case.
K. Seip and R. Wallstén [20,24] described sampling and interpolation sets for the Fock spaces
Ah(C), A2h(C), with h(z) = c|z|2, in terms of Beurling type densities. Later on, K. Seip [21]
obtained such a description for the Bergman type spaces Ah(D), h(z) = α log 1 , α > 0, and1−|z|
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example to Gabor wavelets, see a survey [8] by J. Bruna.
The results of K. Seip were extended to the Fock spaces Aph(C) (with h not necessarily
radial) such that h  1 in [3,19], and to Bergman spaces Aph(D), h(z)  (1 − |z|2)−2, in
[22]. Yu. Lyubarskii and K. Seip [16] obtained such results for the spaces Ah(C), A2h(C), with
h(z) = m(arg z)|z|2, m being a 2π periodic 2-trigonometrically convex function. For more results
and references see the books [13,23].
Recently, N. Marco, X. Massaneda and J. Ortega-Cerdà [18] described sampling and interpo-
lation sets for the Fock spaces Aph(C) for a wide class of h such that h is a doubling measure.
These results rely mainly upon the method used by A. Beurling [4] in his work on band-limited
functions and on Hörmander-type weighted estimates for the ∂¯ equation. Therefore, it is not
clear whether they can be extended to weight functions h having more than polynomial growth
at infinity.
The aim of our work is to extend previous results to the case of radial h of arbitrary (more
than polynomial) growth. For this, we use the method proposed by Yu. Lyubarskii and K. Seip
in [16]. First we produce peak functions with precise asymptotics. For example, for every z ∈ D
we find fz ∈Ah(D) such that ∣∣fz(w)∣∣ eh(w)−|w−z|2h(z)/4
in a special neighborhood of z. (For a different type of peak functions in Ah(D) see [11].) These
peak functions permit us then to reduce our problems to those in the standard Fock spacesAph(C),
h(z) = |z|2.
The construction of peak functions in [16] is based on sharp approximation of h by log |f |,
f ∈ Hol(D), obtained in the work of Yu. Lyubarskii and M. Sodin [17]. Here we need a similar
construction for radial h of arbitrary (more than polynomial) growth. This is done in a standard
way: we atomize the measure h(z)dm2(z) and obtain a discrete measure
∑
δzn . Since our h
are radial, we try to get sufficiently symmetric sequence {zn}:
{zn} =
⋃
k,m
{
ske
2πim/Nk}, sk → 1, Nk → ∞.
For approximation of general h see the paper [15] by Yu. Lyubarskii and E. Malinnikova and the
references there.
Our paper is organized as follows. The main results are formulated in Section 2. We construct
peak functions in Section 3. Technical lemmas on sampling and interpolation sets are contained
in Section 4. In Section 5 we obtain auxiliary results on asymptotic densities. The theorems
on sampling sets are proved in Section 6, and the theorems on interpolation sets are proved in
Section 7. In Sections 3–7 we deal with the disc case. Some changes necessary to treat the plane
case are discussed in Section 8. Finally, in Section 9 we give an application of our results to
subspaces of Aph(D) invariant under multiplication by the independent variable.
We do not discuss here the following interesting fact: the families of interpolation (sampling)
sets are not monotonic with respect to the weight function h. Also, we leave open other questions
related to our results, including whether our interpolation sets are just sets of free interpolation,
that is (say, for the spaces Aph(C)) the sets Λ ⊂ C such that

∞(Λ) ·Aph(C)
∣∣Λ =Aph(C)∣∣Λ.
We hope to return to these questions later on.
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From now on in the disc case we assume that the function
ρ(r) = [(h)(r)]−1/2, 0 r < 1,
decreases to 0 near the point 1, and
ρ′(r) → 0, r → 1. (2.1)
Then for any K > 0, for r ∈ (0,1) sufficiently close to 1, we have [r − Kρ(r), r + Kρ(r)] ⊂
(0,1), and
ρ(r + x) = (1 + o(1))ρ(r), |x|Kρ(r), r → 1. (2.2)
Furthermore, we assume that either (ID) the function r → ρ(r)(1 − r)−C increases for some
C < ∞ and for r close to 1 or
(IID) ρ′(r) log 1/ρ(r) → 0, r → 1.
Typical examples for (ID) are
h(r) = log log 1
1 − r · log
1
1 − r , h(r) =
1
1 − r , r → 1;
a typical example for (IID) is
h(r) = exp 1
1 − r , r → 1.
Denote by D(z, r) the disc of radius r centered at z, D(r) =D(0, r).
Given z,w ∈ D, we define
dρ(z,w) = |z−w|
min(ρ(z), ρ(w))
.
We say that a subset Γ of D is dρ -separated (with constant c) if
inf
{
dρ(z,w): z,w ∈ Γ, z = w
}
 c > 0.
Given Γ ⊂ D, we define its lower dρ -density
D−ρ (Γ,D) = lim inf
R→∞ lim inf|z|→1, z∈D
Card(Γ ∩D(z,Rρ(z)))
R2
,
and its upper dρ -density
D+ρ (Γ,D) = lim sup lim sup
Card(Γ ∩D(z,Rρ(z)))
R2
.R→∞ |z|→1, z∈D
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lim|z|→1, z∈D
1
πR2
∫
D(z,Rρ(z))
h(z) dm2(z) = 1.
We could compare these densities D±ρ to those defined in the case ρ(z)  1 − |z| by K. Seip
in [21]:
D−(Γ,D) = lim inf
r→1− infΦ∈Aut(D)
∑
z∈Φ(Γ )∩D(r)\D(1/2) log 1|z|
log 11−r
, (2.3)
D+(Γ,D) = lim sup
r→1−
sup
Φ∈Aut(D)
∑
z∈Φ(Γ )∩D(r)\D(1/2) log 1|z|
log 11−r
, (2.4)
where Aut(D) is the group of the Möbius authomorphisms of the unit disc. In contrast to D±,
the densities D±ρ are rather “local,” and correspondingly, it is not difficult to compute D±ρ (Γ,D)
for many concrete Γ .
Theorem 2.1. A set Γ ⊂ D is a sampling set for Ah(D) if and only if it contains a dρ -separated
subset Γ ∗ such that D−ρ (Γ ∗,D) > 12 .
Theorem 2.2. A set Γ ⊂ D is a sampling set for Aph(D), 1 p < ∞, if and only if
(i) Γ is a finite union of dρ -separated subsets, and
(ii) Γ contains a dρ -separated subset Γ ∗ such that D−ρ (Γ ∗,D) > 12 .
Theorem 2.3. A set Γ is an interpolation set for Ah(D) if and only if it is dρ -separated and
D+ρ (Γ,D) < 12 .
Theorem 2.4. A set Γ is an interpolation set for Aph(D), 1  p < ∞, if and only if it is dρ -
separated and D+ρ (Γ,D) < 12 .
In the plane case we assume that h ∈ C2(C), h(z) 1, z ∈ C, that the function
ρ(r) = [(h)(r)]−1/2, 0 r < ∞,
decreases to 0 at infinity, and that
ρ′(r) → 0, r → ∞.
Then for any K > 0, for sufficiently large r , we have r > Kρ(r), and
ρ(r + x) = (1 + o(1))ρ(r), |x|Kρ(r), r → ∞.
Furthermore, we assume that either (IC) the function r → ρ(r)rC increases for some C < ∞
and for large r or (IIC) ρ′(r) log 1/ρ(r) → 0 as r → ∞.
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h(r) = r2 log log r, h(r) = rp, p > 2, r → ∞;
a typical example for (IIC) is
h(r) = exp r, r → ∞.
Next, we introduce dρ , and the notion of dρ -separated subsets of C as above. Given Γ ⊂ C,
we define its lower dρ -density
D−ρ (Γ,C) = lim inf
R→∞ lim inf|z|→∞
Card(Γ ∩D(z,Rρ(z)))
R2
,
and its upper dρ -density
D+ρ (Γ,C) = lim sup
R→∞
lim sup
|z|→∞
Card(Γ ∩D(z,Rρ(z)))
R2
.
Theorem 2.5. A set Γ ⊂ C is a sampling set for Ah(C) if and only if it contains a dρ -separated
subset Γ ∗ such that D−ρ (Γ ∗,C) > 12 .
Theorem 2.6. A set Γ ⊂ C is a sampling set for Aph(C), 1 p < ∞, if and only if
(i) Γ is a finite union of dρ -separated subsets, and
(ii) Γ contains a dρ -separated subset Γ ∗ such that D−ρ (Γ ∗,C) > 12 .
Theorem 2.7. A set Γ is an interpolation set for Ah(C) if and only if it is dρ -separated and
D+ρ (Γ,D) < 12 .
Theorem 2.8. A set Γ is an interpolation set for Aph(C), 1  p < ∞, if and only if it is dρ -
separated and D+ρ (Γ,D) < 12 .
3. Peak functions
In this section we first approximate h by log |f |, for a special infinite product f . Then, using
this construction, and an estimate on the partial products for the Weierstrass σ -function, we
approximate the function w → h(w)− |w − z|2h(z)/4 in a fixed dρ -neighborhood of z ∈ D.
Proposition 3.1. There exist sequences {rk}, {sk}, 0 = r0 < s0 < r1 < · · · < rk < sk < rk+1 <
· · · < 1, and a sequence Nk , k  0, of natural numbers, such that Nk+1 Nk for large k, and
(i) lim
k→∞
rk+1 − rk
ρ(rk)
= √2π, lim
k→∞Nk(rk+1 − rk) = 2π,
lim
k→∞
rk+1 − rk
rk − rk−1 = 1, limk→∞
rk+1 − sk
rk+1 − rk =
1
2
.
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f (z) = lim
r→1−
∏
λ∈Λ∩D(r)
(
1 − z/λ
1 − zλ
)
,
then the products in the right-hand side converge uniformly on compact subsets of the unit
disc, and
∣∣f (z)∣∣ eh(z) dist(z,Λ)
ρ(z)
, z ∈ D. (3.1)
(iii) Given s ∈ (0,1) sufficiently close to the point 1, we can define {rk}, {Nk}, {sk} and Λ as
above in such a way that s ∈ Λ and (3.1) holds (uniformly in s).
Proof. (i) We choose the sequence {rk} in the following way: r0 = 0; given rk , k  0, the number
r∗k is defined by
(
r∗k − rk
) ∫
rk|z|<r∗k
h(w)
dm2(w)
2π
= 2π,
and rk+1 is the smallest number in the interval [r∗k ,1) such that
Nk =
∫
rk|z|<rk+1
h(w)
dm2(w)
2π
∈ N.
Here we use that by (2.1),
h(r)−1/2 = ρ(r) = o(1 − r), r → 1. (3.2)
Furthermore, since h(r) increases for r close to 1, we obtain that Nk do not decrease for
large k, and
lim
k→∞Nk(rk+1 − rk) = 2π.
By (2.2) we obtain
lim
k→∞
(rk+1 − rk)2
ρ(rk)2
= 2π,
lim
k→∞
rk+1 − rk
rk − rk−1 = 1.
Next we define sk by the relations
log
1
sk
= 1
Nk
∫
r |z|<r
h(w) log
1
|w|
dm2(w)
2π
, k  0. (3.3)k k+1
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log
1
rk+1
< log
1
sk
< log
1
rk
, k  0.
By (2.2) and (3.2) we have
lim
k→∞
rk+1 − sk
rk+1 − rk =
1
2
.
(ii) First of all we note that
f (z) = lim
L→∞
∏
0mL
1 − zNms−Nmm
1 − zNmsNmm
.
Set
Wm = log
∣∣∣∣1 − zNms
−Nm
m
1 − zNmsNmm
∣∣∣∣.
If m> k, then for some constant c > 0,
sm − r  cm− k
Nm
.
Since
x
y
 ex−y, 0 x  y  1, (3.4)
we get
rNms−Nmm  e−c(m−k).
Next we use that if |ζ | c < 1, |ζ ′| 1, then∣∣∣∣log
∣∣∣∣ 1 − ζ1 − ζ ζ ′
∣∣∣∣
∣∣∣∣ c1|ζ |, (3.5)
with c1 depending only on c.
Therefore,
|Wm| c1e−c(m−k), m > k.
Summing up, we obtain ∑
m>k
|Wm| c1
∑
m>k
e−c(m−k)  c2, (3.6)
for some positive constants c1, c2.
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f (z) =
∏
m0
1 − zNms−Nmm
1 − zNmsNmm
.
Suppose that z ∈ D \Λ, rk  r < rk+1, where r = |z|, and for some d , 0 d <Nk ,∣∣∣∣arg z− 2πdNk
∣∣∣∣ πNk .
Now we set
A(z) = log∣∣f (z)∣∣− h(z)− log dist(z,Λ)
ρ(z)
.
By Green’s formula,
h(r) =
∫
D(r)
h(w) log
r
|w|
dm2(w)
2π
. (3.7)
Therefore,
A(z)+ log dist(z,Λ)
ρ(z)
=
∑
0mk−1
[
log
∣∣∣∣1 − zNms
−Nm
m
1 − zNmsNmm
∣∣∣∣−
∫
rm|w|<rm+1
h(w) log
r
|w|
dm2(w)
2π
]
−
∫
rk|w|<r
h(w) log
r
|w|
dm2(w)
2π
+
∑
mk
log
∣∣∣∣1 − zNms
−Nm
m
1 − zNmsNmm
∣∣∣∣
=
∑
0mk−1
Um − V +
∑
mk
Wm.
First,
|V |
(
sup
rk|w|<r
log
r
|w|
) ∫
rk|w|<r
h(w)
dm2(w)
2π
 cNk(rk+1 − rk) c1, (3.8)
for some constants c, c1.
Next we are to verify that
∣∣∣∣Wk − log
∣∣∣∣dist(z,Λ)
∣∣∣∣
∣∣∣∣ c, (3.9)ρ(z)
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W ∗(z), where
W ∗(ζ ) = log
∣∣∣∣ρ(rk)(1 − ζNk s
−Nk
k )
ζ − ske2πid/Nk
∣∣∣∣, ζ ∈ D.
Consider the set
Ω =
{
reiθ : rk  r  rk+1,
∣∣∣∣θ − 2πdNk
∣∣∣∣ πNk
}
.
For ζ ∈ ∂Ω we have ρ(rk)  |ζ − ske2πid/Nk |, |ζNk s−Nkk |  1, and either | arg(ζNk s−Nkk )|  c1
or |1 − |ζNk s−Nkk ||  c1, for some positive constant c1. Therefore, |W ∗(ζ )|  c2, ζ ∈ ∂Ω , for
some constant c2. Since W ∗ is harmonic on Ω , we obtain, by the maximum principle, that
|W ∗(z)| c2, and (3.9) follows.
It remains to verify that ∑
0m<k
|Um| c, (3.10)
with c independent of r . This together with (3.8), (3.9) and (3.6) implies that A is bounded
uniformly in z ∈ D \Λ, and (3.1) follows.
Since ∫
rm|w|<rm+1
h(w) log
r
|w|
dm2(w)
2π
= Nm log r
sm
,
we have
Um = log
∣∣∣∣1 − s
Nm
m z
−Nm
1 − zNmsNmm
∣∣∣∣, 0m< k.
Next we consider two cases. If ρ satisfies the property (ID), then we define
U∗m(w) = log
∣∣∣∣1 − s
Nm
m w
−Nm
1 −wNmsNmm
∣∣∣∣, 0m< k, sm < |w| 1,
and divide m, 0m< k, into the groups
St =
{
m: 1 − sm ∈
[
2t (1 − r),2t+1(1 − r))}, t ∈ Z+.
Put ρt = ρ(1 − 2t (1 − r)), t  0. Then by (ID) we have
ρ(sm)  ρt , m ∈ St , t ∈ Z+,
and hence,
sm+1 − sm  ρt , m ∈ St , t ∈ Z+.
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independent of m,r , we have by (3.4) that
sNmm
(
1 − 2t−1(1 − r))−Nm  c. (3.11)
Now, (3.5) implies that for ζ ∈ (1 − 2t−1(1 − r))T,
∣∣U∗m(ζ )∣∣ c
(
sm
1 − 2t−1(1 − r)
)Nm
 c1 exp
[
−c2((1 − sm)− 2
t−1(1 − r))
ρt
]
 c1 exp
[
−c22
t−1(1 − r)
ρt
]
,
and ∣∣∣∣ ∑
m∈St
U∗m(ζ )
∣∣∣∣ c3 2t (1 − r)ρt exp
[
−c22
t−1(1 − r)
ρt
]
 c4, t  1, (3.12)
with c, c1, c2, c3, c4 independent of r , t .
Furthermore, ∣∣∣∣ ∑
m∈S0
U∗m(r)
∣∣∣∣ c ∑
m∈S0
(
sm
r
)Nm
 c
∑
m∈S0
e−c1(k−m)  c2,
with positive c, c1, c2 independent of r .
Since U∗m(w) = 0, w ∈ T, and for t  1, m ∈ St , U∗m are harmonic in the annulus {w: 1 −
2t−1(1 − r)w  1}, we deduce from (3.12) that∣∣∣∣ ∑
m∈St
U∗m(r)
∣∣∣∣ c2−t , t  1,
with c independent of r, t , and (3.10) is proved.
Suppose now that ρ satisfies the property (IID). For some constant c > 0,
r − sm  c
Nm
, m< k,
and we obtain that
(sm/r)
Nm  e−c,
and again by (3.5),
|Um| c1(sm/r)Nm, m < k,
for some positive constant c1.
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∑
m<k
|Um| c
∑
m<k
eNm(sm−r)  c1
∑
m<k
rm+1∫
rm
e−c2(r−x)/ρ(x) dx
ρ(x)
 c1
r∫
0
e−c2(r−x)/ρ(x) dx
ρ(x)
, (3.13)
with positive c, c1, c2 independent of k, r .
Choose y such that ρ(y) = 2ρ(r). Then for x < y close to 1,
ρ(x) log
1
ρ(x)
 ρ(r) log 1
ρ(r)
+ (r − x) sup
[x,r]
∣∣∣∣
[
ρ log
1
ρ
]′∣∣∣∣,
ρ(x) log
1
ρ(x)
 c2(r − x).
Hence,
y∫
0
e−c2(r−x)/ρ(x) dx
ρ(x)
 c3 +
y∫
0
e− log(1/ρ(x)) dx
ρ(x)
 c3 + 1, (3.14)
with c3 independent of r .
Finally, for r close to 1
r∫
y
e−c2(r−x)/ρ(x) dx
ρ(x)

r∫
y
e−c2(r−x)/(2ρ(r)) dx
ρ(r)
 c3,
with c3 independent of r . These inequalities together with (3.13) prove (3.10), and hence, (3.1).
(iii) Given sk  s < sk+1, k  0, we may find 0 < r ′k < s < r ′k+1 < 1 such that
Nk = N ′k =
∫
r ′k|z|<r ′k+1
h(w)
dm2(w)
2π
,
and
log
1
s
= 1
Nk
∫
r ′k|z|<r ′k+1
h(w) log
1
|w|
dm2(w)
2π
.
After that, we define r ′∗n , r ′n, N ′ , n > k + 1, as in part (i).n−1
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the equality
(
r ′k−t+1 − r ′∗k−t+1
) ∫
r ′∗k−t+1|z|<r ′k−t+1
h(w)
dm2(w)
2π
= 2π,
and the number r ′k−t as the largest number in the interval (0, r ′∗k−t+1] such that
N ′k−t =
∫
r ′k−t|z|<r ′k−t+1
h(w)
dm2(w)
2π
∈ N.
We continue this induction process until either
Ap = r ′p
∫
|z|<r ′p
h(w)
dm2(w)
2π
< 2π
or Ap  2π and ∫
r<|z|<r ′p
h(w)
dm2(w)
2π
/∈ N, r ∈ [0, r ′∗p ].
It is clear that in both cases r ′p  c(h) < 1. Next, we modify h on D(r ′p+1) in such a way that the
modified function h∗ is smooth, radial, subharmonic, |h∗(0)| c1(h), and
N =
∫
|z|<r ′p+1
h∗(w)dm2(w)
2π
∈ N.
Finally, we set r0 = 0, N0 = N , rm = r ′m+p , Nm = N ′m+p , m  1, and define sm, m  0, by
(3.3). We apply the above argument to h = h∗ − h∗(0) to obtain all the estimates from (i)–(ii)
uniformly in s together with the property s ∈ Λ. 
Given 0 < r  1, we define
hr(w) =
{
h(w), |w| < r,
h(r)+ log |w|
r
∫
D(r) h(z)
dm2(z)
2π , |w| r.
(3.15)
Note that
hr(w) =
∫
D(r)
h(z)
(
log
|w|
|z|
)
dm2(z)
2π
, |w| r.
The proof of Proposition 3.1 gives us immediately
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f (ζ ) =
∏
λ∈Λ∩D(r)
(
1 − ζ/λ
1 − ζλ
)
,
then
∣∣f (ζ )∣∣ ehrk (ζ ) min(1, dist(ζ,Λ∩D(r))
ρ(ζ )
)
, ζ ∈ D.
If |z| = r , then we can divide this f by three factors ζ − λj , λj ∈ Λ ∩D(r) ∩D(z,5ρ(z)),
j = 1,2,3, and multiply it by ρ(z)3, to obtain
Lemma 3.3. Given z ∈ D such that r = |z| is sufficiently close to 1, there exists a function gz
analytic and bounded in D and such that uniformly in z,
∣∣gz(w)∣∣e−h(w)  1, |w − z| < ρ(z), (3.16)
∣∣gz(w)∣∣e−h(w)  c(h)min
[
1,
min[ρ(z), ρ(w)]
|z−w|
]3
, w ∈ D. (3.17)
We need only to verify that for some c,
ehr (w)−h(w)ρ(z)3  cρ(w)3, 0 r = |z| |w| < 1.
This follows from the inequality h(t) hr(t) and the estimate
d
dt
[
h(t)− hr(t)
]= 1
t
∫
D(t)\D(r)
h(w)
dm2(w)
2π
 3
ρ(t)
, t  r +Bρ(r),
for some B > 0 independent of r .
Next, we obtain an asymptotic estimate for partial products of the Weierstrass σ -function.
Lemma 3.4. Given R  10, we define Σ = ΣR = (Z + iZ)∩D(R2),
PR(z) = z
∏
λ∈Σ\{0}
(
1 − z
λ
)
.
Then uniformly in R
∣∣PR(z)∣∣ dist(z,Σ)e(π/2)|z|2 , |z|R, (3.18)
∣∣PR(z)∣∣ c dist(z,Σ)
(
e|z|2
R2
)(π/2)R2
, |z| >R. (3.19)
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Qλ =
{
w ∈ C: ∣∣Re(w − λ)∣∣< 1/2, ∣∣Im(w − λ)∣∣< 1/2}.
Set
Q =
⊔
λ∈Σ
Qλ.
If z ∈ Q, then we denote by λ0 the element of Σ such that z ∈ Qλ0 . For λ ∈ Σ \ {0} we define
Bλ =
∫
Qλ
log
∣∣∣∣1 − zw
∣∣∣∣dm2(w)− log
∣∣∣∣1 − zλ
∣∣∣∣
=
∫
Q0
[
log
∣∣∣∣λ− z+wλ− z
∣∣∣∣− log
∣∣∣∣λ+wλ
∣∣∣∣
]
dm2(w).
We use that ∣∣∣∣log |1 + a| − Re
(
a − a
2
2
)∣∣∣∣= O(|a|3), a → 0.
Since ∫
Q0
wdm2(w) = 0,
∫
Q0
w2 dm2(w) = 0,
we conclude that
|Bλ| c
[
1
|λ|3 +
1
|z − λ|3
]
, λ ∈ Σ \ {0, λ0}.
Furthermore, we define
B0 =
∫
Q0
log
∣∣∣∣1 − zw
∣∣∣∣dm2(w)− log |z|
=
∫
Q0
[
log
1
|w| + log
∣∣∣∣1 − wz
∣∣∣∣
]
dm2(w).
If λ0 = 0, then |B0| c for an absolute constant c. Similarly, in this case,
Bλ0 + log |z − λ0| =
∫ [
log
∣∣w + (λ0 − z)∣∣− log
∣∣∣∣1 + wλ0
∣∣∣∣
]
dm2(w),Q0
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Therefore,
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∣∣∣∣
∫
Q
log
∣∣∣∣1 − zw
∣∣∣∣dm2(w)− log |PR(z)|dist(z,Σ)
∣∣∣∣= O(1), |z| <R2 + 1,
∣∣∣∣
∫
Q
log
∣∣∣∣1 − zw
∣∣∣∣dm2(w)− log∣∣PR(z)∣∣
∣∣∣∣= O(1), |z|R2 + 1.
(3.20)
Next we use the identity
2
π
∫
D(R2+1)
log
∣∣∣∣1 − zw
∣∣∣∣dm2(w)
= 4
min(|z|,R2+1)∫
0
log
|z|
s
s ds
=
{
(R2 + 1)2 + 2(R2 + 1)2 log | z
R2+1 |, |z|R2 + 1,
|z|2, |z| <R2 + 1,
(3.21)
and the estimates∣∣∣∣
∫
D(R2+1)\Q
log
∣∣∣∣1 − zw
∣∣∣∣dm2(w)
∣∣∣∣

∣∣∣∣
∫
D(R2+1)\Q
Re
z
w
dm2(w)
∣∣∣∣+ c
∫
D(R2+1)\Q
∣∣∣∣ zw
∣∣∣∣
2
dm2(w)
 c|z|
2
R2
, |z|R3/2, (3.22)
and ∣∣∣∣
∫
D(R2+1)\Q
log
∣∣∣∣1 − zw
∣∣∣∣dm2(w)
∣∣∣∣
m2
(D(R2 + 1) \Q) log[(R2 + 1)(|z| + (R2 + 1))], z ∈ C, (3.23)
for an absolute constant c. Now, (3.18) follows from (3.20)–(3.22); (3.19) follows from (3.20)–
(3.23). 
Proposition 3.5. Given R  100, there exists η(R) > 0 such that for every z ∈ D with |z| 
1 − η(R), there exists a function g = gz,R analytic in D such that uniformly in z,R we have
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∣∣g(w)∣∣e−h(w)  c(h)[ R2ρ(z)2
e|z −w|2
]R2/4
, w ∈ D \D(z,Rρ(z)). (3.25)
Proof. Without loss of generality we may assume that z ∈ (0,1). By Proposition 3.1, we find
{rk}, {Nk}, {sk}, Λ = {ske2πim/Nk }, and f ∈Ah(D) such that z = sk for some k, Z(f ) = Λ, and
∣∣f (w)∣∣ eh(w) dist(w,Λ)
ρ(w)
, w ∈ D. (3.26)
We define Σ = Σ
R/
√
2π (see Lemma 3.4), and denote
λa,b = sk+ae2πib/Nk+a , a + bi ∈ Σ.
Then
max
a+bi∈Σ
∣∣∣∣a + bi − λa,b − λ0,0√2πρ(z)
∣∣∣∣ ε(k),
with ε(k) → 0 as k → ∞. Denote
Q(w) = w − z
ρ(z)
∏
a+bi∈Σ\{0}
(
w − λa,b
z − λa,b
)
,
and put g = f/Q. Now, estimates (3.24) and (3.25) follow for fixed R when k is sufficiently
large, and correspondingly, ε(k) is sufficiently small.
Indeed, by (3.26), for u = ge−h we have
∣∣u(w)∣∣ dist(w,Λ)
ρ(w)
· ρ(z)|w − z| ·
∏
a+bi∈Σ\{0}
∣∣∣∣ z− λa,bw − λa,b
∣∣∣∣.
If w = z + √2πρ(z)w′, then
∣∣u(w)∣∣ dist(w,Λ)
ρ(w)
· 1|w′| ·
∏
a+bi∈Σ\{0}
∣∣∣∣ (z − λa,b)/(
√
2πρ(z))
w′ + (z − λa,b)/(
√
2πρ(z))
∣∣∣∣.
For small ε(k) and for dist(w′,Σ) > 1/10 we have
∣∣u(w)∣∣ dist(w,Λ)
ρ(w)
· 1|w′| ·
∏
a+bi∈Σ\{0}
∣∣∣∣ a + biw′ − (a + bi)
∣∣∣∣= dist(w,Λ)ρ(w)|P
R/
√
2π (w
′)| .
Now, for z sufficiently close to 1, by Lemma 3.4 and by the maximum principle, we have
∣∣u(w)∣∣ dist(w′,Σ)|P √ (w′)|  exp
[
−π
2
|w′|2
]
= exp
[
−|z −w|
2
4ρ(z)2
]
, |w′| R√
2π
,R/ 2π
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∣∣u(w)∣∣ c dist(w′,Σ)|P
R/
√
2π (w
′)|  c1
[
R2
2πe|w′|2
](π/2)·(R2/(2π))
= c1
[
R2ρ(z)2
e|z−w|2
]R2/4
, |w′| > R√
2π
. 
Proposition 3.6. Given R  100, there exists η(R) > 0 such that for every z ∈ D with |z| 
1 − η(R), there exists a function g = gz,R analytic in D such that uniformly in z,R we have
∣∣g(w)∣∣e−h(w)  e−|z−w|2/[4ρ(z)2], w ∈ D ∩D(z,Rρ(z)),
∣∣g(w)∣∣e−h(w)  c(h)[R2 min[ρ(z), ρ(w)]2
e|z−w|2
]R2/4
, w ∈ D \D(z,Rρ(z)).
Proof. We use the argument from the above proof, and just replace Proposition 3.1 by
Lemma 3.2. Furthermore, we use the argument from the proof of Lemma 3.3. 
4. dρ -separated sets
Here we establish several elementary properties of dρ -separated sets, sets of sampling, and
sets of interpolation.
Lemma 4.1. Let 0 <R < ∞, let z be sufficiently close to the unit circle, η∗(R) < |z| < 1, and let
f be bounded and analytic in D =D(z,Rρ(z)). Then
(i) ||f (z1)|e−h(z1) − |f (z2)|e−h(z2)| c(R,h)dρ(z1, z2)max
D
|f e−h|, z1, z2 ∈D(z,Rρ(z)/2),
(ii) ∣∣f (z)∣∣e−h(z)  c(R,h)
ρ(z)2
∫
D
∣∣f (w)∣∣e−h(w) dm2(w).
Proof. We may assume that ρ(ζ )  ρ(z), ζ ∈ D. We suppose that maxD |f e−h| = 1 and define
H(w) = h(z+wRρ(z)), |w| 1.
Then
H(w) = R
2ρ(z)2
ρ(z +wRρ(z))2  R
2, |w| 1.
Set
G(w) =
∫
log
∣∣∣∣ z−w1 − z¯w
∣∣∣∣H(z)dm2(z), |w| 1.
D
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is real and harmonic in D. Denote by H˜1 the harmonic conjugate of H1, and consider
F(w) = f (z+wRρ(z))e−H1(w)−iH˜1(w).
Then F is analytic and bounded in D, and hence,∣∣F(w1)− F(w2)∣∣ c|w1 −w2|, w1,w2 ∈D(1/2).
Since ∣∣F(w)∣∣= ∣∣f (z +wRρ(z))∣∣e−h(z+wRρ(z))eG(w),
we obtain assertion (i). Assertion (ii) follows by the mean value property for F . 
Corollary 4.2. Every set of sampling for Ah(D) contains a dρ -separated set of sampling for
Ah(D).
Corollary 4.3. Every set of interpolation for Ah(D) is dρ -separated.
Corollary 4.4. Every set of interpolation for Aph(D), 1 p < ∞, is dρ -separated.
Lemma 4.5. For every ε > 0, 1 p < ∞, we have Aph(D) ⊂A(1+ε)h(D).
Proof. By (2.1) and (3.7),
|ρ′(r)|
ρ(r)
= o
(
1
ρ(r)
)
= o(h′(r)), r → 1,
and hence,
eεh(z)ρ(z)2 → ∞, |z| → 1. (4.1)
Applying Hölder’s inequality and Lemma 4.1(ii) with R = 1, we obtain our assertion:
∣∣f (z)∣∣e−(1+ε)h(z)  c · e−εh(z)
ρ(z)2
∫
D(z,ρ(z))
∣∣f (z)∣∣e−h(z) dm2(z)
 c · e
−εh(z)
ρ(z)2/p
( ∫
D(z,ρ(z))
∣∣f (z)∣∣pe−ph(z) dm2(z)
)1/p
 c, z ∈ D. 
Lemma 4.6. Let Γ be a dρ -separated (with constant γ ) subset of D. If R > 0, Ω(R,Γ ) =
{w: minz∈Γ dρ(w, z)R}, and if f is analytic in Ω(R,Γ ), then
‖f ‖pp,h,Γ  c(γ,R,h,p)
∫
Ω(R,Γ )
∣∣f (w)∣∣pe−ph(w) dm2(w).
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Lemma 4.7. Let Γ ⊂ D. Then
‖f ‖pp,h,Γ  c(Γ )‖f ‖pp,h, f ∈Aph(D), (4.2)
if and only if Γ is a finite union of dρ -separated subsets.
Proof. For every z ∈ D with |z| close to 1, we apply Lemma 3.3 to obtain the function f = gz
such that
∣∣f (w)∣∣e−h(w)  1, |w − z| < ρ(z), (4.3)
∣∣f (w)∣∣e−h(w)  c(h) ρ(z)3|z −w|3 , w ∈ D. (4.4)
By (4.3),
‖f ‖pp,h,Γ 
∑
w∈Γ∩D(z,ρ(z))
∣∣f (w)∣∣pe−ph(w)ρ(w)2
 cCard
(
Γ ∩D(z,ρ(z)))ρ(z)2. (4.5)
Furthermore, by (4.3)–(4.4),
∫
|w−z|<ρ(z)
∣∣f (w)∣∣pe−ph(w) dm2(w)  ρ(z)2,
∫
|w−z|ρ(z)
∣∣f (w)∣∣pe−ph(w) dm2(w) c(h)ρ(z)2,
and hence, f ∈Aph(D) and
‖f ‖pp,h  ρ2(z). (4.6)
Now, (4.2), (4.5), and (4.6) imply that
sup
z∈D
Card
(
Γ ∩D(z,ρ(z)))< ∞,
and hence, Γ is a finite union of dρ -separated subsets.
In the opposite direction, if Γ is dρ -separated, then (4.2) follows from Lemma 4.6. 
Lemma 4.8. Every set of sampling for Aph(D) contains a dρ -separated set of sampling for
Ap(D).h
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Γ ∗ of Γ such that
sup
w∈Γ
min
z∈Γ ∗ dρ(z,w) ε.
Suppose that there exists f ∈Aph(D) such that
‖f ‖2,h  1, ‖f ‖p,h,Γ  1, ‖f ‖p,h,Γ ∗  ε.
By Lemma 4.7, for some N,K independent of ε, both Γ and Γ ∗ are unions of N subsets dρ -
separated with constant K . Without loss of regularity we can assume that |z| + ρ(z) < 1, z ∈ Γ .
For every zk ∈ Γ ∗ we choose wk ∈D(zk, ρ(zk)) such that
2
∣∣f (wk)∣∣pe−ph(wk)  upk = supD(zk,ρ(zk)) |f |pe−ph.
Then the sequence {wk} is the union of c(N,K) subsets dρ -separated with constant c1(N,K).
By Lemma 4.6,
∑
zk∈Γ ∗
u
p
k ρ(zk)
2  C‖f ‖pp,h,
with C independent of ε. Furthermore, by Lemma 4.1(i), for every k and for every w ∈
D(zk, ερ(zk)), ∣∣∣∣f (w)∣∣e−h(w) − ∣∣f (zk)∣∣e−h(zk)∣∣ Cεuk.
Therefore,
‖f ‖pp,h,Γ =
∑
w∈Γ
∣∣f (w)∣∣pe−ph(w)ρ(w)2
 C
∑
zk∈Γ ∗
(∣∣f (zk)∣∣pe−ph(zk) + εpupk )ρ(zk)2
 c
(‖f ‖pp,h,Γ ∗ + εp‖f ‖pp,h)Cεp,
with C independent of ε. This contradiction implies our assertion. 
5. Asymptotic densities
Given a set Γ ⊂ D such that D−ρ (Γ,D) < ∞, we denote
q−(R) = lim inf|z|→1, z∈D
CardΓ (z,R)
R2
, 0 <R < ∞,
where
Γ (z,R) = Γ ∩D(z,Rρ(z)).
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(Lemma 5.3).
We use the following lemma.
Lemma 5.1.
(i) If R > 0, and 0 < ε < ε(R), then for R′′  R′(R, ε), and for z ∈ D such that |z|  η1(R′′)
we have
CardΓ (z,R′′)
R′′2
 q−(R)− ε;
(ii) if δ > 0, R > 0, R′′ R′(R, δ), |z| η2(R′′),
E =
{
w ∈D(z,R′′ρ(z)/2): CardΓ (w,R)
R2
 q−(R)+ δ
}
,
and
m2E  δm2D
(
z,R′′ρ(z)/2
)
,
then
CardΓ (z,R′′)
R′′2
 q−(R)+ δ
2
5
.
Proof. By (2.2),
max
w∈D(z,R′′ρ(z))
∣∣∣∣log ρ(z)ρ(w)
∣∣∣∣= o(1), |z| → 1,
and hence, for small ε, for fixed R′′, and for |z| close to 1 we have
Card
(
Γ ∩D(w, (R + ε3)ρ(z))) CardΓ (w,R) (q−(R)− ε3)R2, w ∈D(z,R′′ρ(z)).
(5.1)
In the same way,
E ⊂ E′ = {w ∈D(z,R′′ρ(z)/2):
Card
(
Γ ∩D(w, (R + ε3)ρ(z))) (q−(R)+ δ)R2}. (5.2)
We use that by the Fubini theorem, for 0 < r1 < r2 and for F ⊂D(r2 − r1),
CardF = 1
πr21
∫
D(r2)
Card
(
F ∩D(w, r1)
)
dm2(w). (5.3)
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CardΓ (z,R′′)
R′′2

∫
D(z,(R′′−R−ε3)ρ(z))
Card(Γ ∩D(w, (R + ε3)ρ(z)))
π(R + ε3)2ρ(z)2R′′2 dm2(w). (5.4)
Therefore, by (5.1), for |z| close to 1,
CardΓ (z,R′′)
R′′2

(
q−(R)− ε3
)(R′′ −R − ε3
R′′
)2(
R
R + ε3
)2
 q−(R)− ε,
for ε < ε(R), R′′ R′(R, ε).
(ii) By (5.1)–(5.2), for small ε > 0, fixed R′′ and |z| close to 1 we have
∫
D(z,(R′′−R−ε3)ρ(z))
Card(Γ ∩D(w, (R + ε3)ρ(z)))
π(R + ε3)2ρ(z)2R′′2 dm2(w)
=
∫
E′
. . .+
∫
D(z,(R′′−R−ε3)ρ(z))\E′
. . .
 R
2m2E′
π(R + ε3)2ρ(z)2R′′2
(
q−(R)+ δ
)
+ R
2(π(R′′ −R − ε3)2ρ(z)2 −m2E′)
π(R + ε3)2ρ(z)2R′′2
(
q−(R)− ε3
)
.
If m2E′  δm2D(z,R′′ρ(z)/2), then by (5.4) we obtain
CardΓ (z,R′′)
R′′2

∫
D(z,(R′′−R−ε3)ρ(z))
Card(Γ ∩D(w, (R + ε3)ρ(z)))
π(R + ε3)2ρ(z)2R′′2 dm2(w)

(
R
R + ε3
)2[(
R′′ −R − ε3
R′′
)2(
q−(R)− ε3
)+ δ
4
(
δ + ε3)]
 q−(R)+ δ
2
5
for ε = ε(δ), R′′ R′(R, δ), |z| η2(R′′). 
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D−ρ (Γ,D) = lim inf
R→∞ q−(R) q−(R0)− ε.
Therefore, we obtain
Corollary 5.2.
lim
R→∞q−(R) = D
−
ρ (Γ,D), (5.5)
and
q−(R)D−ρ (Γ,D), R > 0. (5.6)
Given closed subsets A and B of C, the Fréchet distance [A,B] is the smallest t > 0 such that
A ⊂ B + tD, B ⊂ A + tD. A sequence {An}, An ⊂ C, converges weakly to A ⊂ C if for every
R > 0,
[(
An ∩D(R)
)∪RT, (A∩D(R))∪RT]→ 0, n → ∞.
In this case we use the notation An ⇀ A. Given any sequence {An}, An ⊂ C, we can choose a
weakly convergent subsequence {Ank }.
Lemma 5.3. If Γ ⊂ D, and D−ρ (Γ,D)  12 , then there exist a sequence of points zj ∈ D,|zj | → 1, a sequence Rj → ∞, j → ∞, and a subset Γ0 of C such that
Γ #(zj ,Rj )⇀ Γ0, j → ∞, (5.7)
lim inf
R→∞
Card(Γ0 ∩D(R))
R2
 1
2
, (5.8)
where
Γ #(z,R) = {w ∈ C: z +wρ(z) ∈ Γ (z,R)}
= {w ∈D(R): z+wρ(z) ∈ Γ }.
Proof. Choose a sequence of positive numbers δk ,
∑
k1 δk  1, set rk = 2k , k  1, and apply
Lemma 5.1(ii) to find ε1 > 0, 0 < η1 < 1, R1 such that for η1  |w| < 1, if
CardΓ (w,R1)
R21
 q−(R1)+ ε1,
then there exists z = z1(w) ∈D(w,R1ρ(w)/2) such that
CardΓ (z, r1)
r2
 q−(r1)+ δ1.1
588 A. Borichev et al. / Journal of Functional Analysis 242 (2007) 563–606Applying Lemma 5.1(ii) repeatedly, we find εm → 0, ηm → 1, Rm → ∞, m → ∞, such that
for m 1, ηm  |w| < 1, if
CardΓ (w,Rm)
R2m
 q−(Rm)+ εm,
then there exists z = zm(w) ∈D(w,Rmρ(w)/2), such that
CardΓ (z, rk)
r2k
 q−(rk)+ δk, 1 k m.
Next, by the definition of q−(Rm), we can find wm ∈ D, ηm  |wm| < 1, such that
CardΓ (wm,Rm)
R2m
 q−(Rm)+ εm,
and define zm = zm(wm). We obtain
lim sup
m→∞
Card(Γ (zm, rk))
r2k
D−ρ (Γ,D)
1
2
, k  1. (5.9)
Finally, we choose a sequence {mk} and a set Γ0 ∈ C such that
Γ #(zmk , rmk )⇀ Γ0, mk → ∞.
The property (5.8) follows from (5.9). 
Analogously, we have
Lemma 5.4. If Γ ⊂ D, and D+ρ (Γ,D)  12 , then there exist a sequence of points zj ∈ D,|zj | → 1, a sequence Rj → ∞, j → ∞, and a subset Γ0 of C such that
Γ #(zj ,Rj )⇀ Γ0, j → ∞, (5.10)
lim sup
R→∞
Card(Γ0 ∩D(R))
R2
 1
2
. (5.11)
6. Sampling theorems
We set β(z) = |z|2/4.
Proof of Theorem 2.1. By Corollary 4.2, every sampling set for Ah(D) contains a dρ -separated
subset which is also a sampling set for Ah(D).
(A) Suppose that Γ is dρ -separated, and D−ρ (Γ,D)  12 . We follow the scheme proposed
in [16]. We apply Lemma 5.3 to obtain zj , Rj , and Γ0 satisfying (5.7)–(5.8). Fix ε > 0. By the
theorem of Seip on sampling in Fock type spaces [20, Theorem 2.3], there exists f ∈ Aβ(C)
such that
‖f ‖β = 1, ‖f ‖β,Γ0  ε.
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∣∣fK(z)∣∣e−β(z)  ∣∣fK(z)∣∣e−(1−K−3/2)2β(z)

∣∣f (z)∣∣e−β(z) + ∣∣∣∣f (z)∣∣e−β(z) − ∣∣f ((1 −K−3/2)z)∣∣e−(1−K−3/2)2β(z)∣∣
= ∣∣f (z)∣∣e−β(z) + o(1), |z|K, K → ∞,
where in the last relation we use [20, Lemma 3.1] (for a similar estimate see Lemma 4.1(i)).
Furthermore, ∣∣fK(z)∣∣e−β(z) = o(1), |z| >K, K → ∞.
Therefore, for sufficiently large K we get
‖fK‖β  1, ‖fK‖β,Γ0  2ε.
We fix such K and for N  0 set
TNfK(z) =
∑
0nN
cnz
n,
where
fK(z) =
∑
n0
cnz
n.
As in [16, p. 169], by the Cauchy formula,
|cn| c · inf
r
exp[(1 −K−3/2)2r2/4]
rn
,
and hence, ∑
n0
∣∣cnzn∣∣e−β(z)  c(1 + |z|)4e[(1−K−3/2)2−1]|z|2/4, z ∈ C. (6.1)
Therefore, for sufficiently large N we have
‖TNfK‖β  1, ‖TNfK‖β,Γ0  3ε.
We fix such N , set P = TNfK , and choose a ∈ C such that∣∣P(a)∣∣e−β(a)  1.
By (5.7), we can find large R > |a| and z close to the unit circle such that
∣∣P(w)∣∣ ε|w|R, |w|R,
‖P ‖β,Γ #(z,R)  4ε.
590 A. Borichev et al. / Journal of Functional Analysis 242 (2007) 563–606We set z∗ = z + aρ(z), apply Proposition 3.5 to get g = gz,R , and define
f (w) = g(w)P
(
w − z
ρ(z)
)
.
Then f ∈Ah(D),
∣∣f (z∗)∣∣e−h(z∗)  ∣∣g(z∗)∣∣e−h(z∗) · ∣∣P(a)∣∣ e−|a|2/4eβ(a) = 1,∣∣f (w)∣∣e−h(w)  e−|w−z|2/(4ρ(z)2) · 4εe|w−z|2/(4ρ(z)2) = 4ε, w ∈ Γ (z,R),
∣∣f (w)∣∣e−h(w)  c[ R2ρ(z)2
e|z−w|2
]R2/4
· ε
[ |z −w|
ρ(z)
]R
 cε, w ∈ D \D(z,Rρ(z)),
with c independent of ε,R. Since ε can be chosen arbitrarily small, this shows that Γ is not a
sampling set for Ah(D).
(B) Now we assume that Γ is a dρ -separated subset of D, D−ρ (Γ,D) > 12 , and Γ is not
a sampling set for Ah(D). Then there exist functions fn ∈ Ah(D) such that ‖fn‖h = 1 and
‖fn‖h,Γ → 0, n → ∞. By the normal function argument, either (B1) fn tend to 0 uniformly
on compact subsets of the unit disc or (B2) there exists a subsequence fnk converging uniformly
on compact subsets of the unit disc to f ∈Ah(D), f = 0, with f |Γ = 0.
In case (B1), using Proposition 3.5 we can find zn ∈ D, Rn → ∞, n → ∞, such that the
functions
Fn(w) = f (zn +wρ(zn))
gzn,Rn(zn +wρ(zn))
satisfy the conditions:
∣∣Fn(0)∣∣ 1,∣∣Fn(w)∣∣ e|w|2/4, |w|Rn,
sup
Γ #(zn,Rn)
|Fn| → 0, n → ∞.
By Corollary 5.2, we can find q , 12 < q < D
−
ρ (Γ,D), and 0 < C < R′n < Rn, R′n → ∞ as
n → ∞, such that
CardΓ #(zn, r) qr2, C  r R′n.
Again by the normal function argument, we can choose a sequence nk → ∞, k → ∞, such that
Fnk converge uniformly on compact subsets of C to F ∈ Aβ(C), and Γ (znk ,Rnk ) ⇀ Γ ∗ such
that
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= 0,
F |Γ ∗ = 0,
Card
(
Γ ∗ ∩ closD(r)) qr2, r  C.
To get the last inequality we use that Γ is dρ -separated.
However, by Jensen’s inequality,
−∞ < log∣∣F(0)∣∣ 1
2π
2π∫
0
log
∣∣F (reiθ )∣∣dθ − ∑
wk∈Γ ∗∩D(r)
log
r
|wk|
 r
2
4
−
r∫
0
log
r
s
dn(s) = r
2
4
−
r∫
0
n(s)
s
ds
 r
2
4
− qr
2
2
+O(1) → −∞, r → ∞,
where n(r) = Card(Γ ∗ ∩ closD(r)). This contradiction implies our assertion in case (B1).
In case (B2), without loss of generality we can assume that 0 /∈ Γ , f (0) = 0. By Jensen’s
inequality,
−∞ < log∣∣f (0)∣∣ 1
2π
2π∫
0
log
∣∣f (reiθ )∣∣dθ − ∑
wk∈Γ∩D(r)
log
r
|wk| . (6.2)
Furthermore, we choose ε > 0 and large R >R(ε). Then
∑
wk∈Γ∩D(r)
log
r
|wk|
=
∑
wk∈Γ ∩D(r)
log
r
|wk| ·
1
πR2ρ(wk)2
∫
D(wk,Rρ(wk))
dm2(w)
O(1)+ (1 − ε)
∫
D(r−R2ρ(r))
1
πR2ρ(w)2
· log r|w|
× Card{wk ∈ Γ : w ∈D(wk,Rρ(wk))}dm2(w)
O(1)+ (1 − ε)
2q−(R − ε)
π
∫
D(r−R2ρ(r))
1
ρ(w)2
log
r
|w| dm2(w)
= O(1)+ (1 − ε)
2q−(R − ε)
π
2πh(r), r → 1,
that contradicts to (6.2) for small ε > 0 and R >R(ε). This proves our assertion. 
592 A. Borichev et al. / Journal of Functional Analysis 242 (2007) 563–606Proof of Theorem 2.2. By Lemmas 4.7 and 4.8, every sampling set for Aph(D) is a finite union
of dρ -separated subsets and contains a dρ -separated subset which is also a sampling set for
Aph(D).
(A) Suppose that Γ is a dρ -separated subset of the unit disc and D−ρ (Γ,D) 12 . As in part (A)
of the proof of Theorem 2.1, we apply Lemma 5.3 to obtain zj , Rj , and Γ0 satisfying (5.7)–(5.8).
Furthermore, Γ0 is uniformly separated, that is
inf
{|z1 − z2|: z1, z2 ∈ Γ0, z1 = z2}> 0.
Then, by a version of a result of Seip [20, Lemma 7.1] (see also Lemma 4.7),
∑
z∈Γ0
e−pβ(z)
∣∣g(z)∣∣p  c‖g‖pp,β, g ∈Apβ(C). (6.3)
Fix ε > 0. By the theorem of Seip on sampling in Fock spaces [20, Theorem 2.1], there exists
f ∈Apβ(C) such that
‖f ‖p,β = 1, ‖f ‖p,β,Γ0  ε.
We approximate f by a polynomial P in the norm of Apβ(C) and obtain, using (6.3), that
1 − ε  ‖P ‖p,β  1 + ε, ‖P ‖p,β,Γ0  2ε.
For some M > 0 we have ∫
D(M)
∣∣P(z)∣∣pe−pβ(z) dm2(z) 12 . (6.4)
By (5.7), we can find large R >M and z close to the unit circle such that
∣∣P(w)∣∣ ε|w|R, |w|R, (6.5)
‖P ‖p,β,Γ #(z,R)  3ε. (6.6)
We apply Proposition 3.5 to get g = gz,R , and define
f (w) = g(w)
ρ(z)2/p
P
(
w − z
ρ(z)
)
.
Then, by (3.24) and (6.4),
‖f ‖pp,h 
∫
|w−z|Rρ(z)
∣∣f (w)∣∣pe−ph(w) dm2(w)

∫ 1
ρ(z)2
∣∣∣∣P
(
w − z
ρ(z)
)∣∣∣∣
p
e−p|w−z|2/[4ρ(z)2] dm2(w)
|w−z|Rρ(z)
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∫
D(R)
∣∣P(w)∣∣pe−p|w|2/4 dm2(w) 12 . (6.7)
On the other hand,
‖f ‖pp,h,Γ =
∑
w∈Γ
∣∣f (w)∣∣pe−ph(w)ρ(w)2 = ∑
w∈Γ (z,R)
. . .+
∑
w∈Γ \Γ (z,R)
. . . .
By (3.24) and (6.6),
∑
w∈Γ (z,R)
ρ(w)2
ρ(z)2
∣∣g(w)∣∣pe−ph(w)∣∣∣∣P
(
w − z
ρ(z)
)∣∣∣∣
p
 c
∑
w∈Γ #(z,R)
e−p|w|2/4
∣∣P(w)∣∣p  Cεp.
Since Γ is dρ -separated, by Lemma 4.6 we have
∑
w∈Γ \Γ (z,R)
∣∣f (w)∣∣pe−ph(w)ρ(w)2  c ∫
D\D(z,(R−1)ρ(z))
∣∣f (w)∣∣pe−ph(w) dm2(w).
Furthermore, by (3.24), (3.25), and (6.5),
∫
D\D(z,(R−1)ρ(z))
1
ρ(z)2
∣∣g(w)∣∣pe−ph(w)∣∣∣∣P
(
w − z
ρ(z)
)∣∣∣∣
p
dm2(w)
 cεp
∫
D\D(z,Rρ(z))
1
ρ(z)2
[ |w − z|
ρ(z)
]pR[
R2ρ(z)2
e|w − z|2
]pR2/4
dm2(w)
+ cεp
∫
D(z,Rρ(z))\D(z,(R−1)ρ(z))
1
ρ(z)2
RpRe−p|w−z|2/[4ρ(z)2] dm2(w)
= cεp
∫
|w|>R
|w|pR
[
R2
e|w|2
]pR2/4
dm2(w)
+ cεp
∫
R−1<|w|<R
RpRe−p|w|2/4 dm2(w) cεp,
with c independent of R. This together with (6.7) shows that Γ is not a sampling set for Aph(D).
(B) Now we assume that Γ is a dρ -separated subset of D, D−ρ (Γ,D) > 12 . Then, by Theo-
rem 2.1, we can fix small ε > 0 such that Γ is a sampling set for A(1+ε)h(D). Following the
method of [7, Section 6], we are going to prove that Γ is a sampling set for Ap(D).h
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A(1+ε)h,0(D) =
{
F ∈ Hol(D): lim|z|→1F(z)e
−(1+ε)h(z) = 0
}
,
RΓ :F ∈A(1+ε)h,0(D) →
{
F(zk)e
−(1+ε)h(zk)}
zk∈Γ ∈ c0.
Since Γ is a sampling set for A(1+ε)h(D), RΓ is an invertible linear operator onto a closed
subspace V of the space c0. Therefore, linear functionals Ez :v ∈ V → (R−1Γ v)(z)e−(1+ε)h(z),‖Ez‖  1, z ∈ D (see also Lemma 3.2), extend to linear functionals on c0 bounded uniformly
in z. Thus, for every z ∈ D, there exist bk(z), k  1, such that∑
k1
∣∣bk(z)∣∣ C, (6.8)
with C independent of z, and
F(z)e−(1+ε)h(z) =
∑
k1
bk(z)F (zk)e
−(1+ε)h(zk). (6.9)
Let f ∈Aph(D). By Lemma 4.5, f ∈A(1+ε)h,0(D). For every z ∈ D, we use Lemma 3.3 (with
h replaced by εh) to get gz satisfying (3.16)–(3.17) (with ρ replaced by ε−1/2ρ). Now, we apply
(6.9) to F = fgz. By (3.16) we obtain
∣∣f (z)∣∣e−h(z)  C∑
k1
∣∣bk(z)∣∣∣∣f (zk)∣∣e−h(zk)∣∣gz(zk)∣∣e−εh(zk).
By (6.8),
∣∣f (z)∣∣pe−ph(z)  C∑
k1
∣∣f (zk)∣∣pe−ph(zk)∣∣gz(zk)∣∣pe−pεh(zk)
and hence,
‖f ‖pp,h  C
∑
k1
∣∣f (zk)∣∣pe−ph(zk)
∫
D
∣∣gz(zk)∣∣pe−pεh(zk) dm2(z).
It remains to note that by (3.17),
∫
D
∣∣gz(zk)∣∣pe−pεh(zk) dm2(z) c(ε)
∫
D
min
[
1,
ρ(zk)
3p
|z − zk|3p
]
dm2(z)
 C(ε)ρ(zk)2.
Then ‖f ‖p,h  C‖f ‖p,h,Γ , and using Lemma 4.7, we conclude that Γ is a sampling set for
Aph(D). 
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Proof of Theorem 2.3. Corollary 4.3 claims that every interpolation set for Ah(D) is dρ -
separated.
(A) Let Γ be a dρ -separated subset of D, and let D+ρ (Γ,D)  12 . Suppose that Γ is an in-
terpolation set for Ah(D). We apply Lemma 5.4 to obtain zj , Rj , and Γ0 = {z0k}k1 satisfying
(5.10), (5.11). Suppose that ak ∈ C satisfy the estimate
|ak|e−β(z0k)  1.
By (5.10), we can choose a subsequence {z′j } of {zj } and R′j → ∞ satisfying the following
properties: Γ (z′j ,R′j ) are disjoint,
Bj = CardΓ
(
z′j ,R′j
)= Card[Γ0 ∩D(R′j )],
and we can enumerate Γ (z′j ,R′j ) = {wjk}1kBj in such a way that
max
1kBj
∣∣∣∣z0k − wjk − z
′
j
ρ(z′j )
∣∣∣∣→ 0, j → ∞. (7.1)
Without loss of generality, we can assume that |z′j | > 1 − η(R′j ). Therefore, by Proposition 3.5,
there exist gj = gz′j ,R′j satisfying (3.24) and (3.25).
For j  1 we consider the following interpolation problem:
fj (w) =
{
akgj (wjk), w = wjk ∈ Γ (z′j ,R′j ),
0, w ∈ Γ \ Γ (z′j ,R′j ).
(7.2)
By our assumption on Γ , we can find fj ∈Ah(D) satisfying (7.2). Then the functions
Fj (w) =
fj (z
′
j +wρ(z′j ))
gj (z
′
j +wρ(z′j ))
satisfy the properties
Fj
(
wjk − z′j
ρ(z′j )
)
= ak, 1 k  Bj ,
∣∣Fj (w)∣∣ ceβ(w), |w|R′j .
By a normal families argument and by (7.1), we conclude that there exists an entire function
F ∈Aβ(C) such that
F
(
z0k
)= ak, k  1.
596 A. Borichev et al. / Journal of Functional Analysis 242 (2007) 563–606Thus, Γ0 is a set of interpolation for Aβ(C). However, by the theorem of Seip on interpola-
tion in the Fock type spaces [20, Theorem 2.4], this is impossible for Γ0 satisfying (5.11). This
contradiction proves our assertion.
(B) Now we assume that Γ is a dρ -separated subset of D, D+ρ (Γ,D) < 12 . First of all, if Γ
is an interpolation set for Ah(D), and λ ∈ D \ Γ , then Γ ∪ {λ} is also an interpolation set for
Ah(D). (Later on, to deal with the plane case, we add to Γ an infinite sequence in such a way
that the modified Γ satisfies the same conditions, and then use that if Γ is an interpolation set
for Ah(C), and λ ∈ C \ Γ , μ ∈ Γ , then Γ ∪ {λ} \ {μ} is also an interpolation set for Ah(C).)
For every sufficiently large R, R  R0, we can find η1(R) < 1 such that the family of sets
Γ #(z,R), z ∈ Γ \D(η1(R)), R R0, satisfies the uniform estimates⎧⎪⎪⎨
⎪⎪⎩
sup
w∈C, rR0
Card(D(w, r)∩ Γ #(z,R))
r2
<
1
2
,
inf
w1 =w2,w1,w2∈Γ #(z,R)
|w1 −w2| > 0.
(7.3)
Therefore, by (a variant of) the theorem of Seip–Wallstén on interpolation in the Fock type spaces
[20, Theorem 2.4], [24, Theorem 1.2], for some c < ∞, ε > 0, and for every R  R0, z ∈ Γ \
D(η1(R)), there exists Fz,R ∈ A(1−ε)β(C), such that
⎧⎨
⎩
Fz,R(0) = 1,
Fz,R|Γ #(z,R) \ {0} = 0,
‖Fz,R‖(1−ε)β  c.
(7.4)
To continue, we need a simple estimate similar to (6.1).
Lemma 7.1. If F(z) =∑n0 cnzn, |F(z)| exp |z|2, z ∈ C, N ∈ Z+, and
(TNF)(z) =
∑
0nN
cnz
n,
then
∣∣(F − TNF)(z)∣∣ 2−(N−3)/2, |z|√N/(4e),∣∣(TNF)(z)∣∣ (N + 1) exp |z|2, √N/(4e) < |z|√N/2,∣∣(TNF)(z)∣∣ (N + 1)|z|N(2e/N)N/2, |z| >√N/2.
Proof. By the Cauchy formula, we have
|cn| inf
r>0
[
r−n exp r2
]= exp[−n
2
log
n
2e
]
,
and hence,
∑
|cn|rn 
∑( n
2e
· 4e
N
)−n/2
 2−(N−3)/2, r 
√
N/(4e),n>N n>N
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∑
0nN
|cn|rn  (N + 1) max
0nN
exp
[
−n
2
log
n
2e
+ n log r
]
, r  0.
Furthermore,
−n
2
log
n
2e
+ n log r  r2, r  0,
and
−n
2
log
n
2e
+ n log r N log r − N
2
log
N
2e
, r 
√
N/2, 0 nN. 
Corollary 7.2. If ε > 0, F ∈ A(1−ε)β(C), ‖F‖(1−ε)β  1, N ∈ Z+, TNF is defined as above,
and R = √2N/(1 − ε) is sufficiently large, R > R(ε), then for some c = c(ε) > 0 independent
of z,R we have
∣∣(F − TNF)(z)∣∣e−|z|2/4  e−cR2, |z|R,∣∣(TNF)(z)∣∣e−|z|2/4  2e−c|z|2 , |z|R,
∣∣(TNF)(z)∣∣
(
e|z|2
R2
)−R2/4

(
e|z|2
R2
)−εR2/5
, |z| >R.
For large N we set R = √2N/(1 − ε), and for z ∈ Γ sufficiently close to the unit circle,
define, using gz,R from Proposition 3.6 and Fz,R from (7.4),
Uz(w) = gz,R(w) · (TNFz,R)
(
w − z
ρ(z)
)
. (7.5)
If Γ = {zn}n1, an ∈ C, n 1, and
sup
n1
|an|e−h(zn)  1, (7.6)
then for |zn| η = max(η(R), η1(R)) (η(R) is introduced in Proposition 3.6) we put
Vn = anUzn
Uzn(zn)
. (7.7)
Then
Vn(zn) = an, (7.8)
and by the estimates in Proposition 3.6 and in Corollary 7.2 we obtain for |zn| η that
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= n, (7.9)∣∣Vn(z)∣∣e−h(z)  c0e−c|z−zn|2/[ρ(zn)2], |z− zn|Rρ(zn), (7.10)
∣∣Vn(z)∣∣e−h(z)  c0
(
R2 min[ρ(zn), ρ(z)]2
e|z − zn|2
)εR2/5
, |z − zn| >Rρ(zn), (7.11)
for some c0 independent of zn, z,R.
For R > 1 we define
AR(z) =
∑
zn∈Γ, |z−zn|>Rρ(zn)
(
R2 min[ρ(zn), ρ(z)]2
e|z − zn|2
)εR2/5
.
Suppose that for every δ > 0, we can find arbitrarily large R such that
sup
D
AR  δ. (7.12)
Then for 0 < δ < 1/(2c0), for sufficiently large R, and for η = max(η(R), η1(R)) we can define
f1 =
∑
zn∈Γ \D(η)
Vn,
and obtain that for some B independent of {an} satisfying (7.6),
‖f1‖h  B, (7.13)
sup
zn∈Γ \D(η)
∣∣f1(zn)− an∣∣e−h(zn)  12 . (7.14)
Indeed, by (7.10)–(7.12), for z ∈ D we have
∣∣f1(z)∣∣e−h(z)  ∑
zn∈Γ \D(η), |z−zn|Rρ(zn)
∣∣Vn(z)∣∣e−h(z) + ∑
zn∈Γ \D(η), |z−zn|>Rρ(zn)
∣∣Vn(z)∣∣e−h(z)
 c + c0δ.
By (7.8), (7.9), (7.11), and (7.12), for zk ∈ Γ \D(η) we have
∣∣f1(zk)− ak∣∣e−h(z)  ∑
|zk−zn|Rρ(zn), k =n
∣∣Vn(z)∣∣e−h(z) + ∑
zn∈Γ \D(η), |zk−zn|>Rρ(zn)
∣∣Vn(z)∣∣e−h(z)
 cR2e−cR2 + c0δ  12
for sufficiently large R. We fix such δ,R,η.
Iterating the approximation construction and using (7.13) and (7.14), we obtain f2 ∈Ah(D)
such that
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sup
zn∈Γ \D(η)
∣∣f2(zn)+ f1(zn)− an∣∣e−h(zn)  14 .
Continuing this process, we arrive at f =∑n1 fn such that
‖f ‖h  2B,
f (zn) = an, zn ∈ Γ \D(η).
Thus, Γ \D(η) is a set of interpolation for Ah(D), and hence, Γ is a set of interpolation for
Ah(D).
It remains to estimate AR for large R. Since Γ is dρ -separated, using (2.2) we obtain
∑
zn∈Γ, |z−zn|>Rρ(zn)
(
R2 min[ρ(zn), ρ(z)]2
e|z− zn|2
)εR2/5
 C(Γ,h)
∫
D\D(z,Rρ(z))
(
R2 min[ρ(w),ρ(z)]2
e|z −w|2
)εR2/5
dm2(w)
ρ(w)2
R2
∫
|ζ |>1
(
1
e|ζ |2
)εR2/5
dm2(ζ ) = o(1), R → ∞, (7.15)
because for any z,w ∈ D, R √5/ε,
(
min[ρ(w),ρ(z)]
ρ(z)
)2εR2/5(
ρ(z)
ρ(w)
)2
 1.
This completes the proof of our assertion. 
Proof of Theorem 2.4. By Corollary 4.4, every set of interpolation for Aph(D) is dρ -separated.
(A) The argument is analogous to that in the part (A) of the proof of Theorem 2.3. We just use
[20, Theorem 2.2] instead of [20, Theorem 2.4].
(B) Now we assume that Γ is a dρ -separated subset of D, D+ρ (Γ,D) < 12 . As in the part(B) of the proof of Theorem 2.3 we find c < ∞, ε > 0, and R0 > 1, such that for R  R0,
z ∈ Γ \D(η1(R)), the sets Γ #(z,R) satisfy (7.3), and there exist Fz,R ∈ Ap(1−2ε)β(C), such that
⎧⎨
⎩
Fz,R(0) = 1,
Fz,R|Γ #(z,R) \ {0} = 0,
‖Fz,R‖p,(1−2ε)β  c.
(7.16)
Instead of Lemma 7.1 and Corollary 7.2 we use
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as in Lemma 7.1, and if R = √2N/(1 − ε) is sufficiently large, R > R(ε), then for some c =
c(ε) > 0 independent of z,R we have
∣∣(F − TNF)(z)∣∣e−|z|2/4  e−cR2, |z|R, (7.17)
∣∣(TNF)(z)∣∣
(
e|z|2
R2
)−R2/4

(
e|z|2
R2
)−εR2/5
, |z| >R, (7.18)
∫
D(R)
∣∣(TNF)(z)∣∣pe−p|z|2/4 dm2(z) 1. (7.19)
Proof. We just use Lemma 4.5 and Corollary 7.2 to deduce (7.17)–(7.18). Inequality (7.19) is
evident. 
Next, we define Uz as in (7.5) using Fz,R from (7.16). If Γ = {zn}n1, an ∈ C, n 1, and∑
n1
|an|pe−ph(zn)ρ(zn)2  1, (7.20)
then for |zn| η = max(η(R), η1(R)) (η(R) is introduced in Proposition 3.6) we define Vn by
(7.7). Set γn = |an|e−h(zn). As above, we obtain
Vn(zn) = an,∣∣Vn(zk)∣∣e−h(zk)  c1γn · e−cR2, |zk − zn|Rρ(zn), k = n,∫
D(z,Rρ(zn))
∣∣Vn(z)∣∣pe−ph(z) dm2(z) c1γ pn · ρ(zn)2,
∣∣Vn(z)∣∣e−h(z)  c1γn ·
(
R2 min[ρ(zn), ρ(z)]2
e|z− zn|2
)εR2/5
, |z − zn| >Rρ(zn),
for some c, c1 independent of zn, z,R.
For z, ζ ∈ D we set
W(z, ζ ) =
(
R2 min[ρ(ζ ), ρ(z)]2
e|z − ζ |2
)εR2/5(
1 − χD(ζ,Rρ(ζ ))(z)
)
.
Now, to complete the proof as in part (B) of Theorem 2.3, we need only to verify that for
every δ > 0 there exists arbitrarily large R such that
∑
k1
(∑
n1
γnW(zk, zn)
)p
ρ(zk)
2  δ,
∫ (∑
n1
γnW(z, zn)
)p
dm2(z) 1.D
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∫
D
(∑
n1
γnW(z, zn)
)p
dm2(z) δ1, (7.21)
with small δ1. By (7.15), for any small δ2 > 0 we can find large R such that∑
n1
W(z, zn) δ2, z ∈ D. (7.22)
An estimate analogous to (7.15) gives us for large R∫
D
W(z, zn) dm2(z) cρ(zn)2.
Therefore,
∫
D
(∑
n1
γnW(z, zn)
)p
dm2(z)

∫
D
(∑
n1
W(z, zn)
)p−1
·
(∑
n1
γ
p
n W(z, zn)
)
dm2(z)
 δp−12 ·
∑
n1
γ
p
n
∫
D
W(z, zn) dm2(z) cδp−12 ·
∑
n1
γ
p
n ρ(zn)
2 = cδp−12 .
This completes the proof of our assertion in the case p > 1. If p = 1, then (7.21) follows from
(7.20) and (7.22). 
8. The plane case
The results of Sections 3–7 easily extend to the plane case. First, we can approximate h by
log |f | for a special infinite product f .
Proposition 8.1. There exist sequences {rk}, {sk}, 0 = r0 < s0 < r1 < · · · < rk < sk < rk+1 · · ·,
and a sequence Nk , k  0, of natural numbers, such that Nk+1 Nk for large k, and
(i) lim
k→∞
rk+1 − rk
ρ(rk)
= √2π, lim
k→∞
Nk(rk+1 − rk)
rk
= 2π,
lim
k→∞
rk+1 − rk
rk − rk−1 = 1, limk→∞
rk+1 − sk
rk+1 − rk =
1
2
;
(ii) if Λ = {ske2πim/Nk }k0,0m<Nk , and if
f (z) = lim
r→∞
∏ (
1 − z
λ
)
,λ∈Λ∩D(r)
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and
∣∣f (z)∣∣ eh(z) dist(z,Λ)
ρ(z)
, z ∈ C.
The proof in the case (IIC) is analogous to that of Proposition 3.1 in the case (IID). We need
only to mention that in the estimate (3.14) we use that
y−1∫
0
e−c2(r−x)/ρ(x) dx
ρ(x)
 c
y−1∫
0
e−c2(r−x)/ρ(x) dx
ρ(x)2
 c1
y−1∫
0
dx
(r − x)2  c1.
In the case (IC), to estimate
∑
Um,
Um = log
∣∣1 − sNmm z−Nm ∣∣, 0m< k,
we divide m, 0m< k, into the groups
St =
{
m: 2t ρ(r) ρ(sm) < 2t+1ρ(r)
}
, t  0.
Then for some M < ∞
CardSt 
cr
2t/M · 2t ρ(r) , r  1,
and ∑
m∈St
e−Nm(r−sm)  c1e−cr
2/(2t ρ(r)) · r
2t/M · 2t ρ(r)  c22
−t/M, t > 0, r  1,
for some c, c1, c2 independent of t > 0, r  1, and∑
m∈S0
e−Nm(r−sm) 
∑
k0
e−ckrρ(r)/ρ(r)  c1,
for some c, c1 independent of r  1.
Using Proposition 8.1, we arrive at analogs of Propositions 3.5 and 3.6. For example, we have
Proposition 8.2. Given R  100, there exists η(R) < ∞ such that for every z ∈ C with |z| 
η(R), there exists a function g = gz,R analytic in C such that
∣∣g(w)∣∣e−h(w)  e−|z−w|2/[4ρ(z)2], w ∈D(z,Rρ(z)),
∣∣g(w)∣∣e−h(w)  c(h)[R2 min[ρ(z), ρ(w)]22
]R2/4
, w ∈ C \D(z,Rρ(z)).e|z −w|
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rems 2.5–2.8.
9. Subspaces of large index
Let X be a Banach space of analytic functions in the unit disc, such that the operator Mz of
multiplication by the independent variable f → zf acts continuously on X. Examples of such
spaces are the Hardy spaces Hp and the weighted Bergman spaces Ah(D), Aph(D), 1 p < ∞.
A closed proper subspace E of X is said to be z-invariant if MzE ⊂ E. The index of a z-invariant
subspace E is defined as
indE = dimE/MzE.
Every z-invariant subspace of the Hardy space H 2 has index 1. In 1985, C. Apostol,
H. Bercovici, C. Foias¸ and C. Pearcy [2] proved (in a non-constructive way) that every space
A2h(D) has z-invariant subspaces of index equal to 1,2, . . . ,+∞. Later on, H. Hedenmalm [12]
and H. Hedenmalm, S. Richter, K. Seip [14] produced concrete examples of z-invariant subspaces
of index bigger than 1 in A20(D), Aphα (D), with hα(z) = α log 11−|z| , α  0. These examples are
based on Seip’s description of sampling sets in Aphα (D).
In this section we give a construction of z-invariant subspaces of large index in Aph(D),
1 p < ∞, with h satisfying (ID) or (IID) based on our results above. For other constructions
suitable for large classes of Banach spaces of analytic functions in the unit disc and for additional
information on the index of z-invariant subspaces see [1,5,6].
Given a non-empty subset Λ ⊂ D, 1 p < ∞, set
I (Λ) = {f ∈Aph(D): f (λ) = 0, λ ∈ Λ}.
If I (Λ) = {0}, then I (Λ) is a closed z-invariant subspace of Aph(D), and ind I (Λ) = 1.
Given z-invariant subspaces Eα , α ∈ A, denote by∨α∈AEα the minimal z-invariant subspace
containing all Eα . It is known that if indEα = 1, α ∈ A, then
ind
∨
α∈A
Eα  CardA.
Theorem 9.1. If h satisfies either (ID) or (IID), and if 1  p < ∞, then there exist subsets
Λd ⊂ D, 0 d < ∞, such that
ind
∨
0d<u
I (Λd) = u, 1 u∞.
Proof. We restrict ourselves by the (most difficult) case u = +∞, and use the method proposed
in [14]. First, by (4.1), we can find h˜ > h satisfying the same conditions as h and such that
h˜(r) = (1 + o(1))h(r), r → 1,
ρ˜(r) = (1 + o(1))ρ(r), r → 1,
log
1 = o(h˜(r)− h(r)), r → 1,ρ(r)
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{ske2πim/Nk }k0,0m<Nk , and f ∈Ah˜(D) such that f (0) = 1,
∣∣f (z)∣∣ eh˜(z) dist(z,Λ)
ρ˜(z)
, z ∈ D,
∣∣f ′(λ)∣∣ eh˜(λ)
ρ˜(λ)
, λ ∈ Λ.
An argument similar to that in the proof of Lemma 4.5 shows that for every g ∈Aph(D) we have
lim|z|→1
∣∣g(z)∣∣e−h˜(z) = 0. (9.1)
For g ∈Aph(D) and for k  1 by the residue calculus we have
∣∣g(0)∣∣= |g(0)||f (0)| 
∑
λ∈Λ∩D(rk)
|g(λ)|
|λf ′(λ)| +
1
2π
∫
rkT
|g(ζ )|
|ζf (ζ )| |dζ |.
Passing to the limit k → ∞, and using (9.1) and the fact that Λ is dρ -separated and hence,∑
λ∈Λ
ρ˜(λ)2  c,
we conclude that
∣∣g(0)∣∣∑
λ∈Λ
|g(λ)|
|λf ′(λ)|
 c
(∑
λ∈Λ
∣∣g(λ)∣∣pe−ph˜(λ)ρ˜(λ)2)1/p(∑
λ∈Λ
ρ˜(λ)2
)(p−1)/p
 c
(∑
λ∈Λ
∣∣g(λ)∣∣pe−ph(λ)ρ(λ)2)1/p = c‖g‖p,h,Λ. (9.2)
We should note here that Λ is neither a sampling set for Aph(D) nor that for Ah˜(D).
Now we set
Λ∗d =
{
ske
2πim/Nk , k = 2d+1(2v + 1), v  0, 0m<Nk
}
,
Λd = Λ \Λ∗d, d  0.
It is clear that
D+ρ (Λ,D) = D−ρ (Λ,D) =
1
2
,
D+ρ (Λd,D) = D−ρ (Λd,D) =
1 − 2−d−1
, d  0.
2
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following criterion from [14, Theorem 2.1].
Suppose that for every d  0 there exists cd > 0 such that
cd
∣∣g(0)∣∣ ‖g + g1‖p,h, g ∈ I (Λd), g1 ∈ ∨
l0, l =d
I (Λl). (9.3)
Then
ind
∨
d0
I (Λd) = +∞.
It remains to verify (9.3). Since Λ is dρ -separated and Λ∗d are pairwise disjoint, by Lemma 4.7
and by (9.2) we obtain
‖g + g1‖p,h  c‖g + g1‖p,h,Λ  c‖g‖p,h,Λ∗d = c‖g‖p,h,Λ  c1
∣∣g(0)∣∣.
This proves our theorem. 
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