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Mejorando cotas lagrangianas para el problema de
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Número de páginas:103
Objetivos y método de estudio:
Muchos problemas de optimización a gran escala cuentan con una estructura
especial la cual puede ser explotada usándola para la construcción de técnicas de
solución ecientes. Una de las estructuras más generales y comunes es en las que
se pueden diferenciar las restricciones de un problema en fácilesy difíciles.
En otras palabras, el problema se torna fácilde resolver si logramos eliminar
las restricciones difíciles. Un ejemplo típico, es el problema que cuenta con una
estructura tipo escalónen sus restricciones la cual se descompone en subpro-
blemas independientes relajando las restricciones de acoplamiento (difíciles).
Una manera conocida de explotar dicha estructura es relajar de forma la-
grangiana las restricciones difíciles. Esto es, cuando relajamos las restricciones
difíciles se agrega un término de penalización a la función objetivo para preve-
nir la violación de restricciones relajadas. Usualmente, la penalización es una
combinación lineal correspondiente a holguras de restricciones difíciles tomadas
con los coecientes llamados multiplicadores de Lagrange. Dado un vector de
multiplicadores jo y resolviendo el problema lagrangiano, obtendremos una
cota superior (para problemas de maximización) del valor objetivo óptimo o-
riginal. El problema dual lagrangiano consiste en encontrar la mejor cota, es
decir, buscar los multiplicadores lagrangianos que minimizan la cota. Las cotas
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lagrangianas se utilizan como base de muchas técnicas numéricas, por ejemplo
en esquemas de ramicar y acotar para problemas enteros y mixtos. En técnicas
de optimización convexa las cotas son útiles para medir el progreso del algo-
ritmo principal y obtener el criterio de parada. Además, las cotas lagrangianas
se utilizan para medir la calidad de las soluciones factibles, encontradas por los
métodos aproximados o heurísticos.
Existen diversas maneras en las que un problema puede ser relajado de for-
ma lagrangiana. Por ejemplo para una partición especíca de variables un cierto
grupo de restricciones puede ser considerada como restricciones de acoplamiento
y por lo tanto candidatas a ser relajadas. Mientras tanto, las mismas restriccio-
nes pueden ser tratadas como las restricciones correspondientes a los subsiste-
mas (bloques) para otra partición de variables. Este tipo de estructura llamada
de descomposición doblepuede ser encontrada en varios problemas de opti-
mización de redes, en el problema de asignación generalizada, en el problema
de mochila múltiple, en el problema de ubicación de plantas, por mencionar
algunos.
Para utilizar esta estructura en [57] se ha propuesto una técnica de mejora-
miento de las cotas lagrangianas, donde se consideran dos subproblemas. Un de
éstos es parecido al problema lagrangiano donde toman en cuenta solamente las
restricciones fáciles. El otro problema de optimización es encontrar un conjunto
llamado localización, el cual cuenta con mucha exibilidad para ser denido.
Por lo que la condición más importante es que el conjunto localización debe con-
tener la solución óptima original. En particular, el conjunto localización pude
ser denido considerando nada más que las restricciones difíciles. Si el problema
original tiene la estructura de descomposición doble, ambos subproblemas se
reducen a solucionar problemas de menor tamaño e independientes.
Contribuciones y conclusiones:
La contribución principal es la implementación de un método empleado como
herramienta computacional para el mejoramiento de las cotas existentes de una
versión del problema de asignación generalizada y demostrar que dichas cotas
dominan a la cota obtenida por relajación lineal y a la clásica lagrangiana.
Además presentamos como conclusión la implementación satisfactoria de un
método para la obtención de cotas para una versión del problema de asignación
generalizada (GAP), el cual está basado principalmente en relajación lagrangiana
resuelta por medio del método Benders, además la cota obtenida domina las e-
xistentes (la de relajación lineal y la lagrangiana clásica), debido a la estructura
que presenta el método de Benders, podemos contar con cotas superiores e in-
feriores conforme va transcurriendo las iteraciones (el método agrega en cada
iteración al menos un corte, el cual es tomado como restricción). Además com-
probamos estadísticamente que las cotas lagrangianas modicadas dominan las
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clásicas y estas son mejores que las lineales, al igual que la cercanía que presenta





1.1. Estructura de la tesis
La presente tesis está estructurada de forma inductiva esto para no causar
dicultades al realizar la lectura de ésta, además se incluyen apéndices y refe-
rencias, estás ayudarán a lograr una compresión total.
Los capítulos en los que ha sido organizada son los siguientes: en el primero
se describe el problema a tratar, el objetivo, justicación e hipótesis bajo las
que se realizó este trabajo.
El segundo capítulo está dedicado especialmente a la literatura existente so-
bre el problema a tratar, mencionaremos algunas de las estrategias y metodologías
de solución que se han empleado para resolverlo y cuál es su propósito. Sin olvi-
dar la relajación lagrangiana, que es la técnica en la cual nos enfocaremos para
encontrar cotas del problema de asignación generalizada.
Dentro del tercer capítulo se desarrollará la técnica empleada, es decir las
construcciones básicas y el desarrollo de las cotas lagrangianas.
El capítulo dedicado a la experimentación computacional es el cuarto, poste-
riormente se hizo un análisis de los resultados obtenidos; por último se presentan
las conclusiones obtenidas, así como sugerencias para trabajo futuro y la con-
tribución principal en el último capítulo.
Para no causar conictos con respecto a la numeración de ecuaciones como
de ejemplos, proposiciones, teoremas, etc. vamos a explicar de manera breve co-
mo se llevó ésta a cabo. El número de restricciones o ecuaciones que son dadas
(siempre y cuando vayan a ser referenciadas posteriormente), se realizará con
números arábigos, tomando una misma numeración para todos los capitulos, por
ejemplo si tenemos 2 restricciones en el capítulo 1 y aparece una restricción en el
capítulo 2 continuará con el número 3 y así sucesivamente. Ahora con respecto a
1
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la númeración de ejemplos, proposiciones, teoremas, corolarios, notas y suposi-
ciones es de manera similiar a las restricciones sólo que aquí se consideran todos
juntos, es decir, si empieza en el capítulo 1 con un ejemplo este será nombrado
1, posteriormente hay un corolario, este tendrá el número dos, continuando con
la lectura encontramos un teorema el cual llevara el nombre de teorema 3, sin
importar en que capítulo se encuentre la numeración es consecutiva.
1.2. Problema de Asignación (AP)
El problema de asignación clásico también conocido como AP (por sus si-
glas en inglés) está incluido en los problemas de asignación, estos consisten
en relacionar los elementos de varios conjuntos de manera óptima (también
conocidos en inglés como tipo match), donde la dimensión del problema hace
referencia a la cantidad y cardinalidad de dichos conjuntos. El caso más sencillo
del AP es cuando sólo tenemos 2 conjuntos, frecuentemente nombrados: tareas
quizá trabajos por hacer y agentes las personas o máquinas que las realizarán,
cada tarea debe ser asignada a un agente distinto, además un agente debe ser
asignado a una tarea (relacionarlos de forma biunívoca, uno a uno).
Desde la publicación de Kuhn en 1955 [52] (publicó el algoritmo del método
húngaro para solucionar el AP), se ha diversicado la variedad de estos tipos de
problema, incluyendo problemas de diferentes o múltiples objetivos, problemas
de relacionar uno a varios, varios a uno o varios a varios y los multidimensionales
(que cuentan con tres o más conjuntos). Debido a la gran variedad de problemas
tipo AP se ha realizado una clasicación de estos, principalmente se dividió por
la cantidad de tareas que podía hacer cada agente:
a) a lo más una tarea por agente
b) múltiples tareas por agente
c) problemas de asignación múltiples.
después se clasicó por el tipo de función objetivo y restricciones con las que
contaba, a continuación haremos una breve descripción de algunos problemas
encontrados frecuentemente en la literatura, tomando en cuenta la clasicación
mencionada.
1.2.1. Modelos con a lo más de una tarea por agente
Haremos la meción de algunos de los problemas que cuentan con más de una
tarea por agente, cabe mencionar que no son todos los modelos que existen de
este tipo.
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Problema de asignación clásico
Este tipo de problema es el más básico de los modelos que cuentan con más
de una tarea por agente. El AP consiste en realizar una asignación uno a uno
de n tareas con n agentes, el objetivo es minimizar el total de los costos y su










xij = 1 j = 1; :::; n (1)
nP
j
xij = 1 i = 1; :::; n (2)
xij = 0 ó 1 (3)
donde xij = 1 si el agente i es asignado a la tarea j, 0 en caso contrario y cij
representa el costo de asignarle al agente i la tarea j. (0) minimiza los costos
totales al realizar la asignación de las tareas a los agentes, la restricción (1)
asegura que sólo una tarea es asignada a un agente y la (2) que cada agente es
asignado a una sola tarea y por último (3) representa si se lleva a cabo o no la
asignación.
Cabe mencionar que este problema es matemáticamente idéntico al proble-
ma de asignación ponderado bipartito (nombrado en inglés weighted bipartite
matching) de teoría de grafos
Problema de asignación clásico tomando en cuenta la capacidad del
agente
Continuando con la descripción de modelos que cuentan con a lo más una
tarea por agente, proporcionamos la descripción de un modelo que toma en cue-
nta la capacidad de cada agente para llevar a cabo determinada tarea, además
de que la cardinalidad de los conjuntos (en este caso tareas y agentes) no nece-
sariamente debe ser igual. Por ejemplo una empresa cuenta con agentes: una
secretaria, un montacarguista y un técnico y tareas: escribir una carta, fabricar
un instrumento, vericar un pedido y mover tarimas; para poder realizar el con-
junto de tareas es necesario asignarle un agente, sin olvidar las restricciones (la
capacidad de cada agente: la secretaria puede escribir una carta pero no puede
operar un montacargas o fabricar un instrumento); maximizando la utilidad:










qijxij  1 j = 1; :::; n (5)
nP
j=1
qijxij  1 i = 1; :::;m (6)
xij = 0 ó 1 (7)
donde xij = 1, si el agente i es asignado a la tarea j, 0 en caso contrario, qij = 1
si el agente i esta calicado para realizar la tarea j, 0 en caso contrario y cij
es la utilidad de asignarle un trabajo j a un agente i (cij = 0 si qij = 0). (5)
asegura que no más de un agente calicado es asignado a cualquier tarea y (6)
que a lo más una tarea es asignada a un agente.
Problema de asignación con cardinalidad k
Este tipo de problema consta en asignar k de los m agentes a los n trabajos,











xij  1 j = 1; :::; n (9)
nP
j=1





xij = k (11)
xij = 0 ó 1 (12)
donde xij = 1, si el agente i es asignado a la tarea j, 0 en caso contrario, cij
es el costo de asignarle un trabajo j a un agente i y k es el número de tareas
y agentes a ser asignados. (8) minimiza los costos al asignar las k tareas a k
agentes, (9) restringe que a lo más un agente puede realizar una tarea j, y (10)
a lo más una tarea puede ser realizada por el agente i, (11) realiza la asignación
de sólo k tareas.
CAPÍTULO 1. INTRODUCCIÓN 5
1.2.2. Modelos con múltiples tareas por agente
Esta sección se encuentra dedicada a un tipo de problema que permite la
asignación múltiple de tareas a un agente, el planteamiento más sencillo de éste
es el problema conocido como el problema de asignación generalizada (GAP).
De las variaciones de él se encuentran los distintos modelos con múltiples agentes
para una tarea. Recordemos que en este trabajo nos enfocamos en una variación
del GAP al cual nombramos problema de asignación generalizada múltiple
(MMAP), descrito posteriormente de manera más detallada en esta sección.
Para comenzar plantearemos la versión más clásica del modelo asignado un
conjunto de m agentes a n tareas, donde cada agente puede realizar más de una
tarea.
Problema de asignación generalizada (GAP)
ElGAP es considerado como la versión más básica del AP cuando los agentes
realizan múltiples tareas. Al igual que el modelo del AP, este modelo supone
que cada tarea puede ser asignada a un agente, pero cabe la posibilidad de que
a un agente se le asigne más de una tarea, mientras no exceda la capacidad











xij = 1 j = 1; :::; n (14)
nP
j=1
aijxij  bi i = 1; :::;m (15)
xij = 0 ó 1 (16)
donde xij = 1, si el agente i es asignado a la tarea j, 0 en caso contrario, cij es
el costo de asignar un trabajo j a un agente i, aij es la cantidad de la capacidad
del agente i que se utiliza para realizar la tarea j, bi es la capacidad límite
del agente i. (14) asegura que cada tarea se va a llevar a cabo, es decir que es
asignada al menos a un agente para ser realizada y (15) que a la capacidad de
un agente no se excede. Sin olvidar que aij = bi+1 cuando el agente i no puede
realizar la tarea j.
Metaheurísticas para resolver el GAP La complejidad computacional del
problema de asignación generalizada es considerado NP difícil [64], es decir que
no existe un algoritmo que lo resuelva de forma exacta en tiempo polinomial, por
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lo que se ha recurrido a varias metaheurístcas para poder obtener una solución
aproximada, entre las que se encuentran (si se desea ver más información acerca
de la implementación de cada una de ellas, ver las referencias):
una combinación de un método miope (greedy) y una búsqueda local
[61, 80]
búsqueda tabú y simulado recocido [65]
algoritmo genético [13]
algoritmo de búsqueda de profundidad variable [2, 67]
búsqueda tabú [53]
heurísticas lagrangianas [46]
sistema de hormiga max-min con búsqueda tabú [58]
reconexión de caminos (path relinking) [1]
Problema de asignación generalizada múltiple (MMAP)
El problema que vamos a describir a continuación es la versión del GAP a
la cual vamos a mejorarle las cotas superiores. Este problema es una generali-
zación del GAP, consiste principalmente en una asignación de varios (agentes)
a varias (tareas) reconociendo ambos límites de capacidad [61, 66] y posee la
estructura de descomposición doble. Aquí cada tarea es asignada a un agente,
como en el AP pero agregamos la posibilidad de que a un agente se le asigne
más de una tarea, mientras no exceda la capacidad del mismo al realizar una










aijxij  bi i = 1; :::;m (18)
mP
i=1
dijxij  dj j = 1; :::; n (19)
xij = 0 ó 1 (20)
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donde xij = 1 si el agente i es asignado a la tarea j, 0 de otro modo, cij es la
ganancia (utilidad) obtenida al realizar la asignación del agente i a la tarea j, aij
es la cantidad de la capacidad del agente i utilizada para realizar la tarea j y bi es
la capacidad disponible del agente i. Mientras tanto suponemos que cada tarea
cuenta con una capacidad límite de tiempo, con dij representando la cantidad
de la capacidad de la tarea j usada cuando es ejecutada por un agente i y dj
es la capacidad de la tarea j disponible. (18) restringe la capacidad del agente,
(19) la capacidad de la tarea y (20) dene si se realiza o no una asignación.
Un ejemplo de este tipo de problema es el siguiente: en un centro médico,
el cual cuenta con médicos (agentes) para atender pacientes (tareas) en un
período de tiempo limitado, se desea realizar la asignación de pacientes para
ser atendidos por médicos respetando el horario de trabajo de los médicos y los
pacientes cuentan con un tiempo límite para ser consultados.
Nota 1 Cabe mencionar que no encontramos literatura relacionada con la so-
lución exacta o por medio de metaheurísticas del tratamiento de este tipo de
problema.
1.2.3. Modelos de asignación múltiples.
Los modelos discutidos anteriormente cuentan con dos dimensiones, es decir
que poseen dos conjuntos. Sin embargo, en algunos casos, el problema de rela-
cionar elementos puede contar con tres o más conjuntos, los que se encuentran
frecuentemente son los tridimensionales. Por ejemplo, el problema de asignar
trabajos a trabajadores y a máquinas y asignar alumnos a maestros a clases
y horarios. Existe una amplia literatura acerca de este último ejemplo, el cual
generalmente es llamado: el problema del horario (timetabling en inglés) de
una escuela o una universidad, si se desea ver más información acerca de él ver
[19, 35, 82].
Rotaciones de médicos residentes
En [33] se discute el problema de asignación de médicos residentes a las ro-
taciones en un hospital de aprendizaje asociado con varias clínicas, tomando
en cuenta un horizonte de planeación de 12 meses. Mientras un residente es
asignado para ser rotado una sola vez cada mes, el número de meses y el tiempo
de rotación, depende del residente. Otra restricción que posee este problema es
que el hospital cuenta con necesidades las cual se deben de cumplir, por ejemplo
tener asignados a la rotación un par de residentes al mismo tiempo. El objetivo
es maximizar las preferencias expresadas de los residentes como cuando ellos
son asignados a una rotación especíca cuando quieren vacaciones.
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1.3. Objetivo
El objetivo principal de este trabajo es desarrollar una herramienta compu-
tacional capaz de obtener una mejor cota lagrangiana a las existentes para el
problema de asignación múltiple (MMAP).
1.4. Justicación
La implementación del algoritmo que obtendrá una cota dominante sobre las
existentes será de gran ayuda en la solución de problemas que sean de asignación
múltiple, debido a que varios problemas que se encuentran en la práctica se
modelan como MMAP.
1.5. Hipótesis
Podremos encontrar una cota lagrangiana mejor (la cual llamaremos cota
lagrangiana modicada) siempre y cuando la matriz de restricciones cuenten
con la propiedad de descomposición doble, descrita en el resumen.
1.6. Metodología
La metodología a seguir en este trabajo consta básicamente de dos partes:
primero en una teórica en la cual se realizará el desarrollo y justicación de las
cotas lagrangianas para el problema de asignación múltiple; y en la segunda se
llevará a cabo la implementación del algoritmo propuesto en la primera parte.
Capítulo 2
Revisión de la literatura
En este capítulo haremos una revisión acerca de la literatura existente cor-
respondiente a la relajación lagrangiana, presentando opciones para solucionar
el problema relajado, encontrar soluciones factibles, como realizar una inter-
pretación geométrica, características de la función lagrangiana, entre otros.
2.1. Relajación lagrangiana
Para comenzar esta sección revisaremos algunos de los resultados más in-
trigantes y preguntas relacionadas con la relajación lagrangiana. También se
rearmarán propiedades esenciales de la relajación y función lagrangiana y de-
scribiremos varios algoritmos para resolver el problema dual lagrangiano con-
siderando heurísticas lagrangianas, ad-hoc o genéricas, debido a la importancia
de estás en cualquier esquema de aproximación lagrangiana. Análogamente se
discuten algunos esquemas que pueden mejorar potencialmente la cota de la
relajación lagrangiana y se describen varias aplicaciones de ésta, las cuales de-
muestran la exibilidad de la aproximación y permite el cálculo de cualquier
cota fuerte de un valor óptimo de problemas MIP (por sus siglas en inglés de:
problema entero mixto), o el uso de heurísticas lagrangianas, las cuales proba-
blemente son seguidas por una heurística iterativa de mejoramiento. Por último
analizaremos el porqué algunas veces podemos conseguir una cota fuerte solucio-
nando problemas sencillos y porqué una relajación a priori débil, algunas veces
es mejor o igual que una a priori fuerte
Algunas de las preguntas relacionadas con la relajación lagrangiana que fre-
cuentemente realizamos y tratamos de resolver son:
¿Cómo podemos usar la relajación lagrangiana para problemas de progra-
mación entera?
¿Cómo se construye una relajación lagrangiana?
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¿Qué herramientas tenemos para analizar la fortaleza de una relajación
lagrangiana?
¿Existen relajaciones más poderosas que la relajación lagrangiana estándar
y cuándo podemos usarlas?
¿Por qué algunas veces se puede resolver una relajación lagrangiana fuerte
mediante la solución de subproblemas triviales?
¿Cómo podemos calcular la cota obtenida por relajación lagrangiana?
¿Podemos tomar ventajas de un problema de descomposición lagrangiana?
¿Cuál es la fortalezaobtenida en términos de cotas de un modelo?
¿Puede ser fortalecida una cota obtenida por relajación lagrangiana agre-
gando cortes o dualizando restricciones?
¿Cómo se puede diseñar una heurística lagrangiana?
¿Podemos obtener mejores resultados remodelando el problema antes de
hacer la relajación lagrangiana?
Empezaremos con una descripción de las relajaciones, en particular la rela-
jación lagrangiana (para nuestra comodidad la nombraremos LR). Continuando
con la interpretación geométrica de LR y mostraremos como dicha interpreta-
ción es la mejor herramienta para analizar particularmente la efectividad de un
esquema de LR. También daremos un repaso a las extensiones de LR: descom-
posición lagrangiana y de forma más general la substitución.
Enfocaremos una sección a los métodos de solución para el problema dual,
empezando con optimización subgradiente, y prosiguiendo con métodos basa-
dos en la propiedad lagrangiana: planos cortantes (o generación de restricciones),
Dantzig-Wolfe (o generación de columnas), algoritmo volumen, métodos lagran-
gianos de agregación y desagregación, también algunos métodos de aproximación
híbrida. Continaremos dando un breve repaso de varias características de la fun-
ción lagrangiana, las cuales son importantes para el diseño de métodos ecientes
de optimización.
Una buena idea sería agregar antes del proceso lagrangiano los cortes violados
por las soluciones lagrangianas, debido a que contienen información adicional,
no capturada por el modelo lagrangiano. Estos cortes también pueden ser dual-
izados en esquemas de relajar y cortar, preservando la estructura de subprob-
lemas lagrangianos, o agregando otras restricciones guardadas, pero el costo de
hacer esto posible es resolver subproblemas difíciles. También revisaremos las
condiciones bajo las cuales es posible mejorar las cotas en las circunstancias
mencionadas anteriormente. Además dedicaremos una sección a las heurísticas
lagrangianas, las cuales son un complemento de acotación lagrangiana tratando
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de hacer una transformación de soluciones lagrangianas infactibles en soluciones
factibles. Análogamente haremos énfasis en los pasos seguidos para remodelar
el problema, o relajarlo de forma eciente.
La literatura de la relajación lagrangiana, sus extensiones y aplicaciones es
enorme. Por lo tanto no es posible citar a todos los artículos que se reeren a
relajación lagrangiana. Por lo que si se desea ver una visión más amplia acerca
del gran campo sobre este tema vea: [6, 27, 28, 29, 36, 47, 48, 56, 75, 76].
Si (P ) es un problema de optimización, se usa la siguiente notación:
FS(P ): el conjunto de soluciones factibles del problema (P )
OS(P ): el conjunto de soluciones óptimas del problema (P )
v(P ): el valor óptimo del problema (P )
uk, sk, etc.: el valor de u y s, etc., usado en la iteración k
xT : transpuesta de x
xk: el k-ésimo punto extremo de algún poliedro
x(k): una solución encontrada en la iteración k
covx(X): envolvente convexo del conjunto X.
2.1.1. Relajaciones de problemas de optimización
En 1974 Geo¤rion [36] dene formalmente la relajación de un problema de
optimización como sigue:
Denición 2 El problema (RPmn) : mnfg(x) j x 2Wg es una relajación del
problema (Pmn) : mnff(x) j x 2 V g, con la misma variable de decisión x, si y
sólo si:
i) el conjunto factible de (RPmn) contiene a (Pmn), esto es W  V y
ii) sobre el conjunto factible de (Pmn), la función objetivo de (RPmn) domina
(es mejor que) a (Pmn), esto es, 8x 2 V; g(x)  f(x).
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Se ve claramente que v(RPmn)  v(Pmn), en otras palabras (RPmn) es una
versión optimista de (Pmn): tiene más soluciones factibles que (Pmn), y para
las soluciones factibles de (Pmn), la función objetivo es mejor que (más pequeña
que) (Pmn); así que tiene valor mínimo.
Por supuesto, si el problema original es un problema de maximización, deci-
mos que (Pmax) : maxff(x) j x 2 V g, una relajación de (Pmax) es un problema
(RPmax) con la misma variable de decisión x de la forma (RPmax) : maxfg(x) j
x 2Wg, tal que:
i) el conjunto factible de (RPmax) contiene a (Pmax), esto es W  V y
ii) sobre el conjunto factible de (Pmax), la función objetivo de (RPmax) domina
(es mejor que) a (Pmax), esto es, 8x 2 V , g(x)  f(x).
A esto le sigue que v(RPmax)  v(Pmax), y similarmente al caso de mini-
mización, (RPmax) es una versión optimista de (Pmax). Por lo tanto podemos
considerar de forma indiferente un problema de maximización o minimización.
Debido a que puede ser transformado fácilmente de un formato a otro, recor-
dando que: maxff(x) j x 2 V g = mnf f(x) j x 2 V g.
La relajación tiene un rol ambiguo: dar cotas y soluciones (factibles) del
valor óptimo de un problema difícil de optimización y usa las soluciones de
un problema infactible original como puntos de inicio (guía) para heurísticas
especializadas.
También nos concentraremos en problemas lineales de programación entera,
los cuales poseen un conjunto de restricciones V el cual está denido por un
poliedro de restricciones racionales, agregando las condiciones de integralidad,
esté último es un subconjunto de los componentes de x, esto es, V = \ , donde
 es un poliedro racional ( también puede contener restricciones de signo para
x) y   es Rn p  Zp q  f0; 1gq; n  p  1; p  q  0, con p y q enteros.
Podemos llamar problema de programación enteraa cualquier problema, i.e.,
no haremos distinción entre problemas generales puros (i.e., con p = n) y mixtos
(i.e., con 1  p < n) enteros. En el caso especial de programación 0 1 usaremos
  = Rn p  f0; 1gq; q  1
La relajación ampliamente usada para problemas de programación como
(P ) : mn( ó max)ff(x) j x 2 V g es la relajación continua (CR) (conocida
comunmente como relajación lineal) i.e., el problema (P ) con las restricciones
de integralidad sobre x ignoradas.
CAPÍTULO 2. REVISIÓN DE LA LITERATURA 13
2.1.2. Relajación lagrangiana (LR)
Ahora introducimos la denición de LR dada por Held y Karp,[47, 48],
tomando en cuenta la denición de relajación de Geo¤rion [36]. Sin perdida de
generalidad, suponemos que (P ) es de la forma:
(P ) = mn ffx j Ax  b; Cx  d; x 2 Xg
donde X contiene restricciones de signo y de integralidad para x, esto es X =
Rn p  Zp, ó X = Rn p+  R
p
+ ó X = R
n p
+  f0; 1gp ó Rn p  Zp q  f0; 1gq.
Sea I(X) el conjunto de p índices de x que están restringidos a ser enteros (o
binarios). Se supone que las restricciones de la forma Ax  b son difíciles, en
el sentido de que el problema (P ) sin estas sería mucho más simple de resolver.
Las restricciones tipo Cx  d (posiblemente vacío) podrían ser guardadas, junto
con X, para formar la relajación lagrangiana como sigue:
Sea  un vector de pesos no negativo, llamado multiplicadores de Lagrange.
Denición 3 La relajación lagrangiana de (P ) relacionada a las restric-
ciones difíciles Ax  b, con multiplicadores lagrangianos  no negativos, es el
problema:
(LR) = mn ffx+ (Ax  b) j Cx  d; x 2 Xg
En (LR), la holgura de las restricciones difíciles Ax  b han sido agregadas
a la función objetivo con pesos  y las restricciones Ax  b eliminadas. Decimos
que las restricciones Ax  b, han sido dualizadas. (LR) es una relajación de
(P ) entonces:
i. FS(LR) contiene FS(P ),
ii. para cualquier x de (P ), y
iii. cualquier   0, fx+(Ax  b) es menor o igual que fx (i.e. mejor, cuando
estemos minimizando). Ahora podemos decir que v(LR)  v(P ), 8  0,
esto es, que el valor óptimo v(LR), el cuál depende de , es una cota
mínima del valor óptimo de (P ).
Denición 4 El problema de encontrar la mejor cota lagrangiana de v(P ) es:




este es llamado dual lagrangiano de (P ) relacionado a las restricciones difí-
ciles.
(LR) es un problema en el espacio dual de los multiplicadores lagrangianos,
mientras que (LR) es sobre x.
A partir de ahora, cuando hablemos acerca de la cota por relajación lagran-
giana, o simplemente la cota lagrangiana, siempre podremos referirnos a v(LR),
y no a v(LR) para cualquier  arbitrario.
Nota 5 Supongamos que el problema bajo consideración tiene restricciones de
igualdad en lugar de restricciones de desigualdad. Podemos referirnos a tal pro-
blema como (Q) a continuación:
(Q) = mn
x
ffx j Ax = b; Cx  d; x 2 Xg
Podemos dualizar las restricciones Ax = b siendo remplazadas por un par
de restricciones de desigualdad: Ax  b y  Ax   b. Entonces sea   0 y
  0 los multiplicadores lagrangianos de dimensiones apropiadas. La relajación
lagrangiana para   0 y   0 dados es:
(LR;) = mn
x
ffx+ (Ax  b) + ( Ax+ b) j Cx  d; x 2 Xg
el cuál es equivalente a:
(LR) = mn
x
ffx+ (Ax  b) j Cx  d; x 2 Xg
con  =   . Nótese que en el caso de igualdad , no debe de tener valores no
negativos para (LR) es una relajación de (Q).
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2.1.3. Solución factible lagrangiana
Sea x() la solución óptima de (LR) para algún   0, entonces x() es
llamada una solución lagrangiana. Podríamos pensar que la solución lagrangiana
x() es factible (hecho que por lo general no sucede) para un problema entero
(esto es, que satisface las restricciones dualizadas).
Lo que sabemos acerca del valor óptimo v(P ) de (P ), es que se encuentra
entre fx() + [Ax()  b] y fx(), entonces fx() es el valor de una solución
factible de (P ), el cual es una cota superior de v(P ) y fx() + [Ax()   b] es
el valor óptimo del problema lagrangiano (LR), y es un cota inferior de v(P ).
Sin embargo, si cumple las condiciones de holgura complementaria, esto es, si,
[Ax()  b] es 0, entonces fx() + [Ax()  b] = v(P ) = fx() y x() es una
solución óptima para (P ).
Teorema 6 1. Si x() es una solución óptima de (LR) para algún   0,
entonces fx() + [Ax()  b]  v(P ).
2. Además si x() es una solución factible para el problema (P ), entonces
fx() + [Ax()  b]  v(P )  fx().
3. Y si además [Ax() b] = 0, entonces x() es la solución óptima de (P )
y v(P ) = fx().
Nota 7 Primero haremos notar que la condición 3 del teorema 6 es una condi-
ción suciente de optimalidad, pero no necesaria. Esto es, que es posible para
una x() factible a ser óptima para (P ), aún cuando esta no satisfaga las condi-
ciones de holgura complementaria.
Si las restricciones son dualizadas como restricciones de igualdad y si x()
es una solución factible para (Q), las condiciones de holgura complementaria
se cumplen automáticamente, por lo tanto x() es una solución óptima de (Q),
con v(P ) = fx().
2.1.4. Interpretación geométrica
El siguiente teorema, es de donde probablemente Geo¤rion [36] desprende
la idea de la relajación lagrangiana. El cual da una interpretación geométrica
del problema dual lagrangiano en el espacio de x, esto es, en el espacio primal
(el espacio dual es donde están los multiplicadores lagrangianos ) y esto nos
permite estudiar los esquemas de la relajación lagrangiana.
Teorema 8 El dual lagrangiano (LR) es equivalente a la relajación primal
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(PR) = mn
x
ffx j Ax  b; x 2 convfx 2 X j Cx  dgg
en el sentido que v(LR) = v(PR).
Este resultado está basado en la dualidad de LP y las propiedades de las
soluciones óptimas de programas lineales. Este resultado podría no ser verdadero
si la matriz de restricciones es no racional, o mejor dicho para un poliedro no
racional que no es igual al envolvente convexo de sus puntos extremos. Aunque
en la práctica los números en las computadoras son almacenados como números
racionales y por lo tanto todas las matrices son racionales, pero ocasionalmente
esto modica la verdadera estructura del poliedro asociado.
La siguiente denición es importante y los resultados son obtenidos de la
interpretación geométrica.
Denición 9 Decimos que el problema dual lagrangiano (LR) tiene la propie-
dad de integralidad si convfx 2 X j Cx  dg = fx j Cx  dg.
Si (LR) tiene la propiedad de integralidad (la cual de aquí en adelante será
representada por IP), entonces los puntos extremos de fx j Cx  dg están en
X. Desafortunadamente la consecuencia es tal que un esquema (LR) no puede
producir una cota mejor a la de LP , esto es lo que se indica en los siguien-
tes corolarios. Sin embargo, algunas veces, esto se puede usar de todas formas
porque la relajación LP no puede ser calculada fácilmente. Esto puede ocurrir
para algunos ejemplos de algún problema que tenga un número exponencial de
restricciones, las cuales pueden ser relajadas de cualquier forma para resolver
fácilmente los subproblemas. Un ejemplo de los problemas que tiene un número
exponencial de restricciones es el del agente viajero,
Recordemos que cualquier cota de relajación lagrangiana siempre es menor
que la mejor cota obtenida por LP , nunca peor.
Corolario 10 Si el conjunto convfx 2 X j Cx  dg = fx j Cx  dg, entonces
v(LP ) = v(PR) = v(LR)  v(P ).
En este caso, la cota de relajación lagrangiana es igual (no puede ser mejor
que) a la cota de LP .
Corolario 11 Si el conjunto convfx 2 X j Cx  dg  fx j Cx  dg, entonces
v(LP )  v(PR) = v(LR)  v(R) y puede ocurrir que la cota de relajación
lagrangiana es estrictamente mejor que la cota LP .
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Lo que dicen estos dos corolarios es que a menos que (LR) no tenga la
propiedad de integralidad, podría mejorar la cota obtenida por la relajación
LP . Es importante saber esto si todos los vértices del poliedro racional fx j
Cx  dg están en X. El siguiente análisis puede demostrar la importancia de
este concepto.
Ejemplo 12 El problema de asignación generalizada GAP consiste en asignar
un conjunto de trabajos (j 2 J) a uno de máquinas (i 2 I) con el menor costo
total de asignación posible (o posiblemente con el mayor valor de ganancia). El
costo (o ganancia) de asignar j a i es cij, entonces el problema puede ser un
problema de minimización o maximización, usando la notación mn (ó max).
Cada trabajo debe ser realizado por una máquina (así que las restricciones de
múltiples elecciones (MC)). Cada máquina i es válida por bi unidades de tiempo
y asignando el trabajo j a la máquina i usada por aij unidades de tiempo (como
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Si dualizamos la restricción tipo (MC) con multiplicadores sin signo j , el
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Así que el i-ésimo subproblema lagrangiano es un problema de la mochila
para la i-ésima máquina. Este problema no tiene la propiedad de integralidad
entonces la relajación LP de un problema de mochila 0   1 no siempre tiene
una solución entera óptima. Entonces este esquema LR puede (y usualmente lo
hace) dar un cota más fuerte que la cota de LP y en particular esto fue usado
en [31, 44].
Si dualizamos la restricción tipo (KP ), el problema de relajación lagran-
giana se descompone en subproblemas por trabajos j (con  no positivos
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xij = 1;8i; xij 2 f0; 1g
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El j-ésimo subproblema lagrangiano es un problema de elección múltiple
para el j-ésimo trabajo. La relajación LP para cada problema siempre encuentra
una solución entera óptima (escoge la mejor asignación para cada j), así que los
subproblemas lagrangianos tienen la Propiedad de Integralidad y la cota de LR
es igual a la cota de LP . Se espera que la cota de LP no pueda ser mejorada.
Sin embargo cabe mencionar que es peor resolver la relajación LP del GAP que
la relajación lagrangiana ya que LR debido a las ventajas que esta presenta al
solucionarla. Primero, el dual lagrangiano puede ser más fácil de resolver que el
dual LP para problemas de tamaño grande. Después, agregando la cota de LP ,
LR encuentra soluciones lagrangianas, las cuales son factibles para múltiples
restricciones elegidas pero pueden violar una o más restricciones del tipo (KP ).
La solución lagrangiana obtenida puede ser usada como puntos para empezar
en una heurística lagrangiana. Esta relajación es denida en [71].
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2.1.5. Construcción de una relajación lagrangiana
Existen varias formas en las cuales puede relajarse un problema dado una
forma lagrangiana. Aquí listaremos pocas, la mayoría de algunas relajaciones
pueden ayudar a una reformulación a priori de la relajación, y para algunos
modelos complejos, la intuición e interpretación de las interacciones entre res-
tricciones puede sugerir esquemas de relajación ecientes.
1. Se puede aislar un subproblema interesante y dualizar otras res-
tricciones.
Esta es la aproximación comúnmente más usada. Tiene la ventaja de que
los subproblemas lagrangianos interesantes(en el sentido de que usualmente
tienen una estructura especial que puede ser explotada) pueden ser resueltos
por algoritmos existentes especializados para resolverlos de forma eciente.
2. Si hay dos (o más) subproblemas interesantes con variables en
común, primero podemos partir estas variables, después dualizar
las restricciones copiadas.
Este proceso es llamado descomposición lagrangiana (LD) [78], partición de
variables [63] o layering variables, [?, 69, 77] son de los primeros que introdujeron
artículos acerca de esta aproximación. Primero se debe reformular el problema
usando partición de variables, en otras palabras, debemos renombrar las varia-
bles en parte de las restricciones como si fueran variables independientes. El
problema (P ) : mnxffx j Ax  b; Cx  d; x 2 Xg es claramente equivalente al
problema (P 0) : mnx;yffx j Ax  b; x 2 X;Cy  d; y 2 Y; x = yg, en el senti-
do que tiene valores óptimos iguales (pero ellos tienen diferentes espacios para
las variables). Además si x es la solución óptima de (P ), entonces la solución
(x; y)  (x; x) es un óptimo para (P 0) y si (x; y) es una solución óptima de
(P 0), entonces x = y y x es un óptimo para (P ). Dualizando la copia de las
restricciones x = y en (P 0) con multiplicadores , lo cual separa al problema en
uno para x y otro para y:
(LD) = mn
x;y
ffx+ (y   x) j Ax  b; Cy  d; x 2 X; y 2 Xg
= mn
x
f(f   )x j Ax  b; x 2 Xg+mny fy j Cy  d; y 2 Xg
Este proceso crea un caso de estructura de escalera y por los tanto el modelo
puede ser decompuesto. Nótese que  no requiere ser no negativo. Recordemos
también que cuando dualicemos una restricción de igualdad, automáticamente
una solución factible lagrangiana es óptima para el problema de programación
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Figura 2.1: Interpretación geométrica de la descomposición
entero original. Las restricciones copiadas son restricciones de igualdad, si ambos
subproblemas lagrangianos tienen la misma solución óptima, la solución también
es óptima para el problema IP.
En [39] se muestra que la cota LD puede dominar estrictamente las cotas
LR obtenidas de la dualización de un conjunto de restricciones:










fy j Cy  d; y 2 Xg
entonces
v(LD) = mn ffx j x 2 convfx 2 X j Ax  bg \ convfx 2 X j Cx  dgg.
Esta interpretación geométrica es mostrada en la Figura 2.1.
Corolario 14 Si uno de los subproblemas tiene la propiedad de integrali-
dad, entonces v(LD) es igual que el mejor que las dos cotas LR correspon-
dientes a dualizar Ax  b o Cx  d.
Si ambos subproblemas tienen la propiedad de integralidad, entonces v(LD) =
v(LP ).
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Si uno aplica LD a GAP haciendo una partición de restricciones en dos
subconjuntos no intersecados, es decir en las restricciones tipo (KP ) y (MC),
entonces se obtiene la misma cota como cuando dualizamos las restricciones de
múltiple elección.
Entonces puede parecer poco interesante partir las variables, debido a que
esto requiere un número de multiplicadores igual al número de tiempo máquina
y de trabajos, comparando sólo el número de trabajos con la relajación fuerte
lagrangiana. Es posible pensar que las soluciones lagrangianas pueden explotar
las dos soluciones lagrangianas obtenidas, además de que puede ser peor el
trabajo extra de resolver la descomposición dual lagrangiana, [50].
Ocasionalmente la partición de las variables puede corresponder a la parti-
ción física de una variable de decisión del problema.
3. Podemos dualizar restricciones de acoplamiento.
Algunas veces, después de alguna reformulación, frecuentemente los proble-
mas pueden contener estructuras independientes ligadas por varias restricciones:
mn
x;y
ffx + gy j Ax  b; x 2 X;Cx  d; y 2 Y;Ex + Fy  hg. Dualizando las
restricciones de enlace Ex+ Fy  h dividen el problema en uno sobre x y otro
sobre y. Algunas veces el problema original sólo contiene x y varias reformu-
laciones introducen una nueva variable y, mientras la relación entre x y y es
capturada por una nueva restricción Ex+ Fy  h.
Ejemplo 15 Un problema de producción múltiple sobre fábricas contiene res-
tricciones relacionadas a fábricas individuales y todas las restricciones de de-
manda están relacionadas a la producción de las plantas. Si se dualizan las
restricciones de demanda, el problema lagrangiano se descompone en un proble-
ma de producción para cada fábrica, el cuál normalmente es mucho más fácil de
resolver que los demás problemas. Si el último de estos subproblemas no tiene la
propiedad de integralidad, este LR puede reducir el intervalo de diferencia entre
la cota inferior y superior las cuales son menores que la cota LP .
Ejemplo 16 Considere un modelo multi-período en el cual las fábricas cons-
truidas en un período pueden ser usadas en ese o un período después. Podemos
usar las variables (se dice que la variable binaria xit, es igual a uno si la fábrica
i es construida en el período t) de acción (construcción) en parte del diseño
del modelo y variables (se dice que la variable binaria yit, es 1 si la fábrica i
existe en el período t) de estado (existencia) en el resto del modelo. Así que
yit  yi;t 1 8i; t. La relación entre los dos conjuntos de variables es almacenada
por las siguientes restricciones:
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xit  yit   yi;t 1 y yit  xi ; y 8i; t;   t.
Ambos tipos de restricciones son necesarias para que se cumpla que xit es 1
sólo en el período de construcción, esto es, cuando yit es 1 y yi;t 1 es 0 y yi
permanece en 0 hasta el período más pequeño  = t para el cual xit es 1.
Dualizando estás relaciones de acoplamiento entre construcción en el perío-
do t y construido por el período t el modelo se partirá en un problema de
construcción de fábricas y el problema del uso de fábricas. Si también tiene la
propiedad de integralidad, la cota de relajación lagrangiana puede ser más fuerte
que la cota de LP . Ver casos prueba en [9].
Actualmente este es un caso especial de substitución lagrangiana (LS), donde
Ex+ Fy  h es la copia de la restricción introducida en la reformulación.
4. Algunas veces es mejor dualizar un conjunto de copias indivi-
duales de variables.
En lugar de crear una copia y de la variable x e introducir y en el modelo (P )
para reescribir la restricción Cx  d como Cy  d, dando el modelo equivalente
(P 0) : mn
x;y
ffx j Ax  b; x 2 X;Cy  d; y 2 X;x = yg, también se puede crear
el problema (P 00) equivalente al problema (P ) introduciendo una nueva variable
y y forzando la restricción Dy = Cx. Esta restricción en general es más débil
que la restricción x = y. El modelo (P 00) es mn
x;y
ffx j Ax  b; x 2 X;Dy 
d; y 2 X;Dx = Cyg. Aquí el LR introducido dualiza una copia de la restricción
agregada Dx = Cy.
Nuevamente aquí la restricción copiada es una restricción de igualdad, por
lo tanto si el problema lagrangiano tiene soluciones óptimas x y y que satisfacen
la copia de la restricción agregada, esto es, si Dx = Cy, entonces la solución x
es óptima para el problema IP.
Ejemplo 17 Considere el problema bi-mochila










dixi  n; xi 2 f0; 1g;8i
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biyi  m; yi 2 f0; 1g;8i

Aquí  es un multiplicador real simple de signo arbitrario. La cota lagran-
giana producida por este esquema esta en medio de la cota de LP y la cota de
descomposición lagrangiana obtenida de dualizar xi = yi 8i. Este procedimiento
es similar al usado para la restricción copiada en [68].
Parece natural que una reducción en el número de multiplicadores debe
implicar una reducción en la calidad de la cota obtenida por LR. Sin embargo,
no es siempre el caso, como se muestra en el siguiente ejemplo:
Ejemplo 18 En [11] se considera una relajación lagrangiana agregada al pro-
blema de localización de fábricas capacitado. El modelo usa variables continuas
xij que representan el porcentaje de demanda dj del cliente j suministrado por
la fábrica i y las variables binarias yi, igual a 1 si la fábrica i con capacidad
ai está operando. La restricción
P
j djxij  aiyi impone una restricción de
capacidad condicional en el total de benecio que puede ser embarcado de una
fábrica potencial i.













xij = 1 8j








dijxij  aiyi 8i
xij  0; yi = 0 ó 1 8i; j
donde (D) se encarga de cumplir el100% de la demanda del cliente, (B) no
permite embarcar nada si La planta está cerrada, (T ) se encarga de tener las
sucientes plantas para satisfacer la demanda total y (C) prohíbe embarcar
más de la capacidad de la planta. Cabe mencionar que la restricción (T ) es
redundante, pero puede ayudar a obtener una cota por relajación lagrangiana
más delgada.
Los tres mejores esquemas lagrangianos son:
(LR) [37, 73].
Dualizar (D), después usar la propiedad de linealización entera. Los sub-
problemas a resolver son: un problema de la mochila continuo por planta y un
problema 0   1 de la mochila para todas las plantas. La cota de la relajación
lagrangiana es estrecha y es obtenida con un costo computacional pequeño.
(LD) [39].
Duplicar (T ). Hacer copias de xij = x0ij y yij = yij 0, usar x0ij y y0ij en (C)
y una en (T ). Se obtiene la partición f(D); (B); (T )  ! APLPg (ver [73] para
métodos de solución para APLP )
f(B); (T ); (C)  ! esto como en (LR)g
Esta cota LD es más estrecha que la cota obtenida por (LR), pero más cara








ij y yi = y
0
i en (C). El benecio es el mismo que
el de la partición de (LD), la misma cota, como se muestra en [11]. Sorpren-
dentemente, es más fácil de resolver (LS) que (LD), en particular porque (LS)
tiene un poco menos de multiplicadores.
En el ejemplo 18, se crea una nueva copia de variables x0ij y y
0
ij , se puede
crear un LS dualizando una copia de las restricciones agregadas (relacionadas)






ij y aiyi = aiy
0
i. Puede pasar que la cota LS para este
problema es más fuerte que la cota LD obtenida por la dualización individual
de copias xij = x0ij y yij = y
0
ij . Esto sugiere que agregar variables antes puede
ser una alternativa atractiva para la descomposición lagrangiana, al menos para
algunos problemas estructurados. Una estructura más general que CPLP está
descrito en [11].
2.1.6. Las características de la función lagrangiana
La función lagrangiana z() = v(LR) es una función implícita de . Su-
ponga que el conjunto convfx 2 X j Cx  dg es un politopo, esto es, un
poliedro acotado, entonces existe una familia nita fx1; x2; : : : ; xKg de vértices
de convfx 2 X j Cx  dg, esto es, los puntos de fx 2 X j Cx  dg, como
convfx 2 X j Cx  dg = convfx1; x2; : : : ; xKg. De aquí sigue que:
mn
x
ffx+ (Ax  b) j Cx  b; x 2 Xg = mn
k=1;:::;K

fxk + (Axk   b)
	
y z() es la cubierta menor de la familia de funciones lineales de , fxk+(Axk 
b), k = 1; : : : ;K y es una función cóncava de , con saltos no diferenciable, donde
la solución óptima de (LR) no es única. La Figura 2.2 muestra una función
lagrangiana para el caso donde (P ) es un problema de maximización, (LR) es
un problema de minimización y z() es una función convexa de ().
Una función cóncava f(x) es continua sobre el dominio interior relacionado
y es diferenciable casi en todos lados, esto es, excepto sobre un conjunto de
medida 0. Estos puntos donde no es diferenciable, la función no tiene gradiente,
pero siempre tiene subgradiente.
Denición 19 Un vector y 2 (Rn) es un subgradiente de una función cón-
cava f(x) con el punto x0 2 Rn si 8x 2 Rn
f(x)  f(x0)  y  (x  x0).
Denición 20 El conjunto de todos los subgradientes de una función cóncava
f(x) en el punto x0 es llamado subdiferenciable de f en x0 y es denotado
@f(x0).
Teorema 21 El subdiferenciable @f(x0) de una función cóncava f(x) en el
punto x0 siempre es no vacío, cerrado, convexo y acotado.
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Figura 2.2: Función lagrangiana para el caso de maximización
Si el subdiferencial de f en x0 consiste de un solo elemento, ese elemento es
el subgradiente de f en x0, denotado por Of(x0).














 j   fxk + (Axk   b); k = 1; : : : ;K
	
Sea  un minimizador de z(),  = z(). Sea k un valor actual de
, sea k = z(
k) y sea Hk = f j fxk + (Axk   b) = kg es un nivel del
hiperplano que pasa por k.
Si z() es diferenciable en k, esto es, si (LR) tiene una única solución
óptima xk, tiene un gradiente Oz(k) en k:
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Figura 2.3: Contorno de la función lagrangiana.
OT z(k) = (Axk   b) ? Hk.
Si z() es no diferenciable en k, esto es, si (LRk) tiene soluciones óp-
timas múltiples, se puede mostrar que el vector sk = (Axk   b)T es un
subgradiente de z() en k. El vector sk es ortogonal a Hk.
Se considera el contorno C() = f 2 Rm+ j z()  g, donde  es un
escalar, estos contornos son conjuntos de poliedros convexos. Ver la Figura 2.3.
Un subgradiente no es necesariamente una dirección de incremento para la
función, localmente igual, como se muestra en la Figura 2.3.
2.1.7. Métodos primales y duales para resolver relajación
dual
Una cantidad de métodos han sido propuesto para resolver duales lagrangianos.
Cualquier de ellos es adecuado, como métodos duales ascendentes, o para re-
solver un problema de optimización convexo no lineal genérico. Esta sección
revisa las aproximaciones más importantes.
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Método del subgradiente
El método del subgradiente fue propuesto en [48] y posteriormente fue va-
lidado en [49]. Este es un método iterativo en el cual en la iteración k, da un
vector multiplicador actual k y la longitud del paso es tomado con subgra-
diente z(k), entonces, si es necesario, el punto resultante es proyectado en un
ortogonal no negativo.
Sea x(k) una solución óptima de (LRk). Entonces s
k = (Ax(k)   b)T es un
subgradiente de z() en k. Si  es una solución óptima (no conocida) de (LR),
con  = z(), sea k+1 es una proyección de k en un hiperplano H paralelo
a Hk denido por
H = f j fxk + (Ax(k)   b) = g.
El vector sk es perpendicular a Hk y H, por lo tanto 
k+1 k es un multi-
plicador no negativo de sk:
0k+1   k = sk;   0.
También, 0k+1 pertenece a H:
fx(k) + 0k+1(Ax(k)   b) = 
por lo tanto











Finalmente denimos k+1 = [0k+1]+, esto es, dene la siguiente iteración
k+1 como la proyección de 0k+1 en un ortogonal no negativo, como  debería
ser no negativo. Dadas las proyecciones geométricas descritas, es claro que k+1
está más cerca de  que de k, así que la secuencia k k    k2 es monótona-
mente no creciente.
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Nota 22 Esta formula desafortunadamente usa el valor óptimo desconocido de
 de (LR). Se puede tratar de usar un estimado para ese valor, pero entonces
también podría ser usado un múltiplo más pequeño o más grande de sk. Si se ve
que los valores de la función objetivo no mejoran en muchas iteraciones, se debe
sospechar que  ha sido sobreestimado (para un problema de maximización) y se
está pasando, así se debería tratar de reducir la diferencia entre  k. Esto
puede ser obtenido introduciendo desde el comienzo un factor positivo k 2 (0; 2),
en la formula del subgradiente:
k+1 = k + [ s
kk( k)
kskk2 ]
por lo que k reduce el escalar cuando este no es mejorado por mucho.
Prácticamente la convergencia del método de subgradiente es impredecible.
Para algunos problemas, la convergencia es rápida y altamente conable, mien-
tras otros problemas tienden a producir multiplicadores en secuencia, o el valor
lagrangiano, o ambos, de forma equivocada. En un caso bueno, usualmente
se podría observar un patrón sawtooth en el valor lagrangiano para las primera
iteraciones, seguido por un mejoramiento rigurosamente monótono y conver-
gencia asintótica para un valor optimista del óptimo de la cota lagrangiana. En
un caso malo, el patrón sawtooth continúa, ó empeora y el valor lagrangiano
siempre se está deteriorando. Algunos autores han estudiado este problema y han
propuesto remedios. Para mejorar el comportamiento del algoritmo mediante el
mejoramiento del tamaño del paso para calcular el subgradiente vease [8].
Métodos duales ascendentes
Este tipo de aproximación, toma la ventaja de la estructura del dual la-
grangiano para crear una secuencia de multiplicadores que garantiza un valor
monótono creciente en la función lagrangiana. Una aproximación para resolver
la aproximación de la relajación LP del problema de localización de fábricas
no capacitado (UFLP ) ha sido propuesta en [7]. Independientemente en [26]
se desarrolló un método dual ascendente para resolver la relajación lagrangiana
para el mismo problema de localización no capacitado. Realmente esta cota
lagrangiana es igual a la de LP de [7] debido a la propiedad de integralidad.
El tamaño de LP para el problema UFLP es muy grande para instancias de
tamaño moderado y ambas aproximaciones fueron exitosas para la producción
de valores óptimos de LP en gran parte de los casos tratados. Además las
soluciones primas encontradas por el método propuesto en [26] frecuentemente
fueron óptimas para UFLP con un alto porcentaje de soluciones de LP incluso
enteras.
Aunque en general no se puede esperar que la mayoría de las soluciones de
LP siempre pudieran ser enteras debido a que los métodos duales ascenden-
tes normales se concentran en optimizar problemas duales lagrangianos. Éstas
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aproximaciones son de estructura independiente por lo que son problemas es-
pecícos. Algunos ejemplos de diseño dual lagrangiano ascendente exitoso se
encuentran en [30, 31, 32, 44]. Si se desea desarrollar un método dual lagrangiano
ascendente exitoso vease [40] para ver los principios generales.
Método generación de restricciones (también llamado método de planos
cortantes, o CP)
En este método [12] y [51], usaron el hecho de que z() es la cubierta mínima














s.a:   fxk + (Axk   b) k = 1; :::;K
Cada iteración k, genera uno o más cortes de la forma:
  fxk + (Ax(k)   b),
para resolver el subproblema lagrangiano (LRk) con solución x
(k). Estos cortes
son agregados a los generados en iteraciones previas para formar el problema
maestro actual LP :
(MP k) = max
0;

 j   fx(h) + (Ax(h)   b); h = 1; :::k
	
cuya solución es la próxima iteración k+1. El proceso termina cuando v(MP k) =
z(k+1). Este valor es el óptimo de (LR).
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Generación de columnas (CG)
(CG) ha sido utilizado exhaustivamente, en particular para resolver proble-
mas de secuenciamiento muy grande (aerolíneas, autobuses,. . . ). Este consiste
en reformular un problema como uno de LP (o uno IP) cuyas actividades (o
columnas) corresponde a soluciones factibles de un subconjunto de problemas
restringidos, sujetos a las restricciones restantes. Las variables son sujetas a
pesos para estas soluciones.
Existen dos aspectos para generar columnas: primero, el proceso es dual para
la relajación lagrangiana y para CP . Posteriormente, puede ser visto como una
aplicación del algoritmo de descomposición de [17, 18]. Sea xk 2 fx 2 X j Cxk 
dg, k 2 K, a ser elegidas tales que convfxkg = convfx 2 X j Cx  dg. Una
elección posible para las xk´s son todos los puntos de convfx 2 X j Cx  dg
pero una opción más barata son todos los vértices de convfx 2 X j Cx  dg.
El problema (P ) : mn
x
ffx j Ax  b; Cx  d; x 2 Xg benecia al problema






ffx+ (Ax  b) j Cx  d; x 2 Xg
o
el cual es equivalente al problema primal (esto es, en el espacio x)
(PR) = mn
x
ffx j Ax  b; x 2 convfx 2 X j Cx  dgg












































k = 1 y k  0.
La separación de un problema en un subproblema y un maestro es equivalen-
te a la separación de las restricciones que fueron guardadas y las restricciones
dualizadas. Las columnas generadas son soluciones de subproblemas enteros
que tienen las mismas restricciones que los subproblemas lagrangianos. La ge-
neración de las columnas fue usado para instancias en [74] para la relajación
lagrangiana más fuerte del GAP. Las cotas obtenidas usualmente fueron muy
delgadas, esto es, más cerradas del verdadero valor de IP que la cota LP .
El valor de la relajación lagrangiana del problema maestro es igual a la cota
de la relajación lagrangiana. La fuerza del esquema de una CG o LR podría
haberse basado en el hecho de que los subproblemas no tienen la propiedad
de integralidad. Sin embargo puede pasar que tal esquema puede ser exitoso
para resolver problemas con la propiedad de integralidad porque esto permite
el cálculo indirecto de v(LP ) cuando este valor no puede ser calculado directa-
mente, por ejemplo, a causa de un número exponencial de restricciones, [47, 48].
Una ventaja substancial de (CP ) o (CG) sobre los algoritmos subgradientes
es la existencia de un criterio de terminación v(MP k) = z(k+1).
Aunque para ciertas familias de problemas, por ejemplo problemas de lote
capacitados multi producto con o sin tiempos de ensamble, [41], (CG) puede
converger rápidamente (en no más de 15 a 20 iteraciones en la aplicación de
tamaño de lote), frecuentemente en la práctica el proceso es generado con su-
cientes restricciones o columnas (en CP o CG respectivamente) para conseguir
la convergencia la cual toma un tiempo largo para obtenerla. Primero el paso
inicial solo se consideran un poco de columnas/restricciones las cuales son cono-
cidas y la aproximación de la función lagrangiana puede ser totalmente pobre.
Puede tomar tiempo hasta que la familia de restricciones/columnas generadas
permitan una localización relativa exacta del vector multiplicador óptimo. Poste-
riormente hacia el nal del proceso, algunos de los problemas que son altamente
degenerados por muchas iteraciones no muestran un verdadero mejoramiento en
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cualquier multiplicador o valor lagrangiano. Se han realizado muchos intentos
para corregir este comportamiento. En [23, 24, 81] se describen algunas aproxi-
maciones de este método.
Método de empaquetamiento (bundle)
En [55] y [83] se introdujo una extensión del método subgradiente, llamado
método de empaquetamiento, en el cual la información anterior es coleccionada
para dar una mejor aproximación de la función lagrangiana. El algoritmo están-
dar de CP usa el empaquetamiento de un subgradiente ya que son generados y
construidos por una función lagrangiana de aproximación lineal por partes. Este
método usualmente es lento e inestable; solo se han propuesto 3 aproximaciones
estables distintas. En cualquier momento, se tiene un modelo que representa la
función lagrangiana y es llamado centro estabilizador, el cual debería ser una
aproximación razonable de la verdadera solución óptima. Se genera la siguiente
iteración la cual tiene un compromiso: generar la función objetivo y cuidar la
cercanía del centro estabilizador. La siguiente iteración viene del nuevo centro
estabilizador (un paso serio) sólo si la función objetivo mejorada es lo sucien-
temente buena. De otro modo, se tiene un paso nulo, sin embargo, se mejora la
función de aproximación. Además, esta nueva iteraciónno debe estar cerca del
centro estabilizador. Las 3 aproximaciones estabilizadoras proponen distintos
formas de controlar la cantidad de movimientos que son permitidos. Cualquiera
de las siguientes iteraciones donde permanece la región llamada verdadera, o
agrega un término de penalización para la aproximación de la función que in-
crementa la distancia del centro de estabilización, o permanece dentro de la
región donde la aproximación de la función está encima de un cierto nivel (para
un problema de maximización). Esta medida de proximidad es un parámetro
que se puede ajustar en una implementación práctica. Posiblemente existe una
relación entre la protección dada por este pequeño concepto movido y un pe-
queño mejoramiento de esta cota.
El algoritmo volumen (VA)
El algoritmo volumen [4], es una extensión del algoritmo de subgradiente,
puede ser visto como una forma rápida para aproximar la descomposición Dan-
tzig-Wolfe, con un mejor criterio de parada lo que produce la estimación por
debajo de las caras que son activas en una solución óptima dual de los vectores
primales al igual que los duales. Este algoritmo ha sido usado con éxito para
resolver problemas LP ´s de gran escala que vienen dentro de optimización com-
binatoria, tales como un conjunto de particiones o problemas de localización.
De manera similar para los pasos serios/nulos la losofía de métodos de em-
paquetamiento, dene pasos verdes, amarillos o rojos para V A e introduce una
medida precisa para mejorar las necesidades declarando un paso verde (o serios).
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Además esto benecia a una formulación revisada (RV A) que esta en algún lu-
gar entre V A y un método especíco bundle. Ambos autores aplican V A y las
modicaciones de sus algoritmos para problemas Rectilíneos de Steiner.
Métodos de funciones Lagrangianas modicadas.
Los métodos de agregación lagrangiana han sido usados principalmente en
programación continua no linear y en optimización estocástica. Sin embargo
también pueden ser usados en programación entera no lineal (NLIP) y como
consecuencia también en programación lineal entera resolviendo directamente
problemas de relajación primal, a diferencia de resolver problemas en el espacio
dual. Tal aproximación para un caso lineal puede ser encontrado en [22].
En [38] se incluye una relajación primal para NLIP. La cual es equivalente a
la relajación lagrangiana en un caso lineal (ver el teorema 8), pero usualmente
no lo es para un caso no lineal.
La Relajación de un Problema Primal de un problema de programación
entera no lineal es:
(IP ) = mn
x
ff(x) j g(x) = 0; x 2 P \Xg
relacionado a las restricciones de igualdad g(x) = 0, con un poliedro racional
P y X un conjunto de restricciones de integralidad sobre las variables, es el
problema continuo no lineal
(PR) = inf
x
ff(x) j g(x) = 0; x 2 convfP \Xgg
Si la función f(x) es convexa y g(x) lineal, (PR) es equivalente al problema






f(x) + g(x) j x 2 convfP \Xg
o
Por otro lado, (PR) es equivalente al problema Proximal para el Lagrangiano
Modicado
infx ff(x) + ( 2 ) jx  x
j2 + u  g(x) + 12 jg(x)j
2
(PLM)
s. a: x 2 convfP \Xg
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para cualquier  > 0, sucientemente grande y cualquier  positivo, donde x
es una solución óptima del problema original (PR) y u el multiplicador ópti-
mo asociado a las restricciones dualizadas g(x) = 0. Como se muestra en [14],
(PLM) puede ser resuelto por una adaptación del método proximal de multi-
plicadores, el cual toma en cuenta las restricciones implicadas x 2 convfP \Xg.
La función proximal para el lagrangiano modicado, L(x;w; u; ; ) = f(x) +
( 2 ) jx  wj
2
+ u  g(x) + ( 12 ) jg(x)j
2 depende de la aproximación de u a u, la
aproximación de w a x, el parámetro proximal  y el parámetro penalizador .
Existen varias ventajas de usar un agregado lagrangiano a un método de
penalización. Primero, existe un valor nito  del coeciente de penalización 
tal que para cualquier   , el problema (PLM) es equivalente al problema
(PR). Después, los multiplicadores son actualizados por medio de una forma-
cerrada, jando el paso en la formula del subgradiente ui(k + 1) = ui(k) +
(Aix(k)  bi), que garantice la convergencia al multiplicador óptimo de Kuhn-
Tucker ui , sin necesidad de ajustar o estimar un parámetro, como debe ser en el
caso de métodos de subgradiente. Finalmente, en el caso lineal, la convergencia
es conseguida en un número nito de iteraciones.
La ventaja de incluir un término proximal ( 2 ) jx  x
j2,  > 0, es tal que
si f(x) y g(x) son convexos, L(x;w; u; ; ) es estrictamente convexa en x y
tiene un único mínimo sobre x dados w; u; ; . (PAL) puede ser resuelto por
un método de linealización tal como el método de Frank y Wolfe, o, por des-
composición simple, conocido por propiedades de convergencia mejorada.
La ventaja de usar convfP\Xg en lugar de P\X es que el problema (PLM)
puede ser resuelto ecientemente por métodos de linealización tales como des-
composición simple porque este conjunto de restricciones es un poliedro, mien-
tras generalmente el problema
mn
x
f(x) + ( 2 ) jx  x
j2 + u  (Ax  b) + ( 12 ) jAx  bj
2
s. a: x 2 (P \X)
no lo es.
En [15, 16] se describe una implementación exitosa del proximal para el
lagrangiano agregado para resolver problemas de localización de fábricas capa-
citado con función objetivo no lineal.
CAPÍTULO 2. REVISIÓN DE LA LITERATURA 36
Métodos híbridos de dos fases
En [42] se presentó un método que combina el método del subgradiente en
una primera fase y generación de restricciones en la segunda. Los multiplicadores
primero son ajustados de acuerdo a la formula del subgradiente y al mismo
tiempo, las restricciones correspondientes a todas las soluciones conocidas de los
subproblemas conocidos son agregados a la LP del problema maestro. El valor
del LP del problema maestro es tomado como una estimación actual del dual
lagrangiano óptimo. La exactitud de esta estimación va en aumento conforme
vayan pasando las iteraciones, por eso no hay necesidad que para cualquier
ajuste del tamaño del paso: cuidar que k = 1, 8k. Dado un intervalo en el
óptimo dual de la cota de relajación lagrangiana y el valor del problema maestro
se ve beneciada la convergencia del método, como un método de generación de
restricciones puro.
Debe estar seguro que el proceso no es cíclico. Si se obtienen restricciones
repetidas, el problema maestro no puede ser mejorado. Después de que el mismo
corte ha sido generado un número de veces (digamos, 5 veces), se puede cambiar
a una fase de generación de restricciones pura.
Un método híbrido similar ha sido abogado recientemente en [45], combi-
nando (CG) con el método subgradiente. Sabemos que es difícil de generar un
buen conjunto de columnas que comiencen el algoritmo. El artículo sugiere u-
sar una fase inicial que genere las paredes de afueradel domo de la función
lagrangiana, usando una explicación gráca del procedimiento. Si se ve la fun-
ción lagrangiana (cóncava) como un domo en R, donde Rm corresponde a los
multiplicadores lagrangianos  y R a la función lagrangiana, entonces en la
fase inicial, se tratará de generar fases además denir un poliedro acotado que
contienen el domo lagrangiano. En la Figura 2.4, las 3 fases denidas por las
líneas rmes (son las paredes de afuera, aunque no todas) denen un poliedro
acotado. Las líneas punteadas denen las fases del domo que puede ser des-
cubiertas durante el transcurso del algoritmo. La fase inicial usa un método
sugradiente con un paso grande, el propósito es pasarse para descubrir las
paredes de afuera. Una vez que el problema maestro de generación de columnas
es factible (o equivalentemente una vez que el plano cortante LP es factible), o
posiblemente algunas iteraciones después si uno piensa existe algunas ventajas
en generar un poco más de fases, se cambia cualquier restricción o columna de
generación. Además sabemos que las columnas generadas en la primera fase del
método (CG) para el GAP, contienen más información adicional que aquellas
generadas por el método estándar fase 1 (esto es, se empieza con columnas
articiales con alto costo), como evidenciando el factor de que pocas nuevas
columnas necesitan ser generadas para converger.
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Figura 2.4: Denición de un poliedro acotado.
Descomposición de subproblemas
En algunos casos, el subproblema lagrangiano se descompone en problemas
pequeños, esto signica que la región factible es realmente el producto cartesiano
de varias regiones pequeñas. Una ventaja clara es la reducción en la complejidad
computacional para los subproblemas lagrangianos: generalmente es más fácil
resolver 50 problemas con 100 variables binarias cada uno, que, un problema
con 5,000 (esto es, 50  100) variables binarias.
También signica que en generación de columnas, las columnas (esto es, los
vectores que son soluciones factibles de las restricciones guardadas) se descom-
ponen en pequeñas subcolumnas y cada subcolumna es una combinación con-
vexa de vértices de una pequeña región. Por asignación de conjuntos de pesos
diferentes a estas combinaciones convexas, sigue mezclar y relacionarlas solu-
ciones, en otras palabras, se trata de combinar una subcolumna para el primer
subproblema que fue generado en la iteración 10, con una subcolumna para el
segundo subproblema generado en la iteración 7, etc., para formar una colum-
na de tamaño completo. Si no se tiene la descomposición del problema antes
del tiempo, podríamos esperar un largo tiempo para generar completamente la
columna.
Por dualidad, esto signica que en un ambiente de plano cortante, también
pueden ser generados sub cortespara cada subproblema, esta cantidad para
el primer reemplazo  por z + b en








s. a: z  (f + A)x(h) h = 1; ::; k
y entonces z por una suma de escalares zl, con zl  (f l + Al)x(h)l , donde l es
el índice del subproblema lagrangiano, f l, Al y x
(h)
l son la l-ésima porción de
la submatriz y vectores correspondientes y x(h)l es una solución lagrangiana del






zl + b (MPD
k)
s. a: zl  (f + A)lx(h)l h = 1; :::; k
Ejemplo 23 Considere de nuevo el GAP para el caso de minimización (aunque
esto trabajaría en exactamente la misma forma con maximización). Hemos visto













aijxij  bi 8i 2 I (KP )






















(cij   j)xij j
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j
aijxij  bi;8i; xij 2 f0; 1g;8i; j
)
CAPÍTULO 2. REVISIÓN DE LA LITERATURA 39
y (LR) es el máximo con respecto a  de v(LR).
Sea EP (KP ) = fxk j k 2 Kg es el conjunto de todas las soluciones factibles
de las restricciones (KP ), sea EP (KPi) = fxki j k 2 Kig es el conjunto se todas
las soluciones enteras factibles de la i-ésima mochila, con K = iKi.







El dual lagrangiano es equivalente a agregar el problema maestro AMP :
(AMP ) = max
;
(
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i;j
(cij   j)xkij ;8k 2 K
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Si primero tenemos que escribir la formulación de la generación de columnas
para el dual lagrangiano, naturalmente podemos tener las soluciones de ambos
subproblemas de la mochila independientes, usando los conjuntos Ki indepen-
dientes a diferencia de K, la generación de columnas del problema maestro
podría ser desagregado:
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(cij   j)xkij ;8i; k 2 Ki
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k = 1 8i
ik  0
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xij = 1; xij  0
)
de (LR).
Relajar y cortar (Relax & cut)
Una pregunta que frecuentemente vemos en el contexto de relajación lagran-
giana es: ¿cuál es la fortaleza de la cota obtenida por la relajación lagrangiana?.
Una posible respuesta es la adición de cortes que son violados actualmente por
la solución lagrangiana. Sin embargo, está claro que agregar estos al proble-
ma lagrangiano podría cambiar esta estructura y lo haría mucho más difícil de
resolver. Una salida es dualizar estos cortes. ¡Recordemos que dualizando no sig-
nica descartar!. Los cortes pueden ser agregados al conjunto de restricciones
complicadase intuitivamente pueden ser usados solo si la intersección N1 (para
una nueva intersección) de un poliedro nuevo relajado y del envolvente con-
vexo de las soluciones enteras de restricciones guardadas es más pequeñoque
la intersección OI (para una intersección antigua) del poliedro antiguo relaja-
do y el envolvente convexo de las soluciones enteras de restricciones guardadas.
Solo es posible en este turno si el poliedro relajado nuevo es más pequeño que
el antiguo, entonces las restricciones guardadas son las mismas en ambos casos.
Esto tiene las siguientes implicaciones. Considere un corte que es violado por la
solución lagrangiana actual:
1. si el corte es igual a una combinación convexa de las restricciones dualiza-
das actuales o guardadas, no es posible reducir la intersección desde cada
punto de intersecciones antiguas; además no ayuda sustituir restriccio-
nes de las dualizadas. Ver Figura 2.5.
2. si el corte es una desigualdad válida para el problema lagrangiano, entonces
cada punto en el envolvente convexo de puntos enteros de las restricciones
guardadas se satisface por cada solución entera factible del suproblema
lagrangiano;
3. por lo que es necesario usar para el corte la información enteray duali-
zar y guardar ambas restricciones y remover parte de la intersección. (La
solución lagrangiana es un punto entero requerido para satisfacer solo las
restricciones guardadas).
Un esquema de relajar y cortar puede proceder como sigue:
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Figura 2.5: Conjunto convexo entero de soluciones que no cambia
1. inicializar el multiplicador lagrangiano .
2. resolver el problema lagrangiano actual, sea x() la solución lagrangiana.
Si el dual lagrangiano no ha sido resuelto aún, actualizar . Si no terminar.
3. Identicar el corte que fue violado por x() y dualizarlo. Ir a (2).
El termino dualizar y cortarfue usado por primera vez en [25]. Este artícu-
lo, usó una descripción parcial de restricciones y las cuales fueron identicadas
como restricciones violadas (no cortes), agregadas al modelo e inmediatamente
dualizadas. La idea, sino el nombre, ha sido usado tempranamente. En [3].se
generó unsubtour de eliminación de restricciones e inmediatamente se dualizó,
esto fue aplicado a instancias del problema TSP . Lucena usó una idea similar
en [59]. La utilidad de las restricciones es obvia, contraria a la de estos cortes.
Obviamente una restricción perdida puede cambiar la solución del problema.
Ahora daremos ejemplo de cortes que si fue posible dualizarlos pero no
pueden ser cotas de relajación lagrangianas delgadas.
Cortes dualizados no mejorados: ejemplo para el GAP. Ya hemos in-
troducido el GAP y este es el modelo:





j cijxij (GAP )
s. a
P
j aijxij  bi 8i 2 I (KP )P
i xij = 1 8j 2 J (MC)
xij 2 f0; 1g 8i 2 I; j 2 J
Si se dualiza (MC), el problema de relajación lagrangiana se descompone en
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o
Así el i-ésimo subproblema lagrangiano es un problema de la mochila para
la i-ésima máquina. Después de resolver todos los problemas de la mochila,
la solución x() puede violar algunas restricciones de opción múltiple, esto es,
existe alguna j para la cual
P
i xij 6= 1 y como una consecuencia la condiciónP
i
P
j xij = jJ j puede ser violada. Agregando este corte (es decir, ¡recor-
tar la solución lagrangiana actual!) e inmediatamente dualizarlo, sin reducir la
intersección, cada punto de la intersección antigua OI ya satisface todas las
restricciones de múltiple opción (MC), esto es, las restricciones dualizadas.
¿Se pueden guardar los cortes más fuertes de la cota lagrangiana?
¿Pero qué pasa si guardamos los cortes en lugar de dualizarlos?. Está claro que
agregar estos al problema lagrangiano puede cambiar esta estructura, pero to-
davía puede ser resuelta fácilmente. Los cortes pueden ser agregados al conjunto
de restricciones fácilese intuitivamente pueden ser usados solo si la intersec-
ción NI del poliedro relajado y del nuevo envolvente convexo de las soluciones
enteras de restricciones guardadas es más pequeñoque la intersección OI del
poliedro relajado y del envolvente convexo antiguo de las soluciones enteras de
las restricciones guardadas. Esto sólo es posible si el envolvente convexo del
envolvente nuevo es más pequeño que el antiguo, entonces las restricciones dua-
lizadas son las mismas en ambos casos.
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Ejemplo 24 Considere de nuevo el GAP y la relajación lagrangiana débil: en
la cual las restricciones de la mochila (KP) son dualizadas. Se puede agregar las
restricciones restantes de múltiple opción y sustituir una restricción de las res-
tricciones dualizadas, por ejemplo la suma de todas las restricciones, las cuales
obviamente es más débil que la restricción de la mochila original. El problema
lagrangiano no se descompone en más, pero esta nueva estructura es del pro-
blema de la mochila de múltiple opción, la cual usualmente es fácil de resolver
con software especializado y mucho más fácil que agregar las restricciones de la
mochila sin múltiple opción.
El fortalecimiento de la cota lagrangiana es simple y aún no es potencial-
mente poderosa.
Heurísticas lagrangianas y Branch-and-Price
La relajación lagrangiana da cotas, pero también genera soluciones lagran-
gianas. Si la solución lagrangiana satisface las restricciones de holgura comple-
mentaria (CS), sabemos que es una solución óptima del problema IP. Si este es
factible pero CP se cumple, esto es al menos una solución factible del problema
IP y aún se tiene que determinar, por BB o de otra forma, este es óptimo.
Si no, la relajación genera soluciones enteras infactibles. Frecuentemente todas
estás soluciones están cerca de la factible, las cuales se pueden obtener median-
te penalizaciones para las restricciones más violadas. Existe un amplia gama
de literatura acerca de posibles formas de modicar las soluciones lagrangianas
existentes infactibles a factibles. Las heurísticas lagrangianas son esencialmente
dependientes del problema y solo trataremos de obtener un poco de pistas sobre
como proceder. Por ejemplo se puede tratar de obtener soluciones factibles de
la siguiente forma:
1. modicando la solución correcta en infactibilidades cuidando que el dete-
rioro de la función objetivo sea pequeño.
Ejemplo: en el secuenciamiento de la producción, si relaja las restricciones de
demanda, se puede tratar de cambiar la producción (incrementar o disminuir)
hasta conocer la demanda [20].
2. jando (en 1 ó 0) algunos de las variables de desición signicativas según
sus valores actuales en la solución lagrangiana y resolviendo óptimamente
el problema restante. Podemos llamar a esta heurística perezosa [10].
Para empezar se puede jar las variables que satisfacen las restricciones
relajadas.
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Parte del éxito de la relajación lagrangiana se debe al mejoramiento de mane-
ra inteligente de los métodos de solución para el dual lagrangiano, con heurísti-
cas poderosas grabadas en cada iteración. En algunos casos, el intervalo restante
de la dualidad, esto es, el porcentaje relativo entre la mejor cota lagrangiana
encontrada y la mejor solución factible encontrada por la heurística es su-
cientemente pequeña para realizar una enumeración. Sin embargo en algunos
ejemplos un óptimo o al menos una solución óptima es deseada y puede ser
usado un esquema de ramicar y acotar para remplazar las cotas LP por LR.
Si el dual lagrangiano es resuelto por generación de columnas, el esquema es
llamado "branch and price", como nuevas columnas podrían necesitadas para
ser priced-out como un ramicado guardado [5, 21]. En este caso, las reglas de
ramicado necesitan ser diseñadas con cuidado como fue hecho en [72]. La espe-
ranza es que estos esquemas pueden converger más rápido que LP el cual está
basado en ramicar y acotar, normalmente las cotas podrían ser más delgadas y
cortarse nodos más rápido. La cantidad de trabajo realizado en un nodo, puede
ser sustancialmente resuelto como un LP .
La relajación lagrangiana es una familia de herramientas poderosa para
resolver de forma aproximada los problemas de programación entera. Dan-
do
 Cotas más fuertes que la relajación LP cuando el problema(s) no
tengan la propiedad de integralidad.
 Buenos puntos de comienzo para heurísticas de búsqueda.
La disponibilidad de interfaces poderosas (GAMS, AMPL,. . . ) y la exi-
bilidad de paquetes IP que hacen esto posible para el usuario para varios
esquemas e implementar y probarlos.
La relajación lagrangiana es muy exible. Frecuentemente algunas refor-
mulaciones son necesarias para que aparezca un buen esquema.
No es necesario tener estructuras especiales grabadas en un problema para
tratar de usar esquemas lagrangianos. Probablemente es una buena idea
descomponer el problema estructuralmente en componentes signicativos
y partirlos a través de dualización de restricciones, posiblemente después
de haber introducido nuevas expresiones de variables.
Finalmente las soluciones para uno o más subproblemas lagrangianos se
puede prestar para emplear heurísticas lagrangianas, posiblemente seguidas
por heurísticas intercambiables, para obtener buenas soluciones factibles.
Emparejar las cotas de relajación lagrangiana con heurísticas lagrangianas
dando el análisis con brackets alrededor del valor entero óptimo. Usual-
mente estos son más delgados que los brackets viniendo de cotas basadas




Este capítulo está dedicado especialmente a la construcción y desarrollo de
cotas lagrangianas para el problema que ya planteamos en el capítulo 1 y que
nombramos: problema de asignación múltiple (MMAP), empezando desde el
planteamiento del problema, denición de lo que es una cota lagrangiana y




z = max fcx j Dx  d; x 2 Xg (P )
donde las restricciones difíciles son Dx  d y las fáciles son x 2 X. El
conjunto X  Rn puede tener una estructura general. Denotando x como la
solución óptima de (P ).
Denamos la relajación convexa de (P ) como:
zR = max fcx j Dx  d; x 2 conv(X)g (PR)
donde conv(X) es el envolvente convexo del conjunto X. Sí X  conv(X),
entonces z  zR. Sea xR la solución óptima de (PR) y uR los multiplicadores
óptimos asociados con las restricciones difíciles.
45
CAPÍTULO 3. CONSTRUCCIÓN Y DESARROLLO DE COTAS 46
Sea u = fuig  0 un n-vector de los multiplicadores lagrangianos. Denimos




Supondremos que el problema lagrangiano tiene una solución óptima para
toda u = fuig  0. Sí x es una solución factible para el problema lagrangiano,
tenemos que para cualquier se cumple que:
cx + u(d Dx)  z(u) para cualquier u = fuig  0
Además si x es factible para (P ) y , tenemos cuyo resultado es la cota
lagrangiana [43]:
z  z(u) para cualquier u = fuig  0 (LB)
Al resolver el problema dual lagrangiano encontraremos la mejor cota la-
grangiana y los multiplicadores lagrangianos asociados u:
z(u) = mn
u0
z(u)  wD (D)
Para problemas tipo (P ), convexos y bajo ciertas condiciones de regularidad
tenemos u(d   Dx) = 0, aún cuándo u(d   Dx), puede ser estrictamente
positivo para u 6= u. Sí X es no convexo, el término de complementariedad
u(d Dx) puede ser estrictamente positivo para u = u. Por lo tanto tratamos
de fortalecer la cota lagrangiana z(u) y el valor de la cota lagrangiana dual wD
estimando los términos de complementariedad los más delgados posibles.
Asumiremos la siguiente información acerca de una solución óptima de (P ),
x:
Suposición 25 Se conoce un conjunto W  Rn, tal que x 2W .
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Denimos a W como la localización de x, o simplemente localización. El
conjunto W puede ser denido manipulando las restricciones del problema ori-
ginal. Distingamos el caso de una localización a priori, cuando el conjunto W
está denido antes que el problema lagrangiano sea resuelto para un u  0 y la
cota asociada z(u) ha sido calculada y a posteriori, cuando el conjunto W está
denido o corregido después que el problema lagrangiano ha sido resuelto.
Denotemos (u) como el valor óptimo del siguiente problema auxiliar usado
para estimar el término de complementariedad:
(u) = mn
y2W
u(d Dy); u  0 (AP )
Este problema nos ayudará a encontrar una cota superior lagrangiana mejor
a la clásica debido a que usualmente el valor de (u) es considerado como que
tiende a 0, cuando no necesariamente es así, si logramos encontrar el valor
óptimo, encontraremos una cota más delgadaque la clásica.
Proposición 26 Sea W una localización. Entonces:
z  zM (u)  z(u)  (u) para cualquier u  0 (MLD)
para cualquier da una cota lagrangiana modicada y la mejor cota puede obte-




Demostración. Por la denición de z(u) y x 2 X sigue que




















u(d Dy)  zM (u) para cualquier u  0
con lo cual se completa la demostración. La segunda desigualdad se cumple
debido a que x 2W .
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también da una cota superior z la cual es tan buena como wMD. No vamos a
considerar bwMD, sólo nos enfocaremos en wMD.
Observación 28 En general wMD 6= z(u)   (u) y el problema dual (D) y
(MD) pueden tener distintos multiplicadores lagrangianos óptimos.
Para comprender mejor el problema dual lagrangiano modicado, por simpli-
cidad asumiremos que los conjuntos X yW contienen un gran número de puntos
pero nito fx1; x2; :::; xT g y fy1; y2; :::; yLg o X y W son poliedros acotados con
sus vértices
Proposición 29 wMD = maxfcx j Dx  Dy; x 2 conv(X); y 2 conv(W )g.



















mn    " (MP )
  cxt + u(d Dxt); t = 1; ::; T
"  u(d Dyl); l = 1; :::; L
u  0; ; " 2 R1
donde las variables , " han sido introducidas para representar max y mn
respecto a x 2 X respectivamente.
El problema maestro (MP ) es un problema lineal. Tomando el dual dado:






t=1 t(d Dxt) (DMP )PT
t=1 t = 1;
PL
l=1 l = 1; ;   0
Ahora sea x =
PT




t=1 t = 1,
PL
l=1 l = 1, ;   0
obtenemos:
wMD = max fcx j Dx  Dy; x 2 conv(X); y 2 conv(W )g
Observación 30 Se conoce por [36] que el dual lagrangiano (LD) tenemos:
wD = max fcx j Dx  d; x 2 conv(X)g
y si X = conv(X), entonces wD = zR.
Nota 31 Para el dual modicado tendremos wMD < zR para X = conv(X).
La cota dual lagrangiana modicada (MD) es un problema de programación
no lineal con respecto a u y puede ser resuelto por métodos como: el subgra-
diente o dual ascendente [56]. Análogamente podemos aplicar técnicas como el
de generación de restricciones (método de Benders) para el problema maestro
(MP ) el cual es lineal o de columnas para el dual (DMP ). Para más técnicas
de solución del (MP ) ver [43].
Una de las dicultades más frecuentes al resolver el dual lagrangiano mo-
dicado (MP ) es la de construcción de una localización W adecuada. De la
denición de zM (u) y wMD tenemos que, en general, el conjunto más pequeño
W es, la mejor cota superior modicada. Esto es, deniendo W como las res-
tricciones originales, es mejor considerar tantas restricciones como sea posible.
Análogamente, la localización debe ser lo sucientemente simple para garanti-
zar que el problema auxiliar (AP ) es más fácil de resolver que el problema (P ).
Además, para mejorar wD, (u) debe ser positiva al menos para algún u  0.
Considerando el problema original (P ) con X = fx j Ax  b; x 2 Ug,
donde U contiene las restricciones de signo para x y restricciones de integralidad
para algunos o todos los componentes de x. Denamos la localización por las
restricciones originales como sigue:
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W0 = fy j Dy  d; y 2 Ug
Obviamente x 2 W0, si tenemos a un (u) = mn
y2W0
fu(d   Dy)  0g, para
cualquier u  0 y entonces por (MLD), (MD) tenemos que wMD  wM .
Por lo tanto posiblemente fortalecimos wD debido a que consideramos el dual
lagrangiano modicado (MLD).
Si la localización se puede descomponer, esto es W0 = W01  :::  W0L,
el problema (AP ) se reduce a L subproblemas independientes de dimensiones
pequeñas. Hay algunas clases de problemas que cuentan con la estructura de
X y W0 y resulta en la descomposición de ambos problemas lagrangianos para
calcular z(u) y el problema auxiliar para calcular (u). En otras palabras, fre-
cuentemente este es el caso de los problemas que cuentan con variables \xij,
entre los cuales se encuentran: el de asignación generalizada, de localización de
fábricas, de la mochila múltiple, problemas de cortes y empaquetamiento, entre
otros.
Ahora supongamos que la localización tiene la forma W1 = fy j y 2 Y; Py 
pg, donde Y  Rn, la matriz P y el vector p son correspondidos dimensio-
nalmente. Asumimos que el conjunto Y presenta una estructura favorable (por
ejemplo, descomponible) y manejaremos las restricciones y 2 Y explícitamente,































fu(d Dy) + v(Py   p)g

 ewMD(W1)
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con z  ewMD(W1).
Similarmente a la demostración de la Proposición 29, tenemos:
wMD(W1) = max fcx j Dx  Dy;Py  p; x 2 conv(X); y 2 conv(X)g
Por la denición de (u) en (AP ) con x 2 W , tenemos (u)  u(d Dx)
para cualquier u  0, por lo que:
uDx  ud  (u) (LFC)
dene una familia de cortes de u conservando la solución óptima del problema
original. Nos referiremos a estos como los cortes lagrangianos factibles.
Considere el problema de separación para la familia (LFC). Explícitamente,
dado un punto bx, deseamos saber si satisface todos los cortes de (LFC).




y bx es eliminado por el correspondiente (LFC) si wLDS(bx) < 0. Por la denición
de (u) tenemos que (u)  u(d Dy) para x 2W y u  0, por lo que si x 2W
nunca será cortado por (LFC).
Nota 32 Por complementariedad uR(d   DxR) = 0 y si (uR) > 0, entonces
xR es cortado por (LFC) el cual está asociado a u = uR.
En el problema de separación (LDS) nos interesa principalmente el signo de
wLDS(bx). Puesto que (u) es homogéneo con respecto a u, es wLDS(bx) y por
lo tanto sin la pérdida de generalidad podemos normalizar u. Por ejemplo, si
agregamos la restricción eu = 1, donde e es un vector unitario m-dimensional.
Similarmente a la demostración de la proposición 2, se puede demostrar que
para la normalización del problema (LDS) tenemos:
wLDS(bx) = maxt j te  D(x  bx); x 2 conv(W ); t 2 R1	
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3.2. Ejemplos
Ejemplo 33 Considere el siguiente problema binario, Freville y Hana [34]:
max  ! x1+ 2x2+ x3+ 2x4
8x1 16x2+ 3x3+ 6x4  18
5x1 10x2+ 8x3+ 16x4  19
x 2 f0; 1g
La solución óptima de este problema es z = 2, x = f (0; 1; 0; 0); (0; 0; 0; 1);
(1; 0; 1; 0) g. Realizando la relajación lineal obtenemos zLP = 3.04 asociada con
la solución óptima dual y primal xLP = (0; 0.89; 0; 0.63), uR = (0.061; 0.102).
Denamos X = fx 2 f0; 1g j 5x1 +10x2 +8x3 +16x4  19g y dualizando la
primera restricción tenemos:
z(u) = 18u+ max
x2X




18u; u  13
2 + 12u; 113  u <
1
3











Ahora consideremos el problema dual lagrangiano modicado (MD) paraW0 =
fx 2 f0; 1g j 8x1 + 16x2 + 3x3 + 6x4  18g:
wMD = mn
u0
fz(u)  (u)g, (u) = mn
y2W0
fu(18  8y1   16y2   3y3   6y4)g.
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Tenemos (u), tal que:
wMD = mn
u0





  13 = 2.846 < wD.
Ahora supongamos que la localización W1 está denida como las dos restric-
ciones originales, tal que la primera restricción es usada para denir la condición
y 2 Y y es manejada explícitamente, mientras que la segunda es dualizada en
la estimación de (u). Entonces tenemos:
(u) = mn
y2W1





f8y1 + 16y2 + 3y3 + 6y4g

.









f8y1 + 16y2 + 3y3 + 6y4   v(5y1 + 10y2 + 8y3 + 16y4   19)g =
mn
v0
f19v +maxf(8  5v)y1 + (16  10v)y2 + (3  8v)y3 + (6  16v)y4g
j y 2 f0; 1g; 8y1 + 16y2 + 3y3 + 6y4  18g.
Denotando el menor máximo por '(v) obtenemos:
'(v) =
8>>>><>>>>:
19v; u  85
16 + 9v; 119  u <
8
5









= 16;47. Respectivamente, tenemos











fz(u)  (u)g  ewMD(W1) = mnfz(u)  1;53ug = 2.8 < wMD.
u0
Ejemplo 34 Considere el siguiente problema no lineal:
z = max ff(x) j Ax = b; x  0g
con cóncava f(x). Denimos X = fx j Ax = bg y W = fyj eAy = eb; y  0g,
donde la matriz [ eA;eb] contiene un subconjunto de las de la matriz extendida
[A; b].
Dualizando las restricciones de no negatividad x  0, la cota lagrangiana
calculada para un u  0 jo es:
z(u) = max ff(x)  ux j Ax = bg
mientras que la cota lagrangiana modicada zM (u) está denida por:
zM (u) = z(u)  (u)
(u) = mn
n
yu j eAy = eb; y  0o
En particular, si u es estrictamente positivo y la matriz [ eA;eb] contiene al
menos una la con elementos positivos, entonces (u) > 0 y zM (u) < z(u).
Nota 35 Los multiplicadores son estrictamente positivos y frecuentemente son
usados en técnicas de punto interior, ver [79].
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3.3. Problema de asignación generalizada (GAP)
En esta sección consideraremos una clase del problema de asignación gene-
ralizada, el cual cuenta con cierta característica: posee una estructura de des-
composición doble en sus restricciones. A continuación detallaremos los pasos
básicos del esquema propuesto para mejorar la cota lagrangiana enfocándonos
en los aspectos algorítmicos.
El problema de asignación (AP) consiste en relacionar de forma óptima los
elementos de dos o más conjuntos, donde la dimensión del problema se reere
a la cantidad de elementos de cada conjunto a ser relacionado. Cuando sólo
contamos con dos conjuntos, nos referiremos a estos como agentesy tareas.
Por ejemplo, las tareasquizás trabajos por realizar y los agenteslas personas
o máquinas que los harán. La versión original del AP consiste en la asignación
de cada tarea a un agente distinto, siendo asignado a lo más una tarea por agente
(asignación biunívoca). En el problema de asignación generalizado GAP cada
tarea es asignada a un agente, al igual que en el problema clásico AP, pero existe
la posibilidad de que un agente sea asignado a más de una tarea, reconociendo
que la tarea puede usar solamente una parte disponible de la capacidad del
agente para llevarse a cabo. Por lo que el GAP es un problema de asignación de
uno - a - varios que reconoce la capacidad límite (ver [61, 66]). Consideraremos
una generalización del AP el cual es una asignación varias - varios reconociendo
las capacidades límites de tareas y agentes. Una situación real en la cual se
encuentra este tipo de asignación es en los hospitales, donde los doctores ocupan
el lugar de los agentes estos tienen que realizar ciertas tareas representados por
los pacientes limitado en un período de tiempo, mientras los pacientes no pueden
quedarse mucho tiempo en el hospital.
3.3.1. Modelo matemático de la asignación varias tareas -
varios agentes










i=1 dijxij  dj j = 1; :::; nPn
j=1 aijxij  bi i = 1; :::;m
xij 2 f0; 1g
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donde xij = 1 si el agente i es asignado a la tarea j, 0 en caso contrario,
cij representa la ganancia obtenida si la tarea j es asignada al agente i, aij
es la capacidad del agente i para realizar la tarea j, bi se considera como la
capacidad disponible del agente i: También asumimos que cada tarea cuenta
con una capacidad (tiempo) límite, tal que dij es la capacidad usada de la tarea
j cuando es realizada por el agente i, dj es la disponibilidad que tiene la tarea
j para ser realizada.
Nota 36 (MMAP ) tiene la estructura de descomposición doble: si se duali-
zan las primeras m restricciones, entonces el problema relajado se descompone
en n subproblemas independientes, teniendo cada uno, una sola restricción tipo
mochila
Pm
i=1 dijxij  dj, mientras si se relaja el segundo tipo de restricciones
tenemos m subproblemas tipo mochila. Si tomamos como restricciones difíciles
el segundo grupo de desigualdades. Denimos:
X = fxij 2 f0; 1g j
nP
j=1









W1 = fyij 2 f0; 1g j y 2 Y; Py  pg








yij 2 f0; 1g j
mP
i=1














Las restricciones originales incluidas en X pueden ser consideradas como
fáciles, mientras aquellas en Y son tratadas como difíciles. La localización
W1 puede ser usada en el dual lagrangiano modicado (MD(W1)) para calcular
el valor ewMD(W1). Podemos manejar las restricciones y 2 Y explícitamente,
mientras las restricciones Py  p pueden ser dualizadas en el problema auxi-
liar. Sea u = fuj ; j = 1; 2; :::; ng y v = fvi; i = 1; 2; :::;mg los multiplicadores
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El dual lagrangiano modicado (MD(W1)) es un problema de programación
no lineal con respecto a las variables u; v  0 y puede ser resuelto por las técnicas
del subgradiente o el dual ascendente. Aplicamos el esquema de generación de
restricciones (método de Benders) transformando el (MD(W1)) a un problema
de programación lineal a gran escala. El principal enfoque de nuestro estudio
es comparar la calidad de las cotas, por eso escogimos la técnica de Benders ya
que genera la cota inferior y superior para ewMD(W1) en cada iteración por lo
que produce una solución cerca de la óptima con calidad garantizada.
Sea fxtij ; t = 1; 2; :::; Tg y fytij ; l = 1; 2; :::; Lg son todos los puntos factibles
de X y Y . Entonces podemos calcular el problema ewMD(W1) de la siguiente
manera:
ewMD(W1) = mn    " (MP1)




















(viaij   ujdij)ylij l = 1; 2; :::; L (22)
u; v  0; ; " 2 R1
Lo anterior es un problema LP con (2+m+n) variables y un gran número de
restricciones - una por cada punto factible de X y Y . Para resolver el problema
maestro (MP1) usamos el esquema de generación de restricciones en forma del
algoritmo de Benders. Omitimos la descripción completa en esta sección del
conocido método iterativo [54, 60] y nos enfocaremos solamente en el esquema
de generación de restricciones.
Consideramos que la k-ésima iteración tenemos un problema tipo maestro
(RMP1k), teniendo pocas restricciones de la forma (21) y (22) en comparación
con el (MP1). Denotamos la solución óptima por (u; v; "; )k. Para checar la
factibilidad de esta solución para todas las restricciones tipo (21) necesitamos
vericar si:



























(cij   ukj dij)xij (23)
donde la maximización sobre X es reducido a maximizaciones independientes
sobre Xi para descomponer la estructura de X. Para ser vericado por (23)
necesitamos resolver m suproblemas independientes cada uno teniendo una sola
restricción tipo mochila y n variables binarias. Denotamos por xkij su solución
óptima.






















(vki aij   ukj dij)yij , (24)
que resulta en resolver n suproblemas independientes con una sola restricción
tipo mochila y m variables binarias. Sea ykij su solución óptima.
Si (23) y (24) son totalmente cumplidos, se detiene con (u; v; "; )k como























a las restricciones del problema maestro. Por lo que en cada iteración agregare-
mos a lo más dos restricciones al (RMP1k) para obtener la siguiente restricción
del problema maestro (RMP1k + 1).
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Nota 37 La k-ésima iteración del método Benders contamos con una cota su-
perior e inferior del valor óptimo ewMD(W1) de (MP1):
k   "k  ewMD(W1)  mn
s=1;2;:::;k
fz(us)  (us; vs)g, (25)






















(vsi aij   usjdij)ysij .
Por lo que nos detendremos si la diferencia entre las cotas en (25) es más
pequeña como deseamos.
También hay que recalcar que si k "k > k 1 "k 1, podemos eliminar esas
restricciones tipo (21) y (22) las cuales no son activas en la solución (u; v; "; )k
ver [54].
Asumimos que los coecientes de la función objetivo en (MMAP ) son no
negativos, por lo tanto zip  0. Entonces para una solución óptima de (MP1),
(u; v; "; )k, tenemos:
0  zip  ewMD(W1) = k   "k,
 = z(u)  zip  0.
Entonces podemos agregar al problema maestro (MP1) restricciones trivia-
les    "  0,   0 desde el principio para cuidar no limitar el decremento del
objetivo en iteraciones tempranas del método de Benders.
Observación 38 Podemos transformar el problema dual lagrangiano (MD(W1))






























puede tener una estructura descomponible de X y Y . Sea





ylij ; l = 1; 2; :::; Lj
	
son todos los puntos factibles de Xi y Yj .
Entonces (MD(W1)) puede ser transformado equivalentemente al siguiente
problema maestro:









s. a: i 
P
j




(viaij   ujdij)ylij l = 1; 2; :::; Lj ; j = 1; 2; :::; n
u; v  0; "j ; i 2 R1
El problema anterior es un problema LP teniendo 2(m + n) variables y
una restricción para cada punto factible de Xi y Yj . El cual también puede ser
resuelto por la técnica de Benders. No es difícil de vericar que si checamos la
factibilidad de todas las restricciones del problema maestro resulta la solución
de los mismos subproblemas anteriores. Sin embargo, contrastando con la forma
anterior que poseía el problema maestro, aquí generaremos más restricciones en





4.1.1. Generalidades de GAMS
Alrededor de la década de los cincuentas ha ocurrido un fulminante desarrollo
de algoritmos y códigos computacionales para la solución y análisis de problemas
de programación matemática. En principios de los ochentas los sistemas de
modelado tuvieron una parte importante de su desarrollo. Uno de los sistemas
de modelado que se desarrollaron primeramente fue el General Algebraic Mode-
ling System (GAMS), es un sistema de alto nivel utilizado para la modelación
de problemas de programación matemática y optimización, que esta compuesto
por un lenguaje compilador integrado a un grupo de solvers de alto rendimiento.
Principalmente fue diseñado para:
La optimización de problemas: lineales, no lineales, enteros y cualquier
combinación de ellos, entre otros.
Brindar un lenguaje basado primordialmente en álgebra para representar
de forma compacta modelos grandes y complejos.
Admitir de forma rápida y segura cambios en las especicaciones del mo-
delo.
Calcular sentencias de relaciones algebraicas omitiendo ambigüedades.
Facilitar la vericación de que el modelo creado sea correcto, tratando de
propagar la expansión de contextos, en un ambiente que este basado en
subíndices, cierta expansibilidad, dar acceso al usuario de empezar con un
conjunto pequeño de datos.
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Permitir la expansión de los nombres de las variables, describir la fun-
ción de ecuaciones, índices, denición de datos como comentarios siendo
inherentemente auto documentado. GAMS esta diseñado para que la es-
tructura del modelo, suposiciones, y cualquier proceso de cálculo usado en
el reporte escrito sea documentado como un archivo auto contenido.
Facilitar la interfaz de interacción con otros nuevos y mejores solvers, siem-
pre y cuando sean independientes, para que sean utilizados en la solución
de cualquier problema dado.
Incluir en la automatización del proceso de modelado lo siguiente:
 acceso a cálculo de datos;
 vericar la estructura correcta de las sentencias algebraicas del mo-
delo;
 evitar la formulación de fallos obvios;
 interactuar con un solver;
 salvar y presentar una base avanzada cuando se generan soluciones
relacionadas;
 tener uso de la solución para reportes escritos.
Tener acceso a la formulación de un modelo entre sistemas de cómputo es
decir que pueda ser usada en una amplia gama de ordenadores, también
importar/exportar datos de otros paquetes computacionales.
Cambiar entre opciones de un solver y otro.
Ser utilizados por grupos de varias disciplinas.
Contar con una librería de modelos para dar ejemplos de ayuda a los
usuarios.
4.1.2. Generalidades de Cplex
Programación Lineal
La solución que realiza Cplex de problemas lineales la lleva acabo utilizando
alternadamente varios algoritmos. Por ejemplo el algoritmo dual simplex más
avanzado de Cplex es utilizado para resolver la mayoría de problemas lineales
debido a que son resueltos mejor con este, así mismo otros ciertos tipos de
problemas se resuelven mejor usando el algoritmo primal simplex, el optimizador
para redes, el algoritmo de barrera, o el algoritmo de exploración. Existe la
opción paralela si esta activada, resuelve diversos algoritmos en paralelo y da la
respuesta del primero que termine.
A pesar de que para la memoria es muy intensivo resolver problemas de
programación lineal Cplex la maneja ecientemente. La escasez de la memoria
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física es un problema común al momento de resolver problemas de dimensiones
grandes; en caso de ser la memoria limitada, Cplex automáticamente hará los
ajustes necesarios para no impactar negativamente el funcionamiento.
El diseño de Cplex está hecho para resolver bajo varios escenarios por defecto
la mayoría de los problemas lineales. Tales escenarios brindan la mejor velocidad
y conabilidad de la optimización del problema. Sin embargo, en varias ocasiones
hay razones para modicar las opciones para la mejora del funcionamiento,
evitar dicultades numéricas y tener el control de la duración de la optimización,
o las opciones de salida.
Existen diferencias entre el tiempo de solución de los problemas resueltos con
el algoritmo primal simplex o con el algoritmo dual simplex, es poco común que
un problema cuente con un funcionamiento numérico pobre en ambos algorit-
mos. Consecuentemente es considerable contemplar el algoritmo primal simplex
si existen problemas numéricos cuando se usa el dual simplex.
Cplex cuenta con un algoritmo para modelos de red muy eciente. Las ca-
racterísticas que poseen las restricciones son las siguientes:
los coecientes distintos a cero son +1 ó  1;
cada una de las columnas de las restricciones tiene exactamente 2 entradas
distintas a cero, una con un coeciente +1 y la otra con  1.
Otra de las cualidades de Cplex es que puede realizar extracciones automá-
ticamente de redes que no se adhieren a las convenciones antes mencionadas y
podrían ser transformados para contar con esas características.
Una alternativa al método simplex es el algoritmo de barrera utilizado para
solucionar programas lineales. Éste consiste en emplear un algoritmo de barrera
primal-dual logarítmico el cual genera una sucesión de soluciones primales y
duales rigurosamente positiva, usar este algoritmo resulta ventajoso para pro-
blemas grandes y dispersos.
Cplex cuenta con un algoritmo de exploración que podría ser ecaz en pro-
blemas con que cuentan con muchas más variables que ecuaciones. Lo que hace
tal algoritmo es solucionar una sucesión de subproblemas lineales que a partir
de los resultados obtenidos de un subproblema se seleccionan las columnas del
modelo original que se incluirán en el siguiente subproblema.
Otra de las funciones que maneja GAMS/Cplex es el acceso al Cplex Infea-
sibility Finder, el cual es un buscador de infactibilidad que toma un problema
lineal infactible y origina un conjunto de restricciones inconsistentes irreducibles
(IIS ), el cuál es un conjunto de restricciones y de cotas para las variables que
lo hacen infactible, eliminado cualquier miembro del sistema para convertirlo
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en factible. En GAMS/Cplex el reporte del IIS está dentro en términos de las
ecuaciones de GAMS y de los nombres de las variables, el reporte del IIS esta
incluido en una sección del registro de la solución.
Programación entera mixta
Para solucionar problemas de tipo entero-puro y mixto es necesario usar
métodos que realicen más cálculos matemáticos que los empleados para proble-
mas lineales puros que cuenten con las mismas condiciones. El tiempo de solución
para resolver un problema de programación entera de dimensiones relativamente
pequeño es enorme.
Un algoritmo utilizado por Cplex para problemas con variables enteras, es el
de ramicar y acotar, el cual consiste en solucionar una serie de subproblemas.
Un problema entero mixto es muy agotador computacionalmente por la gran
cantidad de subproblemas que genera y la demasiada memoria física que requiere
para solucionarse.
4.1.3. GAMS/Cplex
Un solver de GAMS que brinda acceso a los usuarios de combinar el alto
nivel de modelación de GAMS y el poder de los optimizadores de Cplex es el
GAMS/Cplex. El diseño con el cuentan los ordenadores de Cplex es para so-
lucionar problemas grandes y complicados en un corto tiempo y de ser posible
una mínima mediación del usuario. Para los problemas de programación lineal,
cuadrática, problemas con restricciones y enteros mixtos, da acceso (con la li-
cencia apropiada) a los algoritmos de solución de Cplex. Además GAMS/Cplex
cuenta con varias opciones de solución disponibles que para la mayoría de las
opciones de problemas especícos calculan y jan automáticamente los mejores
valores GAMS/Cplex cuenta con todas las opciones de Cplex.
Si se desea tener mayor información sobre GAMS, Cplex y GAMS/Cplex
ver [62] y por la red en www.gams.com y www.cplex.com.
4.2. Indicaciones numéricas
El objetivo del estudio numérico es el comparar la relación entre calidad de
las cotas y el valor objetivo óptimo de la solución exacta. Compararemos numé-
ricamente las cotas lagrangianas para dos conjuntos de instancias de (MMAP):
instancias pequeñas con tamaños mn donde m 2 f5; 8; 10g y n = 50 e instan-
cias más grandes las cuales tienes los valores de m 2 f5; 10; 20g y n = 100. Los
datos son enteros generados aleatoriamente como sigue:
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cij 2 U [10; 50];
aij 2 U [5; 25];
dij 2 U [3; 20]














donde 0 <   1. Por lo que han sido divididos en cinco clases [61] con respecto
a los valores de :
a ( = 0.8),
b ( = 0.85),
c ( = 0.9),
d ( = 0.95) y
e ( = 1).
Ambas cotas lagrangianas, la clásica y la modicada, son calculadas por
la técnica de Benders como fue presentado en el capítulo anterior. Note que
podemos calcular la cota clásica lagrangiana si hacemos " = 0, e ignoramos las
restricciones tipo (22) en el problema maestro (MP1).
El algoritmo tiene varios criterios de parada entre los cuales están:
la diferencia entre las cotas (25) es más pequeña que 1,
la diferencia relativa entre la cota superior e inferior es menor que un error
dado y
la cantidad de iteraciones es excedida.
El modelo y el algoritmo fueron codicados en una herramienta compu-
tacional como Cplex 9.0 mediante la interfaz gráca GAMS en un ordenador
SunTM Ultra 10 con sistema operativo SolarisTM versión 7.
Los casos prueba fueron creados con las especicaciones antes mencionadas,
mediante un generador creado en C++, el cual se alimentaba de la cantidad de
agentes, tareas, el valor de  y generaba un archivo en GAMS.
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4.2.1. Resultados experimentales
Se han diseñado varios programas con las dimensiones especicadas en la
sección de indicaciones numéricas. Cada uno varia con respecto al valor de  por
lo que de una dimensión hay 5 tipos distintos de problemas, además de contar
con 5 repeticiones (tomando como repetición la misma dimensión del problema
pero con distintos datos o mejor dicho distintas semillas de generación) y con el
mismo valor de .
Para todos las instancias fueron calculados los siguientes valores:
zip solución óptima del problema original entero
zlp solución óptima de la relajación lineal
zlag cota clásica lagrangiana (solución del problema wD(W1))
zmd cota modicada lagrangiana (solución del problema ewMD(W1))
obteniendo tres cotas superiores de zip.En el Ápendice de Resultados se mues-
tran las tablas con los resultados experimentales, y cantidades posteriormente
descritas.
Además medimos la calidad de las cotas por dos tipos de cantidades porcen-
tuales (una para medir la mejoría de un tipo de cota sobre otra y la segunda











donde rel1 representa el mejoramiento de la cota modicada sobre la clásica,
rel2 muestra la fortaleza de la cota modicada sobre la relajación LP y rel3
compara la calidad de la cota clásica sobre la cota LP.
Además calculamos la calidad de cada una de las cotas con respecto a la
proximidad existente con la solución entera óptima y fueron calculadas así:













donde gap1 es la proximidad de la solución óptima entera a la cota modicada
lagrangiana, gap2 a la cota lagrangiana clásica y gap3 a la cota de relajación
lineal.
Como conclusión de la experimentación computacional podemos decir que
aún siendo instancia pequeña o grande se puede observar que la cota modicada
lagrangiana es mejor que la clásica lagrangiana mínimo en un 60%; esto se puede
ver debido al valor de rel1, al igual del dominio que tiene esta última sobre la
cota obtenida por relajación lineal y por último cabe mencionar la mejoría de
mínimo un 80% de la cota modicada lagrangiana sobre la lineal, lo cual está
representado por el valor de rel3.
Por parte de la calidad de las cotas obtenidas con respecto a la relación
existente entre cada una estas y la solución exacta óptima de este problema, la
principal nota que debemos mencionar es que los valores de gap2 y gap3 son más
grandes que gap1 es decir que la cota lagrangiana modicada es la más cercana
al resultado exacto, seguido por la cota clásica lagrangiana y por último la lineal.
4.2.2. Prueba de hipótesis de las diferencias en las medias
de las cotas.
Para comprobar estadísticamente las conclusiones realizadas en la sección
anterior (resultados experimentales) realizaremos prueba de hipótesis para for-
talecer dichas conclusiones.
Los datos con las cuales se realizarán dichas pruebas fueron tomados de las
tablas (de la 1 a la 10) mostradas en la sección anterior, estos serán utilizados
para hacer una prueba de hipótesis de media de diferencias donde contamos con
una muestra de 150 casos; lo que queremos probar es:
que la cota modicada lagrangiana domina (mejora) a la cota clásica,
que la cota modicada lagrangiana domina a la cota lineal,
que la cota clásica lagrangiana domina la cota lineal.
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Criterio de Prueba Rechazar H0 si:
H1
d > d z > z
d < d z <  z
d 6= d jzj > zn2
Estadístico de Prueba. z = d dd
p
n
Cuadro 4.1: Prueba de hipótesis para medias.
Prueba de hipótesis para la diferencia de medias entre la cota clásica
lagrangiana y la modicada.
Para empezar haremos la comparación de la cota modicada lagrangiana so-
bre la cota clásica. Lo que queremos demostrar estadísticamente es que la media
obtenida por la cota modicada lagrangiana es menor que la media obtenida
por la clásica lagrangiana (con respecto a la cercanía con la que estas cuentan
a la solución óptima entera).
Considerando un  = 0.001 es decir con un intervalo de conanza del 99% y
como H0 : d = 50% la hipótesis nula donde d es la media de diferencias entre
la cota clásica y la modicada lagrangiana; y H1 : d > 50% es decir queremos
encontrar estadísticamente que la cota clásica es mejorada al menos en un 50%
por la cota modicada.
Como se podrá notar el criterio de prueba que utilizaremos para esta com-
parar las medias es el d > 50% con n = 150. Ahora calcularemos los datos
necesarios para emplear nuestro criterio, los datos son los siguientes:
d =140.9257754












Para comprobar nuestra hipótesis tenemos que probar que Z0 > Z, susti-
tuyendo los valores 7.3383  3.090 rechazamos H0, por lo que aceptamos la H1
esto signica que el promedio de mejoría de la cota modicada lagragiana sobre
la clásica es mayor a un 50%
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Prueba de hipótesis para la diferencia de medias entre la cota modi-
cada lagrangiana y la lineal.
Continuando con la comparación entre las cotas, seguimos con la cota mo-
dicada lagrangiana y la lineal. Deseamos probar estadísticamente que la cota
modicada lagrangiana es mucho mejor que la lineal (con respecto a la cercanía
con la que estas cuentan a la solución óptima entera).
Si consideramos un  = 0.001 es decir con un intervalo de conanza del 99%
y como H0 : d = 80% la hipótesis nula donde d es la media de diferencias
entre la cota clásica y la modicada lagrangiana; y H1 : d > 60% es decir
queremos encontrar estadísticamente que la cota lineal es mejorada al menos en
un 80% por la cota modicada.
De la tabla 11 tomamos el criterio de prueba a utilizar para esta comparar
las medias es el d > 80% con n = 150. Ahora calcularemos los datos necesarios
para emplear nuestro criterio, los datos son los siguientes:
d =157.4591098












Para descartar nuestra hipótesis nula tenemos que probar que Z0 > Z,
sustituyendo los valores 3.254781022  3.090 rechazamos H0, por lo que acep-
tamos la H1 esto signica que el promedio de mejoría de la cota modicada
lagragiana sobre la lineal con respecto a la crecanía con la que estas cuentan a
la solución óptima entera es mayor a un 80%.
Prueba de hipótesis para la diferencia de medias entre la cota clásica
lagrangiana y la lineal.
Por último deseamos realizar la comparación entre la cota clásica y la lineal.
Para probar estadísticamente esto emplearemos la prueba de hipótesis para la
diferencia de medias cuyo criterio y estadístico de prueba se encuentra en la
tabla 11.
Tomando un  = 0.05 es decir con un intervalo de conanza del 95% y como
H0 : d = 5% la hipótesis nula donde d es la media de diferencias entre la cota
lineal y la clásica lagrangiana; y H1 : d > 5% es decir queremos encontrar
estadísticamente que la cota lineal es mejorada al menos en un 5% por la cota
modicada.
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Calculando los datos necesarios para emplear nuestro criterio de prueba,
tenemos los datos son los siguientes:
d =16.53333445












Por lo que descartamos nuestra hipótesis nula debido a que tenemos Z0 > Z,
es decir 1.680  1.645 rechazamos H0, por lo que aceptamos la H1 esto signica
que el promedio de mejoría de la cota clásica lagragiana sobre la lineal con
respecto a la crecanía con la que estas cuentan a la solución óptima entera es
mayor a un 5%.
Capítulo 5
Conclusiones
La contribución principal de este trabajo consiste en la obtención de cotas
lagrangianas para una variación del problema de asignación generalizada, im-
plementando la construcción de cotas desarrollada en [57], la cual consiste en
calcular el valor que corresponde a la penalización que se suma a la función ob-
jetivo del problema lagrangiano, el cuál en la cota lagrangiana clásica es tomado
normalmente como 0, por lo que al encontrar el menor valor posible de este hará
que la mejoremos y la nombraremos cota lagrangiana modicada.
Se mostró en el capítulo correspondiente a la experimentación computacional
que la cota lagrangiana mejorada es mejor que la clásica que a su vez mejora
la obtenida por medio de relajación lineal. Además de esto se comprobó que
la cota obtenida es la que se encuentra más cercana a la solución del problema
exacto entero.
5.1. Conclusiones
Debido a que el problema de asignación múltiple (MMAP) es una variación
del problema de asignación generalizada (GAP) el cual es considerado un proble-
ma NP difícil (ver sección del GAP para la demostración de dicha complejidad)
no existe un algoritmo que lo resuelva de forma exacta en tiempo polinomial,
además en la revisión de literatura no encontramos una heurística para obtener
una solución aproximada de tal problema. Por el antecedente de [57] (el cual
desarrolla cotas superiores para el problema (MMAP)) decidimos implementar
el método propuesto, este está basado principalmente en la transformación de
problemas de optimización de forma que sea más fácil de resolver, dejando como
contribución un problema lineal. La transformación dada delMMAP naliza con
un problema lineal el cuál por su estructura decidimos emplear el método de
Benders para su solución. El método de Benders fue implementado obteniendo
una cota superior que domina a las existentes (lineal y clásica lagrangiana) para
el problema tratado.
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El objetivo principal que se presentó al inicio de este trabajo se cumplió ya
que se desarrolló un método que encuentra cotas para el MMAP , además de
demostrarse que la cota desarrollada en [57] mejora las cotas existentes para el
problema antes mencionado.
5.2. Trabajo futuro
Cómo trabajo futuro podemos señalar la obtención de la cota modicada
que se desarrolló mejorando el tiempo o la cantidad de iteraciones en las cuales
se puede obtener dicha cota, ésta puede ser mejorada mediante la adición de
varios cortes por iteración, lo que hará la convergencia de manera más rápida.
También se puede tratar de resolver el problema propuesto en [57] por
otros métodos de solución como el subgradiente, el método de empaquetamien-
to (bundle), ó el algoritmo volumen y observar cual de todos estos métodos
converge más rápido a dicha cota siempre y cuando se obtenga la misma o una
mejor cota en menor tiempo.
Apéndice A
Programación lineal
La programación lineal es una rama de la programación matemática que
estudia la optimización (maximización o minimización) de una función lineal
que debe satisfacer un conjunto de restricciones lineales también de desigualdad
o igualdad.
A.1. Breve historia
La programación lineal fue concebida por George B. Dantzig quien la desa-
rrolló alrededor de 1947 cuando fungía como consejero de la Fuerza Aérea de los
Estados Unidos de América para dar solución a un programa de entrenamiento
y abastecimiento logístico durante la segunda guerra mundial. Dantzig no sólo
resolvió dicho problema, sino que formuló el problema general de programación
lineal y desarrolló el método simplex de solución, sin embargo su trabajo no
estuvo disponible hasta 1949, año de su publicación.
El nombre de programa no está asociado de manera alguna con un programa
de ordenador, pues de hecho para la época esto hubiera sido imposible. Dado que
en la fuerza aérea los planes y proyectos a implementar son llamados programas,
Dantzig solía referirse a los problemas de programación lineal como programa
en una estructura lineal, y no fue hasta 1948 que el matemático Koopmans
acuñó el término programación lineal.
Diversos problemas del tipo de los de programación lineal fueron formulados
y resueltos antes del primer trabajo de Dantzig. Von Neumann proporcionó
su modelo de equilibrio en 1937. En 1939 Kantorovich planteó y resolvió un
problema de organización y planicación. En 1941 Hitchcok formuló y resolvió
el problema de transporte que fue independientemente resulto por Koopmans
en 1947. En 1942 Kantorovich también formuló el problema de transporte, pero
no lo resolvió. En 1944 Von Neumann y Morgenstern formularon la teoría de
juegos. Stigler trabajó el problema de la dieta en 1945.
73
APÉNDICE A. PROGRAMACIÓN LINEAL 74
Después de la publicación del método simplex el campo de la programación
lineal se ha visto ampliamente enriquecido. La programación lineal ha sido fa-
vorablemente aceptada por su inherente capacidad para modelar una gran di-
versidad de problemas complejos y de gran importancia en física, geometría,
administración e ingeniería entre otras. Así mismo, gracias al desarrollo y cada
vez mayor capacidad de los ordenadores modernos, el método simplex ha sido la
herramienta de solución de los problemas de programación lineal por excelencia.
A.2. El problema general de la programación
lineal
El siguiente es un problema de programación lineal en su forma general.
mn c1x1 + c2x2 + : : :+ cnxn
s. a: a11x1 + a12x2 + : : :+ a1nxn  b1





am1x1 + am2x2 + : : :+ amnxn  bm
x1; x2; : : : ; xn  0
Aquí c1x1+c2x2+ : : :+cnxn es la función objetivo que debe minimizarse, los
parámetros cj son los coecientes de costo, las cantidades xj son las variables de
decisión que deben determinarse. La desigualdad ai1x1 + ai2x2 + : : :+ ainxn 
bi es la i-ésima restricción, los parámetros aij se denominan coecientes tec-
nológicos, los parámetros bi reciben el muy general nombre de valor del la-
do derecho y representa los requerimientos que deben satisfacerse. Por último,
x1; x2; : : : ; xn  0 son las restricciones de no negatividad.
Un conjunto de valores para las variables x1; x2; : : : ; xn que satisfacen todas
las restricciones se denomina punto factible. Al conjunto de todos los puntos
factibles se le llama región factible.
A.2.1. Hipótesis de la programación lineal
Para que la representación de un problema de optimización como uno de
programación lineal sea válida se requiere cumplir con al menos las siguientes
cuatro hipótesis:
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1. Proporcionalidad. El costo de una variable es proporcional al valor que
tome así como la contribución en cada restricción. Esto es, dada una variable
xj , su contribución al costo total es cjxj y a la i-ésima restricción es aijxj .
2. Aditividad. El costo total es la suma de los costos individuales y la con-
tribución total en cada restricción es la suma de las contribuciones de cada
variable.
3. Divisibilidad. Las variables de decisión se pueden dividir en cualesquiera
valores fraccionales, permitiendo con ello valores no enteros para las variables.
4. Determinística. Todos los coecientes cj , aij y bi están bien determinados.
Esto es, se asume que no hay componentes estocásticas o que tales componentes
pueden aproximarse bien mediante tales coecientes.
A.2.2. Manipulaciones del problema general
Como ya se ha dicho, un programa lineal es un problema de maximizar o
minimizar una función lineal bajo restricciones lineales de desigualdad o igual-
dad. Todo problema lineal puede transformarse de una forma a otra equivalente
mediante manipulaciones simples.
Desigualdades e igualdades: Una restricción de desigualdad
P
j aijxj 
bi puede transformarse fácilmente en una de igualdad adicionando una variable
de holgura si  0 obteniendo
P
j aijxj + si = bi. Similarmente, la restricciónP
j aijxj  bi se transforma en
P
j aijxj   si = bi sustrayendo la variable de
exceso si  0. Por otra parte una restricción de igualdad
P
j aijxj = bi siempre
puede transformarse en las dos desigualdades
P
j aijxj  bi y
P
j aijxj  bi.
No negatividad en las variables: El método simplex ha sido diseñado
para resolver problemas cuyas variables sean no negativas. Si una variable se
requiere no positiva, i.e. xj  0, es posible la siguiente sustitución x0j =  xj  0.
Si una variable xj no está restringida en signo, es posible reemplazarla por
x0j x00j , donde x0j ; x00j  0. Si alguna variable está acotada inferiormente, xj  lj ,
entonces la variable x0j = xj   lj es claramente no negativa. También si una
variable está acotada superiormente xj  uj por una cantidad no positiva, i.e.
uj  0, entonces la sustitución x0j = uj   xj produce una variable no negativa.
Maximización y minimización: Todo problema de maximización puede
convertirse en uno de minimización y viceversa. A saber, es claro que
max
P
j cjxj =  mn
P
j  cjxj .
Así, todo problema de maximización (minimización) puede transformarse
en uno de minimización (maximización) multiplicando por  1 los coecientes
de la función objetivo. Obsérvese que al completar la optimización el valor del
problema original es el simétrico aditivo.
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A.3. Representación matricial de un problema
lineal
Todo problema de programación lineal puede escribirse en forma matricial.






j aijxj = bi i = 1; : : : ;m
xj  0 j = 1; : : : ; n
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con lo cual el problema puede quedar expresado mediante
max c|x
s. a: Ax = b
x  0
A.3.1. Formas canónica y estándar
Como ya se ha visto, un problema de programación lineal puede expresarse
en diversas maneras haciendo alguna manipulación. Existen dos formas parti-
cularmente útiles llamadas forma canónica y forma estándar.
Se dice que un problema de programación lineal se encuentra en forma es-
tándar si todas las restricciones son de igualdad y todas las variables son no
negativas, i.e. si es de la forma
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max c|x
s. a: Ax = b
x  0
Un problema está en forma canónica si todas sus variables son no negativas
y todas las restricciones son de tipo < para un problema de maximizar o todas
son del tipo > si es un problema de minimizar. Esto es, si es de cualquiera de
las formas
max c|x
s. a: Ax  b
x  0
mn c|x
s. a: Ax  b
x  0
Como antes, A es una matriz nm, c y x son un vector n-dimensional y b
es un vector no negativo m-dimensional.
Es importante mencionar que el método simplex está diseñado para resolver




La programación entera es la rama de la programación matemática que trata
de la optimización de problemas cuyas variables deben ser discretas o enteras.
Por ejemplo en muchos modelos las variables deben tomar un valor de 0 ó 1 y
representan una decisión de Si o No que debe ser tomada.
Una gran variedad de los problemas de la práctica pueden ser formulados
y resueltos mediante programación entera. Desafortunadamente los métodos
actuales de solución, aunque son sucientemente ecientes, no suelen ser tan
rápidos como los que existen para programación lineal.
B.2. Clasicación y formulaciones
Programación lineal entera: El siguiente es un problema de programación
lineal entera. Obsérvese que todas las variables deben tomar valores enteros.
max c|x
s. a: Ax  b
x  0
x 2 Z
donde A es una matriz m n, c e x son vectores columna n-dimensionales, y b
un vector columna m-dimensional.
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Programación lineal entera mixta: En ocasiones no es necesario que
todas las variables tomen valores enteros, sino sólo un grupo de ellas. El siguiente
es un problema entero mixto.
max c|x+ f|y
s. a: Ax+Dy  b
x  0;y  0
x 2R;y 2 Z
donde A, c, x e b son como antes; D es una matriz m  p; f e y son vectores
columna p-dimensionales.
Programación entera binaria: Si todos los valores de las variables es-
tán restringidas a tomar valores en el conjunto f0; 1g se dice que tenemos un
problema de programación entera binaria o simplemente un problema binario.
max c|x
s. a: Ax  b
x  0
x 2 B
donde A, c, x e b son como ya se han denido y B = f1; 0g.
Optimización combinatoria: Para nalizar, existe un tipo de problemas
usualmente más complejo. Sea N = f1; : : : ; ng, cj 2 R, para cada j 2 N ,
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B.3. Algoritmo de ramicar y acotar
El algoritmo de ramicar y acotar (branch & bound en inglés) es quizá el
algoritmo exacto más empleado para resolver problemas enteros. En la actuali-
dad existen diversas y muy ecientes herramientas basadas en ramicar y aco-
tar que son implementadas computacionalmente modicando o enriqueciendo el
algoritmo básico. Mayores detalles de implementaciones del algoritmo pueden
encontrarse en [61].
El algoritmo de ramicar y acotar se basa en dos ideas claves.
B.3.1. Divide y vencerás
Consideremos el problema z = maxfcx j x 2 Sg. Se busca dividirlo en
problemas más pequeños de tal forma que resulte más fácil de resolver. Este
método se basa en el siguiente resultado.
Proposición 39 Sea S = S1 [ : : :[SK una descomposición de S en conjuntos




Dado que la enumeración exhaustiva es prácticamente irrealizable, esta idea
consiste en emplear inteligentemente algunas cotas de los valores zk. El siguiente
resultado indica cómo.
Proposición 40 Sea S = S1 [ : : :[SK una descomposición de S en conjuntos
más pequeños, sea zk = maxfcx j x 2 Skg para k = 1; : : : ;K, zk una cota
superior de zk y .zk una cota inferior de zk. Entonces z = maxk zk es una cota
superior de z y z= maxkzk es una cota inferior de z.
B.3.3. Algoritmo de Ramicar y Acotar (maximizar)
Paso 0: Inicialización.
Colocar el problema inicial S0 con su formulación P 0 en la lista.
z =  1. Solución incumbente x vacía.
Paso 1: Si la lista está vacía, parar: Solución incumbente x óptima.
Paso 2: Elegir un problema Si con su formulación P i.
Paso 3: Resolver una relajación sobre P i.
Cota dual zi = Valor del objetivo en la relajación de P i.exi = Solución de la relajación de P i.
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Paso 4: Si P i = ?, truncar por infactibilidad e ir a 1.
Paso 5: Si zi z, truncar por acotamiento e ir a 1.
Paso 6: Si exi es entera hacer:
Actualizar cota primal z= zi.
Solución incumbente x = exi.
Truncar por optimalidad e ir a 1.
Paso 7: Elegir una variable no entera xj para ramicar.
Hacer con la variable elegida dos ramas redondeándola al entero
inmediato superior y al inmediato inferior.
Agregar dos sub problemas a la lista: Si1 y S
i
2 con formulaciones P
i
1
y P i2 respectivamente. Ir a paso 1
Apéndice C
El problema de transporte
El problema de transporte es uno de los problemas de programación lineal
cuya estructura (particularmente como un problema de redes) surge en varios
contextos por lo que ha merecido un basto espacio entre las publicaciones.
Aunque el problema de transporte puede ser visto como un caso especial del
problema general de ujo en redes, debido a su estructura especial suele ser
estudiado en forma particular.
C.1. Denición del problema de transporte
Supóngase que existen m puntos de origen y n puntos destinos. Cada origen
i tiene una oferta de si unidades de cierto producto y cada destino j tiene una
demanda requerida de dj unidades del producto. Cada enlace del origen i al
destino j tiene un costo unitario cij por transporte. El problema consiste en
satisfacer la demanda de los clientes creando un patrón de entrega tal que el
costo total de transporte sea mínimo.
Sean xij la cantidad de unidades transportadas del origen i al destino j para







j xij = si 8jP
i xij = di 8i
0  xij  uij 8i; j
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Los valores uij constituyen una cota superior de los valores xij si acaso el
envío especíco de un origen a un destino dados está restringido a un cierto
número de unidades. Aun en el caso de que no exista esta condición físicamente,
en realidad siempre pueden elegirse tales cotas como uij = mnfsi; djg.
Condición de equilibrio: Es claro que para que este problema tenga solu-




j dj . Cuando un problema satisface





j dj , pero los métodos de solución para el problema del trans-
porte suelen asumir la igualdad. Cuando la oferta excede la demanda es posi-





j dj y ci;n+1 = 0, 8i. Cuando el problema es acotado, la
factibilidad no se ve afectada si
P
i uij  dj y
P
j uij  si para todos i y j.
C.2. Matrices totalmente unimodulares
La estructura del problema de transporte presenta algunas características
que resultan de gran utilidad para su solución. Dichas características se resumen
en el concepto de unimodularidad total.
El punto de partida más natural para resolver problemas enteros consiste en
esperar que la solución de la relajación lineal del problema sea entera. Desafor-
tunadamente esto casi nunca es así, la pregunta obligada es cuándo podemos
esperar que ese golpe de suerte ocurra. Consideremos el siguiente problema lineal
entero en su forma estándar.
max c|x
s. a: Ax = b
x  0
x 2 Z
De la teoría de la programación lineal sabemos que una solución básica




donde B es una
submatriz mm de A no singular.
Proposición 41 Si la base óptima B tiene det(B) = 1, entonces la relajación
lineal resuelve el problema entero.
La siguiente pregunta es obviamente, cuándo la base optima tiene esa propiedad.
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Denición 42 Una matriz A es totalmente unimodular si y sólo si cada sub-
matriz cuadrada de A tiene determinante +1,  1, ó 0.
Obsérvese que la denición se sigue inmediatamente que si A es totalmente
unimodular entonces cada elemento de A es +1,  1, ó 0, aunque, por supuesto,
una matriz de +1,  1, ó 0 no necesariamente será totalmente unimodular. Los
siguientes resultados dan caracterizaciones útiles de la propiedad de unimodu-
laridad total.
Proposición 43 Una matriz A es totalmente unimodular si y sólo si A> lo es.
Proposición 44 Una matriz A es totalmente unimodular si y sólo si [A;U ] lo
es, donde U es la matriz identidad adecuada.
Por último, el siguiente resultado ofrece una condición suciente.
Proposición 45 Una matriz A es totalmente unimodular si:
1. 8i; j; aij 2 f+1; 1; 0g :
2. Cada columna contiene a lo más dos elementos no cero, i.e.
P
i jaij j  2.
3. Existe una partición (I1; I2) del conjunto de renglones I tal que cada






Podemos adelantar a este punto que los problemas de redes satisfacen es-
ta condición. El último resultado que presentamos justica el estudio de las
matrices totalmente unimodulares dentro de la programación lineal.
Proposición 46 El problema lineal max

c>x j Ax = b; xj 2 R+
	
tiene una
solución óptima entera para cualquier vector entero b (para el cual el problema
tiene un valor óptimo nito) si y sólo si A es totalmente unimodular.
Es fácil vericar mediante la proposición 8 que la matriz de restricciones
del problema de transporte es totalmente unimodular, y así, por la proposición
anterior, si el problema es acotado para el vector b, cualquiera que este sea,




Multiplicaremos las restricciones de no anticipación xj 1   xj = 0 8j 2 =f
por un peso, digamos j y sumaremos todo, el resultado es:
1(xn   x1) + 2(x1   x2) + 3(x2   x3) + :::+ n(xn 1   xn) (C.13)
=
P
j 2 =f (j+1   j)xj = 0




j+1 j) = 0, así que(j+1 j) puede ser sustituído por
!j   Pn , dado
P
j2=f !
j   Pn = 0, donde P =
P
j2=f !
j . Entonces el término
de agregación lagrangiano 
P
j2=f (









Las primeras 5 tablas muestran los valores correspondientes a los valores
exactos, lineal, cotas clásica y modicada lagrangiana. En la primera columna
se muestra el nombre del experimento (el cual esta formado por la repetición
que es, posteriormente el tipo de problema que es), la segunda columna nos
referimos a m, el cual representa la cantidad de máquinas con las que contamos
para realizar nuestro conjunto de trabajos que se muestra en la tercera columna
y es representada por n, en la cuarta el tipo de problema correspondiente al
valor de  el cual fue descrito anteriormente y a partir de la quinta columna
se muestran resultados, primero la solución exacta, luego la cota obtenida por
relajación lineal, posteriormente la cota clásica lagrangiana y por último la cota
propuesta: la modicada lagrangiana.
De la tabla 6 a la 10 muestran la calidad calculada antes descrita. En la
primera columna se muestra el nombre del experimento (si se desea ver el
tamaño o especicaciones de cualquiera de estos ver los cuadros anteriores),
en la segunda el porcentaje obtenido para rel1 (mejora de la modicada sobre
la clásica), en la tercera rel2 (mejora de la modicada sobre la lineal), en la
cuarta rel3 (mejora de la clásica sobre la lineal), y en las tres siguientes los
valores correspondientes a gap1 (cercanía porcentual entre la cota modicada
lagrangiana y la solución exacta), gap2 (porcentaje de relatividad entre la co-
ta clásica lagrangiana y la solución exacta) y por último gap3 (relatividad de
cercanía entre la cota de relajación lineal y la solución exacta).
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Nombre m n  zip zlp zlag zmd
1_1 5 50 a 6234 6488.699 6483.13 6383.13
1_2 5 50 b 6393 6678.061 6676.104 6574.104
1_3 5 50 c 6481 6878.234 6877.91 6767.413
1_4 5 50 d 6513 7060.414 7060.282 6909.146
1_5 5 50 e 6532 7289.569 7281.69 6992.457
1_6 8 50 a 10171 10567.968 10551.36 10421.36
1_7 8 50 b 10637 10902.642 10887.572 10789.572
1_8 8 50 c 10908 11200.571 11190.459 11090.459
1_9 8 50 d 11036 11471.313 11466.565 11413.835
1_10 8 50 e 11102 11748.552 11705.559 11562.833
1_11 10 50 a 12892 13249.882 13235.782 13100.829
1_12 10 50 b 13302 13674.306 13657.673 13567.673
1_13 10 50 c 13825 14035.152 14021.382 14008.382
1_14 10 50 d 14015 14339.983 14333.049 14314.318
1_15 10 50 e 14074 14660.313 14596.931 14496.931
1_16 5 100 a 12569 13089.488 13088.795 12988.795
1_17 5 100 b 12813 13463.1583 13462.858 13308.149
1_18 5 100 c 13030 13826.9588 13826.935 13638.903
1_19 5 100 d 13058 14164.4445 14164.405 13854.519
1_20 5 100 e 13107 14581.4462 14581.421 13981.421
1_21 10 100 a 26053 26615.9964 26608.839 26408.839
1_22 10 100 b 26803 27426.9902 27420.990 27209.990
1_23 10 100 c 27768 28152.6186 28146.061 28134.259
1_24 10 100 d 28096 28777.3557 28775.935 28675.935
1_25 10 100 e 28202 29417.7964 29392.942 29088.183
1_26 20 100 a 52985 53453.2765 53424.871 53294.871
1_27 20 100 b 54521 55008.9481 55005.948 54905.948
1_28 20 100 c 55911 56421.6926 56419.692 56319.692
1_29 20 100 d 57276 57601.8737 57575.606 57475.606
1_30 20 100 e 57554 58624.0877 58492.608 58425.151
Cuadro E.1: Valores de la solución óptima del problema, cota lineal, clásica y
modicada lagrangiana, repetición 1
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Nombre m n  zip zlp zlag zmd
2_1 5 50 a 6112 6394.6264 6391.134 6385.134
2_2 5 50 b 6270 6593.8687 6590.845 6508.672
2_3 5 50 c 6379 6790.9005 6790.181 6680.146
2_4 5 50 d 6465 6972.6134 6972.083 6828.519
2_5 5 50 e 6472 7192.7811 7185.572 6900.871
2_6 8 50 a 10188 10546.2402 10529.899 10527.360
2_7 8 50 b 10582 10859.018 10844.159 10800.159
2_8 8 50 c 10903 11120.878 11109.283 11059.283
2_9 8 50 d 10961 11355.8812 11354.881 11254.881
2_10 8 50 e 10962 11605.6236 11603.623 11503.360
2_11 10 50 a 12814 13142.8346 13139.834 13050.139
2_12 10 50 b 13178 13534.3791 13534.000 13427.98
2_13 10 50 c 13706 13899.1521 13895.152 13856.342
2_14 10 50 d 13869 14205.4528 14202.238 14108.826
2_15 10 50 e 13927 14525.8057 14515.573 14455.155
2_16 5 100 a 12442 12893.8829 12887.123 12847.964
2_17 5 100 b 12645 13285.4583 13284.186 13184.186
2_18 5 100 c 12805 13664.3984 13656.003 13456.003
2_19 5 100 d 12923 14019.1108 14000.808 13905.808
2_20 5 100 e 12970 14442.2158 14441.009 13994.009
2_21 10 100 a 25710 26282.6612 26249.661 26115.192
2_22 10 100 b 26382 27072.5288 27065.89 26965.184
2_23 10 100 c 27365 27812.0374 27809.390 27699.901
2_24 10 100 d 27762 28442.5879 28437.377 28197.093
2_25 10 100 e 27887 29099.6692 29089.543 28909.159
2_26 20 100 a 52703 53104.5459 53098.098 52998.199
2_27 20 100 b 54272 54695.0153 54679.124 54579.782
2_28 20 100 c 55566 56132.6295 56125.925 55925.293
2_29 20 100 d 57034 57359.0389 57349.316 57219.076
2_30 20 100 e 57359 58436.1411 58435.421 58035.874
Cuadro E.2: Valores de la solución óptima del problema, cota lineal, clásica y
modicada lagrangiana, repetición 2
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Nombre m n  zip zlp zlag zmd
3_1 5 50 a 5936 6344.5712 6341.934 6301.124
3_2 5 50 b 6225 6555.4836 6555.223 6455.123
3_3 5 50 c 6346 6755.8955 6755.645 6655.165
3_4 5 50 d 6385 6946.2913 6945.614 6845.174
3_5 5 50 e 6401 7171.0889 7163.123 6859.056
3_6 8 50 a 10261 10609.933 10597.922 10487.134
3_7 8 50 b 10657 10943.1095 10924.027 10824.107
3_8 8 50 c 10985 11241.7657 11231.655 11221.235
3_9 8 50 d 11085 11515.9792 11511.69 11411.168
3_10 8 50 e 11122 11812.2364 11768.114 11668.134
3_11 10 50 a 12854 13231.5128 13231.0528 13131.580
3_12 10 50 b 13238 13639.4427 13622.435 13522.650
3_13 10 50 c 13791 14004.5083 13988.874 13909.784
3_14 10 50 d 13991 14334.8297 14325.627 14195.167
3_15 10 50 e 14044 14678.1114 14611.913 14501.194
3_16 5 100 a 12493 13002.6755 13001.898 12981.908
3_17 5 100 b 12794 13410.0092 13409.946 13279.904
3_18 5 100 c 12930 13806.0441 13806.053 13619.523
3_19 5 100 d 13052 14163.2881 14163.288 14030.818
3_20 5 100 e 13077 14598.4856 14595.4856 14195.125
3_21 10 100 a 26016 26653.228 26650.228 26450.123
3_22 10 100 b 26793 27412.8692 27405.8692 27205.189
3_23 10 100 c 27715 28103.413 28099.413 27989.123
3_24 10 100 d 28012 28700.2427 28689.2427 28588.132
3_25 10 100 e 28104 29317.3707 29314.3707 28914.140
3_26 20 100 a 53157 53622.2847 53600.2847 53545.824
3_27 20 100 b 51809 55137.2368 55137.093 54137.103
3_28 20 100 c 55925 56500.7723 56495.7723 56395.172
3_29 20 100 d 57352 57682.6548 57675.6548 57553.548
3_30 20 100 e 57646 58725.4602 58723.4602 58623.140
Cuadro E.3: Valores de la solución óptima del problema, cota lineal, clásica y
modicada lagrangiana, repetición 3
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Nombre m n  zip zlp zlag zmd
4_1 5 50 a 6434 6706.494 6702.288 6602.198
4_2 5 50 b 6553 6895.9179 6893.943 6763.142
4_3 5 50 c 6672 7082.4482 7082.236 6982.126
4_4 5 50 d 6769 7253.865 7253.824 7137.184
4_5 5 50 e 6775 7469.559 7458.887 7268.987
4_6 8 50 a 10326 10690.5632 10677.366 10600.166
4_7 8 50 b 10758 11001.8414 10989.601 10980.101
4_8 8 50 c 11013 11279.6373 11270.882 11179.802
4_9 8 50 d 11148 11531.8711 11525.497 11429.127
4_10 8 50 e 11179 11794.3253 11794.320 11584.120
4_11 10 50 a 12861 13171.7052 13165.705 13065.092
4_12 10 50 b 13280 13575.2515 13525.681 13515.801
4_13 10 50 c 13675 13933.2521 13931.252 13830.502
4_14 10 50 d 13942 14251.8477 14249.847 14140.497
4_15 10 50 e 14004 14581.449 14581.385 14329.815
4_16 5 100 a 12368 12951.8278 12949.827 12890.278
4_17 5 100 b 12686 13346.5132 13346.357 13046.713
4_18 5 100 c 12947 13732.9154 13729.915 13596.105
4_19 5 100 d 13065 14083.546 14082.346 13902.416
4_20 5 100 e 13097 14497.5066 14493.506 13993.656
4_21 10 100 a 26120 26815.9511 26814.951 26614.191
4_22 10 100 b 27006 27627.1965 27615.196 27495.906
4_23 10 100 c 27900 28327.5102 28327.02 28197.100
4_24 10 100 d 28225 28913.1884 28910.188 28710.824
4_25 10 100 e 28298 29525.2932 29524.293 29324.312
4_26 20 100 a 52983 53527.7828 53519.782 53319.808
4_27 20 100 b 54650 55098.6222 55096.622 55006.220
4_28 20 100 c 55964 56527.6694 56525.669 56325.136
4_29 20 100 d 57418 57755.7956 57755.000 57740.650
4_30 20 100 e 57800 58855.3193 58845.315 58645.124
Cuadro E.4: Valores de la solución óptima del problema, cota lineal, clásica y
modicada lagrangiana, repetición 4
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Nombre m n  zip zlp zlag zmd
5_1 5 50 a 6256 6593.9304 6589.32 6489.1425
5_2 5 50 b 6471 6789.6023 6789.023 6696.563
5_3 5 50 c 6607 6988.8029 6988.399 6898.1349
5_4 5 50 d 6640 7163.3853 7163.167 7018.617
5_5 5 50 e 6647 7384.9286 7375.332 7104.805
5_6 8 50 a 10438 10861.8341 10842.379 10742.909
5_7 8 50 b 10986 11206.752 11189.759 11108.759
5_8 8 50 c 11258 11504.829 11492.912 11482.071
5_9 8 50 d 11394 11774.0016 11768.147 11719.358
5_10 8 50 e 11411 12050.547 12006.954 11888.268
5_11 10 50 a 13491 13818.3075 13798.278 13698.718
5_12 10 50 b 13876 14233.4345 14203.1145 14143.125
5_13 10 50 c 14355 14606.6611 14596.1561 14506.6213
5_14 10 50 d 14599 14934.5911 14909.5191 14809.9051
5_15 10 50 e 14654 15271.3509 15217.0359 15107.16704
5_16 5 100 a 13064 13579.551 13509.152 13419.1212
5_17 5 100 b 13351 13967.629 13867.1566 13678.956
5_18 5 100 c 13489 14362.6938 14262.3869 14172.0969
5_19 5 100 d 13604 14730.3811 14693.1349 14413.9649
5_20 5 100 e 13647 15182.5293 14982.9134 14780.8794
5_21 10 100 a 26600 27197.2996 27097.2996 26997.5496
5_22 10 100 b 27436 28039.6115 27993.1645 27893.1645
5_23 10 100 c 28386 28790.8037 28749.0387 28649.876
5_24 10 100 d 28712 29410.5297 29310.2537 29210.13427
5_25 10 100 e 28859 30039.7961 29939.1971 29809.9711
5_26 20 100 a 53881 54420.9113 54390.1913 54191.9513
5_27 20 100 b 55518 56007.2734 55997.7234 55900.5434
5_28 20 100 c 56905 57437.7586 57397.5906 57209.9806
5_29 20 100 d 58381 58687.3647 58657.3127 58557.1427
5_30 20 100 e 58716 59770.0825 59670.0825 59470.1084
Cuadro E.5: Valores de la solución óptima del problema, cota lineal, clásica y
modicada lagrangiana, repetición 5
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Nombre rel1 rel2 rel3 gap1 gap2 gap3
1_1 59.8603 58.5513 97.8132 2.3922 3.9963 4.0856
1_2 63.9708 63.5315 99.3132 2.8328 4.4283 4.4589
1_3 72.1606 72.1016 99.9182 4.4192 6.1242 6.1292
1_4 72.3842 72.3666 99.9757 6.0823 8.4029 8.4049
1_5 61.4196 60.7808 98.9599 7.0492 11.4771 11.597
1_6 65.8218 63.0679 95.8161 2.4615 3.7396 3.9029
1_7 60.8894 57.4350 94.3267 1.4343 2.3556 2.4973
1_8 64.5966 62.3639 96.5437 1.6727 2.5894 2.6821
1_9 87.7533 86.7960 98.9091 3.4236 3.9014 3.9444
1_10 76.3526 71.2753 93.3502 4.1509 5.4364 5.8237
1_11 60.7445 58.3512 96.0599 1.6198 2.6666 2.7760
1_12 74.6958 71.3586 95.5322 1.9972 2.6738 2.7988
1_13 93.3802 87.2615 93.4475 1.3264 1.4204 1.5200
1_14 94.1106 92.1025 97.8662 2.1356 2.2693 2.3188
1_15 80.8770 72.1339 89.1897 3.0050 3.7155 4.1659
1_16 80.7616 80.6541 99.8668 3.3399 4.1355 4.1410
1_17 76.1934 76.1582 99.9538 3.8644 5.0718 5.0742
1_18 76.4056 76.4033 99.9970 4.6730 6.1161 6.1163
1_19 71.9916 71.9890 99.9964 6.0998 8.4730 8.4733
1_20 59.3060 59.3050 99.9982 6.6714 11.249 11.249
1_21 64.0183 63.2044 98.7286 1.3658 2.1334 2.1609
1_22 65.8570 65.2238 99.0384 1.5184 2.3056 2.3280
1_23 96.8782 95.2265 98.2950 1.3189 1.3614 1.3851
1_24 85.2927 85.1148 99.7914 2.0641 2.4200 2.4250
1_25 74.4102 72.8890 93.9340 3.1422 4.2228 4.3110
1_26 70.4458 66.1726 93.9340 0.5848 0.8301 0.8837
1_27 79.3792 78.8911 99.3851 0.7060 0.8894 0.8949
1_28 80.3417 80.0271 99.6083 0.7309 0.9098 0.9134
1_29 66.6228 61.2525 91.9393 0.3484 0.5230 0.5689
1_30 92.8130 81.4093 87.7131 1.5136 1.6308 1.8592
Cuadro E.6: Calidad de las cotas: lineal, clasica y modicada lagrangiana, repeti-
ción 1
APÉNDICE E. RESULTADOS 93
Nombre rel1 rel2 rel3 gap1 gap2 gap3
2_1 97.8504 96.6413 98.7643 4.4688 4.5669 4.6241
2_2 74.3885 73.6940 99.0663 3.8065 5.1171 5.1653
2_3 74.2120 74.0824 99.8253 4.7836 6.4458 6.4571
2_4 71.6882 71.6133 99.8955 5.6228 7.8435 7.8517
2_5 60.1019 59.5008 98.9998 6.6265 11.025 11.1369
2_6 99.2573 94.729 95.4384 3.3309 3.3558 3.5162
2_7 83.2162 78.7526 94.6360 2.0616 2.4774 2.6178
2_8 75.7614 71.7295 94.6782 1.4333 1.8919 1.9983
2_9 74.6116 74.4226 99.7467 2.6811 3.5934 3.6026
2_10 84.3734 84.1112 99.6892 4.9385 5.8531 5.8714
2_11 72.4720 71.8108 99.0876 1.8428 2.5428 2.5662
2_12 70.2191 70.1444 99.8936 1.8969 2.7014 2.7043
2_13 79.4822 77.8362 97.9290 1.0969 1.3800 1.4092
2_14 71.9683 71.2808 99.0446 1.7292 2.4027 2.4259
2_15 89.7349 88.2015 98.2912 3.7923 4.2261 4.2996
2_16 91.2025 89.8383 98.5041 3.2628 3.5775 3.6319
2_17 84.3551 84.1876 99.8014 4.2640 5.0548 5.0649
2_18 76.4983 75.7510 99.0231 5.0839 6.6458 6.7114
2_19 91.1858 89.6632 98.3302 7.6051 8.3402 8.4818
2_20 69.6126 69.5556 99.9180 7.8952 11.3416 11.3509
2_21 75.0826 70.7559 94.2374 1.5760 2.0990 2.2273
2_22 85.2746 84.4548 99.0385 2.2105 2.5922 2.6174
2_23 75.3619 74.9157 99.4078 1.2238 1.6239 1.6336
2_24 64.4222 63.9291 99.2344 1.5672 2.4327 2.4515
2_25 84.9997 84.2900 99.1649 3.6653 4.3121 4.3485
2_26 74.7154 73.5158 98.3944 0.5601 0.7496 0.7619
2_27 75.5991 72.7592 96.2434 0.5671 0.7501 0.7794
2_28 64.1680 63.4088 98.8168 0.6466 1.0076 1.0197
2_29 58.6953 56.9398 97.0089 0.3245 0.5528 0.5699
2_30 62.8819 62.8399 99.9332 1.1800 1.87663 1.8778
Cuadro E.7: Calidad de las cotas: lineal, clasica y modicada lagrangiana, repeti-
ción 2
APÉNDICE E. RESULTADOS 94
Nombre rel1 rel2 rel3 gap1 gap2 gap3
3_1 89.9466 89.3660 99.3545 6.1510 6.8385 6.8829
3_2 69.6871 69.6321 99.9211 3.6967 5.3047 5.3089
3_3 75.4714 75.4253 99.9388 4.8718 6.4551 6.4591
3_4 82.0839 81.9848 99.8793 7.2071 8.7801 8.7907
3_5 60.1026 59.4809 98.9655 7.1560 11.9063 12.030
3_6 67.1177 64.8074 96.5577 2.2038 3.2835 3.4005
3_7 62.5805 58.4066 93.3303 1.5680 2.5056 2.6847
3_8 95.7754 92.0041 96.0622 2.1505 2.2453 2.3374
3_9 76.4416 75.6808 99.0047 2.9424 3.8492 3.8879
3_10 84.5259 79.1227 93.6076 4.9103 5.8093 6.2060
3_11 73.6183 73.5286 99.8781 2.1594 2.9333 2.9369
3_12 74.0437 70.9067 95.7633 2.1502 2.9040 3.0325
3_13 60.0301 55.6343 92.6774 0.8613 1.4348 1.5481
3_14 61.0133 59.3802 97.3234 1.4592 2.3917 2.4575
3_15 80.5042 72.0999 89.5604 03.2554 4.0438 4.5151
3_16 96.0719 95.9253 99.8474 3.9134 4.0734 4.0796
3_17 78.8875 78.8794 99.9897 3.7979 4.8143 4.8148
3_18 78.5980 78.5945 99.9955 5.3250 6.7749 6.7752
3_19 88.0795 88.0795 100.0000 7.4993 8.5143 8.5143
3_20 73.6342 73.4890 99.8028 8.5503 11.6118 11.6348
3_21 68.4491 68.1269 99.5292 1.6686 2.43783 2.4493
3_22 67.2556 66.4961 98.8707 1.5384 2.2874 2.3135
3_23 71.3096 70.5752 98.9701 0.9890 1.3870 1.4014
3_24 85.0703 83.7106 98.4017 2.0567 2.4176 2.4569
3_25 66.9332 66.7677 99.7527 2.8826 4.3067 4.3174
3_26 87.7144 83.5670 95.2717 0.7314 0.8339 0.8753
3_27 69.9530 69.9500 99.9956 4.4936 6.4237 6.4240
3_28 82.3747 81.6593 99.1316 0.8407 1.0206 1.0295
3_29 62.2726 60.9542 97.8829 0.3514 0.5643 0.5765
3_30 90.6892 90.5211 99.8147 1.6950 1.8690 1.8725
Cuadro E.8: Calidad de las cotas: lineal, clasica y modicada lagrangiana, repeti-
ción 3
APÉNDICE E. RESULTADOS 95
Nombre rel1 rel2 rel3 gap1 gap2 gap3
4_1 62.693 61.7253 98.4564 2.6142 4.1698 4.2352
4_2 61.6356 61.2806 99.4240 3.2068 5.2028 5.2329
4_3 75.5969 75.5578 99.9483 4.6481 6.1486 6.1518
4_4 75.9417 75.9353 99.9915 5.4392 7.1624 7.1630
4_5 72.2322 71.1223 98.4634 7.2913 10.0942 10.2517
4_6 78.0286 75.2039 96.3799 2.6551 3.4027 3.5305
4_7 95.8981 91.0842 94.9801 2.0645 2.1528 2.2666
4_8 64.6815 62.5576 96.7164 1.5145 2.3416 2.4211
4_9 74.4713 73.2347 98.3395 2.5217 3.3862 3.4434
4_10 65.8389 65.8383 99.9991 3.6239 5.5042 5.5042
4_11 66.9801 65.6867 98.0689 1.5869 2.3692 2.4158
4_12 95.9785 79.8646 83.2109 1.7756 1.8500 2.2232
4_13 60.6832 60.2132 99.2255 1.1371 1.8738 1.8884
4_14 64.4789 64.0627 99.3545 1.4237 2.2080 2.2224
4_15 56.4294 56.4231 99.9889 2.3265 4.1230 4.1234
4_16 89.7650 89.4575 99.6574 4.2228 4.7042 4.7204
4_17 54.6239 54.6110 99.9763 2.8433 5.2054 5.2066
4_18 82.9087 82.5922 99.6182 5.0135 6.0470 6.0702
4_19 82.3137 82.2168 99.8821 6.4096 7.7868 7.7959
4_20 64.2070 64.0236 99.7143 6.8462 10.6627 10.6933
4_21 71.1116 71.0094 99.8563 1.8920 2.6606 2.6644
4_22 80.4184 78.8649 98.0682 1.8140 2.2557 2.3002
4_23 69.5752 69.4954 99.8853 1.0648 1.5305 1.5322
4_24 70.9037 70.5946 99.5640 1.7212 2.4275 2.4382
4_25 83.6922 83.6240 99.9185 3.6268 4.3334 4.3370
4_26 62.7456 61.8242 98.5315 0.6356 1.0131 1.0282
4_27 79.7586 79.4031 99.5541 0.6518 0.8172 0.8209
4_28 64.2969 64.0688 99.6451 0.6453 1.0036 1.0071
4_29 95.7418 95.5163 99.7644 0.5619 0.5869 0.5883
4_30 80.8484 80.0823 99.0524 1.4621 1.8085 1.8258
Cuadro E.9: Calidad de las cotas: lineal, clasica y modicada lagrangiana, repeti-
ción 4
APÉNDICE E. RESULTADOS 96
Nombre rel1 rel2 rel3 gap1 gap2 gap3
5_1 69.9455 68.9912 98.6356 3.7267 5.3280 5.4017
5_2 70.9266 70.7976 99.8181 3.4857 4.9145 4.9235
5_3 76.3334 76.2526 99.8942 4.4064 5.7726 5.7787
5_4 72.3701 72.3400 99.9582 5.7020 7.8790 7.8823
5_5 62.8566 62.0392 98.6995 6.8873 10.9573 11.1016
5_6 75.4017 71.9406 95.4097 2.9211 3.8741 4.0604
5_7 60.2471 55.6094 92.3022 1.1174 1.8547 2.0093
5_8 95.3850 90.7798 95.1719 1.9903 2.0866 2.1924
5_9 86.9599 85.6201 98.4593 2.8555 3.2837 3.3351
5_10 80.0847 74.6259 93.1837 4.1825 5.2226 5.6046
5_11 67.5993 63.4626 93.8805 1.5396 2.2776 2.4261
5_12 81.6610 74.7339 91.5173 1.9250 2.3574 2.5759
5_13 62.8726 60.2482 95.8257 1.0562 1.6799 1.7531
5_14 67.9201 62.8458 92.5290 1.4446 2.1269 2.2987
5_15 80.4863 73.4050 91.2019 3.0924 3.8421 4.2128
5_16 79.7752 68.8818 86.3449 2.7183 3.4074 3.9463
5_17 63.5380 53.1853 83.7061 2.4564 3.8660 4.6185
5_18 88.3253 78.1849 88.5192 5.0641 5.7334 6.4770
5_19 74.3677 71.9086 96.6932 5.9538 8.0059 8.2797
5_20 84.8767 73.8429 87.0001 8.3086 9.7890 11.2517
5_21 79.9416 66.5578 83.2579 1.4945 1.8695 2.2454
5_22 82.0519 75.7382 92.3051 1.6662 2.0307 2.2000
5_23 72.6853 65.1861 89.6826 0.9295 1.2789 1.4260
5_24 83.2647 71.3118 85.6447 1.7349 2.0836 2.4328
5_25 88.0368 80.5364 91.4804 3.2952 3.7430 4.0916
5_26 61.0676 57.5930 94.3101 0.5771 0.9450 1.0020
5_27 79.7424 78.1860 98.0481 0.6890 0.8640 0.8812
5_28 61.9136 57.2455 92.4603 0.5359 0.8656 0.9362
5_29 63.7475 57.4944 90.1907 0.3017 0.4732 0.5247
5_30 79.0401 71.5416 90.5130 1.2843 1.6249 1.7952
Cuadro E.10: Calidad de las cotas: lineal, clasica y modicada lagrangiana,
repetición 5
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