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ABSTRACT 
 
Traditional Medium Access control (MAC) Protocol achieves better performance for the traffic type actually they have 
been  assigned  for  but  inadequate  for  other  traffic  types.  The  prevailing  multimedia  applications  need  that  the  MAC 
protocol should execute all traffic types unvaryingly. To ensure efficient transmission, an optical network should make use 
of a MAC protocol to arbitrate access to the shared  medium in order to avoid data collisions and at  the same time 
efficiently  share  the  transmission  bandwidth  among  different  traffic  classes  to  guarantee  the  quality  of  service 
(QoS).However, the performance of all these schemes is significantly degraded when the round-trip times (RTTs) of the 
optical network units (ONUs) are dissimilar, due to the large number of gaps in the transmission schedule. Unfortunately, 
in real networks, RTTs are usually dissimilar. In this paper we propose a new MAC protocol which accommodates a range 
of multimedia traffic with dissimilar characteristics and QoS demands. The new MAC protocol employs a new algorithm 
to exploits the RTTs‟ resemblance and restructures the ONUs service order and an additional algorithm to support the 
requests that cause the minimum scheduling latency. 
 
Keywords: Optical Networks, Medium Access Control (MAC) Protocol, Multimedia Traffic, Wavelength Division Multiplexing (WDM), 
Dynamic Bandwidth Allocation. 
 
I.  INTRODUCTION 
 
Over  the  past  few  years,  Internet  traffic  has 
grown  rapidly  and  the  optical  transport  bandwidth  has 
been  increasing  continuously.  The  explosive  growth  of 
new multimedia applications such as IP telephone, video 
on demand and video conference are driving the demand 
for  bandwidth  rapid  increased.    These  changes  are 
stimulating  the  evolution  of  data  networks.  In  such  a 
dynamic  environment,  a  network  architecture  that 
accommodates  multiple  data  formats  supports  high  data 
rates, and offers flexible bandwidth provisioning is the key 
feature of the next-generation Internet.  
Optical Networks are considered mature due to 
their prolonged existence, low cost, and huge bandwidth 
[8], they need a more multiuser environment along with 
high  bandwidth  support.  Wavelength  division 
multiplexing  (WDM)  technique  addresses  this  issue  by 
deploying multiple wavelength channels into a single fiber 
[9]–[14]. This leads to the access path upgrade and offers 
higher levels of bandwidth to the subscribers but the Last 
Mile‟s bottleneck problem between access networks and 
end-users is much serious one. 
Since  current  optical  networks  (ONs)  are  not 
longer  sufficient  to  fulfill  the  rebellion  challenges  of 
access  networks,  because  of  utilizing  a  single-channel 
system,  WDM-ONs  provide  promising  solution  by 
increasing  the  transmission  capacity  of  access  networks 
[12], [15]. Beyond the bandwidth increase, WDM-ONs are 
able  to  cope  with  the  current  single-channel  ONs  by 
converging  the  low-cost  equipment  and  simplicity  of 
Ethernet protocol and the low-cost fiber infrastructure of 
ONs. In this manner, n-channel WDM-ONs, in which each 
channel is operating at a line rate equal to 1 Gbps, support 
a total bandwidth of n Gbps. 
In  ONs,  supporting  the  optical  network  unit 
(ONU) to transfer packet with quality of service (QoS) has 
become a crucial issue [5-7] for Multimedia transmission. 
Generally, multimedia media could be classified into two 
kinds: one is real time and unreliable data such as constant 
bit rate (CBR) transmission for voice, the other is non-real 
time  and  reliable  data  such  as  available  bit  rate  (ABR) 
transmission. The system architecture of the backbone and 
ON  access  network  is  shown  in  Fig.  1.  The  backbone 
network is composed of high speed network and optical 
line terminal (OLT) is connected with the optical splitter 
ratio of 1:N. The splitter is connected with customer‟s side 
where there is N ONUs. The downstream and upstream 
traffic of ON access network is shown as Fig. 2. Whole 
ON access network is classified into downstream traffic 
and  upstream  traffic.  In  the  downstream  traffic,  OLT 
broadcasts  all  packets  to  every  ONU  and  ONUs 
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In the upstream traffic, ONUs share the common 
upstream  channel  and  only  a  single  ONU  can  transmit 
packets during a time slot in order to avoid data collisions. 
ONs have a physical tree topology with the central office 
located  at  the  root  of  the  tree  and  the  subscribers 
connected to the leaf nodes of the tree, as illustrated in 
Fig. 2.The OLT is connected to multiple, e.g., N, ONUs 
through 1: N splitter. The most significant factor of this 
topology has to do with the distance among the ONUs and 
the OLT. The round-trip time (RTT) between OLT and 
each ONU, which denotes the amount of time required by 
a  bit  to  travel  from  OLT  to  ONU  and  return,  affects 
seriously the network response time. 
 
 
 
 
 
 
 
 
 
The downstream direction is utilized in a straight 
forward way, since the OLT is able to broadcast data to all 
ONUs.  In  the  upstream  direction  the  connection  is 
multipoint-  to-point  network.  This  fact  leads  to  a 
challenge,  in  sense  of  bandwidth  scheduling.  In  other 
words, a WDM medium access control (MAC) protocol is 
needed in order to support multiuser functionality without 
collisions.  In  this  paper,  a  novel  MAC  Protocol  for 
Multimedia  traffic  exploiting  delays  in  the  dynamic 
bandwidth  allocation  optical  networks  is  proposed  the 
basic idea is to use the different RTTs. Since, RTTs are 
dissimilar  for  each  ONU,  some  ONUs  may  experience 
different delays than others. The proposed system uses a 
new  algorithm,  namely  the  Scheming  Dissimilarity  in 
RTTs  (SDRTTs).This  scheme  tries  to  schedule  the 
customer‟s  transmissions,  by  taking  into  deliberation  of 
the  various  RTTs.  SDRTTs  algorithm  supports  the 
transmissions  of  the  ONUs  which  are  located  near  the 
OLT,  by  giving  them  the  chance  to  complete  their 
transmission before the beginning of the transmission of 
the  ONUs  with  higher  RTTs.  This  paper  proposes  one 
more  algorithm  namely  Minimum  Delay  Scheduling 
(MDS) algorithm  which  in  turn  favors the requests that 
cause  the  minimum  scheduling  delay.  This  algorithm 
reorganize  the  ONUs‟  service  order  in  such  a  way  that 
ONUs‟  requests  that  deducing    lower  latency  are 
prioritized  over  the  requests  that  deducing  huge 
transmission  delays.  This  policy  offers  more  available 
accommodation space for the approaching ONUs requests. 
Combining the SDRTTs Algorithm and MDS algorithms 
in  each  transmission  frame,  the  novel  MAC  algorithm 
provides  a  more  efficient  schedule  compared  to  the 
conventional methods, deducing lower packet delays and 
better network throughput.  
The  remainder  of  this  paper  is  organized  as 
follows.  Section II presents the network architecture and 
related  packet  scheduling  algorithm.  Section  III  the 
pipeline cyclic services for mixed-Multimedia Traffic are 
presented.  The  proposed  algorithm  is  introduced  in 
Section  IV,  while  Section  V  discusses  the  simulation 
results. Finally, conclusions are given in Section VI. 
 
II. NETWORK ARCHITECTURE AND 
RELATED SCHEDULING 
ALGORITHMS 
 
The network considered in this paper is WDM-
Optical Network with tree topology as depicted in Fig.2 
the root of the tree represents the OLT while the leaf node 
represents the n ONUs. The network has a split ratio OLT: 
ONU  of  1:  n.  The  bandwidth  in  each  direction  is 
subdivided into „ω‟ data wavelengths {λ 1, λ 2, λ 3} in this 
paper ω =3. The network also utilizes a control messages 
in order to exchange control data, i.e., the GRANT and 
REQUEST  messages.  Regarding  the  transmitting  and 
receiving  parts,  each  ONU  may  transmit  packets  on 
different wavelengths using a tunable transmitter Tx.while 
it  receives  GRANT  messages  using  a  fixed  receiver  Rf 
.Considering the OLT it transmits the GRANT messages 
using a fixed transmitter Tf , while it receives data packets 
using a tunable receiver Rx. 
The transmission window denotes the amount of 
bandwidth that OLT allocates to ONUs and the capacity of 
transmission window can be defined according to one of 
the Fixed, Limited, or Gated assignment schemes [12]. In 
the Fixed assignment scheme, the OLT will allocate each 
ONU a fixed amount of transmission window, while in the 
Gated  scheme,  each  ONU  will  be  granted  transmission 
window  whatever  size  it  requests.  In  this  paper,  the 
Limited assignment scheme is adopted in order to provide 
fair  coordination  to  the  ONUs.  According  to  [5]  the 
Limited  scheme  prevents  any  ONU  from  monopolizing 
the  shared  link.  More  particularly,  according  to  this 
scheme,  the  OLT  will  allocate  ONU  the  amount  of 
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bandwidth it is requested if the request is smaller than the 
upper bound limitation, otherwise is assigned.  
Concerning  dynamic  scheduling  there  are  two 
wide approaches, the offline and the online scheduling [8], 
[11], [12]. In the offline scheduling, the OLT collects the 
requests via REQUEST messages from all ONUs and then 
produces the schedule, while in the online scheduling each 
new  schedule  comes  upon  the  reception  of  each 
REQUEST message from ONU. In this manner the OLT 
accommodates  each  ONU‟s  request  without  overall 
information of the current requests of the other ONUs. The 
online  scheduling  has  the  advantage  of  being  direct, 
supporting instant scheduling decisions, while the offline 
allows the OLT to make effective decisions, by taking into 
account the whole ONUs‟ requests. 
 
III. THE ARRAYED PIPELINE  SERVICES 
FOR MIXED-MULTIMEDIA TRAFFIC 
 
To  solve  the  collision  problem  of  upstream 
transmission  in  the  ON  access  network,  the  timing 
diagram of the conventional cyclic service is shown in Fig. 
3. For example of the splitter ratio of 1:3, OLT polls each 
ONU using the downstream  channel in order and ONU 
can transmit the packet using the upstream channel.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The  shortage  of  the  conventional  service  is 
round-trip time delay when transmitting packet, this will 
increase  the  delay  and  worsen  performance.  For  this 
reason,  we  proposed  the  arrayed  pipeline  cyclic  service 
with dynamic allocation. The user‟s control message for 
transmission  REQUEST  is  stored  in  the  upstream 
available slots and the acknowledgement of OLT GRANT 
message is stored in the downstream available slots. The 
available slots are composed of many control time slots 
(CTS).  To  transmit  the  mixed-multimedia  packets,  the 
transmission window should combine the design of CBR 
reservation slots and ABR reservation slots followed by 
the  available  slots.  For  bandwidth  utilization,  we 
implement the dynamic allocation in which the reservation 
slots are composed of many data time slots (DTS) and the 
length of DTS is equal to the length of packet. 
 
 
 
 
 
 
 
 
 
 
 
 
OLT coordinates which ONUs are rejected when 
the number of REQUEST from ONUs exceeds the number 
of CTS. Using the downstream channel, the OLT records 
the  scheduling  order,  assignment  packet‟s  information 
records the amount DTS which is transmitted by CBR and 
ABR traffic and informed the accepted ONUs. The timing 
diagram  of  the  arrayed  pipeline  service  for  mixed-
multimedia  is  shown  in  Fig.  4.  For  CBR  data  which  is 
sensitive  of  delay  variance  the  first  period  of  frame  is 
reserved. Because the array is produced cyclically, each 
ONU  can  transmit  the  CBR  data  in  the  first  period  of 
frame and guarantees the delay variance is limited in one 
frame length shown in Fig. 5. 
 
 
 
 
 
 
 
 
 
 
 
IV. PROPOSED ALGORITHMS 
 
A.  Scheming Dissimilarity in RTTs 
(SDRTTs) Algorithm 
 
After  the  reception  of  the  whole  REQUEST 
messages, the Scheming Dissimilarity in RTTs algorithm 
is  triggered.  This  algorithm  attempts  to  find 
accommodation  spaces  between  the  transmissions  of 
ONUs  with  different  RTTs.  The  algorithm  works  as 
following:  if  a  certain  bandwidth  request  i.e.,  the 
information of the REQUEST message, that is able to be 
scheduled before the beginning of another ONU is found 
then  this ONU is preferential amongst  the other ONUs. 
The  algorithm  attempts  to  look  for  ONUs  that  their 
transmission ends before the beginning of another ONUs 
transmission,  due  to  dissimilar  RTTs  that  is,  the  early 
transmission could be scheduled firstly,  without shifting 
the  rest  of  the  transmissions.  This  Schemed 
accommodation technique allows the exploitation of time 
spaces that could be allowed as unavailable if the service 
order  is  random.  In  this  way,  short  messages  in 
conjunction  with  short  RTTs  are  favored,  without 
sacrificing scheduling time gaps. 
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Consider  two  ONUs,  ONU1  and  ONU2  with 
210µs and 290 µs RTT, respectively. It is also assume that 
ONU1 requests the transmission of 200 bytes, while the 
ONU2 wish to send 1500 bytes. The SDRTTs algorithm 
controls  the  starting  and  ending  time  of  each  ONU‟s 
transmission and decides to prioritize the ONU1, since this 
transmission  ends  before  the  beginning  ONU2  of  the 
transmission.  Assuming  that  both  ONUs  have  just 
received  the  GRANT  message  from  OLT.  The  ONU1 
needs 210/2=105 µs, due to RTT, and 0.8 µs, due to data 
transmission,  i.e.,  in  total  105.8  µs  to  deliver  its 
transmission  to  OLT.  Given  that  the  first  bit  of  ONU2 
needs 290/2=145 µs to reach the OLT, we can conclude 
that the ONU1 transmission does not collide the ONU2 
transmission  and  the  ONU1  could  be  scheduled  before 
ONU2, without any harm. Yet, assuming that the guard 
time is less than 39.2 µs, it is possible to accommodate 
both of them in the same channel, giving to the scheduling 
algorithm  flexibility  for  making  decisions.  Hence,  the 
proposed scheme tackles to exploit the RTT dissimilarities 
between  the  connected  ONUs  in  order  to  increase  the 
system performance. 
 
Procedure  1  Scheming  Dissimilarity  in  RTTs 
(SDRTTs) Algorithm 
 
1.  Choose the channel h with minimum ONUCA ,h  Є C 
2.  for  i=1 to ONU n do 
3.       if (ONU RTT [i] + Time ) > ONUCA[h])then 
4.            ONUBT[i]=ONURTT[i]+Time , h Є S 
5.       else 
6.            ONUBT[i]= ONUCA[h] ε C 
7.       end if 
8.   ONUET[i]=ONUBT[i] + REQUEST [i] 
9.   end for  
10.  Find the ONU j having maximum ONUET , j Є S 
11.  while (RTTexploitable = TRUE ) do 
12.         Find the ONU k having the minimum ONUBT , k 
Є S 
13.                 if ( ONUET[j] < ONUBT[k]) then 
14.                     RTTexploitable = TRUE 
15.                                          Choose  ONUk  for  the  next    
accommodation, j, k Є S ,j ≠ k 
16.  Schedule ONUk and remove ONUk from the set S 
17.  Update the ONUCA value of the channel h, ONUCA [h] 
= ONUET[k] +GuardTime 
18.  else 
19.         RTTexploitable = FALSE 
20.  end if 
21.  end while 
 
 
B. Minimum Delay Scheduling (MDS) 
Algorithm 
 
The  proposed  scheme  employs  the  Minimum 
Delay Scheduling algorithm, once the procedure1 has been 
completed. This procedure works with each ONU in terms 
of its  REQUEST  message in conjunction  with its  RTT. 
Then, the ONU with the minimum delay is chosen. The 
minimum delay is defined as the end time of the ONU 
transmission to the OLT side. 
For  instance,  consider  the  ONU1  and  ONU2 
which  requests  1500  bytes  and  300  bytes,  respectively. 
Assume that the ONU1 has120 µs RTT, while ONU2 is 
located in a greater distance and it has 150 µs RTT. If both 
ONUs begin the transmission simultaneously, ONU1 will 
experience 12 µs, due to data transmission, and 120/2=60 
µs, due to RTT, which means 72 µs in total. On the other 
hand,  the  transmitted  data  of  ONU2  will  be  completely 
received by the OLT after 2.4+150/2=77.4 µs. In this case, 
the transmission of ONU1 will be favored, even though its 
bandwidth  request  is  larger,  since  ONU2  causes  shorter 
latency compared to and this policy offers more available 
accommodation space for the forthcoming ONUs requests. 
After receiving the appropriate information from 
Algorithm 1 (set of unscheduled ONUs, RTTs, REQUEST 
messages, ONUBT and ONUET arrays, etc.), Algorithm 2 
selects the ONU with the minimum scheduling delay, i.e., 
the  minimum  ONUET  array.  Then  the  CA,  ONUBT,  and 
ONUET arrays are updated. Finally, Algorithm 2 runs until 
the set of unscheduled ONUs becomes empty. 
 
Procedure 2 The Minimum Delay Scheduling (MDS) 
Algorithm 
 
1. Define the collection set of the remaining ONUs, 
ONUS‟ ={remaining ONUS‟ } 
2. Define the collection set of data channels, denoted as 
C={all data channels} 
     3. Get the ONURTT of each ONU, denoted by ONURTT 
array 
4. Get REQUEST message and store them to the 
REQUEST array 
  5. Get the ONUCA,ONUBT,ONUET arrays from procedure 
2 
  6. Choose the channel h with minimum ONUCA , h Є C 
  7. While ( ONUS‟ ≠ Φ)do 
  8. Choose the ONUi with the minimum ONUET , i Є S‟ 
  9. Schedule ONUi and remove ONUi from the set S‟ 
 10. Update the ONUCA value of the channel h ,      
ONUCA[h]=ONUET[i] + GuardTime,h Є  C, i Є S‟ 
  11. Update ONUBT and ONUET arrays 
  12. End while 
  13. Set the current time equal to the 
ONUET[current],where current denotes the ONU with the 
maximum ONUET values 
  14. End procedure 
 
 
V.  SIMULATION RESULTS 
 
In this section, the performance of the proposed 
novel  MAC  Algorithm  is  evaluated  given  a  topology 
consisting of an OLT and „n‟ ONUs. The core idea of is to 
use the different RTTs of ONUs. Every ONU is assigned a 
downstream  propagation  delay,  i.e.,  the  amount  of  time 
required by a bit to travel from the OLT to the ONU, and                          Volume 1 No. 7, October 2011                                                                                                                                   ISSN 2222-9833 
ARPN Journal of Systems and Software 
                                                                                           ©2010-11 AJSS Journal. All rights reserved                                      
 
http://www.scientific-journals.org 
 
  233 
an upstream propagation delay, i.e., the amount of time 
required by a bit to travel from the ONU back to the OLT. 
The RTT between OLT and each ONU is defined to be the 
sum of downstream and upstream propagation delays and 
affects  seriously  the  network  response  time.  Here,  it  is 
assumed independent RTTs which are randomly generated 
according to a uniform distribution between 50 µs to 100 
µs and correspond to 5-10 km distances between ONUs 
and OLT. 
The  proposed  algorithm  is  evaluated  under 
different traffic load, number of channels ω and ONUs n. 
Each channel operating in the section between OLT and 
ONUs  supports  2  Gbps,  while  the  line  rate  of  the 
distributed  section  from  ONU  to  individual  end-user  is 
assumed  to  be  200  Mbps.  The  load  is  measured  with 
respect to this rate which means that a load of e.g., 0.17 
represents a traffic load of 170 Mbps per ONU.  Queue 
size of each ONU is 100 Kbytes and Wmax =22000 bytes. 
The performance of the compared protocols is measured in 
terms  of  network  throughput,  mean  packet  delay  and 
packet drop ratio. 
 
A.   Simulation 1: Novel MAC Algorithm: 
The values of packet delay and the % 
reduction  of  Packet  Delay  as  a 
function of network load 
 
In the first part of simulation, the aforementioned 
network  metrics  are  evaluated  under  different  network 
load for k=[0.1,0.2,…..1.0], while the number of ONUs is 
n=64  and the number of channels is set to ω =3 . The 
results  are  presented  in  Table  I,  which  illustrates  the 
packet  delay  as  a  function  of  network  load.  More 
specifically, the two schemes are different in performance.  
 
Table 1 
 
Novel MAC Algorithm: The values of packet delay and 
the % reduction of Packet Delay as a function of 
network load for n=64 ONUs and ω =3 channels 
 
 
 
 
It  is  apparent  from  Table  1  that  for  the  same 
levels  of  network  load,  the  proposed  MAC  Algorithm 
keeps the packet delay lower than 2.41% up to 27.51% for 
all values of k. High levels of performance are observed 
for  low-to-medium  levels  of  network  load,  i.e., 
k=[0.1,0.2,…..0.7],  while the highest ones are detected for 
medium network load, i.e., k=[0.3,0.4,0.5], which derives 
from the novel MAC algorithm basic idea to fill the gaps 
based on RTTs. More specifically, when the Multimedia 
Traffic load is low there are not enough packets to fill the 
gaps in the schedule, while for high load there are no gaps 
to  be  filled.  Thus,  a  medium  load,  which  is  also  more 
representative for the network‟s load, can actually exploit 
the idea of changing the ONUs‟ service order when the 
one‟s request is lower than the other‟s RTT. 
 
A.  Simulation  2:  Novel  MAC  Algorithm:  The 
values  of  blocking  probability  and  the 
Multimedia  Traffic    delay  as  a  function  of 
network channel CA 
 
We  adjust  the  parameter  to  obtain  the 
performance of the blocking probability, ONUBP and the 
Multimedia Traffic delay, ONUMD. Table 2 presents the 
analytical results of blocking probability in this network. 
The curves demonstrate that a more CTS number  when 
they are 3, 4 and 5 can be achieved with lower blocking 
probability.  Table  2  presents  the  analytical  results  of 
Multimedia Traffic delay when k=12, ωCBR=3 and c=3, 4, 
5. 
 
Table 2 
Novel  MAC  Algorithm  :  The  values  of  blocking 
Probability  and  the  multimedia  traffic  delay  as  a 
function of multimedia traffic arrival rate     
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0.1  0.49 * 10 -3  16.91% 
0.2  0.53* 10 -3  21.78% 
0.3  0.59* 10 -3  27.51% 
0.4  0.68* 10 -3  27.51% 
0.5  0.83* 10 -3  23.42% 
0.6  1.24* 10 -3  18.12% 
0.7  1.65* 10 -3  17.36% 
0.8  2.87* 10 -3  7.89% 
0.9  4.02* 10 -3  3.65% 
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The  arrival  of  message  request  is  a  Poisson 
process  with  rate  λ  and  the  polling  service  of  available 
slots with rate 1 / u1≈1. Many ONUs may be rejected by 
the  OLT  due  to  exceeding  the  number  (c)  of  available 
slots. We derived the blocking probability that is the ratio 
of each ONU can‟t transmit CBR traffic noted by ONUBP. 
The message delay, noted by ONUMD, that is the 
waiting time between  the  message requests provided by 
ONU successfully and preparing to transmit traffic from 
the CBR reservation slot. The arrival of DTS service of 
CBR queue is a Poisson process with rate λ and the service 
time is deterministic with time k. The MD is calculated by 
combining the two queuing delay 
The curves demonstrate that a more CTS number 
can be achieved with higher multimedia traffic delay .The 
performance  metric  using  blocking  probability  and 
multimedia  traffic  delay  is  shown  in  Fig.  7  and  Fig.  8. 
Finally, according to the values of Table 2 the blocking 
probability is less for c=5, which derives from the fact that 
a  network  with  increased  number  of  channels 
proportionally to the number of ONUs corresponds to a 
low-load network. For, the proposed algorithm performs 
better, since it succeeds up to 29.7% reduction of dropped 
packets compared to existing algorithm. 
 
CONCLUSION 
 
This  paper  introduces  and  evaluates  a  novel 
MAC protocol for optical networks. The proposed MAC 
routing  protocol  employs  two  algorithms,  namely  the 
Scheming  Dissimilarity  in  RTTs  (SDRTTs)  Algorithm, 
which exploits the different RTTs of ONUs in order to fill 
the  gaps  in  the  scheduling  program,  and  the  Minimum 
Delay  Scheduling  (MDS)  Algorithm,  which  further 
eliminates  the  abovementioned  gaps  by  prioritizing  the 
requests that cause the minimum scheduling latency. The 
proposed  arrayed  pipeline  service  scheme  improves  the 
shortage of round trip time delay in conventional cyclic 
services. This novel protocol adds the array scheme into 
the cyclic services that can be transmitted by multimedia 
media.  This  novel  protocol  may  transfer  differentiate 
traffic  supporting  the  quality  of  service  (QoS) 
communication on the optical networks. It also derives the 
approximate  equations  of  blocking  probability  and 
message delay for CBR traffic. The proposed protocol has 
better performance than the contention based protocol. 
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