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As experimental measurements consider cell populations rather than individual cells and because of the awar-
ness of the role of heterogeneity in cellular systems, mathematical modeling of populations became a systems
biological focus in recent years. When investigating the response behavior of cells to extrinsic stimulations,
processes on the level of the population such as directional selection and inheritance must be taken into account.
In this work, an individual-based modeling framework for the efficient analysis and simulation of heterogeneous
cell populations is presented. With help of prior knowledge about stationary population characteristics, initial
conditions of model states and parameters are derived. As cell division, cell death and inheritance are consid-
ered realistically, short-term as well as long-term responses of cell populations can be analyzed and predicted.
The model provides information about population dynamics and, furthermore, about states in individual cells,
also with respect to different cell cycle phases. The framework is applied to the biologically relevant scenarios
of ligand-induced apoptosis and cell differentiation. Within short simulation times, a representative number of
cells can be simulated so that a comprehensive analysis of the model is possible. For future applications, other
single cell models of interest can easily be included into the population framework, allowing the investigation
of effects caused by cell heterogeneity.
Keywords: Heterogeneous Cell Populations, Cell Ensemble Modeling, Individual-based Modeling, Cell-to-Cell
Variability, Dynamical Systems.
1. INTRODUCTION
Complex data sets obtained in cell-biological exper-
iments include information about protein distributions
through flow cytometry experiments, mean protein quan-
tities measured via Western blots, and reaction rates
estimated with help of biosensors [1, 36, 39]. In order to
understand biological processes, experimentally gained
information, published data and hypotheses should be
considered altogether. For this purpose, appropriate mathe-
matical models are necessary.
With help of single cell models, cell-intrinsic mechanisms
can be investigated: A detailed description of molecular
pathways is chosen but effects of the dynamical behavior
on the level of the population are neglected. For a holistic
understanding of processes, looking at a single average
cell is often not sufficient. It became clear in recent years,
that heterogeneity of cells in a population is important to
consider [25]. Dynamics of the population can be described
for example by partial differential equations (PDEs) [3, 31].
A drawback of this model class is a limited level of detail
in the description of molecular mechanisms. Stochastic
differential equation (SDE) models [17] or models based
on the cell population master equation [37] exhibit a higher
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level of detail but are difficult in handling. The main
challenge referring to modeling of cell populations is to
find the right balance between a sufficient degree of detail
for the given problem and adequate simulation runtimes
for analysis. In this work, the following three goals are
aimed: a) Sufficiently detailed in description of signaling
pathways to analyze molecular mechanisms, b) appropriate
description of cell population dynamics and c) reasonable
handling and simulation time. On this basis, we chose a cell
ensemble approach where a representative large number of
individual cells that forms a cell population is parametrized
and simulated. Although the first ensemble-based approach
was already published in 1984 by Domach and Shuler [10],
only a small number of comprehensive models were devel-
oped in the meantime. The main drawback of the method
is the computational power that is needed for simulation
of a sufficiently large number of cells. Therefore, most of
the published individual-based models neglect the event
of cell division [14, 19, 32, 33] and are therefore only
valid for a short time period. Due to enhanced computer
efficiency, simulations of larger models are facilitated
and development of extensive individual-based models
will become a stronger focus in the next years. Ensemble
models including cell division can be found for example in
Volfson et al. [42] and Bertaux et al. [7]. We included cell
division and cell death in dependence on intracellular states
which can be regarded as extension of the idea presented
by Mantzaris [26] where cell division was modeled de-
pendently on a single state. Our model allows an efficient
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analysis of state trajectories in individual cells over long
timescales. Volfson et al. [42] only differentiate between
two generations, mother and daughter cells. In contrast to
Bertaux et al. [7], the description of gene expression is
replaced in our approach by introducing different synthesis
rates, and a simplified description of inheritance from
mother to daughter cells is chosen where each cell inherits
parameters within given borders. New in our framework is
also to systematically split the model into different levels,
where parameters are sampled subsequent cell division on
the level of the population. After cell division, ordinary
differential equations are solved deterministically for each
cell, not stochastically as described in Bertaux et al. [7].
Hence, the efficiency of established ODE solvers can be
exploited. Furthermore, volume growth is included in our
model and different cell cycle phases can be distinguished.
Relevant data for model initialization involve average
protein amounts in cell populations, and also flow cy-
tometry data revealing information referring to properties
of protein distributions. Model simulations can be com-
pared and adapted to data of cell numbers and protein
amounts over time. Irreversible changes within cell
populations are not taken into account. Therefore, the
time frame of model simulation is limited to scenarios
where mutations are negligible. Direct cell-to-cell com-
munication of cells and morphological influences are also
neglected. Nevertheless, the presented population model
is sufficient for investigation of several biological scenarios.
Chapter 2 focuses on the description of different model
levels. Initial conditions are derived with help of minimal
models and the simulation algorithm is outlined. The
application of the modeling framework to two biological
examples is presented in Chapter 3: Ligand-induced apop-
totic response on basis of the model described in Eissing
et al. [11], and a model of cell differentiation developed
by Schittler et al. [30] are put into the proposed population
modeling framework, simulated and analyzed.
2. MODELING OF CELL POPULATION DYNAMICS
In this chapter, a compact mathematical description of
the developed model is given. The model can be divided
into three levels (Figure 1). On the first level, a cellular pro-
cess of interest is described via ordinary differential equa-
tions (ODEs). The second level considers the diversity of
cells in a population. In Section 2 2.2 the stationary hetero-
geneity of cells in a population before exposure to a stimula-
tion is investigated. The third level concerns the population
dynamics. In the following, the different model features are
elucidated in detail.
Cellular characteristics
x˙(t) = sV (t)− diag(a) x(t)
+Mv(x(t), θ, V, u(t))
Cell A
V A, xA,
sA, gA
Cell B
V B , xB ,
sB , gB
Population
p(V ), p(s),
p(g), N
FIG. 1: Model overview. The model consists of three levels: cellular characteris-
tics, heterogeneous cells and the population level. Cellular characteristics involve the
dynamics of states x in each cell. Individual cells differ in volume V , growth rate
g, synthesis rates s and states x. The number N of simulated cells in a population
depends on cell division and cell death. Volumes, synthesis rates and growth rates are
initially sampled from predefined distributions p(V ), p(g), p(s).
2.1. Cellular characteristics
A system of ODEs describing the intracellular process
of interest is the basis of the model. States represent for
example amounts of proteins but also other molecules can
be considered. The dynamical behavior of the states x ∈
Rn in one cell is described in the form of
x˙i(t) =siV i(t)− diag(a) xi(t)
+Mv(xi(t), θ, V i(t), u(t)),
(1)
i ∈ [1, ..., N ],
where i is the index for the i-th cell in a population of N
cells. M ∈ Rn×m represents the stoichiometric matrix con-
taining information about the interactions of states within
each single cell. Because of genetic identity of a clonal cell
population, the main cellular characteristics described inM
are assumed to be structurally the same in all cells, similar
as described in Hasenauer et al. [18] and Waldherr et al.
[43]. Parameters in vector θ ∈ Rw are for example kinetic
reaction rate constants and binding affinities. Degradation
and synthesis rates of proteins are considered in a ∈ Rn
and si ∈ Rn respectively. The time-dependent cell volume
V i ∈ R is considered in the reaction rate vector v ∈ Rm
and in the synthesis of proteins. So far, production of pro-
teins depends linearly on the volume. When corresponding
data are available, further dependencies could be consid-
ered. u(t) ∈ R is the time-dependent system stimulus.
2.2. Stationary heterogeneity of cells: Volume distribution,
initial conditions and protein synthesis
The dynamics of a cell population is deduced by simulat-
ing a certain number of cells, while each cell contains the
same ODE network introduced above. Although cells in a
clonal population usually have the same genetic make-up,
they differ in cell cycle stages and gene expression rates,
the latter presumably building the main factor for cell het-
erogeneity [27, 33, 35]. For simplification, gene expression
is represented by synthesis of proteins in the model. Hence,
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selected production rates sh are heterogeneously distributed
in the population. Values of synthesis rates can be estimated
according to underlying data and information (see Equation
(26)). The vector of synthesis rates is given by
si =
(
sih
sc
)
, (2)
where the vector sc denotes synthesis rates which take the
same value for all cells. Different phases in the cell cy-
cle, the other important source of heterogeneity in an asyn-
chronous population, are represented in the model by differ-
ent cell volumes (see Equation (18)). Experimental distinc-
tion between linear or exponential growth of the cell size
is difficult and publications supporting both theories exist
[8, 9, 23, 41]. As the detailed investigation of cell size char-
acteristics is not the focus of this work, the simplifying as-
sumption of cell size-independent cell growth is chosen. In
the model, the cell volume evolves linearly according to the
ODE
V˙ i(t) = gi(xi(t)) (3)
with initial condition
V i(0) = V i0
on the single cell level with a growth rate gi(xi(t)) ≥ 0. In
some systems, the growth rate may be independent of the
considered cellular states. It is then simply sampled from a
probability distribution with density function p(g),
gi ∼ p(g). (4)
Biological observations indicate that a normal distribution
is a good model for the heterogeneity in the growth rate
[22]. The initial condition for the distribution of cellu-
lar volumes V i(0) in the population is derived from the
time-invariant solution of a simple cell population balance
model. For simplicity, this derivation assumes that the only
heterogeneous variable is the cell volume V , evolving lin-
early, and that the growth rate gi = g is the same for all
cells. The dynamics of the cell population are then de-
scribed by the PDE
∂p
∂t
+ g
∂p
∂V
= 0 , (5)
where p(t, V ) is the cell density. Equation (5) is defined on
the domain [Vd2 , Vd], where Vd represents the division vol-
ume that is halved after division (see Section 2 2.3). Hence,
the system has the boundary condition
p(t,
Vd
2
) = 2p(t, Vd) . (6)
The relative density function p(t, V ) is defined by p = Np,
where N is the cell number described by
N(t) =
∫ Vd
Vd
2
p(t, V )dV , (7)
leading to ∫ Vd
Vd
2
p(t, V )dV = 1 . (8)
The relative density evolves according to the PDE
N˙p+N
∂p
∂t
+Ng
∂p
∂V
= 0 . (9)
From (5) and (6), the time derivative of the cell number is
then
N˙(t) =
∫ Vd
Vd
2
∂p
∂t
dV = −
∫ Vd
Vd
2
g
∂p
∂V
dV
= gp(t,
Vd
2
)− gp(t, Vd) = gp(t, Vd)N(t) . (10)
In the following, we denote
k(t) = gp(t, Vd) . (11)
Substituting N˙ from (10) in (9), we get
Nk(t)p+N
∂p
∂t
+Ng
∂p
∂V
= 0 . (12)
It follows that
k(t)p+
∂p
∂t
+ g
∂p
∂V
= 0 . (13)
Let ps(V ) be a time-invariant solution, and
ks = gps(Vd) . (14)
The time-invariant solution needs to satisfy the equation
ksps + g
∂ps
∂V
= 0 . (15)
Solving for ps, we obtain
ps(V ) =
ks
g
e
ks
g (Vd−V ) , (16)
where the end-point condition (14) has already been taken
into account. From the integral condition (8), we find
−e ksg (Vd−V )
∣∣∣VdVd
2
= e
ksVd
2g − 1 = 1 (17)
and thus ks = 2g ln 2Vd . The time-invariant relative density
function of the cell volume is thus given by
ps(V ) =
2 ln 2
Vd
e
2 ln 2(1− VVd ) . (18)
Hence, the balance equation (5) has a time-invariant solu-
tion p¯s(V ) for the relative volume density (Figure 2) that
is independent on the growth rate g and is of exponential
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FIG. 2: Volume distribution. The relative time-invariant volume distribution is
exponentially distributed.
shape. With the linear growth model, cell volume is pro-
portional to cell age, and an exponential cell age distribu-
tion has been proposed in earlier research [10]. However,
the mathematical derivation based on a population balance
model done here seems to be novel. The overall population
model is initialized from a volume distribution with density
p(V0) = N0p¯s(V0).
Next, we discuss the stationary heterogeneity in the pro-
tein synthesis rates s. Experimentally obtained informa-
tion usually contains flow cytometry-derived data represent-
ing protein distributions p(X) in an untreated cell popu-
lation. While no external changes occur, the distributions
of protein numbers are time-invariant in a population. A
measurement of the synthesis rate distribution p(s) can be
very complicated or is often not even possible. Consider-
ing measurements of the degradation rate a, the equilibrium
distribution p(X), and estimating the growth rate proba-
bility distribution p(g), the distribution of synthesis rate
p(s) can be calculated. In our model formulation, inter-
actions between components of the signaling pathway are
non-existing while the system’s input is zero, leading to the
following simplification of Equation (1) that is valid dur-
ing the life span of a cell (here considered to be the interval
[0, tcyc]) for every protein xz, z ∈ [1, ..., n] in each single
cell:
x˙iz(t) = s
i
zV
i(t)− azxiz(t) , (19)
xiz(0) = x
i
z,0,
V i(0) =
Vd
2
,
where Vd2 represents the cell volume at the beginning of the
cell cycle, subsequent to cell division (see Section 2 2.3).
Considering linear cell growth (Equation (3)), the equation
can be solved for xiz(t).
xiz(t) = e
−aztxiz,0 +
∫ t
0
(siz
Vd
2
+ sizg
iτ)eaz(τ−t)dτ (20)
xiz(t) = e
−aztxiz,0 +
siz(g
i(azt− 1) + az Vd2 )
az2
− s
i
ze
−azt(−gi + az Vd2 )
az2
,
(21)
where siz , az and g
i are constant during one cell cycle.
The duration of the cell cycle can be calculated by
ticyc =
Vd
2gi
. (22)
In order to approximate biologically reasonable distribu-
tion of synthesis rates, it is assumed in the following calcu-
lations that the number of each molecule is doubled during
the time of one cell cycle. This leads to
2xiz,0 =e
−azticycxiz,0 +
siz(g
i(azt
i
cyc − 1) + az Vd2 )
az2
− s
i
ze
−azticyc(−gi + az Vd2 )
az2
.
(23)
Hence, xiz,0 can be described as
xiz,0 =
siz
(gi(azt
i
cyc − 1) + az Vd2 )− e−azt
i
cyc(−gi + az Vd2 )
(2− e−azticyc)az2
(24)
In the next step, the exponential volume distribution of cells
(Equation (18)) is added. In order to describe the cell popu-
lation, Xz , V and G are introduced as random variables
with distributions given by the density functions p(Xz),
ps(V ) and p(g). Through the independent random variables
V and G the related T can be deduced.
T =
V − Vd2
G
. (25)
Inserting t = T and xiz,0 (Equation (24)) in Equation (21),
the relation between Xz , G and the unknown random vari-
able sz can be calculated.
Xz = sz k(V,G, az, Vd) (26)
with
k(V,G, az, Vd) =
e−azT
(G(aztcyc − 1) + az Vd2 )− e−aztcyc(−G+ az Vd2 )
(2− e−aztcyc)az2
+
(G(azT− 1) + az Vd2 )− (e−azT(−G+ az Vd2 ))
az2
.
(27)
With representative samples of V and G, the probabil-
ity density p(k) is estimated by kernel density estimator.
p(s) can be computed by taking the logarithm in Equa-
tion (26) and calculating p(log(s)) as the deconvolution
of p(log(X)) and p(log(k)). Mathematica and Matlab are
used for analysis.
When further information about covariances of protein copy
numbers and cell volumes are available, the information can
be included by sampling from an appropriate multivariate
joint distribution (see Kallenberger et al. [20]).
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2.3. Cell death, division, and inheritance
During the population simulation, the ODE (1) for the
intracellular process is solved until the end of the cell’s life-
cycle, which is due to either cell death or cell division.
In the modeling framework, cell death can be triggered
independently from the intracellular process, for example
by sampling from a population-specific distribution of ex-
pected cellular life times, or it can be triggered from the
intracellular process when a certain condition on the state
variable xi(t) is met. The latter option requires the use of
an ODE solver which can detect threshold passing, for ex-
ample the CVODE routine with root finding from the SUN-
DIALS library (http://computation.llnl.gov
/casc/sundials/main.html). In the simulation, the
corresponding cell is removed from the active population
upon a death event.
Cell division is triggered when volume V i, evolving ac-
cording to (3), reaches the division volume Vd. In case of
a constant growth rate gi, the division time can be com-
puted a priori for each cell from the analytical solution to
the volume ODE (3). Otherwise, when the growth rate de-
pends on the state xi(t) of the intracellular process, the vol-
ume ODE has to be solved together with the intracellular
process’ ODE (1), and a division event is triggered when
V i(t) = Vd. As in the cell death case, the latter option re-
quires the use of a suitable ODE solver.
Upon division, both arising daughter cells obtain a new
value of the growth rate via p(g). The volume of both cells
is set to V i(t) = Vd/2, similar as described in Swain et al.
[38]. Furthermore, new values of synthesis rates sh of both
created cells ia and ib are calculated within given borders.
Here, a new, restricted sample of p(sz) is drawn where the
value of sz cannot exceed a certain multiple of the corre-
sponding sample of the mother cell (Figure 3), so that
s
ia,b
z ∈ [ 1
γ
siz, γs
i
z], γ ∈ [1,∞[ . (28)
γ is named inheritance factor. If γ 6= 1, proteins in single
cells are not restricted to double during the time of one cell
cycle after cell division but evolve according to the newly
sampled synthesis rate. Other heterogeneous parameters
can be inherited in a similar way.
Low copy numbers of molecules (such as mRNA) lead
to noise after e.g. cell division. Molecules that are present
in high amounts are less sensitive to stochastic variations
[35]. On this basis, we assume that sister cells obtain dif-
ferent parameters (for example synthesis rates) but proteins
which are usually present in high amounts are distributed
equally to both arising cells. This is similar as described
in Bertaux et al. [7] and in accordance with Spencer et al.
[33]. The latter study gives a biological motivation for tran-
sient inheritance and divergence as cause of differences in
synthesis rates. Spencer et al. [33] show that a correlation
of sister cells exists but decreases with time after division.
In the analyzed cell lines, similar responses of sister cells to
induced cell death were observed up to 50 hours after cell
division. This kind of information could serve as basis for
fitting the value of the inheritance factor as it determines
how fast correlations of sister cells are lost in the model.
1 2 3 4 5 6
0
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1
log(sz )
P
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z
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s
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FIG. 3: Inheritance. The figure shows an example probability distribution of
p(sz). If siz is the sample of the protein synthesis rate in cell i, than the values
s
ia,b
z in corresponding daughter cells lie in the interval [ 1γ s
i
z, γs
i
z ].
2.4. Overall population simulation
The cell population is simulated from t0 until tend. After
each cell division the dynamics of protein numbers x˙i(t),
(Equation (1)), and volume growth V˙ i(t) (Equation (3)),
are simulated in the next time interval until the next divi-
sion with respective new initial conditions.
At the beginning, a list called cells containing all mother
cells is constructed. The algorithm starts by finding the cell
with the minimal simulated time and by calculating the time
of this cell’s next division in the case of a constant growth
rate. Then, the ODE network is simulated. The simulation
stops due to one of the following reasons: a) the time of the
next division (tidivision) of the cell is reached, b) tend, the
determined end point of the whole simulation, is reached,
or c) the cell death condition is met.
If tend is reached, the simulation of the cell is completed. If
the cell divides, it is replaced by two daughter cells. After-
wards, it is checked whether the current number of cells ex-
ceeds the maximal possible number of cells (Nmax). If the
maximal number is exceeded, one random cell is removed
from cells. The latter is similar to the algorithm presented
by Mantzaris [26]. If the cell death condition is met, cell i
is removed from cells. After completing the simulation of
the cell, it is checked if there is another cell in the list cells
that is not simulated until tend. Subsequently, this cell is
simulated. When all cells are simulated until tend, the sim-
ulation stops.
As a result, the model not only simulates the number of cells
N(t), but also internal distributions of parameters and pro-
teins. A representation of the simulation algorithm is given
in Figure 4. The approach is highly parallelizable, since in-
teractions among individual cells are not modeled, and indi-
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vidual cells can be simulated in parallel. The simulation al-
gorithm is implemented in the Python toolbox pybrn [45].
Population constructor
cells: vector with
mother cells
Calculate time
of next division
Simulate network until
min(tidivision, tend), or until
input change. Stop if state
xij ą threshold.
Append daughter
to cells,
cells ą Nmax ?
Delete randomly
one cell from
cellsRemove cell
from cells
Minimal simulated
time in cells ă tend ?
Find cell with
minimal simulated
time
End
Cell Division
Ce
ll D
eat
hCe
ll
sim
ul
at
ed
un
til
t en
d
Yes
No
No
YesInput change
and t ă tend
FIG. 4: Scheme for the simulation algorithm.
3. EXAMPLES
3.1. Example 1: Apoptotic response
Programmed cell death (apoptosis) is an important regu-
lative process in multicellular organisms. Deregulation of
apoptosis can lead to various diseases such as neurodegen-
eration or cancer [4, 40]. Several mathematical models of
death receptor mediated apoptotic signaling pathways were
published in the last decade [2, 11, 15, 20, 24, 29], a good
overview is given in Spencer et al. [34]. Recently, the
apoptotic response was investigated also on the level of the
cell population [7, 16, 32]. TRAIL (TNF-related apoptosis-
inducing ligand), an inductor of apoptosis that is interesting
for medical applications in cancer treatment [44], is used
exemplary. As resistance of cell populations to apoptotic
stimulations is reversible [12], the example scenario is ap-
propriate for the proposed modeling approach. The follow-
ing model simulations represent in vitro experiments with
two-dimensionally growing cancer cell populations under
TRAIL stimulation. The goal of the model analyses is
to gain a holistic understanding of ligand-induced effects
and resistance mechanisms on the molecular and popula-
tion level.
The apoptotic signaling pathway described in Eissing et
al. [11] is implemented into the population modeling frame-
work. This ODE model is a hypothetical model of a type-I
cancer cell and includes main characteristics of the pathway
in a simplified pattern (Figure 5). It contains eight differ-
ent protein species: pro-caspase-8 (C8), activated caspase-
H
HH
H
H
H
H
H
C3 C3a
C8 C8a
IAP
+ C3a IAP
CARP
+ C8a CARP
FIG. 5: Illustration of reaction network adapted from Eissing et al. [11]. The
structure of protein interactions is presented. All proteins and protein complexes are
degraded. C8, C3, CARP and IAP are synthesized. C8a and C3a form complexes
with CARP and IAP, respectively. C8a induces activation of C3, and C3a can induce
activation of C8. C3a promotes degradation of IAP. The blue arrow indicates the
TRAIL input that is added to the model.
8 (C8a), pro-caspase-3 (C3), activated caspase-3 (C3a),
CARP (caspase-8- and 10-associated RING proteins), IAP
(Inhibitor of Apoptosis, representing mainly XIAP), a com-
plex of activated caspase-3 and IAP (C3a_IAP) and a com-
plex of activated caspase-8 and CARP (C8a_CARP). Mass
action kinetics are assumed. Initial conditions for the
species in the single cell model of [11] are adopted as ex-
pectancy values in the population model. The protein dis-
tributions p(X) are modelled as log-normal, which is bio-
logically well supported [13]. Based on own experiments,
an arithmetic coefficient of variation of about 0.65 is ap-
plied (unpublished data). With respect to the model in [11],
the following major changes are implemented: First, an in-
put u representing stimulation with the apoptosis-inducing
ligand TRAIL is added (blue arrow in Figure 5). This in-
put leads to a cleavage of pro-caspase-8. Secondly, a linear
volume growth is included (Equation (3)). Thirdly, p(sz)
is reconstructed with help of the deconvolution of Equation
(26) and adapted so that mean and variance of p(Xz) are
as described. Last, the feedback from activated caspase-3
to activation of pro-caspase-8 is weakened. Reason for the
latter are new biological insights that challenge the impor-
tance of the feedback [6].
Figure 6 gives an overview of the hypothetic dynamic re-
Stimulus
No Stimulus
I)
Initial molecular
changes
II)
Killing sensitive cells
Outgrowth
Insensitive
cells
III)
Regain of
sensitivity
FIG. 6: Response of a heterogeneous cell population to death receptor stimu-
lation. During a stimulation of a cell population with an apoptosis inducing ligand,
different population structures are expected to arise. Starting with a heterogeneous
cell population I), the first changes after addition of stimulus are on the molecular
level, illustrated in II). Sensitive cells are killed and removed from the population and
surviving cells grow out, forming a population of cells that are mainly insensitive to
stimulations III). Removal of the stimulus leads to a regain of sensitivity.
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sponse of a heterogeneous cell population to a stimulation
with an apoptosis-inducing ligand. With help of the model,
emerging population structures can be analyzed in detail.
Simulations with constant input over time were conducted
and the influence of varying values of the inheritance fac-
tor γ is shown in Figure 7. According to the simulation,
the inheritance factor has no influence on initially induced
cell death. Instead, γ influences the outgrowth of a TRAIL-
insensitive population: the higher the inheritance factor, the
less resemblance from mother to daughter cells. There-
fore, a higher inheritance factor increases the probability
of TRAIL-sensitive daughter cells originating from an in-
sensitive mother cell. While measuring the mean cell cy-
FIG. 7: Cell population growth simulation with continuous input and varying
inheritance factor. A starting population of 5000 mother cells is simulated with
constant TRAIL input over time. Simulations with different values of the inheritance
factor γ were conducted and resulting population growth trajectories are plotted.
cle length of a population, the inheritance factor can be ad-
justed to the slope of population growth trajectories in via-
bility assays. In order to represent an intermediate inheri-
tance, γ is set to 1.3 in the following simulations.
Each cell in the simulated population can be tracked in
time referring to protein numbers and cell cycle stage rep-
resented by the volume. An example plot of pro-caspase-3
over time without TRAIL stimulation is shown in Figure 8.
Differences in synthesis rates cause protein numbers of sis-
FIG. 8: Trajectories of pro-caspase-3 molecules. Each continuous line segment
represents pro-caspase-3 numbers during a cell cycle in one cell. Discontinuities stem
from cell divisions. The simulation started with two mother cells.
ter cells, originated from the same mother cell, to diverge
with time. This is in accordance to Spencer et al. [33] and
yields another possibility for determining the correct value
of the inheritance factor from experimental data of single
cell protein numbers.
In order to analyze protein distributions at time points of in-
terest during TRAIL stimulation, histogram representations
are chosen. In the following, the total amount of each pro-
tein xtot, including free, activated and complexed protein, is
considered. Mean values for synthesis rates concern solely
free and unprocessed forms.
Already 90 minutes after continuously treating a cell pop-
FIG. 9: Histogram representation of total IAP distribution. The total amount of
IAP (including free IAP and the complex of IAP and activated caspase-3) in a simu-
lated population that is treated for 90 minutes with TRAIL (red) is compared to the
amount in an untreated population (blue). The number of mother cells in the starting
population was 50000. Mean value in untreated population:∼39600 moleculescell (syn-
thesis rate IAP:∼504 moleculesmin cell ). Mean value after 90min treatment:∼28000 moleculescell
(synthesis rate IAP:∼511 moleculesmin cell ).
ulation with TRAIL, the model predicts the distribution of
IAPtot to be altered. More precisely, the distribution is
elongated to the left, leading to a decreased average IAPtot
amount in the population (Figure 9). As synthesis rates and
all other protein distributions are hardly altered at this time
point (Figure 11), the decrease of IAPtot is identified as
main initial step towards apoptotic cell death.
After 72h of continuous TRAIL treatment, the most signif-
icant changes are in the distribution of C3tot (Figure 10).
Average amounts of IAPtot and CARPtot are decreased,
probably as a consequence of accelerated degradation rates
of the formed protein complexes and further degradation
mechanisms. Interestingly, mean synthesis rates of IAP and
CARP are increased after the treatment (Figure 11). An
explanation for this result is the anti-apoptotic function of
both molecules, and the corresponding surviving benefit of
cells with higher synthesis rates.
A 10 % variation of γ had qualitatively no influence on
the results presented in Figure 11. Without stimulation,
mean values for all protein amounts remain unchanged after
72h, confirming suitable initial conditions derived in Sec-
tion 2 2.2.
One step towards optimization of therapeutic strategies
is the simulation analysis of repeated addition of death-
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FIG. 10: Histogram representation of total caspase-3 distribution. The distri-
bution of total caspase-3 in a simulated cell population after 72h continuous TRAIL
treatment (green) is compared to the untreated case (blue). C3tot includes pro-
caspase-3, activated caspase-3 and the complex of IAP and activated caspase-3. The
number of mother cells in the starting population was 50000. Mean value in un-
treated population:∼21100 moleculescell (synthesis rate C3:∼103 moleculesmin cell ). Mean value
after 72h treatment:∼5800 moleculescell (synthesis rate C3:∼71 moleculesmin cell ).
FIG. 11: Simulation results of mean values in stimulated to unstimulated cell
populations. The mean values of simulated protein distributions and synthesis rates
were divided by the respective mean values in an untreated population. Stimulation
was either for 90min or for 72h, as indicated. After 90min of TRAIL treatment,
the average amount of IAPtot per cell is decreased. Mean values of synthesis rates
and all other protein distributions are hardly altered by then. After 72h of continuous
TRAIL treatment, the average protein numbers per cell C3tot, CARPtot and IAPtot
are significantly decreased. Mean protein number and synthesis rate of C8tot are
slightly lower compared to the untreated population. Treated cells exhibit increased
mean values of synthesis rates of IAP and CARP. The mean synthesis rate of C3 is
decreased in comparison to the untreated population.
inducing ligand to the cell population. Here, two TRAIL
pulse stimulations, each for four hours, were given to the
population at different time points within 72h (Figure 12).
The simulation reveals the tendency that the greater the
time interval between two pulses, the less cells are alive
after 72h. The reason is that parameter changes upon cell
division, as controlled by the inheritance factor, cause a
time-dependent reversibility of TRAIL insensitivity. After
the first stimulation at t = 0, most of the surviving cells
will be insensitive to TRAIL. Daughter cells of insensitive
mother cells can become TRAIL-sensitive and therefore,
it is plausible that the proportion of sensitive to insensitive
cells increases with time after a first stimulation. This
FIG. 12: Simulations of pulse treatments at varying stimulation times. Within
72h, two pulses of 4h each were given to a starting population of 5000 cells. The
first pulse was always at t = 0h and the timing of the second pulse varied from
tp = 10h up to tp = 60h, as indicated.
analysis can be used on the one hand for model adaption
via experimental investigations and on the other hand as a
starting point for an optimal treatment design.
In Table I the runtime for different simulation scenarios
are illustrated. Simulations for Example 1 were performed
on a 3.4 GHz Intel Core i7-4770 machine with 16 GB RAM,
for Example 2 on a 1.7 GHz Intel Core i7 machine with
8 GB RAM. Number of simulated cells, inheritance factor
and tend were identified as main factors for varying run-
times.
TABLE I: Evaluation of runtime
Example 1 Example 2
# States 9 9 3 3
# Reactions 21 21 6 6
# Het. parameters 4 4 1 1
# Inheritance factor 1.3 1.3 ∞ ∞
# Stimulus constant constant constant pulsed
# Cells t0 5000 50000 5000 5000
tend [h] 72 1.5 100 100
# Cells alive tend 6951 50659 8982 20568
# Simulated cells 37640 59444 1032 2033
# Nmax - - 400 400
Runtime [min] 92.82 13.41 0.25 0.36
Figure 7 9 14 15
3.2. Example 2: Cell differentiation
As a second example, we consider a model for a differ-
entiating cell population. The motivation for modeling this
as a heterogeneous population is that there are at least two
subpopulations, the progenitor cells and the differentiated
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FIG. 13: Illustration of the osteochondroswitch differentiation network.
Adapted from [30].
cells. Also, differentiation is coupled to a loss of prolifer-
ative capacity in a range of cell lineages such as myoblasts
[28] or osteoblasts [5], which affects the growth dynamics
of a differentiating cell population.
In addition, there is some amount of heterogeneity within
each subpopulation. The major type of heterogeneity for
this process is within the progenitor population: in embry-
onic stem cells, it has been observed that due to stochas-
tic fluctuations in transcription factor activity, only part of
the progenitor population can differentiate at any point in
time, while the other part is insensitive to differentiation
[21]. The study in this section aims to show that the pro-
posed population modeling scheme can be applied to such
systems, and to highlight the biological conclusions that can
be drawn from the simulation of the model.
The specific single cell model on which the population
model is based is taken as the “osteochondroswitch” pre-
sented in Schittler et al. [30]. The osteochondroswitch
model describes the cellular state with the activities of three
transcriptional regulators, as illustrated in Figure 13. Each
transcriptional regulator represents one of three considered
cell types: a stem cell/ progenitor type, represented by the
xp variable, an osteoblast type, represented by the xO vari-
able, and a chondrocyte type, represented by the xC vari-
able. Irreversible differentiation is modeled with a transi-
tion over a saddle-node bifurcation which is induced by a
cell-type specific differentiation stimulus. In order to de-
velop a population model as outlined in Section 2 for the os-
teochondroswitch, the genetic regulatory network for differ-
entiation developed in [30] is used as a single cell model ac-
cording to (1). The heterogeneity among cells is described
by varying the parameter mP , which in the original model
from [30] describes the sensitivity of the cell to the differ-
entiation stimulus: in [30], the equation for the progenitor
state is given by
x˙P =
aPx
n
P + bP
mP + zD + cPPxnP
− kPxP . (29)
Accordingly, for a given differentiation stimulus zD, only
cells with a value of the mP parameter larger than a thresh-
old value, which depends on zD, will differentiate. Using
parameter values from [30] and a differentiation stimulus
zD = 3, the threshold for differentiation is m∗P ≈ 7.5. For
this study, the parameter mP is assumed to be distributed
according to a log-normal distribution with a mean value of
8.0 and a standard deviation of 1.12.
Population growth is modeled with a state-dependent
growth rate for individual cells, given by
V˙ = g(P ), (30)
where P is the activity of the progenitor factor in the model,
which is around 12 for progenitor cells and below 1 for dif-
ferentiated cells. The growth rate function g(P ) is modeled
as a piecewise linear, ramp-like function defined as
g(P ) =

0, P < 5
gmax(P − 5)/5, 5 ≤ P < 10
gmax, P ≥ 10,
(31)
with gmax = 5.56·10−3 min−1. This choice of g(P ) means
that in the model, progenitor cells grow with a cell cycle
duration of 30 h, and differentiated cells do not grow. The
inheritance factor defined in (28) is set to infinity, mean-
ing that the heterogeneous parameter is resampled from the
original distribution upon each cell division. Two scenarios
for a population of osteochondroswitches were simulated,
starting from a population where all cells are in the progen-
itor state.
In the first scenario, a constant differentiation stimulus
(zD = 3 in the nomenclature of [30]) and osteoblast spe-
cific stimulus (zO = 0.5 in the nomenclature of [30]) were
applied. Figure 14 displays the results of the population
simulation for the first scenario. At the beginning, many
progenitor cells differentiate to osteoblasts. The progenitor
cells that are not sensitive to differentiation at the beginning
divide, but upon division may become sensitive and, since
the stimulus is applied continuously, differentiate. Thus,
there is a small continuous growth of the osteoblast subpop-
ulation, and a slowly declining progenitor population. The
simulation results also show a shift in the distribution for
the differentiation sensitivity parameter over time: as cells
with a high parameter value differentiate to osteoblasts and
make up for an increasing fraction of the population, the
density of high values increases compared to the density of
low values.
In the second scenario, the same stimulus was applied in
two pulses, one at time zero and the other at time 50 h, with
a duration of 10 h for each pulse. The simulation results
for this scenario are shown in Figure 15. The pulse stimula-
tion results in very different growth dynamics compared to
the first scenario. While the number of cells differentiating
during the first 10 h is about the same, the progenitor popu-
lation is quickly growing back to its original size when the
differentiation pulse ceases. Upon the second pulse, again
a large proportion of the regrown progenitor population dif-
ferentiates to osteoblasts. At the end of the considered time
interval, the numbers of both total and differentiated cells
are significantly higher than in the first scenario. Regarding
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FIG. 14: Osteochondroswitch population under a continuous differentiation
stimulus. Top panel: Population sizes over time. Bottom panel: Population hetero-
geneity in the sensitivity parametermP at three time points.
the distribution of the sensitivity parameter, a similar devel-
opment as in the first scenario is observed. However, the
density at low values is still higher at the later time points,
due to the regrown progenitor population.
4. CONCLUSIONS
A sample-based ODE approach describing a heteroge-
neous cell population during extrinsic stimulations is de-
veloped. In contrast to previously published models, the
presented individual-based population model connects in-
tracellular reaction networks with cell division, cell death
and inheritance, while stochastic effects are solely consid-
ered in initial conditions and by resampling of parameters
after cell division. Appropriate initial conditions for un-
stimulated stationary growing populations are derived and
an inheritance factor that determines the degree of similar-
ites between parameters in mother and daughter cells is in-
troduced.
The first application to induced cell death shows that the
model helps to understand resistance mechanisms of cancer
cells during drug treatment. Long-term goals are an opti-
FIG. 15: Osteochondroswitch population with two differentiation pulses. Top
panel: Population sizes over time. Bottom panel: Population heterogeneity in the
sensitivity parametermP at three time points.
mization of drug efficiency and the improvement of anti-
cancer strategies. In the example, the underlying inheri-
tance factor can be estimated with help of the following in-
formation: a) Measurement of cell population growth over
time during continuous TRAIL stimulation and evaluation
of the slope of cell growth trajectories after initial cell death.
b) Measurement of similarity between mother and daugh-
ter cells. c) Pulse stimulations and evaluation of the influ-
ence of the second pulse. With help of the model, different
hypotheses referring to the apoptotic response of a hetero-
geneous cell population can be stated. First, the distribu-
tion in the total amount of IAP is initially shifted after drug
induction. Hence, IAP is important for the first molecu-
lar changes in a cell population that lead to apoptotic cell
death. Secondly, considering a treatment of 72h, the model
predicts a clear decrease of mean values in all protein dis-
tributions except of the total amount of caspase-8. As a
conclusion, the role of caspase-8 in TRAIL insensitivity of
a type-I cell population can be challenged. Synthesis rates
of CARP and IAP are predicted to be increased after 72h
treatment, illustrating survival benefit because of the anti-
apoptotic effects of these molecules. Thirdly, a simulation
of a pulse treatment revealed that if two pulses of a fixed
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duration are given to a population, a large time interval be-
tween those pulses is preferable in order to kill the maximal
number of the cells. Predictions are limited to the included
model of simplified type-I extrinsic apoptosis [11]. Other
apoptotic models can be included into the framework and
can be analyzed in a similar way.
The second example with the differentiating cell population
illustrates the usefulness of the developed population sim-
ulation framework for populations with distinct subpopula-
tions. A particular aspect is the differential growth dynam-
ics among the subpopulations, which gave rise to different
growth dynamics for different temporal shapes of the dif-
ferentiation stimulus. The model may be useful in tissue
engineering applications, where the design of the external
stimulus to optimize tissue generation is one of the key is-
sues.
In conclusion, the population simulation framework devel-
oped in this paper is an effective and versatile tool for
the computational analysis of dynamic, heterogeneous cell
populations on multiple scales. It is applicable to a wide
range of biological systems and intracellular processes, in-
cluding gene regulation and biochemical signal transduc-
tion.
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