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ABSTRACT
The reliability of global graph measures derived from neuroimaging data is an important
criterion for their use as biomarkers for neurological disorders. This study examined the
reliability of the global efficiency (GE), characteristic path length (CPL), transitivity, and
synchronizability of functional whole-brain and intra-hemispheric networks based on restingstate magnetoencephalography. Brain sources were reconstructed using atlas-based
beamforming, and functional connectivity in six frequency bands was estimated using the
debiased weighted phase lag index. An optimal threshold of 100% was chosen based on testretest reliability of the measures. At this threshold, test-retest reliability of the GE, CPL, and
transitivity was mostly fair to excellent except for in the delta band. However, test-retest
reliability of the synchronizability was mostly poor to fair. There was no significant effect of
gender on any graph measure. Overall, these results indicate that the GE, CPL, and transitivity in
most of the frequency bands may be useful biomarkers.
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BACKGROUND
Epilepsy
Epilepsy is a chronic neurological disorder in which normal brain function is disrupted by
recurrent, transient events of hypersynchronous neuronal activity called seizures [1]. According
to the Global Burden of Disease (GBD) study of the World Health Organization (WHO), around
50 million people worldwide have epilepsy [2]. Seizures can be classified as focal onset seizures
(previously known as partial seizures), which originate within neuronal networks in one
hemisphere, and generalized onset seizures, which originate within bilaterally distributed
networks [3]. Generalized seizures affect large areas of the brain at the onset whereas focal
seizures originate in a particular region of the brain and potentially propagate outward to other
brain regions [4]. Brain functions affected by seizures can include sensory, motor, autonomic,
and cognitive functions and depend on the location of onset in the brain and the patterns of
seizure propagation [1]. The abnormal brain activity associated with epilepsy manifests as
epileptiform discharges (spikes, waves, or spike-waves) on electroencephalography (EEG)
recordings that occur in between and during individual seizure events (i.e., the interictal and ictal
periods, respectively) [5].
The initial treatment option for epilepsy is one or a combination of anti-epileptic drugs
(AEDs), which decrease the electrical activity of the brain by modulating the function of ion
channels or neurotransmitters [6]. However, approximately one-third of epilepsy patients are
resistant to AEDs [7]. Resection of the epileptogenic zone is a potential treatment for patients
with drug-resistant focal epilepsy, resulting in seizure freedom for about two-thirds of them [8].
Presurgical evaluations for localization of the epileptogenic zone are divided into phase I (noninvasive) and phase II (invasive) evaluations and are performed using a variety of neuroimaging
1

techniques [9]. Phase I evaluations include examination of potential lesions on magnetic
resonance imaging (MRI) data and localization of epileptiform discharges from video-EEG,
magnetoencephalography (MEG), positron emission tomography (PET), and/or single-photon
emission computerized tomography (SPECT) data [9]. Phase II evaluations include localization
of epileptiform discharges from intracranial EEG (iEEG) data recorded from either subdural
electrodes (i.e., electrocorticography [ECoG]) or intracerebral depth electrodes (i.e., stereo-EEG
[sEEG]) [9].
Because epilepsy is a disorder of abnormal neuronal synchronization, brain connectivity
analysis may be useful for the investigation of epilepsy [10]. The expectation is that the restingstate (i.e., non-seizing) brain network of epilepsy patients has an underlying pathological
condition that gives rise to epileptiform activity [4]. Various studies have shown that epilepsy
affects the properties of brain networks constructed using structural, functional, as well as
effective connectivity analysis both during states of epileptiform activity and during the restingstate [11]. Other studies report that only about 30-50% of epilepsy patients have interictal
epileptiform discharges (IEDs) on their first EEG recording [12, 13] and that about 2-18% of
patients never have IEDs during their EEG recordings [12, 14, 15]. For MEG, the average
sensitivity in detecting clinically relevant IEDs is approximately 75% [16-19]. Therefore,
lateralization and localization of epilepsy via characterization of resting-state brain networks
may be important for focal epilepsy patients who are drug-resistant and MRI normal, particularly
in situations where there is a lack of or an ambiguity in the epileptiform discharges recorded
during MEG, EEG, or other neuroimaging modalities.
Structural networks can be constructed based on white matter tract data from diffusion
tensor imaging (DTI) while functional and effective networks can be constructed based on
2

functional brain data from functional MRI (fMRI), MEG, EEG, or iEEG [20]. Graph analysis
can be used to extract features from these networks that may be meaningful for the
characterization of epilepsy [4]. Global graph measures characterize the properties of networks
as a whole whereas local graph measures characterize the properties of individual nodes in the
network [21]. Studies have used global graph measures to compare the functional networks of
healthy subjects and epilepsy patients, constructed from interictal and ictal ECoG [22], restingstate EEG (rs-EEG) [12, 23-25], rs-fMRI [26, 27], and rs-MEG [23, 28, 29]. A rs-MEG study
also used global graph measures to compare the functional networks of epilepsy patients before
and after resection surgery [30]. A potential application of local graph measures in localization
of the epileptogenic zone in order to improve seizure outcome after resection surgery has been
investigated using functional and effective connectivity analysis with interictal and ictal ECoG
[31, 32], interictal EEG [33], and rs-MEG [34-36]. Local graph measures have also been used to
investigate functional networks based on ictal ECoG for predicting post-operative seizure
outcome after resection surgery [37].
Most epilepsy studies have used global graph measures to characterize the network of the
entire brain. Few studies have used global graph measures to investigate sub-networks that
include only parts of the brain. These studies include using fMRI functional connectivity analysis
to compare the inter-and intra-hemispheric brain networks of epilepsy patients before and after
total callosotomy [38], using fMRI functional connectivity analysis to compare the default mode
network of healthy subjects and patients with temporal lobe epilepsy (TLE) that were seizure
free and not seizure free after resection surgery [39], and using EEG functional connectivity
analysis to compare the intra-hemispheric fronto-temporal networks of healthy subjects and
patients with right or left fronto-temporal epilepsy [40]. Because focal onset seizures originate
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within networks limited to one hemisphere [3], global graph measures based on intrahemispheric networks may be able to reveal information about the brain networks of focal
epilepsy patients that graph measures based on the network of the entire brain may not be able to.
This has been shown in a recent study using rs-MEG functional connectivity analysis for the
diagnosis and lateralization of focal epilepsy [41].
Magnetoencephalography
MEG is the non-invasive measurement of the magnetic fields emanating from the brain
due to the electrical activity of neurons [42]. One of the primary applications of MEG is in phase
I presurgical evaluations for localization of epileptiform discharges via magnetic source imaging
(MSI) [9, 42, 43]. There are several advantages of MEG over other non-invasive neuroimaging
techniques such as EEG and fMRI. EEG measures the electric potential on the scalp due to
extracellular volume currents that arise from the intracellular current sources of neurons [42].
These volume currents traverse tissues of varying conductivity as they propagate from their
source to the head surface, resulting in a spatially distorted current distribution on the scalp [42].
This distortion makes it difficult to estimate the origin of the measured EEG signal [42]. On the
other hand, the magnetic field distribution over the scalp is considerably less distorted as the
magnetic permeability of all biological tissues is approximately equal to that of free space [42].
Both MEG and EEG have a greater temporal resolution (i.e., on the order of milliseconds) than
fMRI (i.e., on the order of seconds) and are direct rather than indirect measurements of neuronal
electrical activity [44]. A disadvantage of MEG and EEG compared to fMRI is a lower spatial
resolution and accuracy because of the need to solve an ill-posed inverse problem to find the
underlying source distribution from the measured signal [44]. Additionally, MEG requires
expensive and sophisticated instrumentation for reliable measurements because of the small
4

signal strength of the magnetic field of the brain compared to that of other magnetic sources
(e.g., ambient magnetic field of the earth) and electronic instrument noise [42].
MSI is an approach to solve for the underlying source distribution from the MEG data
[42]. The first step involves computing a forward model (aka lead-field matrix) that estimates the
contribution of current sources in the brain to the magnetic field recorded at the MEG sensor
array [42]. The quasi-static approximation of Maxwell’s equations allows the use of the BiotSavart law to compute the forward model where the intracellular sources are approximated as
current dipoles [42]. One of the most widely used forward models in clinical applications is the
single sphere model, which models the head as a spherically symmetric volume conductor with a
piecewise constant conductivity [42, 45]. A limitation of the single sphere model is that source
components radially oriented relative to the head surface do not contribute to the magnetic field
[42]. Therefore, it is generally considered that MEG is more sensitive to tangential currents in
the walls of cortical sulci than to radial currents in the crown of gyri [42]. Although the curvature
of the upper half of the brain is well approximated by a sphere, the single sphere model
introduces errors for sources located in the lower half of the brain because of deviations from
sphericity [46]. These errors may be reduced by using a realistic single-shell volume conductor
model, which includes a correction factor for the single sphere model based on a harmonic basis
function expansion and a boundary condition for locations on the surface of the volume
conductor (e.g., the surface of the brain) [46, 47].
The second step of the MSI approach is to use the lead-field matrix and MEG data to
solve the inverse problem to find the source configuration that best explains the measured
magnetic field [42]. The inverse problem is ill-posed in that there is not a unique solution:
multiple different source configurations can give rise to the same magnetic field distribution
5

[42]. The equivalent current dipole (ECD) model is extensively used in clinical settings to
localize epileptiform activity [42, 43]. For a single time instance (e.g., the peak of an interictal
spike), the location and moment of a single or a few current dipoles is searched for via
optimization of a goodness-of-fit function by systematically moving dipoles through the space of
possible solutions [42]. The ECD model is a discrete source model because only a single or a few
dipoles with different locations at each time instance are used to explain the measured MEG
signal [42]. Distributed source models (aka imaging methods) involve finding a solution for
sources distributed over a 3-D grid of voxels [42].
Distributed source models can be categorized as tomographic reconstruction methods
(aka non-adaptive spatial filters) and adaptive spatial filtering (i.e., beamforming) techniques
[46]. Tomographic reconstruction methods estimate the dipole moment at each voxel by a leastsquares fit to the MEG data and include the minimum norm estimate (MNE) [46]. Tomographic
reconstruction only requires the lead-field matrix and potential noise estimates whereas adaptive
spatial filters utilize both the lead-field and data covariance matrix and are therefore data
dependent [46]. For adaptive spatial filtering, the solution at each voxel only depends on the
lead-field for that voxel [46]. However, the solution at each voxel for tomographic reconstruction
depends on the lead-field of all the voxels [46]. Beamforming techniques are considered to be
more robust and computationally simpler than the MNE and its variants [42]. The beamforming
approach in the time domain can be formulated as the linearly constrained minimum variance
(LCMV) spatial filter [48]. The dynamic imaging of coherent sources (DICS) method is a
beamforming approach in the frequency domain that uses the data cross-spectral density matrix
instead of the covariance matrix [49].
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The scalar LCMV beamformer output, often called a virtual electrode, at a target source
location and orientation θ can be written as follows [48, 50]:
Vθ = B ∙ Wθ

(1)

where Vθ is the N x 1 virtual electrode vector for N time points, B is the N x M data matrix
containing the magnetic field at M sensor locations, and Wθ is the M x 1 vector of scalar
beamformer weights. The weights are computed such that the output source power at θ is
minimized subject to the constraint that the signal in the MEG data due to the source at θ is
passed with unit gain [48]. This forms a spatial filter that attenuates leakage from sources at
locations other than θ that are correlated across the sensors [48]. The formula to compute the
beamformer weights is given as follows [48, 51-53]:
Cb−1 Lθ
Wθ = T −1
Lθ Cb Lθ

(2)

where Cb is the M x M data covariance matrix, Lθ is the M x 1 lead-field vector, and T denotes
matrix transpose. The eigenvector of the maximum eigenvalue of the output source power matrix
can be used as an optimal source orientation for the lead-field vector [54]. The output source
power matrix for the target location r is given in the following formula [54]:
P(r) = [LT (r)Cb−1 L(r)]−1

(3)

where P(r) is the p x p source power matrix for p source orientation components and L(r) is the
M x p lead-field matrix.
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Connectivity analysis
Networks that describe interactions or connections between different brain regions can be
constructed from neuroimaging data using connectivity analysis [55]. Different categories of
brain connectivity include structural, functional, and effective connectivity [20]. Structural (aka
anatomical) connectivity examines the physical neural connections between brain regions, which
can be determined based on white matter tract data from DTI [20]. Functional and effective
connections can be determined based on functional brain data from fMRI, MEG, EEG, or iEEG
[20]. Functional connectivity is an estimation of temporal correlations between spatially remote
neurophysiological events [56] and can be quantified using measures of statistical dependence
(e.g., correlation, coherence) [57]. Effective (aka causal) connectivity models the causal
influence that different neural units or populations exert on each other [56] and can be derived
from dynamic causal modeling (DCM) and estimates of Granger causality such as multivariate
autoregressive (MVAR) models and transfer entropy [55]. Measures of functional connectivity
result in undirected connections whereas effective connectivity provides directional information
[55]. Estimates of Granger causality have sometimes been referred to as directed functional
connectivity [58].
Measures of functional connectivity can be classified as model-based, linear methods and
model-free methods [59]. Model-based methods include the Pearson correlation coefficient and
measures of amplitude, power, or phase synchrony [59]. Model-free methods include
information theoretic measures such as mutual information [59]. While model-free methods may
be able to quantify non-linear neuronal interactions, measures of phase synchrony are sufficient
for capturing a wide range of neuronal interactions under the assumption that these interactions
are governed by oscillatory phase coupling at similar frequencies [59]. Measures of phase
8

synchrony typically quantify the consistency of the phase difference across different
observations (e.g., trials) of two oscillating signals and are often computed after transformation
of the time-series data into the frequency domain using techniques such as the Fourier transform
[59]. Many of these phase synchrony measures such as the coherence and phase locking value
(PLV) are derived from the individual trial cross-spectral densities (CSDs) between the two
signals [59].
The CSD between signals x and y for trial k at frequency f is computed as follows [60]:
sk (f) = Xk (f)Yk∗ (f)

(4)

where sk(f) is the CSD and Xk(f) and Yk(f) are the Fourier transforms of signals x and y,
respectively. The formula to compute the coherence is given as follows [60]:

coh(f) =

|E[sk (f)]|
√E[|Xk (f)|2 ]E[|Yk (f)|2]

(5)

where coh(f) is the coherence at frequency f and E[.] is the expected value operator computed
across the trials. Omission of the absolute value operator in the numerator yields the complexvalued coherency [61]. The PLV has been proposed to more strictly reflect phase
synchronization by removing the dependence on amplitude correlation and is given in the
following formula [62]:
plv(f) = |E[ei(∠Xk (f)−∠Yk (f)) ]|

(6)

where plv(f) is the PLV at frequency f and i is the unit imaginary number. The PLV is in the
range [0,1] with 0 indicating a random phase difference and 1 indicating a perfectly consistent
phase difference [62]. The coherence reduces to the PLV when the Fourier transforms of the
trials are normalized to unit amplitude [59].
9

Measures of phase synchrony may be spuriously inflated by sources that are common
between the two signals [63]. This spurious inflation may arise due to noise sources, volume
conduction or field spread from sources of brain activity, and the active reference electrode in
EEG [63]. Volume conduction or field spread occurs when nearby sensors detect activity from
common brain sources [64]. Projection of the sensor signals to the source space may help to
alleviate this problem [64]. However, the application of source reconstruction techniques will not
fully mitigate the effects of volume conduction because of the imperfect unmixing of the sources
[64]. The imaginary part of coherency (ImC) has been proposed to reduce the effects of common
sources by discarding connections with a zero (modulus π) phase difference at the expense of
potentially discarding true zero phase interactions [61]. This assumes that volume conduction
from uncorrelated sources cannot cause a non-zero phase difference because of the instantaneous
propagation of source activity under the quasi-static approximation of Maxwell’s equations [61].
There are several potential disadvantages of the ImC. One disadvantage is its dependence
on the power spectral density of the two signals [65]. Another is its dependence on the
magnitude of the phase difference such that it is more effective at detecting interactions with a
phase difference close to π/2 (modulus π) [65]. The phase lag index (PLI) has been proposed as
an improvement on the ImC and quantifies the asymmetry in the distribution of observed phase
differences between the signals, irrespective of the magnitude of the phase differences [65]. The
formula to compute the PLI is provided as follows [63, 65]:
Ψ(f) = |E[sgn(Im[sk (f)])]|

(7)

where Ψ(f) is the PLI at frequency f and sgn(.) is the signum function. The PLI is in the range
[0,1] with 0 indicating a random phase difference or a phase difference centered around zero
(modulus π) and 1 indicating a perfectly consistent non-zero phase difference [65]. A potential
10

limitation of the PLI is that its robustness against the effects of common sources is affected by
the discontinuity in the index as low-amplitude perturbations may change the sign of the phase
difference for a particular trial [63]. The weighted PLI (wPLI) has been proposed to alleviate this
discontinuity by weighting the sign of the phase difference with the magnitude of the imaginary
part of the CSD and is computed as follows [63]:

Φ(f) =

|E[Im[sk (f)]]|
E[|Im[sk (f)]|]

(8)

where Φ(f) is the wPLI at frequency f. The ImC, PLI, and wPLI are affected by the number of
trials used to compute them [63]. The debiased wPLI-square estimator (dwPLI) has been
proposed to reduce the effects of this sample size bias by considering all the pairwise products of
the imaginary parts of the individual trial CSDs and is given in the following formula [63]:

̂ w (f) =
Ω

∑Kk=1 ∑j≠k Im[sk (f)]Im[sj (f)]
∑Kk=1 ∑j≠k|Im[sk (f)]Im[sj (f)]|

(9)

̂ w (f) is the dwPLI at frequency f and K is the number of trials.
where Ω
Graph analysis
Graphs are defined by a set of nodes (i.e. vertices) and a set of connections (i.e., edges)
between pairs of nodes [21]. Large-scale brain networks can be represented as graphs where the
nodes are brain regions and the connections are derived from neuroimaging data using
connectivity analysis [21]. Each graph is described by an adjacency matrix where rows and
columns denote nodes and matrix entries denote connections [21]. The diagonal entries represent
self-connections and are set to a value of 0 to discard them from the network [21]. The
connections of a graph can be unweighted (i.e., binary), indicating the presence or absence of a
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connection, or they can be assigned a weight that indicates the strength of the connection [21].
Structural, functional, and effective connectivity methods typically produce weighted
connections [21]. Structural and effective connections are directed and may therefore form
asymmetric adjacency matrices [21]. Functional connections are undirected and form symmetric
adjacency matrices [21].
Graph measures can be used to extract useful features from brain networks [21]. Global
measures characterize the properties of networks as a whole [21]. Local measures characterize
the properties of individual nodes and their influence on the network [21]. There are weighted
and directed variants of most graph measures, typically as generalizations of binary undirected
variants [21]. The definitions for the graph measures provided in the following paragraphs are
for weighted undirected variants. Different categories of graph measures include measures of
functional segregation and measures of functional integration [21]. Functional segregation
indicates the ability for distributed processing to occur in the brain whereas functional
integration indicates the ability of the brain to combine information from distributed brain
regions [21]. Before graph measures are computed for weighted networks, weak and nonsignificant connections are often discarded by applying an absolute or proportional weight
threshold [21]. These weak connections may be spurious and tend to obscure the topology of
strong and significant connections [21].
Measures of functional segregation include the clustering coefficient (CC) as a local
measure and the mean CC and transitivity (T) as global measures [21]. The CC quantifies the
amount of clustered connectivity around a node and is defined as the weighted geometric mean
of the connection weights of all the triangles around a node normalized by the total number of
possible connections between neighbors of the node [21, 66, 67]. The mean CC represents the
12

prevalence of clustered connectivity around all the nodes of the network [21, 66, 67]. Because
the mean CC is normalized individually for each node, it tends to be disproportionately
influenced by nodes that have a small number of neighbors [21, 68]. The T is a variant of the
mean CC that is normalized collectively and therefore does not suffer from this problem [21, 68].
Measures of functional integration are based on the concept of a path, which is a
sequence of nodes and represents a potential route of information flow [21]. Paths with a short
length imply a stronger potential for functional integration between brain regions [21]. The
connection weights can be transformed to lengths by computing the inverse [21, 69]. Shortest
path lengths (aka distances) between all node pairs can then be found from the lengths via
Dijkstra’s algorithm and used to compute the nodal efficiency (NE) as a local measure and the
global efficiency (GE) and characteristic path length (CPL) as global measures [21, 69]. The NE
quantifies the ability of a node to send information to other nodes in the network and is defined
as the average inverse shortest path length between a node and all other nodes [21, 70]. The GE
is the mean inverse shortest path length between all node pairs [70] while the CPL is the mean
shortest path length [67]. The GE is mainly influenced by short paths while the CPL is mainly
influenced by long paths [21].
Several global graph measures have been derived from spectral graph theory based on the
eigenvalues of the combinatorial Laplacian (aka Kirchhoff) matrix [71]. The Laplacian matrix is
defined as L = D – A where A is the adjacency matrix, D is the diagonal matrix of nodal
strengths, and, for each node, the nodal strength is the sum of all of that node’s connection
weights [71]. These graph measures include the algebraic connectivity (AC) and the
synchronizability (S). The AC is the second smallest eigenvalue of the Laplacian matrix and
measures the resilience of the network to insult [72]. The S is often defined as the ratio of the
13

largest eigenvalue of the Laplacian matrix to the second smallest eigenvalue [71]. However, its
inverse can be used instead to obtain an index in the range [0,1] where values closer to 1 indicate
a greater ability for network oscillators to synchronize [73].
Local graph measures can be used as measures of centrality, which denote the importance
of a node (i.e., hub status) according to various properties [21]. Betweenness centrality (BC) and
eigenvector centrality (EVC) are two such measures. BC is based on the idea that hub nodes act
as important controllers of information flow by participating in many short paths and is defined
as the fraction of all the shortest paths in the network that pass through a node [21, 74]. EVC is
based on the idea that a node is more influential if it is connected to a few highly connected
nodes rather than if it is connected to many poorly connected nodes [75, 76]. The elements of the
eigenvector of the largest eigenvalue of the adjacency matrix are the EVCs of the nodes [75].
Nodes have a high EVC if they are connected to other nodes that have a high EVC [75].
OBJECTIVES
The reliability of connectivity and graph measures derived from functional neuroimaging
data is an important criterion for their use as biomarkers for neurological disorders such as
epilepsy [77]. Previous resting-state studies have examined the test-retest reliability and intersubject reliability of connectivity and graph measures derived from fMRI [78-80], EEG [81-83],
and MEG [84-89]. However, only a few, if any, rs-MEG studies have examined the test-retest
reliability of global graph measures based on source space functional connectivity analysis. The
purpose of this current study was to evaluate and compare the reliability of global graph
measures derived from whole-brain, right intra-hemispheric, and left intra-hemispheric brain
networks constructed using rs-MEG functional connectivity analysis in the source space. To
accomplish this, a MEG analysis pipeline was used to derive global graph measures for three
14

sessions of the rs-MEG data of healthy subjects. First, an atlas-based beamforming approach was
used to reconstruct virtual electrode time-series from the MEG data. Functional connections
were then estimated between the virtual electrodes with the dwPLI, constructing whole-brain,
right intra-hemispheric, and left intra-hemispheric networks in the delta (0.5-3 Hz), theta (4-7
Hz), alpha (8-13 Hz), low beta (13-20 Hz), high beta (20-30 Hz), and low gamma (30-50 Hz)
frequency bands. Four global graph measures (i.e., the GE, CPL, T, and S) were computed for
each network in each frequency band. Because an optimal threshold for removing spurious
connections from the networks is unknown, the measures were computed for multiple levels of a
proportional weight threshold. The intraclass correlation coefficient (ICC) was used to examine
the test-retest reliability of these measures as a function of the threshold, and an optimal
threshold was chosen based on the ICC versus threshold response. This was compared to the
global cost efficiency (GCE) versus threshold curve as an alternative method for determining the
optimal threshold. The influence of gender as a potentially confounding variable on the graph
measures at the optimal threshold was also examined.
METHODS
MEG database
A total of 89 healthy subjects (22-35 years of age, 41 female) voluntarily participated for
rs-MEG and anatomical MRI data collection as a part of the Human Connectome Project (HCP)
young adult study [90, 91]. The purpose of the HCP study, led by Washington University and the
University of Minnesota, was to characterize healthy human brain function and connectivity in a
large number of twins and their non-twin siblings [91]. Of these subjects, there are 18
monozygotic twin pairs, 13 dizygotic twin pairs, and 27 unrelated individuals. The subjects are
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free from MRI‐detected lesions and any significant neurodevelopmental, neuropsychiatric, or
neurologic disorders.
The MEG data were collected from the HCP subjects in an eyes-open condition using a
248‐magnetometer MAGNES 3600 MEG system (4D Neuroimaging, San Diego, CA) located at
the Saint Louis University medical campus. This current study included the preprocessed rsMEG data provided with the HCP S1200 data release. The data release consisted of three sixminute sessions of rs-MEG data for each subject, which were recorded with little or no interval
between the sessions. The MEG data were down-sampled from a 2034.5 Hz sampling rate by a
factor of four to a 508.6275 Hz sampling rate and preprocessed using the open-source HCP MEG
pipeline, the details of which are described in Larson-Prior et al [90]. Briefly, the preprocessing
included removing time segments contaminated with artifacts (e.g., head or eye movements),
removing sensors exhibiting a high variance ratio or low correlation to neighboring sensors, 60
and 120 Hz band-stop filtering, and removing noise components identified using independent
component analysis (ICA) that displayed certain artefactual signatures (e.g., eye-blinks, cardiac
interference, or environmental noise). After artifact rejection, the MEG data of all the subjects
contained 135.25-147 (IQR) 2-s trials and 243-246 sensors.
For source reconstruction of the MEG data, the data release also included precomputed
volume conductor models and volumetric grids in the individual subject space. The volume
conductor models were computed using the realistic single-shell method [47] after coregistration of the anatomical MRI to the MEG sensors. The volumetric grids were obtained by
nonlinearly warping a 4-mm resolution template MRI grid in the Montreal Neurological Institute
(MNI) space to the co‐registered MRI of each subject. The template grid used for the
transformation was provided with the HCP MEG pipeline.
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Software note
In-house software developed in MATLAB R2018b (MathWorks Inc., Natick, MA) using
the following toolboxes was used for this study. The FieldTrip toolbox v20180905 [92] was used
to preprocess the MEG data, perform beamformer virtual electrode reconstruction, and perform
functional connectivity analysis. The Brain Connectivity Toolbox v20170115 [21] was used to
perform graph analysis. The BrainNet Viewer toolbox v20150123 [93] was used to visualize the
brain networks. The Statistics and Machine Learning Toolbox of MATLAB R2018b was used to
perform statistical analysis. Custom MATLAB code was written for computation of the S, GCE,
and ICC.
MEG analysis pipeline
In addition to the preprocessing steps of the HCP MEG pipeline, the MEG data were 0.1
Hz high-pass and 150 Hz low-pass filtered, and removed sensors were reconstructed via
spherical spline interpolation [94]. For functional connectivity analysis in the delta (0.5–3 Hz)
band, consecutive 2‐s trials were placed together to form 12‐s trials. This was to ensure that each
trial contained enough cycles (6 cycles at 0.5 Hz) for adequate estimation of functional
connectivity. The MEG data of all the subjects contained 135.25-147 (IQR) 2-s trials and 20-24
12-s trials. An overview of the analyses performed on the MEG data is shown in Figure 1.
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VE time-series for ROI centroids

dwPLI Adjacency Matrices

Beamformer Weights

Broadband Data
Covariance Matrix

MEG

Digitizer

Individual Headmodel

Individual MRI

ROI centroids in
Individual MRI

Co-registered MRI
Atlas
ROI centroids in
Template MRI

Co-registered MRI

Global Graph Analysis

Template MRI Grid

ROI centroids in Template MRI

Left (black) and Right (red) Intra-Hemispheric Networks

Figure 1. Overview of the MEG analysis pipeline. Abbreviations: ROI, region of interest; VE, virtual electrode; dwPLI, debiased
weighted phase lag index
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An atlas-based beamforming approach was used to reconstruct virtual electrode timeseries for the centroids of the 246 (210 cortical, 36 subcortical) regions of interest (ROIs) of the
Brainnetome atlas [95]. Scalar beamformer weights were computed for the ROI centroids using
the regularized broadband (0.1–150 Hz) covariance matrix calculated from the MEG data and
using the lead‐fields calculated from the volume conductor model. The eigenvector of the
maximum eigenvalue of the output source power matrix was used as an optimal source
orientation for the lead-field. The preprocessed MEG data were projected through the
beamformer weights to reconstruct the virtual electrode time‐series. A time window that
included all the trials that remained after artifact rejection was used to compute the broadband
covariance matrix, as per the suggestion made in Brookes et al [96]. The covariance matrix was
noise-regularized using the Tikhonov method with a noise floor equal to 5% of the average of the
eigenvalues of the covariance matrix. Noise-regularization was performed to account for the rank
deficiency due to the ICA preprocessing step and the MEG sensor interpolation as well as to
increase the signal-to-noise ratio of the virtual electrode time-series [96].
The locations of the ROI centroids for each subject were determined using the following
procedure. Voxels in the 4-mm resolution template grid in the MNI space were labeled according
to the Brainnetome atlas. Voxels with the same label comprise a ROI. For each ROI, the k‐
medoids (k = 1) algorithm was used to locate the voxel, designated as the centroid, with the
minimal squared Euclidean distance to all other voxels of the ROI. The centroids were
transformed to the individual subject space by indexing the locations of the voxels in the
template grid to those in the volumetric grid provided in the HCP data release.
The atlas-based beamforming approach was adapted from Hillebrand et al [97, 98].
Virtual electrodes were computed for the centroids of the ROIs rather than computing virtual
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electrodes for all the voxels and averaging them for each ROI. This was performed because the
orientation of the virtual electrodes may be different, making averaging them potentially
meaningless. The Brainnetome atlas was chosen because it has a greater number of ROIs than
other brain atlases such as the automated anatomical labeling (AAL) atlas [99, 100] and because
its parcellation is based on both structural and functional connectivity features [95].
The Fourier transform of each trial of the virtual electrode time‐series was obtained using
the Fast Fourier Transform with a Hann window and used to calculate the individual trial CSDs
between each pair of ROI centroids. 2‐s trials were used for frequencies above 3 Hz, and 12‐s
trials were used for frequencies from 0.5 to 3 Hz. The dwPLI was computed from the individual
trial CSDs and averaged over the delta (0.5–3 Hz), theta (4–7 Hz), alpha (8–13 Hz), low beta
(13–20 Hz), high beta (20–30 Hz), and low gamma (30–50 Hz) frequency bands. This forms 246‐
by‐246 weighted adjacency matrices in six frequency bands. The complete adjacency matrix
represents the whole-brain network while the second and fourth quadrants (123-by-123) of the
adjacency matrix represent the right and left intra-hemispheric brain networks, respectively.
Four global graph measures (i.e., the GE, CPL, T, and S) were computed for the wholebrain, right intra-hemispheric, and left intra-hemispheric networks in all six frequency bands.
This was performed for levels of a proportional weight threshold ranging from 5% to 100% in
5% steps. Each threshold level indicates the percentage of the strongest connections of the
network that were retained. The rest of the connections were discarded from the network by
setting their weights to 0. The length between two nodes was computed as the inverse of their
connection weight, and Dijkstra's algorithm was used to find the shortest path length. For nodes
that were disconnected from each other due to the threshold, the shortest path length was set to
infinity and excluded from the computation of the CPL. The S was defined as the ratio of the
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second smallest to the largest eigenvalue of the Laplacian matrix. The graph measures were
chosen to include measures of functional segregation, functional integration, and network
synchronization capability. Although both the GE and CPL are measures of functional
integration, they do not provide redundant information [29].
Statistical analysis
The test-retest reliability of the graph measures across the three MEG sessions for each
network, frequency band, and threshold level was evaluated with the ICC [101, 102]. The
ICC(3,1), corresponding to a two-way mixed effects model, was used to quantify the test-retest
reliability as per the suggestion made in Chen et al [103]. To compute the ICC, a two-way
analysis of variance (ANOVA) was applied to each graph measure with rows representing
individual subjects and columns representing individual MEG sessions. The formula to compute
the ICC(3,1) is provided as follows [101, 102]:

ICC(3,1) =

MSR − MSE
MSR + (k − 1)MSE

(10)

where MSR is the mean square for rows, MSE is the residual mean square, and k is the number of
sessions. Although the ICC is theoretically in the range [0,1], negative values can occur in
practice and are reported as such in this study [103]. Consistent with other studies on the
reliability of graph measures [82, 83, 89], the test-retest reliability was rated as poor (ICC < 0.4),
fair (0.4 ≤ ICC < 0.6), good (0.6 ≤ ICC < 0.75), or excellent (ICC ≥ 0.75).
An optimal threshold was chosen based on the test-retest reliability of the graph
measures. This was compared to the GCE versus threshold curve, which is an alternative method
for determining the optimal threshold [104, 105]. The GCE for a weighted network is defined as
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GE – K where K is the cost, computed as the sum of all the connection weights of the network,
and the GE and K are normalized by their maximum values observed at a 100% proportional
weight threshold [105]. For an economical small-world network, the GCE typically has a
positive maximum value at an optimal threshold [105]. The GCE of each subject, network, and
frequency band was averaged over all the MEG sessions for levels of a proportional weight
threshold ranging from 5% to 100% in 5% steps.
To examine the influence of gender as a potentially confounding variable on the graph
measures, the Wilcoxon rank sum test was used to test for a significant difference (p < 0.05)
between the graph measures of the male and female subjects at the optimal threshold. Before
applying the rank sum test, the graph measures were averaged over all the MEG sessions for
each subject. p‐values were false discovery rate (FDR) adjusted [106] for four graph measures,
six frequency bands, and three networks.
RESULTS
The ICC versus threshold response of the graph measures of the three networks in the six
frequency bands is shown in Figure 2, Figure 3, and Figure 4. The results showed that, in the
delta band, the test-retest reliability of the graph measures was poor for all the different threshold
levels while, in the other frequency bands, the test-retest reliability ranged from poor to
excellent. For each network and frequency band, the ICC of the GE and CPL remained relatively
constant across the different threshold levels. For each network and frequency band except for
the delta band, the ICC of the S generally increased as a function of the threshold with a plateau
around a threshold of 50%. The ICC versus threshold response of the T varied considerably for
the different networks and frequency bands. For all three networks, the ICC of the T showed an
overall increase as a function of the threshold in the delta and theta bands and an overall decrease
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in the low gamma band. For the whole-brain network, there was an overall decrease in the ICC
of the T as a function of the threshold in the low and high beta bands while for the right intrahemispheric network, there was an overall increase as a function of the threshold in the alpha and
low beta bands. Based on the ICC versus threshold response of the graph measures, an optimal
threshold of 100% was chosen. The only graph measures that had greater test-retest reliability
ratings at lower threshold levels were the GE and T of the whole-brain network in the low
gamma band (reliability changed from good to fair), the T of the whole-brain network in the low
and high beta bands (reliability changed from excellent to good), and the T of the right and left
intra-hemispheric networks in the low gamma band (reliability changed from good to fair).
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Figure 2. Intraclass correlation coefficient (ICC) of the global efficiency, characteristic path length, transitivity, and synchronizability
of the whole-brain network in six frequency bands at different levels of a proportional weight threshold.
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Figure 3. Intraclass correlation coefficient (ICC) of the global efficiency, characteristic path length, transitivity, and synchronizability
of the right intra-hemispheric network in six frequency bands at different levels of a proportional weight threshold.
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Figure 4. Intraclass correlation coefficient (ICC) of the global efficiency, characteristic path length, transitivity, and synchronizability
of the left intra-hemispheric network in six frequency bands at different levels of a proportional weight threshold.
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The ICC of the graph measures of the three networks in the six frequency bands at the
optimal threshold is shown in Table 1. The test-retest reliability of all the graph measures was
poor in the delta band and fair in the low gamma band. The highest ICC value for each graph
measure was in the alpha band. For the GE and CPL of all three networks, the test-retest
reliability was fair in the theta band, excellent in the alpha band, fair to good in the low beta
band, and fair to excellent in the high beta band. For the T of all three networks, the test-retest
reliability was poor to fair in the theta band, excellent in the alpha band, fair to good in the low
beta band, and fair to excellent in the high beta band. For the S of all three networks, the testretest reliability was poor in the theta band, fair to good in the alpha band, and poor to fair in the
low and high beta bands.
Table 1. Intraclass correlation coefficient (ICC) of the global efficiency (GE), characteristic path
length (CPL), transitivity (T), and synchronizability (S) of the whole-brain, right intrahemispheric, and left intra-hemispheric networks in six frequency bands at a 100% proportional
weight threshold.
Delta
(0.5-3 Hz)
GE
CPL
T
S

0.096
0.100
0.087
0.029

GE
CPL
T
S

0.087
0.102
0.084
-0.018

GE
CPL
T
S

0.110
0.096
0.090
0.032

Theta
(4-7 Hz)

Alpha
lBeta
hBeta
(8-13 Hz)
(13-20 Hz)
(20-30 Hz)
Whole-Brain Network
0.500
0.851
0.643
0.686
0.510
0.823
0.651
0.624
0.531
0.854
0.609
0.634
0.352
0.607
0.431
0.445
Right Intra-Hemispheric Network
0.418
0.795
0.519
0.783
0.435
0.780
0.569
0.568
0.384
0.774
0.485
0.793
0.228
0.500
0.264
0.492
Left Intra-Hemispheric Network
0.477
0.820
0.657
0.465
0.484
0.763
0.610
0.532
0.476
0.822
0.622
0.433
0.347
0.484
0.396
0.399
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lGamma
(30-50 Hz)
0.578
0.544
0.500
0.555
0.583
0.511
0.516
0.467
0.495
0.487
0.492
0.457

The optimal threshold (median [IQR]) of the subjects determined from the GCE versus
threshold curve for the three networks in the six frequency bands is shown in Table 2. For the
whole-brain network, the median was 10% in the theta and alpha bands and 5% in the delta, low
beta, high beta, and low gamma bands. For the right and left intra-hemispheric networks, the
median was 10% in all the frequency bands. The optimal thresholds of 5% and 10% determined
from the GCE versus threshold curve were considerably different from the optimal threshold of
100% determined from the ICC versus threshold response of the graph measures. The GCE
versus threshold curve averaged over all the subjects for each network and frequency band is
shown in Figure 5.
A group comparison of the graph measures of the three networks in the six frequency
bands for the male and female subjects at the optimal threshold of 100% is shown in Figure 6,
Figure 7, and Figure 8. There was no significant difference (p > 0.05, FDR-adjusted) between the
male and female subjects for any of the graph measures.
Table 2. The optimal threshold (median [IQR]) of the subjects determined from the global cost
efficiency (GCE) versus threshold curve for the whole-brain, right intra-hemispheric, and left
intra-hemispheric networks in six frequency bands.

Delta
(0.5-3 Hz)
Theta
(4-7 Hz)
Alpha
(8-13 Hz)
lBeta
(13-20 Hz)
hBeta
(20-30 Hz)
lGamma
(30-50 Hz)

Whole-Brain
Network

Right Intra-Hemispheric
Network

Left Intra-Hemispheric
Network

0.05 [0.05-0.05]

0.10 [0.10-0.10]

0.10 [0.10-0.10]

0.10 [0.05-0.10]

0.10 [0.10-0.10]

0.10 [0.10-0.10]

0.10 [0.10-0.10]

0.10 [0.10-0.15]

0.10 [0.10-0.15]

0.05 [0.05-0.10]

0.10 [0.10-0.10]

0.10 [0.10-0.10]

0.05 [0.05-0.10]

0.10 [0.10-0.10]

0.10 [0.10-0.10]

0.05 [0.05-0.05]

0.10 [0.10-0.10]

0.10 [0.10-0.10]
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Figure 5. Group average of the global cost efficiency (GCE) of the whole-brain, right intra-hemispheric, and left intra-hemispheric
networks in six frequency bands at different levels of a proportional weight threshold.
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Figure 6. Group comparison of the global efficiency, characteristic path length, transitivity, and synchronizability of the whole-brain
network in six frequency bands for the male and female subjects at a 100% proportional weight threshold. Bar lengths indicate mean
values, and error bars indicate standard errors of the mean. p‐values were false discovery rate (FDR) adjusted for four graph measures,
six frequency bands, and three networks.
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Figure 7. Group comparison of the global efficiency, characteristic path length, transitivity, and synchronizability of the right intrahemispheric network in six frequency bands for the male and female subjects at a 100% proportional weight threshold. Bar lengths
indicate mean values, and error bars indicate standard errors of the mean. p‐values were false discovery rate (FDR) adjusted for four
graph measures, six frequency bands, and three networks.
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Figure 8. Group comparison of the global efficiency, characteristic path length, transitivity, and synchronizability of the left intrahemispheric network in six frequency bands for the male and female subjects at a 100% proportional weight threshold. Bar lengths
indicate mean values, and error bars indicate standard errors of the mean. p‐values were false discovery rate (FDR) adjusted for four
graph measures, six frequency bands, and three networks.
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DISCUSSION
The objective of this study was to examine the reliability of global graph measures
derived using source space rs-MEG functional connectivity analysis for whole-brain, right intrahemispheric, and left intra-hemispheric networks. This was accomplished by quantifying the
short-term (within the same day) test-retest reliability of these measures using the ICC and by
examining the influence of gender as a potentially confounding variable on these measures. For
computation of the graph measures, an atlas-based beamforming approach was used to
reconstruct virtual electrode time-series from the MEG data, and the dwPLI was used to the
estimate the functional connectivity. An open question in brain network theory is finding an
optimal threshold for removing spurious connections before computation of the graph measures.
Therefore, the test-retest reliability of the graph measures was examined over multiple levels of a
proportional weight threshold, and an optimal threshold was chosen based on the ICC versus
threshold response. This was compared to the optimal threshold determined from the GCE versus
threshold curve.
At the optimal threshold of 100%, the test-retest reliability of the GE, CPL, and T ranged
from fair to excellent for most of the networks and frequency bands, except for in the delta band
and for the T of the right intra-hemispheric network in the theta band. The reliability of the S was
lower than the other graph measures, ranging from poor to fair in most of the frequency bands.
The reliability of the graph measures in the delta, theta, and gamma bands tended to be lower
than the reliability in the alpha, low beta, and high beta bands. For all the graph measures, the
reliability was the highest in the alpha band with an excellent rating for the GE, CPL, and T and
a fair to good rating for the S. These results agree with a sensor space rs-EEG study that found
that, for the CPL, GE, and T based on the dwPLI, the short-term (1 week interval) test-retest
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reliability was higher (i.e., fair to excellent) in the alpha and beta bands and lower (i.e., poor to
fair) in the delta, theta, and low gamma bands [83]. Another sensor space rs-EEG study found
that, for the normalized CPL and mean CC based on the dwPLI, the long-term (1-2 year interval)
test-retest reliability was poor to fair in the theta, low alpha, high alpha, and beta bands [82].
However, Hardmeier et al. estimated the dwPLI based on the consistency of the phase difference
across individual time points (using the Hilbert transform) rather than across individual time
segments (i.e., trials) [82].
Both of the aforementioned rs-EEG studies compared the test-retest reliability of dwPLIbased graph measures with those based on other functional connectivity methods [82, 83].
Kuntzelman and Miskovic found that coherence-based graph measures had higher reliability
(i.e., fair to excellent) in the delta and theta bands while dwPLI-based measures had higher
reliability in the alpha and beta bands [83]. Hardmeier et al. found that most PLI-based measures
had higher reliability (i.e., fair to good) than dwPLI-based measures in the theta, alpha, and beta
bands [82]. Sensor space rs-MEG studies have also examined the test-retest reliability of global
graph measures based on functional connectivity analysis [84, 88]. Deuker et al. found that, for
the GE, CPL, mean CC, and S based on the mutual information, the long-term (4-6 weeks
interval) test-retest reliability was poor in the low delta, high delta, theta, beta, and gamma bands
and good to excellent in the alpha band [84]. However, Deuker et al. computed the graph
measures based on binary networks and used a model-free, information theoretic functional
connectivity method rather than one based on phase synchrony [84]. Babajani-Feremi et al.
found that, for the CPL and T based on the PLV, the short-term (within the same day) test-retest
reliability was fair to excellent in the theta, alpha, and beta bands for both HCs and epilepsy
patients [88].
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Source space rs-MEG studies have examined the reliability of a large number of
functional connectivity methods [85, 86]. Garces et al. found that the short-term (1 week
interval) test-retest reliability of the PLV ranged from poor to fair in the delta band and fair to
excellent in the theta, alpha, beta, and low gamma bands [85]. This was greater than the
reliability (i.e., poor), in descending order, of the amplitude envelope correlation (AEC),
leakage-corrected AEC, and PLI in all the frequency bands [85]. The greater reliability of the
PLV and AEC may be explained by the influence of volume conduction, which Garces et al.
found to have a significant effect on the reliability of the functional connectivity methods [85].
This is consistent with Colclough et al., which found that the short-term (within the same day)
reliability of functional connectivity methods susceptible to volume conduction (e.g., the AEC,
PLV, coherence, and mutual information) was greater than that of those robust against volume
conduction (e.g., the PLI, wPLI, ImC, and leakage-corrected AEC) [86]. Both studies used a
beamforming approach for source reconstruction, suggesting that the beamformer is unable to
completely remove the effects of volume conduction on functional connectivity [85, 86]. This is
most likely due to the imperfect unmixing of the sources [64].
Based on the ICC versus threshold response of all the graph measures, an optimal
threshold of 100% was chosen. This was considerably different from the optimal thresholds of
5% and 10% determined from the GCE versus threshold curve. The GCE versus threshold curve
may be an appropriate thresholding approach for the GE and CPL, whose test-retest reliability
was relatively stable across the different threshold levels. However, no threshold or a different
thresholding approach may be more appropriate for the T and S, whose test-retest reliability was
dependent on the threshold level. Studies on the test-retest reliability of graph measures differ on
the thresholding approach used, and a limited number of rs-EEG and MEG studies have
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examined the reliability at different threshold levels. Deuker et al. applied a different binary
threshold for each frequency band, with the criterion being the lowest threshold at which all the
nodes were connected in the network [84]. Deuker et al. also examined the test-retest reliability
at threshold levels 5% lower and higher than the ones chosen and found that there was no
significant effect of threshold level on the reliability [84]. However, the reliability at only a small
number of different threshold levels was examined [84]. Babajani-Feremi et al. applied an
optimal threshold of 10% based on the GCE versus threshold curve [88] while Hardmeier et al.
and Kuntzelman and Miskovic did not report applying a threshold [82, 83]. A limitation of the
current study is that the AC and, by extension, the S attain values close to zero if a threshold
causes a node to become disconnected from the network [72]. This rendered the ICC of the S at
lower threshold levels, particularly 5% and 10%, to be practically meaningless. Future work may
be done that examines the test-retest reliability of the graph measures using more advanced
thresholding methods that prevent disconnection of nodes from the network, such as a method
based on orthogonal minimum spanning trees (OMSTs) [107].
The test-retest reliability of the graph measures in the delta band remained poor across
the different threshold levels and, at the optimal threshold, was much lower (ICC ≤ 0.110) than
in the other frequency bands (0.228 ≤ ICC ≤ 0.854). A potential reason for this may be because
12-s rather than 2-s trials were used for functional connectivity in the delta (0.5-3 Hz) band,
resulting in a lower number of trials. This was to ensure that there were enough cycles per trial (6
cycles at 0.5 Hz) for adequate estimation of functional connectivity. Kuntzelman and Miskovic
found a poor test-retest reliability for dwPLI-based graph measures in the delta (1-4 Hz) band
using 120 2-s trials for estimation of the functional connectivity [83]. Kuntzelman and Miskovic
examined the dependence of the reliability on the selection of the 2-s trials, and the reliability
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depended more on which trials were selected rather than on how many [83]. A source space rsMEG and rs-EEG study found that the test-retest reliability of the dwPLI increased as a function
of the number of 10-s trials (5 to 30) in the theta, alpha, low beta, high beta, and low gamma
bands but not in the delta band [108]. Although these studies examined the reliability of the
dwPLI and dwPLI-based graph measures as a function of the number of trials, they did not
examine the reliability as a function of both the number of trials and the trial duration (i.e.,
number of cycles per trial) [83, 108]. Future work may be done that investigates the potential
trade-off between these two factors.
There was no significant effect of gender on any of the graph measures of the three
networks at the optimal threshold. However, other studies using functional connectivity analysis
found significant differences between the graph measures of male and female subjects [109-112].
A rs-MEG study found that the normalized CPL and mean CC in the delta band were lower for
female subjects [109] while a rs-EEG study found that the CPL in the theta and low alpha bands
was higher for female subjects [110]. A rs-fMRI study found that, for threshold levels ranging
from 0.15 to 0.65, the small world index (SWI) and normalized mean CC were higher for female
subjects [111]. These studies on gender-related differences only examined global graph measures
based on the whole-brain network [109-111]. Another rs-fMRI study found that female subjects
had a lower normalized mean CC in the right intra-hemispheric network but a higher normalized
mean CC in the left intra-hemispheric network [112].
CONCLUSIONS
Studies have shown that connectivity and graph measures derived from resting-state
functional neuroimaging data can characterize neurological disorders such as epilepsy. In order
to be used as clinical biomarkers, these measures should be reliable across multiple recording
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sessions and be robust against the effects of confounding variables. This study is one of the few,
if not the only, to examine the reliability of global graph measures derived from rs-MEG
functional connectivity analysis in the source space. Based on the test-retest reliability of the
graph measures across multiple levels of a proportional weight threshold, an optimal threshold of
100% was chosen. This was considerably different from the optimal thresholds of 5% and 10%
determined from the GCE versus threshold curve. The reliability of the GE and CPL was
relatively stable across the different threshold levels while the reliability of the T and S was
dependent on the threshold. At the optimal threshold of 100%, the test-retest reliability of the
GE, CPL, and T was mostly fair to excellent for each network and frequency band except for the
delta band. However, the test-retest reliability of the S ranged from poor to fair in most of the
frequency bands. There was no significant effect of gender as a confounding variable on the
graph measures for any of the networks and frequency bands. Overall, these results indicate that
the GE, CPL, and T of the three networks in the theta, alpha, low beta, high beta, and low
gamma bands may be useful as clinical biomarkers for neurological disorders.
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