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We analyze the asymptotic behavior as x+ co of the product integral 
I-1” e4rs’ds3 111 where A(s) is a perturbation of a diagonal matrix function by an 
integrable function on [xr,, co). Our results give information concerning the 
asymptotic behavior of solutions of certain linear ordinary differential equations. 
e.g.. the second order equation 4~” = a(x)v. 
0. 1NTR00uCT10~ 
In the present article, we shall present some results concerning the 
asymptotic behavior as x + co of the product integral nc, ET’(‘)~‘, where A(S) 
is the sum of two complex matrix valued functions, one of which is diagonal 
and the other integrable on [x0, co). For simplicity of notation, we consider 
the case of 2 x 2 matrices only, the n x n case being substantially parallel. 
We apply our results to obtain information about the solution of the integral 
(or related differential) equation 
Y(x) = Y(xo) + Ix A(s) Y(s) ds 
x0 
(0.1) 
and in particular the special case arising from 
A(x)= L& :,) (0.2) 
and the related second order scalar equation 
y” = a(x)y. (0.3 1 
In one sense, our results are not completely new. Our theorems concerning 
the behavior of the product integral are closely related to (although not 
* This work was partially supported by National Science Foundation Grant MCS7902577. 
461 
0022-247X/S l/O4046 I- 16:302.00/O 
Copyright C 1981 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
462 CHARLES N.FRIEDMAN 
precisely the same as) a theorem of Levinson [6]. However, we feel that the 
intervention and systematic use of the product integral provides some useful 
clarification to the theory and leads to more natural and less ad hoc 
derivations of results. (This indeed is the theme of the monograph [I] by the 
present author and J. D. Dollard.) The special case in which A(x) is a 
perturbation of a purely imaginary diagonal matrix function has been 
considered previously by the present authors [l-3 1 and has led to some new 
results in, e.g., scattering theory [3] and some simplified treatments of 
known results [4, 51. Some special cases of the results of the present article 
have been treated in 171. 
1. PRELIMINARY RESULTS ON PRODUCT INTEGRATION 
We denote by C,, the space of 2 x 1 complex matrices with its usual 
Euclidean norm 
Zl 
II Ill = (IZ’ I2 + 1z212)“2, z2 (1.1) 
and by C,,,, the space of 2 x 2 complex matrices with the operator norm 
11‘4 II = sup ll~4l. uGc&I== I (1.2) 
For a < b E the extended reals = I? U {-co, a}, we denote by 
L’(a, b; C,,,) or L’(a, b), or sometimes just L’, the space of (equivalence 
classes of) C, X 2 valued functions on (a, b) satisfying 
I h llA(s)ll ds < co. (1.3) a 
We recall the definition of the product integral of an L’ function [ 11. First 
suppose that B(x) E L’(a, 6; C, X2) is a step function; i.e., there is a finite 
partition a = so < s, < ... < s, = b of [a, b] and B(x) is constant with value 
Bi on (sip 1, si). (Of course, if (a, b) is an infinite interval, then B(x) = 0 
outside some finite interval.) The product integral of such a step function is 
defined by 
(1.4) 
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For general A(x) E L’(a, b; Czx2) the product integral nf: &(s)ds may be 
defined as 
where Bk(x) is any sequence of step functions converging to A(x) in 
L’(a, b; C2,J (the limit being independent of which sequence is chosen). For 
a < x < y < b the restriction of A to (x, y) is in L’(x, y; C, x2) so the product 
integral nz ea(s)ds makes sense. We also define 
and since the product integral is nonsingular [l] we may define 
(1.7) 
We recall [ 1 ] some elementary properties of the product integral. 
THEOREM 1. Let A E L’(a, 6; C,,,). 
(i) For any x,y, z E [a, b], 
,i &(s)ds = f, &Wds fi &(s)ds. (1.8) 
x 4‘ x 
(ii) The product integral F(x, y) = nt, eACsJds is the unique solution of 





for x, y E [a, b]. The dlflerential equation 
-& F(x, Y) = A (xl F(x, Y) (1.10) 
holds for almost all x E [a, b]. 









464 CHARLES N. FRIEDMAN 
hold. (Note that (1.12) is just (1.11) after orders of integration are reversed 
in all the integrals.) 
s is an absolutely continuous and inverj;;je $The Similarity Rule) If B( ) 
z x z valued function on [a, b] then for x, y E [a, b] 
Ix[ eAcsjds = B(x) f1 elB(s)~‘a(s)B(s)~B(s)-‘R’(s))ds , ~(~j-1. (1.13) 
P Y 
(B’(s) is the derivative of B(s).) 
(~1 (The Sum Rule) If B(s) E L’(a, b; Czx2) then for any 
x, y E [a. b 1, M*e have 
(1.14) 
where P(x) = nc ea(s)ds. 
(vi) (The Duhamel Formula) Zf B(x) E L’(a, b; Czx2) then we have 
for x, Y E [a, b] 
(vii) For x, y E [a, b] we have the estimate 
(1.16) 
(viii) If M41sG,,.bI is a commuting family of matrices, then 
A(s’ds = exp “A(s) ds 
I 
for x, y E la, b]. (1.17) 
Y 
Proofs of the above properties may be found in [ 11. We remark that in a 
typical application of (1.13) (the Similarity Rule), B(s) is chosen so that 
B(s)-’ A(s) B(s) is diagonal and thus explicitly product integrable by (1.17). 
The product integral of (1.13) is then analyzed by use of (1.14) (the Sum 
Rule) or (1.15) (the Duhamel Formula). 
For the purpose of the present article we shall need a few more specialized 
technical results about product integrals. Our first result concerns the pertur- 
bation of a matrix function, whose “improper” product integral exists, by an 
integrable matrix function. 
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THEOREM 2. Suppose that A E L’(x,, x; C,,,) for some fixed x0 E R 
and all real x > x0, that JJz eAcsJds is uniformly bounded for x0 <x < 
4’<00 and that exists. Suppose 
B E L’(x,, 00; C,,,). 
n$ ea(s)ds = lim,+, n?& eAojds 
Then nz e IA(s)+B(s))~s = lim,+, np e(d(s)+B(s)lds 
exists. For x, > x0, we have 
I/ , 
I) 
lAW+B(s)ldsv _ [y eAWdsv 
/I 
Q exp const ( j^:‘l WI, ds) - 1 foreach v E C,, (1.18) 
Xl 
where the constant is independent of x, . 
Proof. We remark that if one knows that n: e.4(5)ds exists and is 
nonsingular, then the result of the theorem follows easily from (1.13) (the 
Sum Rule), and it is then true that nz etA(s)tB(s)lds is nonsingular. Without 
the nonsingularity hypothesis the same argument is not applicable, and we 
proceed as follows. By (1.15) (the Duhamel Formula) we have for each finite 
x z x0 
17 
elA(s)+B(s)lds = (1 eA(s)ds +r ds I’, eAWdljqs) ,“I eM(I)+BW,dl. (1.19) 
x0 x0 x0 s 50 
Iterating (1.19) and using (1.16) (and its analogue with A replaced by 
A + B) and the fact that B E L’, we find that 
IX1 
x0 
el.4W+BWlds = f, eA(s)ds +r ds j, el(lMbjqs)fi eA(l)dI + . . . . (1.20) 
x0 xll s -9 
Then (1.20), the facts that nf &(c)dl is bounded independent of A:, x for 
s < x and B(x) E L’(x,, co), and an elementary argument using Lebesgue’s 
Dominated Convergence Theorem imply the results of the theorem. 
It sometim;sdr happens that lim,+, nc, e4(.4(s)ds oes not exist, but 
;x.+dI;o d e v does exist for some appropriate vector v. Provided that 
Co e v decreases rapidly enough, we can prove a perturbation result 
analogous to Theorem 2. 
THEOREM 3. Suppose that A E L’(x,, x;@, x J for fixed x0 E R and all 
real x2x0 and that BEL’(x,,co;C z X2). Suppose also that there is a 
vector v E 6, such that 
lim exp (/IO IIA(s)ll ds) e ea(s)dsv = w. (1.21) 
x-cc 
466 CHARLES N. FRIEDMAN 
Then there is a vector 17 E G, such that 
Remark. One can interpret (1.21) and (1.22) as meaning that 
rIsl eA(s’ds v and nc, etACsJ tR(s)ldsC both h ave the same asymptotic behavior 
exp(-c, IM(s)ll d s ) w as x-+ co. This will be discussed later. 
ProoJ We first use (1.14) (the Sum Rule) to write 
where 
I7 eL4W+B(s)lds = P(~) . ,*, ~(,I- %P(s)dr, (1.23) 
x0 x0 
P(s) = 1’1 eACSjdS. 
XII 
Now for a > x, we have by (1.12) 
f1 ep(s)-‘B(s’p(s’ds = 1 - 11 ds p(s)-’ B(s) p(s) 
(1.24) 
a ds, P(s,)-’ B(s,) P(sJ P(sJ’ B(s,) P(q) - ... (1.25) 
and so applying (1.24) to v of (1.21) and using (1.24) and (1.8), we have 
111 ~W’B(s)PWdsv = v -j’ &, Tl &Wdsg(S,) fi eAWdsv 
+~ds,~ds*~~eA~)dsB(~,)~~,eA(“d~B(~*)~~(’)d’v-...!1’26’ 
x SI SI 
By (1.21) 
fi &Wds v = 0 exp ( (-i’ ll4W~)) as s-00, (1.27) 
x0 x0 
and using this fact to estimate the last product integral in each of the 
integrals of (1.26) and the estimate (1.16) on all the other product integrals 
in each term of (1.26) together with the fact that B E L’(x,, a~), we find 
easily that 
fJ ePW -‘BWPWv = 2”, If, $W -‘BWPWv (1.28) 
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exists. We remark that it follows easily from (1.26) with a = 00, that 
(S) ‘B(Su’(S)~ = u. This fact and (1.8) show that if u # 0, then 
v # 0. Now define 
G&Z (1) lB(S)P(S) V. (1.29) 
00 
Using (1.23), (1.26) with a = co and (1.29) we have 
ew (JIo lIA(s)ll ds) [I e’A(s)+B(s)‘dsz7 
+ J J mds, a ds, exp x SI (Jx \j~(s)j\ ds) f1 eAcSbdsB(s,) "0 SI 
X f’r ,&‘s’dsfj(s,) ij eA(s)dsy - . . . . (1.30) 
$1 x0 
Considering now the terms following the last equality in (l-30), we see that 
the first tends to w  as x -+ co and that all other terms tend to 0 as x--t 00 by 
essentially the same estimates used to prove (1.28) and Lebesgue’s 
Dominated Convergence Theorem. It then follows easily that (1.22) holds. 
2. PERTURBATION OF DIAGONAL PRODUCT INTEGRALS 







A(s)= o ( 
k(s) 0 
i Us) ’ J!(s) E L’(x,, 00; C,,,). (2.2) 
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We now consider how (2.4) changes when A is perturbed by R. 
(2.3) 
(2.4) 
THEOREM 1. Let A and R be as in (2.2) with the Ai complexfunctions 
integrable on each bounded subset of [x0, a~) and suppose that 
Re A,(s) > Re AZ(s) on [x0, 00). (2.5) 
Then for x, > x0 sufficiently large, there are independent vectors v,, v2 E C, 
with 
(2.6) 





i ImA, ’ 
u, may be taken arbitrarily close to E, , u2 = E,, and o( 1) denotes a term 
tending to 0 as x-+ 00. If A = Im A, then u1 may be taken to be c,. 
Proof. We first remark that we may assume II,, A, are real-valued 
functions since we can use the sum rule to write 
lA+RldS = exp i 
(i 
x Im A(s) ds 1’1 e’ReA+a’ds, (2.7) 
-9 x0 
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where R” is in L’(x,, ~0; @ *x2), and so the result for Li real implies the 
general case. Hence we consider only the case that the Izi are real and (2.5) 
becomes 
A(s) > l,(s) on boy 00). (2.8) 
We then use the Sum Rule to write for x,, < x1 <x < co, 
Applying Theorem 2, Section 1 with A = (i .k,!,l, ), B = R, v = I:, , and 
noting that 
1 0 
0 p-A,)dS &I =&I (2.10) 
we have 
T.p ‘A+R’dseI = exp (jl, n,(s) ds) (u, + o(l)), 
where I/ U, - E, /I may be made arbitrarily small by taking x, sufficiently large 
(see (1.18)). If/i E Im /1, then the product integral in (2.9) is just rI=, tids, 
and n: tids is invertible and converges to I as x, -+ co. (This follows easily 
from (1.16).) Hence if we put 
w, = fi eRdS&, (2.12) 
cc 
we have 
{I eRds w, = E, + o( 1) (2.13) 
and we may take w, arbitrarily close to E, by taking x, sufficiently large. 





exp (f(I,-I.,)d~)fiex~ (( i ,*“,,) ds) &2=&2, (2.15) XI XI 
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Theorem 3, Section 1, ensures that there is a vector v’ (given by (1.29); here 
v = c2) with 
Multiplying both sides of (2.16) by exp St, AZ ds and remembering (2.9) we 
have 
(2.17) 
By the remark following (1.28) we see that by taking x1 sufficiently large we 
may make v’ as close as desired to cl. Pick x1 large enough so that E, and z? 
are independent (or if A = Im A so that W, and 6 are independent). Then 
putting 
(2.18) 
(or (2.18) with E, replaced by W, if A = Im A), U, and v2 are independent 
and (2.6) holds. 
COROLLARY. Under the hypotheses of Theorem 1, every solution of the 
integral equation 
Y(x) = Y,, + (A(s) + R(s)) Y(s) ds (2.19) 
or the related dtflerential equation 
Y’(x) = (A(x) + R(x)) Y(x), y&J = y,, (2.20) 
where Y(x) is a C, valuedfunction, is a linear combintion of the solutions in 
(2.6). If A is real valued these solutions are of the form 
ev exp (e, + o(l)), 
(2.21) 
where u, may be taken arbitrarily close to E, , and tf A is pure imaginary the 
solutions are of the form 
exp (Et + o(l)), i= 1,2. (2.22) 
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Proof. This follows from the theorem and the fact that the unique 
- solution of (2.19) or (2.20) is given by 
Y(x) = fi el.4+Rldsyo. (2.23) 
x0 
Remark. In the general case where A is neither real nor pure imaginary, 
there a still a solution of (2.19) or (2.20) of the form 
ev (e2 + o(l)) (2.24) 
because 
exp (iI” ImA ds) (E, + O(l))= exp (i,” Im A, ds) (E, + o(l)). 
Xl x I (2.25) 
However, the other solution in (2.6) is a linear combination of solutions of 
the form 
fw 0 1 x A, ds (~1 +o(l)), XI 
(2.26) 
(1 
x ev (Re A, + i Im A,) ds 
XI 1 
(E, + o(1)). 
The second member of (2.26) could be eliminated if one knew that the vector 
U, in (2.6) could always be taken equal to a, but this does not seem to be the 
case unless one makes additional assumptions on the Izi (e.g., 
IzRe(A,--&)ds=+ 00). 
3. APPLICATION TO SECOND-ORDER ODE 
In this section we apply the results of the previous sections to analyze the 
asymptotic behavior of the solutions of the equation 
Y(x) = Y, + 
I 
x A (s) Y(s) ds, Y,E c,, (3.1) 
x0 
or the related differential equation 
Y’(X) = A (x) Y(x), Y(x,> = YrJ 3 (3.2) 
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where 
(3.3) 
with a(x) a real-valued function integrable on [x,,, x ] for each real x > x,,. 
(The restriction to real a(x) will serve to eliminate the anomalous behavior 
discussed in the remark following (2.23) and thus simplifies some of the 
notation.) This case arises from the second order scalar equation 
if we put 
Y” = 4X>Y, Y(Xo> = Yo 3 Y’(Xo> =JJb, (3.4) 
(3-5) 
If we put u(x) = v(x) -E, where v is a real function, E a real constant, then 
Eq. (3.4) becomes the one-dimensional time independent Schrodinger 
equation 
y” = (v(x) - E)y. (3.6) 
We remark that the time independent Schriidinger equation in three 
dimensions 
(3.7) 
with V a radial function (i.e., V = V(r), Y = ]]x]]) leads after separation of 
variables (see, e.g., 131) to equations of the form (3.6) with 
c = v + l(1 + 1)/x2. I = 0, 1) 2 ,...) (3.8) 
so information about the form of solutions of (3.7) is obtained from analysis 
of the solutions of (3.6). 
In order to apply the results of the previous sections to analyze the 
product integral of A of (3.3) which is not of the form A + R considered 
earlier, we try to find an invertible absolutely continuous CzX2 valued 
function B(s) on [x0, co) with 
BP’AB-B-‘B’=A+R, (3.9) 
where A and R are as in (2.2) and (2.5). In all the examples considered, the 
fact that u(x) is real valued will allow us to achieve (3.9) with a /i that is 
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real or pure imaginary. Then (1.13) (the Similarity Rule) and the results of 
Section 2 ensure the existence of solutions of (3.1) or (3.2) of the form 
Y(x) = exp (11, ni(s> ds) B(x>(ui + O(l)), i= 1,2. (3. IO) 
(The uI)s are as in Theorem 1, Section 2; see also (2.21), (2.22).) In view of 
(3.5), this determines the asymptotic form of the solutions of (3.4) and their 
derivatives. In particular if the entries in the top row of B(x) are of the form 
const + o(l) as x--r 00 where the constant is nonzero, then (3.4) will have 
two independent solutions of the form 
Y(X) = exp ii:, Ai dS) (1 + O(l)), i = 1, 2. (3.11) 
Now a moment’s reflection shows that (3.9) is solvable quite generally by 
However, because of the intervention of B in (3. lo), the solution (3.12) is 
not of much use unless B can be determined explicitly. In practice it is often 
effective to choose B so that B-‘AB is diagonal and hope that B-‘B’ (or its 
off-diagonal part) is in L’. (Sometimes B is chosen to diagonalize a part of 
A.) If this is not successful, iterating the procedure may be (Of course, two 
applications of the Similarity Rule are equivalent to one application via the 
composite of the successive similarity transformations; however, the form of 
the composite of transformations chosen to diagonalize the successive 
product integrands that appear is not usually a priori evident, a circumstance 
not surprising in view of the rather complicated form of these composites.) 
We consider some examples. 
EXAMPLE 1, Suppose 
A(x) = u(x) - E, (3.13) 
where E # 0 and u(x) is integrable on [x0, co), e.g., v(x) = const x-l-‘, 
E > 0. In this case we write 
(3.14) 
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and choose B so that B-‘( JE A)B is diagonal, i.e., 
r2 = -E, (( > 0 if E < 0). (3.15) 
Then 
(3.16) 
which is of the desired form (3.9) (since B is constant B-‘B’ = 0). Hence 
two independent solutions of y” = a(x)y have the form e*[“(l + o(l)) as 
x + co. If E = 0 the situation is considerably more subtle to analyze; various 
cases are covered by some of the following examples. We remark that if also 
x2v is integrable on [x0, co) then the Sum Rule may be applied immediately 
in the case E = 0 to yield 
[p4ds=Q exp I(; :,I+ (i ;)ids 
i 
1 (-s - x0) u(s) -(s - x’J2 u(s) = 
0 .IXO ,c exp ( u(s) (s-xo)u(s) ,%17) 
and so two independent solutions of y” = v(x)y have the asymptotic behavior 
1 + o( 1) and x . (1 + o(l)). This occurs, e.g., if [u(x)1 < CxP3-‘, E > 0, as 
X-tCO. 
EXAMPLE 2. If al/a is integrable on [x,, co) then we may choose B to 
diagonalize A = (,” i), i.e., 
Then 
B-‘AB - B-‘B’ = f ->)-$(jl ,‘). (3.19) 
We remark that the integrability of a’/a implies that a(x) tends to a nonzero 
constant as x + co, so for sufftciciently large s we may pick the square roots 
so that Rem > 0. Then two independent solutions of y” = a(x)y have the 
form exp(kj” \/a7ss ds)( 1 + o( 1)). This is applicable to the case 
a(x) = v(x) -E when E # 0, V(X)--+ 0 as x+ co and u’(x) E L’(x,, co), e.g., 
u(x) = const . x-~, E > 0. The method of the present exampel is never 
applicable if E = 0 and u(x) = const . x” for any nonzero ar since then a’/a = 
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U’/V is proportional to l/x, which is not integrable on [x0, co). This 
difficulty is partially overcome by the method of the next example. 
EXAMPLE 3. The method of the previous example leads to the result 
,‘)I ds 
(3.20) 
If a’/a is not integrable on [x,,, co) we may repeat the procedure followed, 
starting this time with the new product integrand 
d= (3.21) 
and choosing 9 so that 9-‘&‘9 is diagonal. Now the eigenvalues of & 
are 
II, = *dm - a’/4a. (3.22) 





1 + (0 a’ 
16a3 4a”Zf J 
1 I (a’>* 
16~’ 1. (3.23) 
(3.24) 
.23-‘.9 = j-1 -f’ ), j-* = + 41 +&$. (3.25) 
Let us assume that (3.24) is in L’(x,, co), and that ~‘(x)/u(x)~‘* + 0 as 
x+ co. (The latter assumption ensures that the entries in the top row of the 
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composite B.9 of the transformations (3.17), (3.22) are of the form 1 + o(l) 
as s -+ co.) Then two independent solutions of the equation y” = a(x)y have 
the form exp p(+dm - a’/4a) ds. The method of the present 
example is applicable to the case a(x) = const . x-” ‘, E > 0 or if a(x) is any 
real polynomial. The case a(x) = const e x-’ may also be analyzed by the 
present technique as long as the eigenvalues Ai of (3.21) are distinct; this 
will be the case provided the constant is not equal to -4. Of course the 
equation 4”’ = c . X~*JJ is explicitly solvable for all values of c, but the above 
method is applicable to the case 
1(1+ 1) 
4x) = -.2 -+ V(x), 1 = 1, 2,..., 
where V is a suitable function decreasing faster than l/x2, which gives infor- 
mation concerning the solutions of (3.7) (3.8) with E = 0 in some cases. 
Further results of an analogous type may be obtained by successive 
iterations of the same procedure, although the calculations become 
progressively more difficult. 
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