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Abstract 
Adaptive Computational offloading systems achieve context specific optimization on 
mobile and pervasive devices by offloading computational components to a resource copious 
remote server or cloud. However, with recent advances in the computational capacity of mobile 
and pervasive devices, adaptive computational offloading could facilitate the formation of ad 
hoc cloud-like computational environments using collections of mobile and pervasive devices, 
with reduced reliance on centralised infrastructures. In addition, technologies which are centric 
to these devices need to effectively utilize the increasingly available local resources by 
facilitating collaboration among themselves instead of almost invariably out-sourcing the 
computational tasks to the cloud.  
One critical aspect of adaptive computational offloading is the decision-making process for 
component placement. Hence, this study formulates a decision-making strategy for adaptive 
computational offloading systems that enables the distribution of the application components to 
community-based clouds formed from multiple collaborating peers. To design an effective and 
efficient adaptive offloading system, the offloading decision-making algorithm must be light-
weight and scalable. Thus, this study aims to improve the overall pervasive collaborative 
experience by extending collaboration lifetime of applications . This objective is achieved by 
optimising the Time to Failure (TTF) of devices due to energy depletion, while meeting 
application-specific performance constraints. Specifically, a max-min technique was used to 
maximise the minimum TTF in order to balance energy consumption across collaborating 
devices.  
The efficacy, performance and scalability of the formulated model were evaluated. The 
proposed algorithm produced an optimal solution to the specified model, using integer linear 
programming, in affordable time and energy for a range of synthetic and real applications and 
collaboration sizes.  
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Chapter 1. Introduction and Rationale 
In this era of cloud computing, there is a commercial push to run everything in the cloud, 
but there still exists a need for large-scale cloud-like functionality where cloud infrastructure 
does not exist, such as in developing countries, emergency situations or for privacy reasons. In 
addition, running everything in the cloud results in a thin-client approach that under-utilises the 
growing resource availability of pervasive computing devices. Thus, pervasive community-
based cloud computing provides an alternative to vendor-specific cloud architecture such as 
that provided by Amazon, Google and Microsoft. This is because, despite obvious benefits in 
terms of economies of scale, cloud computing poses challenges in terms of privacy, 
monopolistic control by large cloud vendors and issues of centralised failure. To some extent, 
decentralised data centres can mitigate risk, but significant technical failures such as that of the 
Amazon Elastic Computing Cloud (EC2) (Team, 2011) and Amazon Simple Storage Service 
S3 cloud (Modine, 2008) demonstrated the cascading effect on organisations dependent on 
Amazon’s infrastructure. 
Other potential examples of cloud infrastructure failure include natural and man-made 
disasters such as earthquakes and tsunamis; war; terrorist attack, and chemical or nuclear 
contamination. In such situations, a crowd-sourced community cloud based on collaborating 
mobile and pervasive devices could serve as an important backup for providing cloud-like 
functionality in the absence of fixed cloud infrastructure. Other clear opportunities for 
providing community clouds are in developing countries or non-government organisations 
(NGOs) that lack financial power to run their own centralised infrastructure or which pay for 
vendor-based cloud services at international rates; or countries where infrastructure is under 
tight control or where groups desire informal, ad hoc or private computing collaboration. 
Further, cloud computing presents challenges due to its ever-increasing energy usage 
caused by the exponential growth of data centres and cloud infrastructure (Jones, October 
2012; M.Kaplan, Forrest & Kindler, 2008). This presents economic challenges, due to resource 
scarcity and carbon pricing, as well as environmental impact (M.Kaplan et al., 2008). In 
contrast, pervasive community clouds could facilitate greener computing alternatives where 
individual devices are powered by existing local renewable energy resources such as residential 
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solar panels or wind turbines, or by harvesting the kinetic energy of the human body. In 
addition, the major share of energy consumption in cloud computing data centres comes from 
facility management and plant infrastructure (Baliga, Ayre, Hinton & Tucker, 2011; Jie, Feng, 
Xue & Wenbo, 2009) such as cooling equipment, uninterruptible power supplies (UPS), 
electrical distribution equipment, security equipment, fire suppression and generators. This 
energy can be conserved by migrating computation to mobile/pervasive devices that are 
distributed among pre-determined or opportunistic communities. Moreover, most of these 
devices are fitted with ARM-based processors that use significantly lower energy per 
computational capacity than Intel-based data centre servers (Courtland, 2012; Jarus, Varrette, 
Oleksiak & Bouvry, 2013; Smith, 2008), which can further reduce energy consumption. 
Portable computing devices such as smartphones, tablet computers, e-readers, GPS-
enabled cameras, sensor devices and other battery-powered devices are playing important roles 
in pervasive computing environments. The use of these devices is widespread and they are 
displacing their desktop counterparts in many applications. Hence, people have become more 
accustomed to using smartphones, tablets and other battery-powered devices as their primary 
day-to-day computational platforms. As predicted, mobile internet access supersedes fixed 
internet access and mobile devices usage reaches more than 73% of the global population 
(Meeker, 2015) of which almost half use smartphones. Consequently, as computing becomes 
more mobile and pervasive, the expectations and requirements for computing-intensive 
applications in portable devices have risen sharply in the last few years (Fernando, Loke & 
Rahayu, 2013; Roussos & Kostakos, 2009; Debashis Saha, 2005; D. Saha & Mukherjee, 2003; 
Satyanarayanan, 2001) 
With current and future pervasive computing environments enabling increasingly large-
scale collaboration (Citro, McGovern & Ryan, 2006; Conti et al., 2012; Cook & Das, 2012; 
Zambonelli, 2011) the crowd-sourced or community-based cloud is becoming closer to reality  
(Cook & Das, 2012). Nevertheless, running collaborative applications using pervasive 
computing devices presents many challenges relating to device heterogeneity, battery power 
limitations, and collaborators joining and leaving due to either mobility or personal choice. 
Further, given the dynamic and variable nature of such challenges, applications running in 
these environments have to adapt their behaviour to align with their frequently varying 
contexts. This ability is referred to as an application computational adaptation. 
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Previous research has considered adaptive computation offloading (also known as cyber 
foraging (Satyanarayanan, 2001)) which involves the runtime distribution of computational 
components to devices, to achieve context-specific optimisations. However, most of that work 
has focused primarily on offloading components from constrained clients to resource-copious 
servers in a client-server fashion. In contrast, this thesis is concerned with computational 
offloading to form crowd-sourced or community cloud infrastructure using scalable peer-to-
peer configurations of pervasive and mobile computing devices. 
This study emphasises the energy conservation of pervasive devices. Thus, the power 
consumption of the collaborative devices is taken as the basis for the proposed adaptive 
computation offloading model. Despite the fact that pervasive devices have an increased 
capacity in terms of processing power and data network connectivity, the advances in battery 
technology is not keeping pace with this growth, nor with the energy requirements of handheld 
mobile devices. A survey study among 3,500 mobile phone users across different countries 
revealed that battery life is a primary concern rather than processor power or screen quality 
(phones, 2013) Compared with that of computational efficacy, the growth trends in battery 
technology are very slow: ‘only about 5 to 10% per year’ (Lin, Liu & Liao, 2010). 
Unfortunately, battery-powered energy will remain the dominant bottleneck for pervasive 
devices so such limitations are here to stay (Sagahyroon, 2012). Hence, energy efficiency has 
gradually become the predominant research focus, along with computational capacity. 
Computational offloading, transfer and execution of entire or certain portions of an application 
to the centralised cloud or dedicated server is considered a promising solution to the problem. 
The concept of adaptive computational offloading or cyber forging is an ongoing field of 
research (Abebe & Ryan, 2012; Holder, Ben-Shaul & Gazit, 1999; Krishnaswamy, Ganev, 
Dharap & Ahamad, 2000; Sarathchandra Magurawalage, Yang, Hu & Zhang, 2014; 
Satyanarayanan, 2001; Shiraz, Gani, Shamim, Khan & Ahmad, 2015; Xiaohui, Nahrstedt, 
Messer, Greenberg & Milojicic, 2003). The decision-making process in adaptive computational 
offloading can be global (centralised) or local (decentralised) based on the locations in which 
such decisions are computed (Ryan & Rossi, 2005). In global adaptation, a single device 
performs adaptation decisions by mapping application components to collaborative nodes for 
the entire application in a single pass. Other collaborating devices periodically communicate 
their context (usually as formalised metrics) to inform adaptation decision-making. In contrast 
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to global adaptation, local (or decentralised) adaptation makes decisions on individual nodes in 
terms of components residing in their local memory space. 
Although the focus of this thesis is global adaptation, in practice, global and local 
adaptation are complementary rather than mutually exclusive, and if combined appropriately, 
could give offloading systems greater flexibility and completeness. For instance, adaptive 
offloading could be run globally to bootstrap system startup, as well as at times of significant 
system-wide change. In contrast, local strategies could be used for smaller or ongoing 
adaptations. In future work we will explore and address local adaptation and hybrid offloading 
system architecture. 
To date, most adaptive offloading research has focused on client-server architecture 
(Changj, Yung-Hsiang & Zhiyuan, 2007; Cuervo et al., 2010; Dong, Ping & Niyato, 2012; 
Flinn, Park & Satyanarayanan, 2002; Gu, Nahrstedt, Messer, Greenberg & Milojicic, 2004; 
Kovachev, Yu & Klamma, 2012; Ou, Yang & `Liotta, 2006) in which portable devices mitigate 
one or more constraints by offloading components to a remote server or dedicated surrogate. 
Of the few studies on peer-to-peer offloading (Abebe & Ryan, 2011, 2012; Rossi & Ryan, 
2005) the focus has been on small collaborations using heuristics and local adaptive offloading 
schemes where efficiency and scalability is less of a challenge. In addition, none of the peer-to-
peer work has explicitly considered energy as an offloading decision factor. This is significant 
because even though there has been progress in battery technology alongside processing 
capacity, memory size and network capacity, increasing application demands continue to 
negate the effects of such advances (Kemp, Palmer, Kielmann & Bal, 2012; Sagahyroon, 
2012). Further, the failure of one or more devices significantly affects the rest of the 
collaboration by triggering further adaptations that take time and consume additional resources, 
and thus energy. This issue of progressive device failure due to energy depletion has not been 
well addressed in previous studies. 
Of particular relevance to this work is the MAUI system developed by Eduardo C. et al. 
(2010). This fine-grained (method level) code-offloading framework aims to minimise a 
smartphone’s energy consumption within required performance constraints. MAUI uses a 
global optimisation model (integer linear programming (ILP)) to decide whether a method 
executes locally or on a resource-copious remote server. The MAUI solver is notable for 
producing an optimal offloading solution with modest runtime and energy overhead. However, 
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MAUI is limited to a client-server architecture based on a single dedicated server and thus does 
not meet the community cloud-based aims of this research. Consequently, this study, motivated 
by the MAUI approach, presents an energy-aware linear integer programming optimisation 
model to maximise time-to-failure (TTF) of collaborative devices as a step towards scalable ad 
hoc community clouds on pervasive and mobile computing platforms. 
1.1 Scope and Goals 
As discussed above, the focal point of this study is an energy-aware adaptive computation 
offloading strategy for community-based cloud computing using pervasive devices. A number 
of metrics concerning performance, battery power, network communication and memory usage 
are used to optimise the distributions of components in adaptive computation offloading 
strategies. Maximising the conservation of energy, which is the main concern of this research, 
is an ongoing challenge in pervasive computing environments. In addition, regardless of recent 
advances in pervasive computing devices - in terms of processing capacity, gigabytes of RAM, 
and better and faster wireless and cellular networks - limited battery capacity is the primary 
challenge (Sagahyroon, 2012) in portable pervasive computing devices . 
Hence, in this thesis we propose a novel optimisation model that maximises the TTF of 
collaborative devices in the collaboration by formulating an energy-aware adaptive offloading 
decision-making strategy that conserves the energy usage of portable devices in scalable 
pervasive environments, within application-specific performance constraints. Another critical 
aspect of computation offloading when applied to resource-constrained environments is the 
computational complexity of the decision-making process. This is especially true when full 
optimisation is used instead of heuristic approaches. Thus, we consider the efficiency of the 
proposed optimisation model, presenting the performance and energy overhead of this model 
with a range of application and collaboration size, in the evaluation given in Chapter 4. 
As a proof of concept, we evaluated the efficacy, performance and scalability of the 
proposed model with a range of application scenarios. Three open-sourced, real-world 
application benchmarks were profiled and considered for evaluation. In addition, to include 
more challenging execution requirements as well as to address a range of application 
behaviours and environmental operations, synthetic application cases were generated using 
Erdos and Renyi probabilistic graphs (P. Erdos & Renyi, 1960) for use in the evaluation. The 
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evaluation results demonstrated that optimal component distribution decisions can be made 
within affordable time and energy for collaborations of useful size (within the constraint of 
choosing an acceptable level of offloading granularity) using contemporary pervasive devices. 
1.2 Research Questions 
As discussed above, the aim of this thesis is to improve the overall pervasive collaborative 
experience by extending collaboration lifetime. This objective is to be achieved by optimising 
the TTF of collaborative devices due to energy depletion, while meeting application-specific 
performance constraints. Specifically, to attain this aim, the following research questions are 
addressed. 
How can the time to failure of collaborative devices be optimised? 
Answering this question, which is the main focus of this thesis, involves developing an 
optimisation model that maximises the TTF of collaborative devices. In other words, the model 
will optimise the energy used by individual devices by allocating the best possible (least energy 
consumption) application components to the least powerful devices, to extend the lifetime of 
devices, while taking into account runtime performance constraints, available device energy 
and memory resources. 
The overall optimisation of the TTF of a collaborative device is a feature of the efficacy, 
efficiency and scalability of the adaptive offloading decision algorithm. Thus, in the process of 
modelling the proposed TTF energy-aware adaptive optimisation model, these elements —
presented separately in the following sub-research questions 1 and 2 — are simultaneously 
addressed. 
1. How can the efficacy of energy-aware adaptive offloading decision-making algorithms be 
improved to optimise energy in a collaborative pervasive environment? 
The efficacy of the proposed TTF energy-aware adaptive offloading decision-making 
model is measured by the degree to which component distributions satisfy the objective of 
maximising all participating devices’ TTF while attaining the performance and other 
constraints specified in the optimisation model. 
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This research question prompted investigation of approaches to optimising the efficacy of 
the TTF model under a range of pervasive collaborative environmental conditions. This 
includes dynamic collaboration device size, application component size and a range of 
environmental metrics that reflect the heterogeneity of collaborative devices and underlying 
collaborative environments. The proposed model, as discussed in Chapter 3, addresses this 
question by formulating the optimisation model based on linear programming, which produces 
the global optimal distribution of application components among collaborative devices. 
2. How can the efficiency and scalability of energy-aware adaptive offloading decision-
making algorithms be improved to optimise energy in a collaborative pervasive 
environment? 
The efficiency of an adaptive computation offloading system is measured by the runtime 
performance and energy cost overhead of an adaptive offloading decision-making algorithm 
running in constrained pervasive devices. Whereas, the scalability of the adaptive 
computational offloading system is assessed by change in the runtime performance and energy 
efficiency of computing the adaptive offloading decision-making algorithm, while the number 
of collaborative application components as well as the size and diversity of collaborative 
devices increases. 
One critical aspect of adaptive computational offloading is the decision-making process for 
component placement. To design an effective and efficient adaptive offloading system, the 
offloading decision-making algorithm must be lightweight and scalable (Ou et al., 2006). This 
research question prompts an investigation into approaches to improving the efficiency and 
scalability of TTF models with an increasing number of collaborative devices, number of 
application components and diverse range of pervasive collaborative environmental conditions. 
1.3 Research Contributions 
To address the above research questions, a novel energy-aware adaptive computational 
offloading model is proposed. The proposed global adaptive offloading decision-making model 
extends the adaptation lifetime of participating devices in a community cloud (TTF due to 
energy depletion) by conserving individual device energy while attaining specific application 
performance requirements. This enables optimal distribution of context-aware application 
components to create ad hoc pervasive community clouds as an alternative architecture to 
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proprietary cloud computing by effectively mapping the resource demands of large 
applications. Further, such algorithms will seamlessly migrate application components across 
collaborative devices transparently and without end-user interaction. 
A further contribution of this research is enabling the development of efficient and scalable 
middleware systems that can be used in emergency aid work, such as healthcare (E. Bardram, 
2005; J. E. Bardram, 2009; Skatt, Berntzen, Engvig & Hasvold, 2007), to enable doctors to 
constantly monitor and assess patients, collaborating with other medical staff and concerned 
bodies in various settings outside the hospital. Another example is search and rescue, where 
rescue teams could coordinate, compute and perform complex search tasks using portable 
devices by collaborating with each other even in the absence of fixed infrastructure (Bacim, 
Stinson, Scerbo & Bowman, 2012; Jennings, Whelan & Evans, 1997). 
Other general computing tasks such as document processing, location-aware computing, 
graphics design, gaming, social interactions and business operations can also benefit from such 
development. Generally, the strategies proposed here will facilitate the development of a 
computing system that makes use of inexpensive networked sensors, communication and 
computing devices distributed among pre-determined or opportunistic communities. 
1.4 Thesis Structure 
The remainder of this thesis is structured as follows. Chapter 2 reviews existing related 
work and provides additional background on topics related to this study, which include cloud 
computing, mobile and pervasive computing and a comprehensive review of adaptive 
computational offloading. Chapter 3 presents a step-by-step formulation of the proposed 
energy-aware adaptive computational offloading approach which is the main contribution of 
this study. The chapter also includes definitions and a discussion of relevant metrics for the 
proposed model. The experiments involving the evaluation of the proposed model in a range of 
real and synthetic application benchmarks are described in Chapter 4, along with the 
experimental results and discussion. Finally, Chapter 5 concludes this thesis with a summary of 
key research contributions and a discussion of future research directions. 
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Chapter 2. Literature Review 
This chapter reviews existing studies in the areas of adaptive computational offloading 
strategies and cloud computing. The review will compare and analyse existing related 
approaches to establishing a basis for this research, with more emphasis given to energy-aware 
adaptive computational offloading decision-making (partitioning) strategies, which are of the 
greatest interest in this study. As introduced in Chapter 1, the particular concern of this thesis is 
energy-aware computation offloading strategies with the rationale of developing ad hoc 
community cloud computing using pervasive devices as an alternative architecture for cloud 
computing. Thus, in order to provide the requisite background, an overview of cloud and 
pervasive computing is provided. 
Section 2.1 provides the definition, general context and different types and architectures of 
cloud computing. In Section 2.2, mobile and pervasive computing, and the current trend of 
mobile cloud computing, are discussed, to establish the rationale for this research. 
Section 2.3 provides a comprehensive review of adaptive computation offloading with a 
view to factors of relevance to this thesis. In this context, the most relevant adaptive 
computation offloading strategies are identified, justified, and discussed in more detail. The 
section concludes with a discussion of the MAUI system (Cuervo et al., 2010), a code-
offloading framework that aims to minimise a smartphone’s energy consumption, which is 
particularly relevant to this study. 
2.1 Cloud Computing 
Cloud computing, usually referred to as simply ‘the cloud’, is a service delivery of elastic 
computing resources (Boillat & Legner, 2013) from applications to a data centre, from a shared 
pool of configurable computing resources over the internet, on a pay-as-you go basis or via a 
subscription fee for software. The National Institute of Standards and Technology (NIST) 
(Mell & Grance, 2011) after years of work and several drafts, has defined cloud computing as 
‘a model for enabling ubiquitous, convenient, on-demand network access to a shared pool of 
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configurable computing resources (e.g., networks, servers, storage, applications, and services) 
that can be rapidly provisioned and released with minimal management effort or service 
provider interaction’.  Generally, cloud computing is described as the use of wide area 
networks (WANs) to enable the interaction among a wide range of consumers to the 
information technology (IT) service providers of different types. 
Cloud computing services can be deployed as private, public, community or hybrid 
(private, community or public) clouds (Mell & Grance, 2011).  
A private cloud is solely for the private use of certain organisations, and it can be owned, 
managed and operated by the organisation itself, a third party or a combination of the two. 
Nowadays, cloud computing vendors lease private clouds as a form of virtual private cloud 
(VPC) by providing a logical isolated section of their cloud infrastructure; Amazon VPC 
(Amazon Web Services, 2015b) as an example. This cloud deployment is based on the oldest 
form of IT infrastructure used by organisations and business corporations, which was 
developed long before the era of cloud computing dawned. 
A community cloud is cloud infrastructure shared by a specific community that has 
common interests or goals. The infrastructure can be owned, managed and operated by the 
community itself, by an entity or group of entities from a member of the community, a 
delegated third party, or a combination of these. 
This research fits into the classification of community cloud deployment. However, the 
computing hardware infrastructures are not dedicated supercomputers or clusters of servers. 
Rather, they are pervasive devices distributed among pre-determined or opportunistic 
communities that make use of inexpensive network services and communications. 
A public cloud is the most common form of cloud computing and here is considered as 
the default deployment of the cloud unless otherwise stated. Its infrastructure is open for 
general public use. Different business vendors, academic institutions, government 
organisations, or any combination of those, could own, manage and operate these cloud 
infrastructures. 
Hybrid cloud deployment might constitute a mixed setup of two or more of the above 
distinct cloud infrastructures (private, community or public). 
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Several companies provide public cloud computing services in various forms. Among 
them, Amazon (Amazon Web Services, 2015a), Google (Developers, 2015), Microsoft 
(Microsoft, 2015), IBM (IBM, 2015) and dotCloud (Dotcloud, 2015) are widely known and 
well-established as cloud computing vendors. Most cloud computing service providers are 
expanding their service offerings to include the entire traditional IT stack, from hardware and 
platforms to complete software applications, different software services, and application 
components. Hence, cloud computing service models can be categorised into three types: 
infrastructure as a service (IaaS), platform as a service (PaaS) and software as a service (SaaS). 
IaaS (Mell & Grance, 2011) is the fundamental form of the cloud or the bottom of the cloud 
stack, which offers physical resources as virtual machines. IaaS services can scale up and down 
depending on the demands of the customers, and provide resources such as storage, virtual 
machine disk image libraries, firewalls, load balancers, and networks. 
PaaS (Mell & Grance, 2011) is built on the stack of infrastructure that offers a computing 
platform including an operating system, programming language execution environment, 
database and web server, for developing and operating web-based software applications. As 
with IaaS, the underlying computing resources could scale depending on the demands of the 
cloud users. 
SaaS (Mell & Grance, 2011) is a model where software and/or the whole or part of application 
components have hosted a service across remote data centres or the cloud. In this cloud model, 
the users do not control or manage the underlying infrastructure or platforms. The applications 
hosted on this platform are accessible using a wide range of client devices through the client 
interface. 
As this research concerns the distributed placement of application components, it will be 
categorised as SaaS cloud computing. Generally, the formulated model proposed in this 
research will enable the development of community SaaS clouds using pervasive devices. 
2.2 Mobile and Pervasive Computing 
The advancement of wireless local area network (LAN) technology and the development 
of early mobile devices at the beginning of the 1990s (Satyanarayanan, 2001) brought mobile 
computing applications and research into the picture. At the inception of the mobile computing 
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era, Mark Weiser envisioned ubiquitous computing  — now widely known as pervasive 
computing (Weiser, 1991) which augmented computing resources to provide information and 
services for users without limitations in time and space. Due to hardware technology 
limitations at the time, Weiser’s vision was not achieved. His vision began to materialise after a 
decade of advancement of hardware for computing devices, wide commercial availability of 
handheld and wearable devices, fast networking and wireless LANs, and devices fitted with 
different sensors that control and sense the environment. Although mobile computing remains 
an active research area involving a broad field of researchers, pervasive computing research 
focuses on areas beyond mobile computing (Satyanarayanan, 2001). 
Despite advances in pervasive computing devices, they still fall short in capacity compared 
to their desktop counterparts, and have limited resources such as battery life, network 
bandwidth, storage capacities and processing performance. In addition, although these devices 
have become mainstream everyday computing devices, the ever-increasing demand for running 
complex computing remains beyond their capacity. Early researchers addressed this problem 
by using computational offloading: migrating computationally heavy application parts to 
resourceful servers or surrogates (Holder, Ben-Shaul & Gazit, 1999; Hunt & Scott, 1999; Ou, 
Yang & Zhang, 2007; Satyanarayanan, 2001; Xiaohui, Nahrstedt, Messer, Greenberg & 
Milojicic, 2003). 
In this era of cloud computing, offloading computational tasks to the cloud has become the 
trend (Dinh, Lee, Niyato & Wang, 2013; Hsing-Yu, Yue-Hsun & Chen-Mou, 2012; Lagerspetz 
& Tarkoma, 2011; Namboodiri & Ghose, 2012). This has driven the creation of a mobile cloud 
computing (Dijiang, Tianyi & Huijun, 2013; Kovachev, Renzel, Klamma & Cao, 2010; Zhang, 
Kunjithapatham, Jeong & Gibbs, 2011) research stream. Currently, mobile cloud computing is 
an active research area involving both academic and industrial researchers. In recent years, an 
increasing amount of literature has been produced in various areas which are the focus of 
mobile cloud computing researchers. Among them, computational offloading has received 
much attention  (Dinh et al. 2013; Kovachev, Yu & Klamma, 2012; Shiraz, Gani, Khokhar & 
Buyya, 2013) because it accompanies strategies for the emerging cloud computing paradigm. 
Although computing in the cloud enables one to overcome the limitations of pervasive 
devices and serves as a back-end resource, it cannot always provide all the necessary 
infrastructure (Adem, Ryan & Abebe, 2015; Caceres & Friday, 2012; Cook & Das, 2012; 
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Marinos & Briscoe, 2009): for instance, technologies local to the pervasive devices such as 
sensors, accelerators, and actuators and devices situated in the environment. Technologies that 
are centric to pervasive devices and enable collaboration among them are needed to utilise the 
local infrastructures effectively. Moreover, as discussed in Chapter 1, there is a need for an 
alternative architecture that more fully utilises pervasive devices rather than placing everything 
into the cloud. 
2.3 Adaptive Computation Offloading 
The combination of application adaptation and computational offloading concepts 
constitutes adaptive computation offloading (Abebe & Ryan, 2012; Gu, Nahrstedt, Messer, 
Greenberg & Milojicic, 2004; Ou, Yang & `Liotta, 2006). 
Collaborative pervasive computing environments are characterised by unpredictable and 
variable mobile environments, and involve a number of heterogeneous and resource-
constrained portable devices. Applications running in such environments and on heterogeneous 
resource-constrained devices must adapt their behaviour to align with frequently varying 
environmental conditions. Such an ability is referred to as application adaptation. 
As discussed previously, computational offloading is the migration of parts of an 
application (components) from resource-constrained pervasive devices to resourceful 
computing devices ranging from a single server to the cloud. The migration of computational 
components will surmount the computation and storage limitations of pervasive devices. This 
research aims to use computation offloading not only to alleviate the limited resources of 
pervasive devices but also to create an on-demand computation pool using collaborative groups 
of these devices that serve as an alternative to cloud computing when cloud computing is not 
an option, for reasons such as those outlined in Chapter 1. 
Generally adaptive computation offloading is a set of strategies that involves the runtime 
distribution and relocation of computational components to collaborative devices, to achieve 
context-specific optimisation objectives when triggered by environmental or context changes. 
An adaptive computational offloading strategy involves at least two major essential processes. 
The first is the metrics collection and management process, which is responsible for monitoring 
the device and environmental context (resource availability, network connectivity, movement 
etc.) as well as the behaviour of application components in terms of performance and resource 
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utilisation. The second is the decision-making process, which is responsible for optimising the 
placement of components on candidate devices according to one or more objectives. Typically, 
such objectives relate to device resource availability, component resource usage and the 
coupling patterns between components. 
Adaptive computation offloading can be implemented at different levels of component 
granularity. For an object-oriented system, such levels (listed from coarse to fine-grained) 
include the process (Miloji, Douglis, Paindaveine, Wheeler & Zhou, 2000) , class (Dong, Ping 
& Niyato, 2012; Ou et al., 2006; Ou et al., 2007), object (Gu et al., 2004; Huetter & Moschny, 
2008), and method level (Cuervo et al., 2010). A service or component-oriented system would 
share similar levels of abstraction. Further, a hybrid granularity approach has been proposed 
(Abebe & Ryan, 2012). Given this variation, the model presented in Chapter 3 is a general 
solution that could be applied at any level of granularity (assuming available resources). For 
proof of concept, the real application evaluation in Chapter 4 is performed at both class and 
method-level granularities. 
Adaptation computation offloading can be classified as static or dynamic, also referred to 
as offline and online respectively, depending on the phase in which it is performed. Offline 
adaptation determines the placement of application components by the programmer or 
middleware partitioning program prior to the execution of the application, during the time of 
application deployment (Harrington & Cahill, 2011; Lei & Franz, 2008; Mancinelli & 
Inverardi, 2007; Meedeniya, Buhnova, Aleti & Grunske, 2011; Sakamoto & Yoshida, 2007). 
Online (dynamic) adaptation (Abebe & Ryan, 2012; Christian, 2008; Dong et al., 2012; Violeta 
Felea & Toursel, 2006; Geihs et al., 2006; Wujuan & Veeravalli, 2008) is performed when 
application component partitioning at runtime depends on the application requirements and the 
available resources. This approach offloads components based on the current situation and, 
therefore is more flexible than offline adaptation. Offline adaptations are not applicable in 
heterogeneous and dynamic environments in which resource availability and application 
requirements are constantly changing; they are suitable to address issues in homogenous 
settings. As the focus of this research is a scalable collaborative pervasive computing 
environment, offline adaptation is not suited to deal with this environment. 
Work on application adaptation computation offloading can differentiate between parallel 
and sequential applications. Adaptation for parallel applications (Christian, 2008; V. Felea & 
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Toursel, 2004; Sakamoto & Yoshida, 2007) has typically focused on cluster and grid 
computing environments with objectives such as load balancing, performance improvement 
and improved data locality. Adaptive placement in parallel applications generally involves the 
co-location of related threads or activities to minimise remote calls, and the distribution of 
unrelated ones to reduce resource contention. Work on sequential application adaptation 
(Abebe & Ryan, 2011b, 2012; Cuervo et al., 2010; Gu et al., 2004; Ou et al., 2007; Rossi & 
Ryan, 2005; Sakamoto & Yoshida, 2007) has focused on more diverse computing 
environments including pervasive spaces. With objectives such as performance improvement 
and load balancing, decision-making in sequential application adaptation involves matching 
objects to available computing nodes while minimising inter-object network communication 
and improving overall utility. Sequential application adaptation presents more challenges as 
there is less explicit division in the units of distribution. The adaptation strategies proposed in 
this study are functional for both parallel and sequential applications. However, as a proof of 
concept, the sequential applications are selected and profiled to be used in the evaluation of the 
proposed model in Chapter 4. 
As briefly mentioned in the introduction section of Chapter 1, adaptive computation 
offloading strategies can be categorised as global (or centralised) and local (or decentralised) 
adaptation (Rossi & Ryan, 2005). In global adaptation (Cuervo et al., 2010; Violeta Felea & 
Toursel, 2006; Lei & Franz, 2008), the adaptation offloading decisions will be made by a 
constrained device by proactive analysis of the whole application. In this centralised offloading 
strategy, the decision will be made with optimisation performed in terms of mapping 
components to remote nodes in the case of client-server distribution architecture, or to 
collaborative nodes in the case of peer-to-peer architecture, for the entire application in a single 
pass. In local adaptation, unlike global adaptation schemes, the responsibility of making 
offloading decisions is distributed to each node/host in the network (Abebe & Ryan, 2011a, 
2012; Rossi & Ryan, 2005). In this scheme, offloading decisions are made by each 
collaborative node/host regarding the location or relocation of components that currently reside 
in its memory space. 
In collaborative pervasive computing environments, the global adaptation strategy would 
be more expensive in terms of performance overhead, due to the need of global views to make 
an adaptive offloading decision. Although this strategy is likely to be costly, it has the potential 
to yield the greatest efficacy, and would be run at startup, in periods of low application activity 
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or on a demand basis. On the other hand, the component placement decision in local adaptive 
offloading strategies could produce sub-optimal results as the decisions system lacks the global 
views of the collaboration. 
In global adaptive computation offloading strategies, candidate selection and component 
placement decisions (component topology computation) are tightly coupled, whereas in most 
local adaptive computation offloading strategies (Abebe & Ryan, 2012; Gani, Ryan & Rossi, 
2006), those functions are performed separately. Hence, directly comparing local to global 
adaptive computation offloading is difficult unless it considers the performance overhead of 
candidate selection together with decision-making performance overhead. 
Even though this research primarily focuses on global adaptive computational offloading 
strategies, in practice, global and local adaptation are complementary rather than mutually 
exclusive, and if combined appropriately, should give an adaptive application or middleware 
system greater flexibility and efficiency. 
To design an effective and efficient application adaptive computation offloading system, 
an effective adaptive offloading decision-making or partitioning algorithm is necessary (Abebe 
& Ryan, 2011a; Cuervo et al., 2010; Dong et al., 2012; Gu et al., 2004; Ou et al., 2006; Ou et 
al., 2007). Further, the algorithm itself must be a lightweight and scalable (Ou et al., 2006). The 
major problem of optimal application component distribution decision-making process is that it 
is NP-complete (Garey & Johnson, 1990; Gu et al., 2004). 
Computing adaptive offloading decisions using current state-of-the-art approaches (Abebe 
& Ryan, 2011b, 2012; Bo et al., 2012; Cuervo et al., 2010; Dong et al., 2012; Gu et al., 2004; 
Ou et al., 2006; Ou et al., 2007) involves modelling the application components as a dynamic 
weighted undirected graph G = (V,E). In this graph, the vertices V represent the application 
components, with the weight of a vertex being represented by composite resource usage, such 
as memory and CPU costs (Ou et al., 2006), for all instances of a component; the edge E 
represents the interactions among components. The weight of an edge is determined by the 
frequency of invocation and data access among the nodes or components, again by aggregating 
data from all instances of a component as determined by the granularity at which adaptation 
decisions are performed. 
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There is vast literature on application adaptation computation offloading, or cyber forging. 
Most studies have been on client-server architecture (Changj, Yung-Hsiang & Zhiyuan, 2007; 
Cuervo et al., 2010; Dong et al., 2012; Flinn, Park & Satyanarayanan, 2002; Gu et al., 2004; 
Ou et al., 2007; Parkkila & Porras, 2011; Verbelen, Simoens, De Turck & Dhoedt, 2012), in 
which portable devices can execute some components in a remote server or cloud. However, 
few papers provide or discuss the particular offloading decision-making algorithm. For 
example, offloading frameworks that focus on a Java-based environment and dynamically 
decide whether to execute locally on constraint devices or remotely on a dedicated server or 
cloud (Chen et al., 2004; Violeta Felea & Toursel, 2006; Mancinelli & Inverardi, 2007), while 
the Spectra project (Flinn et al., 2002) proposes a remote execution system focusing on 
reducing latency and energy consumption for mobile devices used in pervasive computing. 
Several research studies on offloading systems have clearly discussed the application 
offloading decision-making schemes. For example, an adaptive offloading algorithm (Gu et al., 
2004; Xiaohui et al., 2003) proposed a Java-based adaptive offloading application that adopted 
a min-cut (Stoer & Wagner, 1997) heuristic algorithm. The algorithm dynamically decided 
whether to execute the application components locally in a constrained device, or a dedicated 
surrogate using memory constraints for mobile devices with lower overhead. Other prominent 
work on the adaptive offloading algorithm by Shumao et al. (2006) proposed a derived multi-
constraint partitioning heuristic to adapt across multiple constrained devices by successively 
making coarser an application graph. The algorithm partitions the whole application into one 
unoffloadable component that executes locally on a constrained device with n components for 
n surrogates. This algorithm coarsens multiple costs such as CPU cost, memory cost and 
communications cost, and arranges the application in heavy-edge and light-vertex matching 
(HELVM). The value of the metrics information used to make partitioning decisions, collected 
dynamically at runtime, reflects the changes of resource consumption and the environment 
such as the availability of surrogates. Gu et al. (2004) and Shumao et al. (2006) are considered 
as the current state-of-the-art approach in adaptive offloading. However, their studies did not 
consider energy as an adaptive offloading decision factor. 
In the domain of peer-to-peer adaptive computational strategies there are a number of 
published studies (Abebe & Ryan, 2012; Ben-Shaul, Gazit, Holder & Lavva, 2000; Capra, 
Emmerich & Mascolo, 2003; Chang & Karamcheti, 2000; de Moura, Ururahy, Cerqueira & 
Rodriguez, 2002; Rossi & Ryan, 2005; Silva e Silva, Endler & Kon, 2003; 
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Venkatasubramanian, Talcott & Agha, 2004) in which the adaptation system that makes a 
decision for application components resides on peer devices. The application adaptive 
computation offloading in (Rossi & Ryan, 2005) presented adaptation occurring within peer-to-
peer environments in which, at a certain level, any node could be constrained at any point 
during the collaboration. This adaptive computation offloading system is more applicable to 
pervasive environments in which spontaneous collaborations are formed from heterogeneous 
devices. 
More recently, Abebe and Ryan (2012) reported the results of a study of peer-to-peer local 
adaptive computational offloading strategies. They introduced a distributed abstract graph 
approach in which each device maintains a graph of application components currently residing 
in the memory space. Significantly, this approach reduces the overheads incurred due to 
storing, updating and partitioning complete application component graphs on each device. The 
research also proposed a hybrid granularity graph (HGG) approach by coupling a configurable 
subset of objects of a given class. The proposed HGG has the potential to reduce the overheads 
of an object-level graph by providing finer level adaptation and effective object-level 
topologies. Although the recent study addressed a number of issues such as network and 
memory cost, battery usage and effectiveness of the adaptive offloading algorithms, the 
provided adaptive computational offloading model and experiments only considered memory 
constraints of the mobile devices as a basis to trigger the adaptation. Hence, this work did not 
explicitly consider energy as an adaptive offloading decision factor. In addition, the proposed 
schemes are only for local adaptive computation offloading strategies. 
In global adaptive offloading schemes, Cuervo et al. (2010) and Dong et al. (2012) 
proposed an adaptive offloading algorithm that extends the battery life of a mobile device 
while satisfying the execution time constraint requirement of mobile applications in client-
server architecture. 
As briefly mentioned in Chapter 1, the MAUI system (Cuervo et al., 2010) has the most 
relevance to this research as it employs an application method based on a fine-grained 
offloading strategy to reduce energy consumption by mobile devices. The MAUI offloading 
strategy supports programs written in Microsoft.Net common language runtime (CLR). MAUI 
provides a graph-based application method and partitions into one group that is executed 
locally in constraint mobile devices, and another group that runs remotely in the infrastructure. 
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The partitioning decision also considers the annotation of the developer identifying which 
methods of an application can be offloaded or not. 
In addition, the MAUI system provides high-level offloading architecture for both mobile 
devices and a MAUI-dedicated server. At the mobile device side, MAUI has three modules: (1) 
a solver that interfaces to the decision unit residing on the server side; (2) a proxy that is 
responsible for controlling a candidate method for offloading, and (3) a profiler that collects 
metrics information. At the server side, MAUI consists of four modules: (1) a MAUI 
controller; (2) a solver; (3) a profiler and (4) a server proxy. The purposes of the server side 
proxy and profiler modules are similar to mobile device modules. The solver here provides the 
application graph and schedule methods. Further, the MAUI server side solver uses ILP 
optimisation techniques to choose the location for application method execution. The MAUI 
server controller is responsible for checking incoming requests from mobile devices and 
allocating them adequate resources. A recent study by Dong et al. (2012) proposed a closely 
related work to MAUI, offloading algorithm that dynamically can offload part of an 
application’s computation to a dedicated server according to the change of wireless 
environment based on Lyapunov optimisation. There is a range of other research contributions 
in this area. Flinn et al. (2002) and Kemp et al. (2012b) reported closely-related studies on 
balancing energy with other resources in a client-server global adaptive offloading approach. 
However, in all these studies, adaptation decisions only support a single surrogate, which 
resembles client-server architecture. 
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Chapter 3. Energy-aware adaptive 
computation offloading model 
This chapter focuses on formulating the energy-aware adaptive computation offloading 
model and discusses different metrics that are used in the proposed model. As we discussed in 
the previous two chapters, the principal objective of this thesis is to propose energy-aware 
approaches used by collaborative pervasive devices to create cloud-like computing 
functionalities. To this end, an optimisation model that maximizes the Time to Failure (TTF) of 
collaborative devices due to energy depletion while meeting the application performance 
constraints, is proposed. Hence, this chapter discusses and presents in detail the approaches 
used in the formulation of the proposed TTF model.   
Before presenting the proposed optimisation model, Section 3.1 provides an overview of the 
proposed scheme. That is followed with brief presentations of metrics that are used on the 
proposed model, in Section 3.2. Then, Section 3.3 discusses and presents in detail the 
approaches of the proposed model. Finally, Section 3.4 provides a brief summary of this 
chapter with respect to the aims of the thesis as outlined in Chapter 1. 
3.1 Background 
Consider a collaborative application comprising un-offloadable and offloadable 
components. The components of that application and their interactions can be represented as an 
undirected graph where G = (V,E) (Ou, Yang & Zhang, 2007). In the vertex set V, v∈ V 
represents the components of the application. (Components are an abstraction of objects/ 
methods/ classes/ services or hybrid variations as discussed in Chapter 2). The edge set e∈ E 
represents an invocation or data access among components. 
Assume there are N collaborative devices or nodes that are willing to execute certain parts 
of the application by hosting and executing offloadable components. The optimisation model 
partitions the application, i.e. distributes offloadable application components to N collaborative 
devices, in a way that maximizes the lifetime of collaborative devices due to energy depletion 
whilst meeting the performance constraint of the application in terms of resources such as 
shared energy, memory and network capacity.  
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Prior to an offloading decision, application components can reside in a single device or be 
distributed across the collaboration. For example, in Figure 3-1(A), all application components 
reside in device n1. In Figure 3-1(B), application components are distributed across different 
collaborative devices. In this second example, n1 and n3 have a complete application 
component graph (abstract application model). Thus, both these devices can initiate the 
offloading decision-making process. Generally, any device in the collaboration could initiate 
adaptive computational offloading as long as it has a complete and up-to-date application 
component graph.  
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Figure 3-1 An example of an application component graph and potential collaborating devices. A) 
The entire application resides on device n1. B) Application components are distributed across 
devices n1, n3, n4 and n5; devices n1 and n3 have a complete application component graph 
(abstract application model). 
3.2 Metrics 
As discussed in Section 2.3, metrics collection and management is one of the two essential 
processes in adaptive computation offloading. As emphasised in the previous chapters, this 
research is primarily focused on the computation offloading decision-making side of the 
adaptive computation offloading process. However, optimizing the decision-making of an 
adaptive computation offloading system ultimately depends on accurate metrics representation 
and up-to-date metrics data. Thus, a number of parameters which are directly or indirectly 
involved to formulate the proposed adaptive computation offloading model are reviewed, 
adapted, derived and defined in this and the following chapter.  
A B 
28 
 
 
Regarding the domain of context-aware mobile applications and adaptive object mobility, 
Rossi and Ryan (Rossi & Ryan, 2005; Ryan & Rossi, 2005), presented and discussed a number 
of relevant metrics as well as their collection and management processes. Furthermore, they 
categorized metrics as Environmental or Software/Application metrics. Metrics such as the 
measurement of memory, processors, power, network, and others which express the resources’ 
availability and usage of the devices and underlying infrastructure are categorized as 
Environmental metrics. On the other hand, Software/Application metrics quantify the resource 
utilizations and processes of the application software. Component memory utilization, 
execution time, invocation count, the size of serialized parameters and return results are 
examples of software metrics used.  
Both environmental and software metrics can be either base or derivated types (Gani, Ryan 
& Rossi, 2006; Tiburcio & Spohn, 2010). Base metrics do not depend on other metrics but are 
directly measured from the environment or application: for instance, memory capacity and 
usage of the devices and execution time, and the size of serialized parameters of the 
application. Derived metrics are obtained from other metrics. For example, the remote 
invocation frequency (RIF) of application components is calculated from the number of 
invocations (NI) over a measured duration (MD).  
A collection of metrics that are directly applicable to the specific requirements of our 
proposed energy-aware computation offloading system are adapted from Ryan and Rossi (Ryan 
& Rossi, 2005) and MAUI system (Cuervo et al., 2010). Table 3-1 presents and described the 
full list of those adopted parameters used in this study. Some additional metrics which were 
created and derived specifically for the proposed optimisation model are presented in Table 3-2 
and are further discussed in the next Section 3.3. Note that there are some intermediate metrics 
used to calculate and derive some other metrics which are not presented in these tables but are 
describes in the text when necessary.   
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Metric Symbols Description Unit 
Number of 
Invocations (NI) 
Number of invocations to/from a component Integer 
Size of Serialized 
Parameters (SSP) 
Size of serialized parameters and return 
values 
Byte 
Remote Invocation 
frequency (RIF) 
Remote component invocation frequency Integer/ms 
Time (T) Time taken to execute the component on a 
given device 
Ms 
Network 
Availablity (NA) 
Device network bandwidth available for data 
transfer 
Byte/ms 
Memory Utilization 
(MU) 
Component memory utilization  Byte 
Memory 
Availablity (MA) 
The memory availability of a device Byte 
 
Table 3-1 Metrics adopted and used in proposed optimisation model 
 
Metric Symbols Description Unit 
Energy Share (ES) The energy shared by a device for 
collaboration 
J 
Energy 
Computation Rate 
(ECR) 
The rate of computational energy used by 
components 
J/s 
Energy Transfer 
Rate (ETR) 
The rate of energy to transfer data between 
components residing on different devices 
J/s 
Network Energy 
Cost (NEC) 
Device energy cost of the network per KB of 
data 
J/byte 
Computation Time 
cost 
(CT) 
Aggregate energy depletion time cost of 
Computation 
ms 
Network Transfer 
cost (NT) 
Aggregate energy depletion time cost of 
network transfer 
ms 
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Table 3-2 Metrics created and derived for proposed optimisation model 
In the metrics collection and management processes (Gani et al. 2006), metrics can be 
collected offline (before the application is executed) or online (while the application is in the 
execution phase). Furthermore, metrics can be categorized as static or dynamic depending on 
whether or not the measured value of the metric changes. Metrics or context can be shared 
among collaborative devices and underlying infrastructure through pull or push mechanism or 
sometimes on both, depending on the design of the adaptive system. 
3.3 Proposed Model 
In the MAUI system and most adaptive computational offloading systems, the decision-
making criteria only focused on alleviating the energy burden of the constrained mobile device. 
However, this approach will not work in community cloud or collaborative computing 
environments since the failure of one or more devices in the collaboration will lead to 
subsequent adaptation to fill the void. Such subsequent adaptation will then further deplete the 
energy of the constrained (adaptive initiator) device and result in the total failure of the 
collaboration. 
Thus, we propose to maximize the Time to Failure (TTF) of all collaborative devices due 
to energy depletion while meeting the requirements of the constrained (adaptive initiator) 
device and the performance of the application. In broad terms, the objective function will 
optimize the energy used on individual devices by allocating the best possible (least energy 
consumption) components to the least powerful devices to extend their lifetime, while taking 
into account run time performance constraints, device energy and memory. The amount of 
resources dedicated by any given device to the collaboration can be specified on a per device 
basis. 
Specifically, TTF for a particular device is determined by the computation energy of the 
components residing and executing in that device; communication energy (energy cost of 
transferring code modules and invocation data) between local and remote components, and the 
available energy, which is either a specified fraction, or all, of the remaining battery capacity of 
the device.  
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Each collaborative device specifies the amount of energy share (ES) to be available for 
collaboration. Hence, the TTF of a particular device in the collaboration can be computed as 
the ES of the node divided by the sum of all component energy computation rates (ECR) on the 
device and energy transfer rates (ETR) that transfer data (parameters and results) between 
coupled remote components.  
Component ECR is the total energy consumption of a component on a particular device at 
a given time; i.e. 
ECRvn = CCEvn × RIF , ∀v ∈ V and ∀n ∈ N       (1) 
Where, CCEvn is component computation energy of node N and the remote invocation 
frequency (RIF) is a number of invocation frequency during measure duration (MD) of 
component execution. 
i.e. RIF =  IF MD⁄          (2) 
ETR is the aggregate energy consumption rate of data transfer between a component (u) 
and coupled remote component (v). 
ETRu,v = SSPu,v × RIFu,v × NECn , (v, u) ∈ E and ∀n ∈ N      (3) 
Generally, the time to failure of a particular device is the aggregate energy depletion time 
cost of both computation time (CT_n) and network transfer (NT_((v,u)n)).  
TTFn  =  CTn  + NT(v,u)n  , ∀u ∈ V if there exists (v, u) ∈ E    (4) 
Firstly let us consider,  energy depletion computation time cost for an individual component v, 
CTvn  =  
ESn  
ECRvn  
, ∀n ∈ N, ∀v ∈ V ,        (5) 
For all components in a particular device (CT_(n)) it will be 
CTn  =  
ESn  
∑ ECRvnv∈V
, ∀n ∈ N         (6) 
In the above equation (6) the denominator summation of ECR produces a ratio and thus the 
optimisation  model is non-linear, since on the given node the total cost of component ECR is 
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determined by whether or not the component executes on that node, which is associated with 
the decision variables in the optimisation  model. To formulate the model as a linear 
optimisation equation, we have to represent the total CT_n of a device in terms of individual 
component computational times (CT_vn). This is also true for the network time cost of the 
component.  
However, the CT_n of all components in terms of CT_vn is not a straightforward 
summation of individual component computation costs of CT_vn. 
CTn  ≠  ∑ CTvnv∈V , ∀v ∈ V and ∀n ∈ N       (7) 
 Rather, the reciprocal sum of individual component energy depletion computation times is 
equal to the reciprocal or multiplicative inverse of the total energy depletion computation time 
cost of a particular device, i.e. 
CTn  =  
ESn  
∑ ECRvnv∈V
=  
1
∑ (ECRvn ESn )⁄v∈V
, ∀n ∈ N      (8) 
To clarify the above formulated functions, let us consider the following example with 
simple values. Assume we have a device that shares 120 joules of energy (ES) to the 
collaboration and we have 3 components whose energy consumption rate (ECR) on this device 
will be 10, 20 and 30 joules/second. The energy depletion computational time cost of the 
components on the device will be 12, 6 and 4 seconds respectively: that is, ESn  ECRvn⁄  . The 
total energy depletion computational cost of a device will be 2 seconds when all three 
components are executing on this device, that is ESn  ∑ ECRvnv∈V⁄  , which is equivalent to the 
multiplicative inverse of 1/12 + 1/6 + 1/4 or the reciprocal of  ∑ ECRvn   ESn⁄v∈V , which is 
10/120 + 20/120 + 30/120.  
Due to the above case, instead of maximizing the TTF of devices in the optimisation  
model, we minimize the reciprocal of TTF and take the multiplicative inverse of the result. 
Namely, for some variable x, maximization of x is equivalent to the reciprocal of minimization 
of 1/x for all positive x. 
Hence, for an individual device n, the objective is to minimize the reciprocal of TTF of a 
device, which is mathematically expressed as follows: 
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minimize ( ∑ Ivn ×
ECRvn  
ESn
⁄ +v∈V ∑ |Iun(u,v)∈E −  Ivn|  ×  
ETRu,v
ESn
⁄  )   (9) 
Where the indicator variable I is the decision variable, whereby when the model executes it 
will be 1(I_v=1), if the component v is allocated to a given node.  Otherwise it will be 0 
(I_v=0)). 
Therefore, for all Collaborative devices: 
minimize ( ∑ ( ∑ Ivn ×
ECRvn  
ESn
⁄ +v∈V ∑ |Iun(u,v)∈E −  Ivn|  ×  
ETRu,v
ESn
⁄  )n∈N )  
 (10) 
However, even though this model minimizes the total overall sum of the reciprocal of 
TTF, it could deplete some device’s energy faster than others. In other words, it only 
maximizes the total TTF. To alleviate this limitation, we model the objective function using the 
min-max (Aissi, Bazgan, & Vanderpooten, 2009) multi-objective optimisation techniques so 
that it minimizes the reciprocal of TTF of all Iuv devices.   
∀n∈N the above equation (10) is expressed as a min-max optimisation  as follows: 
minimize ( maxn=1,…,N ( ∑ Ivn ×
ECRvn  
ESn
⁄ +v∈V ∑ |Iun(u,v)∈E −  Ivn|  × 
ETRu,v
ESn
⁄  )) 
 (11) 
Next, this Min-Max objective function has to be transformed to a linear program form. To 
do so, let us represent the max expression of (11) that resides in the brackets with the variable 
Z. 
Z ≥  ( maxn=1,…,N ( ∑ Ivn  ×  
ECRvn  
ESn
⁄ + v∈V ∑ |Iun(u,v)∈E −  Ivn|  ×  
ETRu,v
ESn
⁄  )) 
 (12) 
Since some variable Z is greater than or equal to the maximum of any elements, it is 
therefore greater than or equal to all elements, and thus expression (12) is equivalent to (13). 
Z ≥ (( ∑ Ivn ×
ECRvn  
ESn
⁄ +v∈V ∑ |Iun(u,v)∈E −  Ivn|  ×  
ETRu,v
ESn
⁄  ) , ∀n ∈ N (13) 
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As a result, the final objectivefunction that we wish to minimize is summarized as:   
  minimize Z 
Subject to the following constraints. 
1. Derivative constraint from objective function 
Z ≥ (( ∑ Ivn ×
ECRvn  
ESn
⁄ +v∈V ∑ |Iun(u,v)∈E −  Ivn|  ×  
ETRu,v
ESn
⁄  ) , ∀n ∈ N (13) 
2. The application must execute within the required performance constraint (PC) of the 
components: i.e. 
∑ ∑ (Ivn)  ×  Tvn +  ∑ ∑ |Iun − Ivn|(u,v)∈E  ×  
SSPu,v × NIu,v
NAn
⁄n∈Nv∈Vn∈N  ≤  PC  (14) 
This constraint compels the model to execute within the performance requirement of the 
application, which is specified by the application developer or is calculated by the system 
relative to the time taken to execute all components on the local device. Note that selecting or 
calcualting the value of PC is non trivial. This thesis does not go to the specific details of how 
to derive the PC values. However, there are techniques such as adaptive sliding window, from 
the application specification points, from the historical data and knowledge of the collaboration 
which could be used. For the purpose of experimental evaluation in this study, we used, for all 
components in all devices, the component computation time and data transfer time for all 
invocations, which must be less than the time taken to execute if the component executes in its 
original location plus some percentage of acceptable delay (e.g. + 10%). 
The first term of the constraint is the summation of the execution time of the components, 
which is the total time taken to execute components residing on the local device. The second 
term is the summation of networking time cost, which is the total time it takes to transfer 
necessary data with remote components executing in other devices.  
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The above constraints only enforce the performance requirement from the perspective of 
the whole application. However, for an interactive application, where results are delivered to 
the user on a per operation basis, this may not be appropriate. Thus, we formulate alternative 
performance constraints that match operation invocations based on the original location of the 
component. 
(Ivn)  ×  Tvn +  ∑ |Iun − Ivn|(u,v)∈E  ×  
SSPu,v × NIu,v
NAn
⁄ ≤  PCv, ∀v ∈ V and ∀n ∈ N 
 (15) 
3. Memory usage of the components cannot exceed the available capacity on each device 
∑ Ivn ×  MUvv∈V ≤ MAn  , ∀n ∈ N (16) 
This constraint ensures that the allocation of components to collaborative devices is within 
the total memory space shared to the collaboration (up to the maximum device memory 
capacity). Each device determines this shared memory size. Note that memory constraints 
could be ignored if we consider virtual memory with paging. 
4. Un-offloadable components, e.g. those which interact with local resources such as UI, 
sensors, private or local data, etc., cannot be allocated for remote execution.  
Ivn  ≥ Lvn , ∀v ∈ V and ∀n ∈ (17) 
For un-offloadable (local) components L_vn = 1, otherwise L_vn = 0 meaning that the 
component can be executed on any device including the local devices. 
5. Each component is unique and can run only in one node: 
∑ Ivn = 1,n∈N  ∀v ∈ V  (18) 
Note that this constraint could be removed in future work if replication is considered, for 
example as proposed by Katmon and Ryan (Katmon & Ryan, 2011). 
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3.4 Summary 
The overall optimisation of the time to failure  (TTF) of the collaborative devices in a 
community cloud is an essential aspect of its efficacy, efficiency, and scalability of the 
adaptive computation offloading decision-making. By consolidating these aspects, this chapter 
proposed a native TTF adaptive computational offloading model that extends the lifetime of 
participating devices in a community cloud by conserving the individual devices’ energy while 
meeting the requirement of the constraint (adaptive initiator) device and the application 
performance requirements. Hence, the model proposed in this chapter addresses the overall 
research objective of the thesis which was outlined in Chapter 1 Subsection 1.2. 
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Chapter 4. Experimental Evaluation, Results 
and Discussions 
This chapter discusses the experimental evaluations conducted and the results obtained 
while analyzing the efficacy, computational efficiency and scalability of the proposed TTF 
energy-aware adaptive computation offloading model. The computational feasibility of an 
adaptive computation offloading decision-making model is predominantly determined by the 
optimality of the distribution decision of the application components across collaborative peer 
devices, which is the efficacy of the adaptation. To this end, since the proposed TTF model is 
based on linear programming optimisation, it produced a global optimal distribution of the 
application components under the specified performance and resource constraints. 
Although the proposed model produces a global optimal components distribution, for the 
purpose of clarity, Subsection 4.4.1 illustrates its efficacy with a random application 
component distribution model.   
The efficiency and scalability of the proposed TTF model examined the computational 
feasibility of the adaptation decisions. This feasibility will be expressed in terms of runtime 
performance and energy overhead while computing the adaptive computational offloading 
decision-making algorithm in a pervasive device. The experimental results in Subsections 
4.4.2, 4.4.3 and 4.4.4 illustrate the efficiency and scalability of the proposed model. 
The rest of this chapter is structured as follows. Before presenting and discussing the 
empirical results of the proposed model as mentioned above, Section 4.1 presents the 
application benchmarks used in the evaluation. This is followed in Sections 4.2 and 4.3 with a 
discussion of experimental evaluation specifications and a presentation of both environmental 
and software metrics values used by the formulated model. Finally, after the presentation of 
experimental results in Section 4.4, Section 4.5 provides a brief summary of this chapter in the 
context of the objectives of the thesis as outlined in Chapter 1.  
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4.1 Application Benchmarks 
The experimental assessment of the proposed TTF model involved both synthetic and real 
application benchmarks. The use of both benchmarks is intended to address a wide range of 
possible application behaviours as well as more demanding execution requirements that apply 
to real world applications. Hence,  subsection 4.1.1 provides the specification used to generate 
a number of synthetic applications. That is followed in subsection 4.1.2 with a discussion of 
selected real application benchmarks.   
4.1.1 Synthetic Applications 
In order to address a range of application behaviours and environmental operating 
conditions, and to simulate a wide range of possible real world collaboration scenarios, we 
generate probabilistic undirected application component graphs based on the Erdos and Reyni 
graph model G(V,P) (P. Erdos & Renyi, 1960). Specifically, vertices V of the graph G are 
numbers of application components and P is the arbitrary connective probability that any two 
vertices will form an edge, i.e. any two components are coupled by an execution or data 
dependency. 
To explore diverse application behaviour, a substantial number of synthetic applications 
graphs are generated with different application graph sizes and coupling patterns. A probability 
value of 0.1 is used for application graphs containing 8 to 48 components and 0.05 for 56 and 
above, so as to ensure graph connectivity without resulting in excessive density or in the 
extreme case, a fully connected mesh graph. In addition, when the application graph is 
generated, connectedness is ensured in order to evaluate the performance of the proposed 
model with fully un-partitioned application graphs. As an example and to put the above 
selected number of components and probabilistic value in perspective,  Figure 4-1 (A) and (B) 
shows a schematic representation of generated random graph with 48 application components 
with 0.05 and 0.1 connective probability, respectively.  Figure 4-1 (C) shows a schematic 
representation of generated random graph of 80 application components with 0.05 connective 
probability. On the schematic representation scheme, the circles represent the vertices which 
are at the granularity of application components: these could be class, method, object etc. as 
discussed in Chapter 2 Section 2.3.  The lines are edges that represent the coupling between all 
objects of the two component types. These three graphs show the complexity of the application 
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graph depends on the number of application components as well as the connective density of 
the components. Figures 4-1 (A) and (B) have the same number of components, but the first 
has low conective probabilities and the graphs are less complex than the second. In other 
words, Figures 4-1 (A) and (C) have the same connective probability of 0.05, but the graph in 
(C) is more connected since it has more components.  
 
Figure 4-1 (A) An example schematic representation of synthetic application graph with 48 
components with 0.05 connective probability  
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Figure 4-1 (B) An example schematic representation of synthetic application graph with 48 
components with 0.1 connective probability  
 
Figure 4-1 (C) An example schematic representation of synthetic application graph with 80 
components with 0.05 connective probability  
 
4.1.2 Real Applications  
In addition to synthetic application test cases, real applications were used to evaluate the 
proposed TTF model under more realistic execution requirements and to increase the practical 
utility of the results. Specifically, three widely-used Java-based applications were selected. 
These applications are from the Lonestar benchmarks (Kulkarni, Burtscher, Cascaval & 
Pingali, 2009) collection of the University of Texas at Austin. The irregular behaviour shown 
on the selected application is well suited to evaluating the proposed model under unfavourable 
conditions. Although, Java-based applications were used in this evaluation, any object- or 
component-based application can be used with the proposed computational offloading 
adaptation system.  
The selected open-source Java-based applications are as follows. (1) Survey Propagation – 
an implementation of a heuristic SAT-solver based on Bayesian inference. The algorithm 
represents the Boolean formula as a factor graph, which is a bipartite graph with variables on 
one side and clauses on the other. (2) Discrete Event Simulation – an algorithmic 
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implementation of commonly-used simulation systems of interacting stations, e.g. circuit 
simulation, units on a battlefield, assembly lines. (3) Agglomerative Clustering - an 
implementation of a well-known data-mining algorithm.  
As a proof of concept, we profile the above application and evaluate the formulated 
energy-aware computation offloading adaptation at both class (coarse) and method (fine) 
granularity. However, depending on the requirements of the adaptation and the size of the 
application, any level of granularity (assuming available resources) can be implemented such 
as service, process, class, object or method. 
In order to profile the selected applications, a Java-based toolkit has been implemented 
using custom probe code of yourKit java profiler ("YourKit java profiler") through bytecode 
injection and the Java Virtual Machine Tool Interface (JVMTI). The bytecode instrumentation 
engine that injected calls of the application methods allowed access to the method parameters, 
method return values and the objects for which the method is called. This access provides the 
capability to monitor and profile any parameters of the application.  
The developed toolkit recorded the runtime software performance metrics such as the 
component memory utilization, execution time, invocation count and the size of serialized 
parameters and return results. These application metrics are used to construct application 
graphs at both class level and method level granularity. As an example, the class and method 
level metrics of the Survey Propagation application are provided in Appendices A and B 
respectively. Constructing an application graph at method level granularity involves grouping 
and abstracting objects based on their method type and aggregating the runtime resource 
utilization and coupling behaviour of all objects of the same method type. The same abstraction 
and aggregation procedures are followed to construct class-level granularity application graphs.  
For the above selected application profile specification, the runtime class graph of the 
survey Propagation implementation consisted of 7 vertices and 14 edges; that of Discrete Event 
Simulation consisted of 19 vertices and 57 edges, and the Agglomerative Clustering consisted 
of 15 vertices and 30 edges.  On the method level granularity, the runtime graph of the Survey 
propagation implementation has 35 vertices and 39 edges; that of Discrete Event Simulation 
has 75 vertices and 104 edges, and the Agglomerative Clustering consisted of 98 vertices and 
139 edges. The edge is unidirectional, and self-invocation reference data are excluded. As 
discussed in the previous chapter, the vertex (V) represents the components of the application. 
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(In our case, the components are an abstraction of methods or classes.) The edge (E) represents 
an invocation or data access between components graph G= (V, E). A summary of the selected 
applications is provided in Table 4-1.  
Application Descriptions Class Method 
|V| |E| |V| |E| 
Survey 
Propagation 
A heuristic SAT-solver based on Bayesian 
inference 
7 14 35 39 
Discrete 
Event 
Simulation 
Commonly used algorithm to simulate 
systems of interacting stations, e.g., circuit 
simulation, units on a battlefield, assembly 
lines 
19 57 75 104 
Agglomerat-
ive 
Clustering 
The implementation of a well-known data-
mining algorithm 
15 30 98 139 
 
Table 4-1 Summary of selected application benchmarks from the Lonestar benchmark suite   
 
Figure 4-2 Survey Propagation class call graph |V|=7, |E|=14 
To further clarify and aid to understand the distinction between class and method level 
granularities of an application graph, Figures 4-2 and 4-3 respectively illustrate the class call 
graph and method call graph of the Survey Propagation application . Each vertex in the graph 
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represents a method in a method call graph or a class in a class call graph. Each edge represents 
the coupling between all objects of the two methods or class types. For simplicity, the edge in 
Figure 4-2 and Figure 4-3 displays the the value of invocation counts (NI) and the size of 
serialized parameters and resulting invocation among all objects of the two methods or classes, 
respectively.  
 
Figure 4-3 Survey Propagation method call graph |V|=35, |E|=39  
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4.2 Common Evaluation Specifications 
To represent resource constrained devices and as a typical example of pervasive devices, 
the experimental evaluation involved a laptop PC and an Android-based mobile device with the 
following specifications: 1) an Intel Core i5 2.30GHZ laptop with 4GB RAM running 
Windows 7, and 2) a Samsung Galaxy s2 Smartphone with 1.2GHZ processor and 1GB RAM, 
running Android OS version 4.1.2. Both devices were set up under controlled conditions with 
non-essential services and applications halted or removed.  On the PC, the evaluation was done 
by implementing the proposed TTF model using a commercial optimisation  tool, IBM ilog 
CPLEX ("IBM ilog CPLEX 12.5,") to obtain the best possible results. Since this tool is not 
available on the Android platform, we used lp_solve ("lp_solve,"), which is an open-source 
mixed integer linear programming (MILP) solver. 
In terms of the number of collaborative devices, the empirical evaluation involved 2, 4, 8, 
12 or 16 devices, with application component graphs containing offloadable and unoffloadable 
components ranging from 8 to 104 incremented by 8 in generated synthetic application 
benchmarks: these values were dictated and refined by the preliminary test case results. The 
number of components involved in real application evaluations are provided in Table 4-1 
above.   
4.3 Common Metrics values 
To emulate the heterogeneity of participating devices including computation capability, 
energy consumption, and wireless standards, we used ranges of parameters for the application 
and environmental metrics which had also been used in the optimisation model experiments. 
For example, a range from 3,600 to 36,000 joules was used for the value of participating device 
energy share metrics which is 1 Wh (Watt-hours) to 10 Wh of energy (shared battery capacity), 
which represents low power mobile devices through to laptop PCs. To provide realistic values 
for NEC and to be inclusive of a wide range of network connectivity and sensors, we profiled 
data transfer energy consumption on the two devices specified in section 4.3 using synthetic 
benchmarks and the IEEE 802.11n radio type. We ran our simple data transfer benchmark 
multiple times under varying data size and recorded the corresponding data transfer energy 
consumption. Then to validate the profiling results, we built a simple linear model, using least-
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squares linear regression. Figure 4-4 showed the regression of profiled synthetic applications of 
varying data size and the corresponding measured data transfer energy consumption is linear.  
Hence, on average, data transfer energy consumption ranged from 0.82 to 2.37 millijoules 
per 1 kilobyte on the laptop and from 1.08 to 3.46 millijoules on the Android device. This 
supported the established NEC ranges (0.2 to 50 millijoules) which represent different 
communication technologies and connectivity conditions. Table 4-2 shows all the 
environmental metrics ranges used.  
  
Figure 4-4 The Network Energy Consumption (NEC) of the synthetic application benchmarks, 
the y-axis of the graph represents the data sizes of the application and the x- axis represents the 
corresponding data transfer energy consumption.   
Note that in a real operational system, rather than being pre-specified, software and 
environmental metrics would be collected online at runtime, while being potentially augmented 
with historical and predictive data. Hence, while evaluating the proposed TTF model in the 
above-selected three real applications, directly-profiled software metrics such as the numbers 
of Invocation (NI), Memory Utilization (MU) and the Size of Serialized Parameters (SSP) are 
used instead of the pre-defined range specified in Table 4-2. As mentioned in subsection 4.1.2,  
such metrics values are provided in Appendix A and B for Survey Propagation application at 
both class and method levels respectively. In addition, the derived metrics, such as the rate of 
invocation frequency (RIF) and Energy Computation Rate (ECR) are based on the profiled 
metrics value.     
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Metrics  Value Range 
ES [3600 , 36000] J 
ECR [0.1, 10] J/s 
NI [1,10] 
SSP [0.01, 10] KB 
RIF [1,3] per second 
NEC [0.0002,0.05] J per 1 KB 
T [1,20] s 
NA [160kb/s to 4 Mb/s] ~ [20,512] 
KB/s 
MU [10,1000] KB 
MA [1000, 50000] KB 
 
Table 4-2 Metrics Value used in EVALUATION of proposed optimisation model 
There is a case where the computation of optimisation  component placement failed when 
the computation became unfeasible due to the availability of resources in the collaborative 
devices mis-match the application components requirement. For example, the memory 
utilization (MU) of all components of the application must be less than or equal to the memory 
availability (MA) of the collaboration.  In this case, the computation will re-calculate when the 
additional computation resources join the collaboration. For the purposes of evaluation of the 
performance, we made sure the available collaborative resources were sufficient for the 
intended application.     
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4.4 Results and Discussion  
Since the formulated model is based on linear programming, it produces the global optimal 
distribution of components among collaborative devices in terms of maximizing the TTF of 
participating devices within the specified performance and resource constraints. Nevertheless, 
in addition to evaluating performance and scalability, we also evaluated its efficacy against a 
random distribution. 
To evaluate scalability we measured the runtime performance and energy overhead of 
computing the proposed TTF optimisation model under increasing numbers of collaborating 
devices and application components (as described in the Experimental Setup (Sections 4.2 and 
4.3 above). The results of the evaluations are presented in the following four subsections. First, 
Section 4.4.1 compares the efficacy of the proposed TTF optimisation with random component 
distribution. Section 4.4.2 evaluates the runtime performance on the laptop PC with various 
levels of connectivity graphs of the synthetic application benchmarks and the three selected 
real applications. That is followed in Section 4.4.3 with a discussion of runtime performance 
overheads while computing the proposed adaptive model in the Android-based mobile device. 
Finally, Section 4.2.4 presents the energy overhead of the TTF optimisation model in the 
Android-based mobile device. 
4.4.1 Efficacy 
The efficacy of the proposed TTF model is measured by the degree to which component 
distributions satisfy the objective of maximizing all participating devices’ TTF while attaining 
the performance and other constraints specified in the optimisation model (Section 3.3). Due to 
the scope of this research, the experimental evaluation results of the efficacy of TTF model is 
compared to a random component distribution model, since the exisiting works are not at the 
level to implement directly and compare against the proposed strategies. For instance, the 
MAUI system (Cuervo et al., 2010) is for single mobile devices; it needs modification to be 
compared to the proposed TTF model, which is for peer-to-peer collaborative devices. In 
addition, at the time of request, the MAUI system solver was not available as it was built 
orginaly targeting Microsoft Windows Mobile 6.5. Other recent work of Abebe and Ryan 
(Abebe & Ryan, 2012) in local adaptive computation offloading strategies implementation is 
only available for memory constraints of the mobile devices as a basis to trigger the adaptation. 
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In addition, since test-bed experiments are beyond the scope of this study, TTF value is not the 
measured value from migrating the actual application component to the community cloud; 
rather the TTF values are calculated values using the proposed model while computing 
distributions of the component placement. The test-bed and simulation experments are left for 
future work. 
As an example, Figure 4-5 shows the TTF distribution of all participating devices in 
collaborations of up to 8 devices. As expected by the min-max optimisation, the TTF of each 
participating device is relatively smooth and uniform, thereby meeting our goal for an 
opportunistic community cloud, which is to maximize the collaboration duration for all devices 
while meeting performance constraints. In contrast, the random distributions are uneven with a 
high TTF for 1 or 2 devices (where either few components, or low power consuming 
components, are distributed to high capacity devices). However, the rest of the participating 
devices have lower TTF due to many or high energy-consuming components executing on less 
capacious devices. This would reduce performance and lead to subsequent adaptation as each 
device fails and would also mean that users of failed devices could no longer interact with the 
application (e.g. run a UI component). This is due to the lack of global view across all 
participating devices in the random model, whereas the proposed min-max model has a global 
focus and not an individual device TTF. Furthermore, the standard deviation and mean in 
Figures 4-6 and 4-7 respectively, clearly show the achieved uniformity based on the optimized 
distribution of components in the proposed model. 
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Figure 4-5 TTF of Participating devices of proposed model (green smooth surface) vs random 
component distribution (red uneven surface) 
 
Figure 4-6 Standard deviation of proposed TTF vs random component distribution model  
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Figure 4-7 Mean of proposed TTF vs random component distribution model 
4.4.2 Runtime Performance Overhead in PC 
The runtime performance of computing the TTF model is the result of the process of 
computing an offloading decision of partitioning or placements of an application graph 
components to collaborative devices. Figure 4-8 shows the runtime performance overhead of 
the formulated TTF model when executed on the laptop with the synthetic application 
benchmarks. It can be observed that the runtime performance of the formulated model is 
consistent and fast for medium collaborations. For example, with a collaboration of 16 devices 
and 56 application components, the TTF model produced the optimal component distribution 
within a second. When the application size increases, the performance overhead will also 
increase and adaptation times become more inconsistent due to the variable nature of mixed 
linear integer programming solver performance (Bernhard Meindl  & Templ, 2013).  
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Figure 4-8 Performance of TTF model while running synthetic application benchmarks in laptop 
PC 
Consistently, the above trend of the TTF model computing performance results are 
exhibited in all three real application benchmark evaluations, as shown in Figures 4-9,  4-10 
and 4-11, below. As would be expected from the large number of components of the 
Agglomerative Clustering application, it incurs greater performance overheads as shown in 
Figure 4-9, than the Survey Propagation and Discrete Event Simulation application at method 
level granularity, as illustrated in Figures 4-10 and 4-11 respectively. Specifically, the proposed 
TTF model computes the class level component distribution of the Survey Propagation 
application for 16 collaborative devices approximately 65 Milliseconds. Similarly, it took 
under 75 and 180 Milliseconds for Agglomerative Clustering and Discrete Event Simulation 
application. However, the performance overhead of computing the method level (fine grained) 
components graph of those application took longer. Thus, it took 0.33 Seconds (330 
Milliseconds) to calculate the method level graph of the Survey Propagation application for 16 
collaborative devices. Likewise, it took approximately 2 and 3 seconds for Discrete Event 
Simulation and Agglomerative Clustering applications respectively.  
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Figure 4-9 The runtime performance overhead of the TTF model for Survey propagation 
application at both class and method level granularity 
 
Figure 4-10 The runtime performance overhead of the TTF model for Discrete Event Simulation 
application at both class and method level granularity 
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Figure 4-11 The runtime performance overhead of the TTF model for Agglomerative Clustering 
application at both class and method level granularity 
Nevertheless, Figures 4-8 to 4-11 all show that adaptation was performed in a consistent 
and affordable time for a range of applications and collaboration sizes. Furthermore, by 
parallelizing the adaptation computation (solving the optimisation  model) and distributing it 
across multiple peers, it would be possible to decrease the performance overhead and manage 
larger applications and collaborations. Note that the time taken to execute an optimisation for a 
given application is directly influenced by the level of granularity that is used for offloading. 
i.e. for a large application with many application components, higher granularity such as class 
or service level would need to be used. Whereas for a small application with only a few 
components, instance or method level could be used which gives greater offloading flexibility 
and thus efficacy. This is discussed further in the context of the mobile device experiment in 
Subsection 4.4.3. 
4.4.3 Runtime Performance Overhead in Mobile Devices 
Figures 4-12 and 4-13 show the runtime performance overhead of executing the proposed 
TTF optimisation model on the Android-based mobile device. We evaluated 2, 4, 6 and 8 
device collaborations with 8, 16, 24 and 32 components graph sizes of the synthetic application 
benchmarks. As anticipated, the runtime performance of TTF adaptation is considerably higher 
than on the PC but is still feasible for smaller collaborations or higher component granularity 
(e.g. service or class level). Hence, in a mobile device, we only evaluate the performance and 
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energy overhead of the proposed TTF model while computing the class level components 
graphs of the real application as shown in Figure 4-13.  
 
Figure 4-12 The runtime performance overhead of TTF model while running synthetic 
application benchmarks in the mobile device. 
Figure 4-13 The runtime performance of the TTF model while running Survey Propagation, 
Discrete Event Simulation, and Agglomerative Clustering application of class level granularity 
graphs in mobile device 
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For example, in synthetic application benchmarks with 24 application components in 6 
devices collaboration, the TTF model takes up to 53 seconds to find the optimal component 
distribution solution. While 24 components is a small number when using fine granularity such 
as method individual component instance, it could be used to manage a substantial application 
if coarse-granularity such as class or service level is used. This is intuitive since 24 services 
could provide considerable application behaviour, although it would reduce the adaptation 
granularity and thereby reduce the efficacy of the solved adaptation placement topology 
(Abebe & Ryan, 2011). Furthermore, the above attributes are demonstrated in the results of 
Figure 4-13 of the class level graph of the real application adaptation performance overhead. In 
addition, the optimisation performance difference between the PC and Android-based device 
was exacerbated by the optimisation framework used. Namely, lp_solve is significantly slower 
(Bernhard Meindl  & Templ, 2013), but was used since CPLEX was not available on the 
Android platform. 
4.4.4 Energy overhead in Mobile Device 
To measure the energy overhead of the TTF adaptation model in the Android device, we 
instrumented the TTF optimisation solver model to record the energy utilization required to 
solve each instance of application adaptation. Figure 4-14, illustrates the energy utilization for 
the same synthetic application benchmarks and collaboration size specified above in part 4.4.3. 
For instance, in the case of 24 application components with 6 collaborating devices, the 
adaptation computation consumes 25 Joules of energy, which is 0.014% of the total battery 
capacity of the mobile device (which has 6.11Wh of battery capacity on a full charge). 
However, obviously this energy utilization overhead increases as the runtime to solve the TTF 
model increases. It should be noted that in a community cloud, where possible it would be 
desirable to perform the application adaptation decision-making (TTF optimisation process) on 
a more energy-copious device, such as a PC connected to mains AC power.  
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Figure 4-14 The energy overhead of the TTF model while computing the synthetic application 
benchmarks in a mobile device 
Nevertheless, the runtime and energy overhead result shown in the proposed TTF model 
can be solved in affordable time and energy on energy-constrained devices for a range of 
application and collaboration sizes, especially where a higher level of offloadable component 
granularity is used. This was further manifested in the evaluation result of energy overhead of 
the TTF model while running the class level components graphs of the real application 
benchmarks, as shown in Figure 4-15. Specifically, it required 0.3, 5.9, and 23.1 Joules of 
battery energy of the mobile device to compute the component distribution of the Survey 
propagation, Discrete Event Simulation, and Agglomerative Clustering class level application 
component graphs.  
To put these values of the energy consumption overhead of the TTF model into 
perspective of the total battery energy available in the mobile device used in this evaluation, 
which is 6.11 WH, we calculated the energy overhead ratio. Figure 4-15 left side y-axis, shows 
the percentage result of energy overhead of the TTF model while computing the real 
application benchmarks class level component graph distributions. As we see from Figure 4-
15, at the maximum it only required 0.1 % of battery energy of the mobile devices while 
computing the optimal distribution of the largest number components class level graph.  
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Figure 4-15 The energy overhead and ratio of the TTF model while running Survey Propagation, 
Discrete Event Simulation and Agglomerative clustering application of class level granularity 
graphs in a mobile device 
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4.5 Summary 
The pragmatic usage of the proposed adaptive computation offloading approach to 
compute the distribution of application components, in community cloud computing 
environments using pervasive devices, depends heavily on the efficacy, efficiency and 
scalability of various aspects of the adaptation process. This chapter discussed the empirical 
evaluations conducted on the proposed TTF model in both synthetic and real application 
benchmarks under various ranges of environmental and application behaviours. The results of 
the assessment show that the proposed energy-aware TTF model produced an optimal 
component distribution decision in affordable performance and energy overhead of the 
pervasive devices.  
Thus, throughout the evaluation results, the proposed TTF model addressed the overall 
research objective and the Sub-research Questions 1 and 2 specified in Chapter 1.   
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Chapter 5.   Summary and Conclusion 
This chapter concludes the thesis by providing a summary of the research objectives as 
well as how these objectives were addressed.  These are presented in Section 5.1. In addition, 
Section 5.2 discusses possible future work and limitations of the proposed model, the empirical 
experiments conducted here that evaluated the proposed model, and also generally covers other 
aspects of adaptive computational offloading relating to the focus of this thesis and others for 
the sake of completeness.   
5.1 Summary 
Technologies centric to pervasive devices, which enable mutual collaboration, are needed 
to effectively utilize the increasingly available resources of these devices. Adaptive 
computational offloading enables formations of cloud-like computing pools using peer-to-peer 
configurations of pervasive and mobile computing devices. Such adaptive computational 
offloading also overcomes the resource limitations of these devices by facilitating the 
mechanisms for offloading computation parts of an application to the cloud or dedicated 
servers. Consequently, the main objective of this research was to improve the overall pervasive 
collaboration by extending the collaborative lifetime of crowd computing resources or 
community clouds. This objective was achieved by optimising the time to failure (TTF) of 
collaborative devices due to energy depletion, while attaining all requirements of collaborative 
devices and applications that are to be executed within the created computing pool. 
To this end, this research has formulated a global adaptive offloading decision-making 
model that extends the adaptation lifetime of participating devices in a community cloud (TTF 
due to energy depletion) by conserving the energy of individual devices while attaining 
specified application performance requirements. The proposed model enables optimal 
distribution of context-aware application components to create ad hoc pervasive community 
clouds as an alternative architecture to proprietary cloud computing. The practical usage of the 
adaptive computing offloading approaches are heavily dependent on the efficacy, efficiency 
and scalability aspects of the adaptive process. To effectively address the objectives of this 
research, i.e. the process of modeling the proposed TTF energy-aware adaptive computational 
offloading model, these aspects are considered as a foundation. Generally, the strategies 
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proposed here enable the development of a computing system that makes use of inexpensive 
networking distributions of context-aware application components to create ad hoc pervasive 
community clouds as an alternative architecture to proprietary cloud computing.  
As a proof of concept, we evaluated the efficacy, performance and scalability of the 
formulated model with a range of application scenarios on both synthetic and real applications. 
The evaluation results demonstrated that optimal component distribution decisions can be made 
within affordable time and energy constraints for collaborations of useful size (within the 
constraint of choosing an acceptable level of offloading granularity) using contemporary 
pervasive devices.  
5.2 Limitations and Future Work 
As discussed in Chapters 3 and 4, the proposed light-weight energy-aware TTF model has 
fully addressed the efficacy questions since the model was formulated to be implemented in a 
linear programming and produced an optimal result. In addition, the model exhibited promising 
results regarding its efficiency and scalability. Despite that, the proposed model can be further 
improved to enhance the runtime performance and energy overhead costs of computing large 
scale applications. As pointed out in Chapter 4, Section 4.4, parallelizing the adaptive 
computational offloading decision itself and distributing it across multiple peers could be one 
way to improve the efficiency and scalability issues of the proposed model. 
Another possible improvement in terms of efficiency and scalability of the proposed global 
adaptation TTF model is to effectively couple it with local adaptation offloading strategies. As 
discussed in Chapter 2, local adaptation strategies could produce sub-optimal optimisation 
results but its runtime and energy overhead costs would be less than the global adaptational 
strategies. If both approaches are combined appropriately, it should give greater flexibility and 
efficiency to an adaptive offloading system.  
While this thesis focused on efficacy, efficiency and scalability aspects of an adaptive 
computation offloading model, the proposed solution could be applied to address other aspects 
such as reliability, fault tolerance and security. For instance, the pervasive devices specifying 
their energy share in the collaboration in the proposed TTF model, could somehow will address 
reliability and fault tolerance aspects. However, these could be further improved by 
considering other issues (besides energy) that result in the failure of collaboration, such as 
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contemplating issues of devices joining and leaving the collaboration, collecting and inferring 
reliability and trust metrics within a collaborative environment, and so on. Since the focus of 
this thesis was to formulate an efficient global offloading decision-making algorithm, other 
issues such as candidate selection, context sharing model and collaboration incentives were not 
addressed and thus left to future work. 
While this research considered real and synthetic applications and a range of different 
evaluation scenarios for evaluating the proposed model, other evaluations could compare the 
proposed model to existing works and to further verify and establish the results presented in 
this thesis. Specifically, java–based open source real applications were used in the evaluations; 
however, any object-oriented based application could be used. Moreover, evaluations could 
involve a larger corpus of applications with more diverse runtime behaviours, executed within 
a range of pervasive computing scenarios. The evaluations were also performed in a laptop and 
a mobile device as a typical example of pervasive devices: more diverse pervasive devices 
could be considered in future work.  
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Appendix A. Class Level Application Metrics 
As an example, this section provides class-level application metrics of the Survey 
Propagation application that was profiled using custom Java-based bytecode injection, to be 
used in the evaluation of the proposed TTF adaptive computational offloading model. All the 
profiled application metrics, and the runtime generated graphs used in the evaluation, are 
available from the author upon request. As examples, Table A-1 presents the profiled software 
metrics of the Size of Serialised Parameters (SSP) and the number of Invocation (NI) count 
between a pair of Survey Propagation application classes, Table A-2 presents the memory 
utilization (MU) and Processing Time (T) needed to compute the classes in the benchmarked 
computer.   
Linked Class Names SSP (in KB) NI 
FactorGraph - NodeData  8 1 
FactorGraph - VarNodeData  835805607 7176764 
SerialSurveypropagation - FactorGraph  2011691410 27758061 
ClauseNodeData - NodeData  35280 4410 
VarNodeData - ClauseNodeData  2207869419 110819746 
VarNodeData - NodeData  8400 1050 
SerialSurveypropagation - InputParameters  24 3 
FactorGraph - ClauseNodeData  2206743543 41173117 
FactorGraph - EdgeData  105584 13198 
Table A-1 Survey Propagation Application class-level SSP and NI metrics profiled values 
 
Class Names MU (KB) T (s) 
FactorGraph  21119 0.818942697 
InputParameters  672 0.6377377 
SerialSurveypropagation  4288 1727.904117 
VarNodeData  8116 5.10E-04 
NodeData  1628 4.47E-04 
ClauseNodeData  10226 6.86E-04 
EdgeData  1704 3.00E-04 
Table A-2Survey Propagation Application class-level MU and T metrics profiled values 
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Appendix B. Method Level Application Metrics 
Like the class-level application metrics of Appendix A, this section provides method-level 
application metrics of the Survey Propagation application. While Table B-1 presents the 
profiled software metrics of the Size of Serialised Parameters (SSP) and the number of 
Invocation (NI) count between a pair of Survey Propagation application methods, Table B-2 
presents the memory utilization (MU) and Processing Time (T) needed to compute the methods 
in the benchmarked computer.   
Lined Method Names SSP (KB) NI 
SerialSurveypropagation.run:FactorGraph.getResult  22781 3 
FactorGraph.getNumVars:FactorGraph.getNumClauses  39 3 
FactorGraph.updateNode:ClauseNodeData.update  1897911101 20580909 
FactorGraph.updateNode:FactorGraph.purgeClause  164357 2473 
FactorGraph.getResult:FactorGraph.getNumVars  39 3 
SerialSurveypropagation.run:FactorGraph.readIn  207 3 
FactorGraph.readIn:VarNodeData.<init>  8400 1050 
ClauseNodeData.update:ClauseNodeData.computeEetaAndHMaxAllI  1638728024 20580909 
FactorGraph.updateAllVarNodes:VarNodeData.update  122303 1050 
SerialSurveypropagation.run:InputParameters.Read  24 3 
FactorGraph.purgeMarkedClauses:ClauseNodeData.isMarkedForRemoval  29055 1937 
FactorGraph.purgeClause:FactorGraph.removeClauseNode  164357 2473 
FactorGraph.readIn:FactorGraph.getVarValue  315 9 
SerialSurveypropagation.run:SerialSurveypropagation.process  163 3 
SerialSurveypropagation.run:FactorGraph.updateAllVarNodes  24 3 
SerialSurveypropagation.process:FactorGraph.getNodeIterator  123 3 
FactorGraph.readIn:ClauseNodeData.<init>  35280 4410 
FactorGraph.getResult:FactorGraph.purgeMarkedClauses  24 3 
ClauseNodeData.<init>:NodeData.<init>  35280 4410 
VarNodeData.computeWiDiff:ClauseNodeData.isMarkedForRemoval  831450005 55430147 
SerialSurveypropagation.process:FactorGraph.updateNode  2011668251 27758046 
FactorGraph.updateNode:ClauseNodeData.isMarkedForRemoval  308748257 20583382 
FactorGraph.updateNode:VarNodeData.update  835674904 7174664 
FactorGraph.readIn:EdgeData.<clinit>  8 1 
VarNodeData.update:VarNodeData.computePi  785567557 7175714 
FactorGraph.readIn:NodeData.<clinit>  8 1 
SerialSurveypropagation.run:FactorGraph.<init>  24 3 
VarNodeData.<init>:NodeData.<init>  8400 1050 
VarNodeData.update:VarNodeData.computeHMaxAndFreeze  99755857 1380183 
FactorGraph.purgeFrozenVar:FactorGraph.removeVarNode  23137 348 
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FactorGraph.getResult:FactorGraph.getNumClauses  39 3 
FactorGraph.readIn:EdgeData.<init>  105576 13197 
FactorGraph.readIn:ClauseNodeData.setMaxNumLits  33 3 
VarNodeData.update:VarNodeData.computeWiDiff  843342389 7175714 
FactorGraph.updateNode:FactorGraph.purgeFrozenVar  23137 348 
FactorGraph.purgeFrozenVar:ClauseNodeData.markForRemoval  19784 2473 
FactorGraph.getResult:ClauseNodeData.getMaxNumLits  33 3 
SerialSurveypropagation.main:SerialSurveypropagation.run  135 3 
ClauseNodeData.computeEetaAndHMaxAllI:VarNodeData.computePi  1376419414 55389599 
Table B-1 Survey Propagation Application method-level SSP and NI metrics profiled values 
 
Method Names MU (KB) T (S) 
FactorGraph.purgeClause  1840 3.97E-04 
SerialSurveypropagation.run  1260 0.001842875 
SerialSurveypropagation.main  711 1124.897017 
FactorGraph.updateNode  1837 1.69E-04 
FactorGraph.removeVarNode  1842 5.65E-04 
ClauseNodeData.update  1838 3.14E-04 
SerialSurveypropagation.<clinit>  533 1.94E-04 
EdgeData.<init>  847 6.02E-05 
ClauseNodeData.getMaxNumLits  1245 1.79E-06 
NodeData.<clinit>  824 4.02E-04 
EdgeData.<clinit>  856 2.40E-04 
FactorGraph.purgeMarkedClauses  1228 0.006451399 
ClauseNodeData.setMaxNumLits  791 2.10E-05 
ClauseNodeData.isMarkedForRemoval  1827 2.68E-06 
InputParameters.Read  672 0.6377377 
VarNodeData.<init>  804 1.22E-04 
NodeData.<init>  804 4.51E-05 
FactorGraph.<init>  669 3.79E-05 
FactorGraph.getNumVars  1245 7.19E-04 
FactorGraph.purgeFrozenVar  1842 5.81E-04 
FactorGraph.getVarValue  715 0.00455498 
ClauseNodeData.markForRemoval  1842 3.57E-06 
FactorGraph.getNumClauses  1244 7.05E-04 
ClauseNodeData.<init>  843 7.27E-05 
VarNodeData.computePi  1828 4.86E-05 
FactorGraph.updateAllVarNodes  1828 0.119279949 
FactorGraph.getResult  1260 1.96E-05 
ClauseNodeData.computeEetaAndHMaxAllI  1838 2.71E-04 
FactorGraph.getNodeIterator  1828 1.03E-05 
FactorGraph.readIn  1894 0.685074143 
VarNodeData.computeHMaxAndFreeze  1828 2.99E-05 
SerialSurveypropagation.process  1782 603.0050632 
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VarNodeData.update  1828 5.85E-05 
VarNodeData.computeWiDiff  1827 2.51E-04 
FactorGraph.removeClauseNode  1840 3.77E-04 
Table B-2 Survey Propagation Application method-level MU and T metrics profiled values  
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