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ABSTRACT 
First steps in the algebraic invariant theory of vector-valued bilinear and 
sesquilinear forms are made. In particular, explicit formulas for generators of all 
invariant rational functions for such forms are derived. These formulas, and cer- 
tain analogues, have applications to the geometry of Riemannian submanifolds, 
distributions, and CR structures. 
1. INTRODUCTION 
The second fundamental form at a point of a Riemannian submanifold 
is a symmetric bilinear vector-valued form; the obstruction to the integra- 
bility of a distribution on a manifold is measured by a skew-symmetric 
bilinear vector-valued form; the Levi form at a point of a CR manifold is 
a Hermitian sesquilinear vector-valued form. Algebraic invariants of these 
forms, evaluated at each point of the manifold, give rise to global geometric 
invariants. In Riemannian geometry and the theory of distributions, these 
new invariants should prove to be related to the standard invariants in inter- 
esting ways. In higher-codimensional CR geometry, there are no standard 
invariants: these new invariants are the best that are presently available. 
Before geometric applications can be made, the basic algebraic invari- 
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ant theory must be understood. Hence this paper. We describe a set of 
generators for the invariant rational functions of a bilinear (Theorem 1) 
or sesquilinear (Theorem 2) vector-valued form. Since the bilinear case 
is slightly easier, we examine it first (Section 3), and then adapt the ar- 
gument to the sesquilinear case (Section 4). Specialization to symmetric, 
skew-symmetric, and Hermitian forms is straightforward. These two main 
sections are preceded by a summary of some basic facts and notation (Sec- 
tion 2) and followed by a brief discussion of several open questions (Sec- 
tion 5). Our principal results are given in terms of coordinates to facilitate 
explicit computations and geometric applications. Their proofs use stan- 
dard multilinear algebra and very basic representation theory, along with 
some central results of classical invariant theory, which we restate in the 
precise form we need. No background in invariant theory is presupposed. 
Although pairs of real symmetric or Hermitian forms are dealt with 
in standard texts, there does not seem to be any modern literature on 
vector-valued forms in general. The closest analogue is the invariant theory 
of n x n matrices, which has been well studied (e.g., see [2] and [lo]), 
but different group actions are involved, and significant links between the 
two areas are not apparent. From the standpoint of classical invariant 
theory, the problem of finding invariants of vector-valued forms can be 
subsumed under the more general theory of combinants (see pp. 254-265 
of [8] for details and further references). However, since the nineteenth- 
century literature on combinants is accessible only to those familiar with the 
classical techniques (especially the symbolic method), we shall not exploit 
this connection, except to mention that the approach used in this paper 
can easily be extended to combinants in general, should anyone care to 
resuscitate this classical topic. 
2. SOME BASIC FACTS AND DEFINITIONS 
(a) Invariant Theory 
Let V be a vector space acted on linearly by the group G; the field 
of scalars K may be either W or @. A function f : V -+ K is a relative 
invariant of weight x if f (gv) = x(g) f (v) for all g E G and v E V, where 
x is a K-valued abelian character of G (i.e., x : G + K - (0) is a homo- 
morphism). If x is the trivial character, then f (gv) = f(v), and f is called 
an absolute invariant. When the weight is of no concern, we shall speak 
simply of an invariant. 
The following facts are well known (e.g., see [l, pp. 5-91): 
(1) Every rational invariant is the quotient of polynomial invariants. 
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(2) Each homogeneous component of a polynomial invariant is itself in- 
variant. 
(3) The invariant homogeneous polynomials of degree T are determined 
by the invariant r-linear functions on the r-fold Cartesian product Vx’ = 
v x v x 3.. x V. (For convenience, we shall abuse terminology and call 
such functions r-linear functions on V.) 
(4) An invariant r-linear function on V is equivalent to an invariant 
linear function on the r-fold tensor product V@” = V @ V @ . . . 8 V. 
The actions of G on Vx’ and V@’ implicitly referred to in (3) and (4) are 
induced in the obvious way by the action of G on V: 
dvl,v2,. ..,v~-) = (gwl,gvz, . . ..gv..) and 
S(Vi @J us 8 . . * 8 v,) = gv1 8 gv2 @ . . .@ gv,. 
Our goal is to find generators for the rational functions that arise in 
connection with the invariant theory of a bilinear or sesquilinear vector- 
valued form. In light of (1) and (2), it suffices to find, for each positive 
integer r, a spanning set for the vector space of invariant homogeneous 
polynomials of degree r. This is done in Theorems 1 and 2. The proofs of 
these theorems rely heavily on (3) and (4). 
(b) Indicial Conventions 
For any positive integer m, the permutation symbol &iz”‘im is defined 
as usual to equal 1 (-1) if iiri2,...,im is an even (odd) permutation of 
1,2,.  . , m, and to equal 0 otherwise. We introduce a shorthand for prod- 
ucts of d such symbols (where d is some positive integer). The product 
&...i,+.+l...iZm . . . .&m - m + l.,.idm will be written $(m, dm, 1). The final 
1 stands for the identity element of the permutation group Sdm. More 
generally, for any permutation 0 E S&,, the product 
&7(l)-c7(m)E&I+ l)...G(2,) . . . &+h- m+ l)...c+hn) 
will be written $(m,dm,o). The symbols siliz...i,,, and cl(rn, dm,a) are 
defined similarly. 
The Einstein summation convention will always be in force: whenever 
an index occurs both as a subscript and as a superscript in the same term 
of an expression, summation is indicated. 
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3. BILINEAR FORMS 
Let V and W be vector spaces of dimensions n and c respectively over 
the field of scalars K (which is either R or C), and let G be the group 
Aut(V) x Am(W). Th e i mear maps from V x V to W constitute a b’l’ 
vector space Bil(V, W) isomorphic to the vector space V* @ V* @ W. The 
obvious action of G on V* CTJ V* 8 W determines an equivalent linear action 
on Bil(V, W): 
gb(s, y) = pb(a+c, a-ly) for all g=(e,p)EG, 
b E Bil(V, W), and z, y E V. 
Another way to arrive at this action is to insist that gb be defined so that 
the following diagram commutes: 
b 
vxv --+ w 
axa 1 1 P 
vxv + w 
gb 
The chief result of this section is Theorem 1, which describes generators 
for the invariants of this action of G on Bil(V, W). 
A form b E Bil(V, W) is symmetric [skew-symmetric] if b = bT [-bT], 
where b*(z, y) = b(y, ) f z or all z, y E V. The symmetric [skew-symmetric] 
forms constitute a G-invariant irreducible subspace of Bil(V, W), denoted 
by Sym(V, W) [Skew(V, W)]. The maps 7r: b --+ +(b + bT) and 7~‘: b --) 
$~s;~~~a~ject Bil(V, W) onto Sym(V, W) and Skew(V, W) respectively; 
Bil(V, W) = Sym(V, W) $ Skew(V, W). 
By restriction, an invariant defined on Bil(V, W) determines an invariant 
on Sym(V, W). Moreover, every invariant on Sym(V, W) is obtainable in 
this way: if f is an invariant on Sym(V, W), then f o 7r is an invariant 
on Bil(V, W) that restricts to f. Similar remarks apply to Skew(V, W). 
Consequently, once we have a set of generators for invariants of bilinear 
forms, we can obtain sets of generators for invariants of symmetric or skew- 
symmetric forms by restriction. (Of course, the restriction of a nontrivial 
invariant may vanish identically. However, in this paper we are interested 
primarily in completeness and defer all issues of economy.) Therefore, we 
proceed by studying invariants of bilinear forms. 
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The introduction of coordinates facilitates the description of invariants. 
Thus, let el, e2,. . . , e, and ji, j2,. . . , jc be bases of V and W, and let 
e1 e2 . . 1 en and j’, j2,. . . , j” be the dual bases of V* and W*. Each 
automorphism a E Aut(V) determines a matrix A = (A:) in Gl(n, K) such 
that Uek = Aiej. Similarly, each automorphism p E Aut(W) determines a 
matrix P = (Pi) in Gl(c, K) such that pfk = Pl jj. Finally, each W-valued 
bilinear form b E Bil(V, W) determines a c-tuple of scalar bilinear forms 
(b’ , b2, . . . , bC), where b* = j” o b; in turn, each scalar form b* determines 
an n x n matrix Ba’, where Byk = b”(ej, ek). In terms of these coordinates, 
the action of G on Bil(V, W) ’ is iven as follows: if d = (a,p)b then g‘ 
Djgc = Pp”(A-l);(A-l);B;s. 
Using the preceding notation in conjunction with the indicial conven- 
tions of Section 2, we can describe a set of generators for the invariants of 
bilinear forms. 
THEOREM 1 (First fundamental theorem for vector-valued bilinear 
forms). Let r be a positive integer. 
(1) There exist nonzero homogeneous invariants of degree r on Bil( V, W) 
only if 2r is divisible by n and r is divisible by c. 
(2) Suppose that 2r = nu and r = cu, where u and v are positive 
integers. Given permutations CY E 572, and 71 E S,, define a polynomial j; 
on Bil(V, W) as follows: 
Each such polynomial is a relative invariant of weight x, where x : (a,~) -+ 
(det u)-2”(detp)“. 
More generally, a homogeneous polynomial of degree r is a relative invariant 
if and only if it is a linear combination of the various polynomials j;. In 
particular, all relative invariants of degree r have weight x. 
Proof. If V and W are real vector spaces, then every Aut(V)xAut(W)- 
invariant polynomial on Bil(V, W) can be interpreted as an Aut(C 18 V) x 
Aut(C@ W)-invariant polynomial on Bil(C@V, @@I W). Therefore, without 
loss of generality we may assume that V and W are both complex vector 
spaces. Since G acts linearly on Bil(V, W), the results outlined in Section 2 
apply. In particular, the homogeneous invariants of degree r are determined 
by the linear invariants on the r-fold tensor product Bil(V, W)@“. By ele- 
mentary linear algebra, each such linear invariant corresponds to an invari- 
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ant one-dimensional subspace of the r-fold tensor product (Bil(V, W)*)@r. 
Finally, since Bil(V, W) = V* @I V’ ~3 W, it suffices to describe all invariant 
one-dimensional subspaces of the space X = M@N, where M is the 2r-fold 
tensor product VBzr and N is the r-fold tensor product (W*)@T. 
Since the action of G on X is built up from the actions of Aut(V) on 
M and Aut(W) on N, the following specializations of well-known results 
are applicable: 
(a) M [N] has Aut(V)-invariant [Aut(W)-invariant] one-dimensional 
subspaces if and only if 2r [r] is divisible by n [cl. 
(b) Suppose that 2r = no, where u is a positive integer, let o be a 
permutation in Szr, and let 
% = &I(% 2r, a)ei, @I ei2 @ . . . go eiap. 
The vector q, is relatively invariant: indeed, if a E Aut(V) then uw, = 
(det u)~?J,. More generally, a vector u E M is relatively invariant if and 
only if it is a linear combination of the various v,. 
(c) Suppose that r = cu, where ZJ is a positive integer, let n be a 
permutation in S,., and let 
The vector WV is relatively invariant: indeed, if p E Aut(W) then pw” = 
(det p)-“w 9. More generally, a vector w E N is relatively invariant if and 
only if it is a linear combination of the various w’J. 
(d) M and N can be decomposed into irreducible subspaces 
M=Ml@Mz$... $M, and N= Nr@Nz@...@N, 
for some positive integers s and t. 
The first three statements follow easily from standard treatments of one- 
dimensional tensor representations of the general linear group (see [l, p. 21) 
or [13, Chapter IV]). They also can be derived from the fundamental the- 
orem of invariant theory for the general linear group, which is proved in 
Chapter II of [13] by means of the Capelli identities, and in $16 and 517 
of [5] by linear algebra. The final statement follows from the fact that 
every polynomial representation of the general linear group is completely 
reducible (see 541 and $42 of [14]). 
Armed with these statements, we proceed to the study of G-invariant 
one-dimensional subspaces of X = M @J N. Suppose that Y is such a 
subspace. It follows from (d) that X = @(Mi @ Nj); let rij denote the 
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projection of X onto n/r, 8 Nj. Each subspace Mi 8 Nj is G-irreducible, 
since Mi is Aut(V)-irreducible and Ni is Aut(W)-irreducible, and the vec- 
tor spaces are all complex (see [9, p. 451). Consequently, by Schur’s lemma, 
a given projection rij either vanishes identically on Y or induces an iso- 
morphism of Y with Mi @ Nj. Since Y is not the trivial subspace, not all 
of the nij can vanish. Therefore, Y is isomorphic to at least one of the 
subspaces Mi 8 Nj. Since Y is one-dimensional, both Mi and Nj must be 
one-dimensional. Therefore, (a) implies that 2r is divisible by n and r is 
divisible by c. Thus, we have proved the following statement: 
(I) X has an invariant one-dimensional subspace only if 2r is divisible 
by n and r is divisible by c. 
Now suppose that 2r = nu and T = cu, let T = {(i, j) ( dim Mi = 1 and 
dim Nj = l}, and let Xs = 63(i, j) e TM~ @ Nj. Clearly, Y 2 Xc. Moreover, 
it follows from (b) and (c) that the various vectors wu,@u?J span Xa, and also 
that if g = (a,~) is an element of G, then g acts on Xc as multiplication by 
(det a)2U(det p)-“. Therefore, every one-dimensional subspace of Xc must 
be invariant. We summarize what we have just proved as follows: 
(II) Suppose that 2r = nu and r = cu. A vector x E X is relatively 
invariant if and only if it is a linear combination of the various vectors 
v, @WV, where (T and n range through Szr and S, respectively. Moreover, 
if z is relatively invariant and g = (a,~) is an element of G, then gz = 
(det a)2”(det p)-“z. 
Statements (I) and (II), translated into the language of multilinear maps 
on Bil(V, W) by means of isomorphisms discussed earlier [such as the one 
between V* @ V* @ W and Bil(V, W)], read as follows: 
(I’) There exist invariant r-linear maps on Bil(V, W) only if 2r is divis- 
ible by n and r is divisible by c. 
(II’) Suppose that 2r = nu and T = W. Given permutations cr E Szr 
and n E S,., define an r-linear map L; on Bil(V, W) as follows: 
L;(bl, bz, . . . , b,) = EI(n, 2r, g)Edc, r, q)(h)(:i2 (b2)<,2, . . . (&If;,. _ liz,.. 
Each such map is a relative invariant of weight x. More generally, an 
linear map is a relative invariant if and only if it is a linear combination 
the various maps Lg. 
r- 
of 
Finally, parts (1) and (2) of the theorem follow from (I’) and (II’) if the 
various arguments bl, b2, . . . , b, are all replaced by a single b E Bil(V, W). 
w 
EXAMPLE. If V is two-dimensional and W is one-dimensional (n = 2 
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and c = l), a simple first-degree invariant (r = 1) can be obtained by letting 
0 be the identity permutation in ,652 (there is no freedom in choosing 71, since 
5’1 has only one element). Then 
This invariant vanishes in the symmetric case, but is nontrivial in the skew- 
symmetric case. 
To obtain a second-degree invariant(r = 2), the most obvious choice is 
to let u and q be the identity permutations in 5’~ and Sz respectively; a 
direct calculation shows that this invariant is the square of the preceding 
invariant. A more interesting invariant results by letting B be the transpo- 
sition (23) in S4: 
= &ili3&i2i4B;1i2B;& = B& - B;&i - B:,B:, + B:,B;,; 
this is, of course, just twice the determinant of the matrix Bi. 
It is worth noting here that for applications to Riemannian geometry, 
V and W are real vector spaces with fixed inner products, and one is inter- 
ested not merely in Aut(V) x Aut(W)-invariants, but in the larger class 
of O(V) x O(W)- invariants, where O(V) [O(W)] is the group of isometries 
of V [WI. A theorem analogous to Theorem 1 can be proved by the same 
technique, replacing the classical theory of invariants of the general linear 
group by the equally classical theory of invariants of the orthogonal group. 
However, the formulas are somewhat complicated, and their derivation is 
perhaps best left to a paper on Riemannian geometry. 
4. SESQUILINEAR FORMS 
Before defining a vector-valued sesquilinear form, we must first define 
conjugation on an abstract complex vector space. Let U be a complex 
vector space. A conjugation on U is a real linear automorphism C that 
satisfies the following conditions: 
(i) C is an involution-i.e., C2 is the identity map. 
(ii) C is complex antilinear-i.e., C(Xu) = XC(,) for all X E (IJ and 
u E u. 
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For convenience, we shall often write ti instead of C(u). The eigenvalues of 
C are 1 and -1; corresponding eigenvectors are called real and imaginary 
respectively; the eigenspaces are denoted Re U and Im U. The projections 
flR:U+ReUandnl:U+ImUdefinedby 
and 
establish the decomposition U = Re U $ Im U, where the summands are 
real (but not complex) vector spaces. 
Let V and W be complex vector spaces of dimensions n and c respec- 
tively; moreover, let W be equipped with a conjugation. A real bilinear map 
b: V x V --+ W is sesquilinear if b(Xz, y) = Xb(z, y) and b(z, Xy) = Xb(z, y) 
for all 2, y E V and X E Cc; it is Hermitian [skew-Hermitian] if it is sesquilin- 
ear and b(y, z) = b(z, y) [-b(z, y)] for all 5, y E V. Let Sesq(V, IV), 
Herm(V, W), and Skew(V, W) denote the spaces of sesquilinear, Hermitian, 
and skew-Hermitian forms. 
Clearly, Sesq(V, W) is a complex vector space. Given a sesquilinear 
form s, define a new sesquilinear form s* by requiring s*(z, y) = s(y, z). 
The resulting map s --f s* is a conjugation on Sesq(V, W); the real and 
imaginary subspaces are Herm( V, W) and Skew( V, W). Therefore, 
Sesq(V, W) = Herm(V, W) @ Skew(V, W) (1) 
with corresponding projections 7r : s + i(s + s*) and x’: s -+ i(s - s*). 
Let Aut(V) and Aut(W) denote the groups of complex automorphisms of 
V and W. The product group G = Aut(V) x Aut(W) acts linearly on 
Sesq(V, W by 
gs(z, y) = ps(a-5, u-l y) for all g = (a,~) E G, 
s E Sesq(V, IV), and z, y E V. 
Unfortunately, the decomposition (1) is not preserved by this action. 
However, it is preserved by the induced action of the subgroup Gw = 
Aut(V) x Autw(W), where Auto comprises all automorphisms of W 
that commute with the conjugation on W (real automorphisms for short). 
By mimicking our earlier restriction argument for symmetric forms, we 
see that even if one is interested primarily in the invariant theory of Her- 
mitian forms, it is reasonable to proceed by way of GR-invariants of gen- 
eral sesquilinear forms. [Since multiplication by i induces an isomorphism 
between Herm(V, W) and Skew(V, W), skew-Hermitian forms require no 
separate consideration.] 
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As in the bilinear case, coordinates are necessary. Thus, let ei , e2, . . . , e, 
and fl,h,... , fc be bases of V and W, and let ei, e2,. . . , en and 
f1,f2Y., f” be the dual bases of V* and W*. Moreover, assume that 
each vector fj is real: fj = fj. Each automorphism a E Aut(V) de- 
termines a matrix A E Gl(n,@) such that aelc = Aiej. Similarly, each 
automorphism p E Aut(W) determines a matrix P E Gl(c, Cc) such that 
pfk = Pl fj 7 and p E AutR(W) if and only if p E Gl(c, W). Finally, each 
W-valued sesquilinear form s E Sesq(V, W) determines a c-tuple of scalar 
sesquilinear forms (sl, s2, . . . , sc), where sa = f a o s; in turn, each scalar 
form sa determines a complex n x n matrix SO, where S$ = P(ej, ek). 
In terms of these coordinates, the action of G on Sesq(V, W) is given as 
follows: if t = (a,p)s then 
T; = P;;(A-‘):(A-‘); S$ 
THEOREM 2 (First fundamental theorem for vector-valued sesquilinear 
forms). Let T be a positive integer. 
(1) There exist nonzero homogeneous invariants of degree T on 
Sesq(V, W) only if T is divisible by both n and c. 
(2) Suppose that r = nu = cv, where u and v are positive integers. 
Given permutations g,r, n E S,, define a polynomial fl’ on Sesq(V, W) as 
follows: 
Each such polynomial is a relative invariant of weight x, where 
x : (a,~) --) (det a)-“(det a)-“(det p)“. 
More generally, a homogeneous polynomial of degree T is a relative invariant 
if and only if it is a linear combination of the various polynomials fr. In 
particular, all relative invariants of degree T have weight x. 
Proof. It is easy to verify that a polynomial on Sesq(V, W) is GR- 
invariant if and only if it is G-invariant. For technical convenience, we 
work with the full group G. In the proof of Theorem 1, a key step was the 
identification of Bil(V, W) with V* @V* @ W, which facilitated the applica- 
tion of classical results on tensor invariants. Here, a similar identification 
of Sesq(V, W) with an appropriate tensor product is fundamental; we sum- 
marize the requisite elementary material on complex structures, using the 
notation of [7, Vol. 2, p. 1171. 
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The n-dimensional complex vector space V can be viewed as a 2n- 
dimensional real space; multiplication by i determines a complex structure 
J on V-that is, J is a real automorphism with the property that -J2 is 
the identity map. The map J can be extended by complex linearity to the 
2n-dimensional complex vector space C@ V. The eigenvalues of J are i and 
-4, the corresponding eigenspaces are denoted V1>’ and T/O> ‘, and @@I’ = 
V1~o@Vo~ l. Dually, the transpose of J is a complex linear automorphism of 
(f&V)* with eigenvalues i and -4 and eigenspaces VI, 0 and VO, 1; moreover, 
(C @ V)’ = V~,O @&. The space Cc @Q V has a natural conjugation with 
the property that X @ u = X@CI w for all X E C and w E V. This conjugation 
induces a real isomorphism of V1lo and V”l l. Viewed as a complex vector 
space, V is naturally isomorphic to V1l ’ by an isomorphism that sends 2 to 
i (x-i Jz). There are uniquely defined actions of Aut(V) on V1> o and V”> 1 
which make the preceding isomorphisms Aut(V)-equivariant. If ~1,. . . , z, 
and 71,. . . , Z& are the bases of V’l” and V”> ’ corresponding to the basis 
cl,..., e, of V, and a E Aut(V), then UZk = Ajkzj and azk = Ait;. 
The verification of (1) is now straightforward. Indeed, since V is iso- 
morphic to V1> ‘, it follows that Sesq(V, W) is isomorphic to Sesq(V1vO, W). 
Moreover, if the map B : V1a ’ x V1vo -+ W is sesquilinear, then the map 
B’ : V’&’ x V’vo + W defined by the equation B’(z, y) = B(T, y) is 
bilinear; the correspondence B -+ B’ sets up an isomorphism between 
Sesq(Vl> O, W) and Bil(V”l ’ x V13 O, W). Finally, by the definition of ten- 
sor product, Bil(V”ll x V1lo, W) is isomo r p hit to (V”ll)* ~3 (V1yo)* ~3 W, 
which in turn is isomorphic to VO, 1 8 VI, 0 8 W. 
We now reason as in the proof of Theorem 1. First, we show that 
it suffices to describe all G-invariant subspaces of X = M @ N, where 
M is the 2r-fold tensor product (V”y l)@T %I (V’)‘)@” and N is the r-fold 
tensor product (W*)@‘T. Next, we consider the actions of Aut(V) and 
Aut(W) on M and N respectively, and note that the following statements 
are specializations of well-known results. (For references, see the proof 
of Theorem 1.) 
(a) M [N] has Aut(V)-invariant [Aut(W)-invariant] one-dimensional 
subspaces if and only if T is divisible by n [cl. 
(b) Suppose that T = nu, let o and r be permutations in S,., and let 
The vector Ccr @I v, is relatively invariant: indeed, a@, ~3 w,) = 
(det a)% (det E)UO, @ w, for all a E Aut(V). More generally, a vector z E M 
is relatively invariant if and only if it is a linear combination of the various 
vectors V, @ 21,. 
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(c) Suppose that r = cv, let n be a permutation in S,., and let 
wq = EK(c, r, q)fkl @ f k2 @ . . . g f”-. 
The vector w’r is relatively invariant: indeed, if p E Aut(W) then pwq = 
(det p)-” WV. More generally, a vector y E N is relatively invariant if and 
only if it is a linear combination of the various wq. 
(d) M and N can be decomposed into irreducible subspaces: 
for some positive integers s and t. The rest of the proof proceeds as in 
Theorem 1. 
??
5. CONCLUSION 
As noted in the introduction, the algebraic invariant theory of vector- 
valued forms has geometric ramifications. Theorem 2 is used in [6] to study 
CR geometry. Applications of Theorem 1 (and its orthogonal analogue) to 
the study of distributions and Riemannian geometry remain to be explored. 
Unfortunately, a great deal of computation is required. In part, this is 
because our theorems describe spanning sets for vector spaces of invariant 
homogeneous polynomials. One possible improvement would be to refine 
these spanning sets into linear bases. Swanson [12] has written a computer 
program in C that produces such a basis when given specific values of 
r,n, and c. Alternatively, one can describe these bases more elegantly 
(and find a formula for their dimension) if one obtains the one-dimensional 
invariant subspaces on which our proofs are based by using Young diagrams 
rather than permutation symbols. The expert will undoubtedly prefer this 
approach, and find it easy to modify our proofs accordingly; the interested 
novice can learn the requisite preliminaries in [3]. 
Much greater simplification would result from a further development 
of the algebraic theory. In particular, one would like to have formulas 
for a minimal set of ring generators of the ring of polynomial invariants. 
One possible way of obtaining such formulas is first to find a bound on 
the degree of the generators, and then to use some type of Grobner-basis 
argument. Also, one would like to have a second fundamental theorem 
which describes the relations satisfied by these generators. We suspect 
that Hilbert’s techniques [4], recently explained in modern language in 
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[ll], will apply. Moreover, one would like all of these results explicitly for 
symmetric, skew-symmetric, and Hermitian forms, as well as for bilinear 
and sesquilinear forms. 
Finally, there remains the fundamental question of how to tell when two 
forms are equivalent. While algebraic invariants clearly provide necessary 
conditions, it appears unlikely that they are sufficient. Additional work on 
the Hermitian case is given in [6]. 
The authors would like to thanlc Dave Witte for several help&l conver- 
sations on representation theoq. 
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