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Preface
In this thesis, we consider the boundary value problem for the Hamilton-Jacobi equation8<:u"  
b Du"
"
+G(x;Du") = 0 in 
;
u" = g" on @
;
(HJ")
and investigate the asymptotic behavior, as "! 0+, of the solution u" of (HJ").
In the above and henceforth, " > 0 is a small parameter,  > 0 is a constant, 
 is a
bounded open subset of R2 with boundary @
, G : 
  R2 ! R and g" : @
 ! R are
given functions, b : R2 ! R2 is a given vector eld, u" : 
! R is the unknown function,
and Du" and p  q denote the gradient of u" and the Euclidean inner product of p; q 2 R2,
respectively. We give the vector eld b as a Hamilton vector eld
b = (Hx2 ; Hx1)
for a given Hamiltonian H : R2 ! R, where the subscript xi indicates the dierentiation
with respect to the variable xi.
We are interested in the Hamiltonian ow
_X(t) = b(X(t)) and X(0) = x 2 R2; (1)
and with its perturbed system
_X"(t) = b(X"(t)) + "(t) and X"(0) = x 2 R2; (2)
where  2 L1(R;R2). Rescaling the time from t to t=" in (2), we obtain
_X"(t) =
1
"
b(X"(t)) + (t) and X"(0) = x 2 R2: (3)
Value functions in optimal control, which are obtained by minimizing cost functionals
subject to dynamics (like (3)), are characterized as solutions of associated partial dier-
ential equations (pdes, for short) with the dynamic programming principle. These pdes
are called Bellman or Hamilton-Jacobi-Bellman equations.
The problem (HJ") is a Dirichlet problem for the Bellman equation associated with
the optimal control problem, where the dynamics, the discount factor, the pay-o at the
exit time, and the running cost are given, respectively, by (3), , g", and the function L,
dened by
L(x; ) = sup
p2R2
f   p G(x; p)g for (x; ) 2 
 R2;
and the associated value function is a solution of (HJ"). Thus, the investigation of the
asymptotic behavior, as " ! 0+, of the solution of (HJ") may be regarded in a broad
sense as analyzing the behavior, as "! 0+, of the solution of (3), with \optimal" .
In a spirit to the above, but with a stochastic perturbation in place of a \perturbation
by optimal control", Freidlin and Wentzell in [15] have initiated the study of a stochastic
perturbation for (1) and established a convergence theorem for the solutions of the linear
second-order uniformly elliptic pde
  b Du
"
"
 u" = f(x); (4)
v
where f is a continuous function on 
. Here, a similarity of the elliptic pde above to the
pde in (HJ") is that  > 0 and G(x;Du") in (HJ") correspond, respectively, to  = 0 and
 u" f in (4). Regarding the stochastic perturbation, Ishii and Souganidis in [24] have
established a convergence theorem similar to that in [15], by pure a pde-technique, which
covers general linear second-order degenerate elliptic pdes. We also refer to [13,16{19,31]
and references therein for stochastic perturbations of Hamiltonian ows.
A typical Hamiltonian H studied in the above is given by
H(x1; x2) = x
2
1 +
1
2
(x22   1)2  
1
2
;
whose graph has the shape of the so-called double-well potential, and it has three non-
degenerate critical points at (0; 1), (0; 0), and (0; 1). In this case, the limiting functions
in the convergence results are characterized by systems of ordinary dierential equations
(odes, for short) on graphs with one node and three edges, where, roughly speaking, one
of the edges corresponds to one of the potential wells, another to the other potential well
and the last to a nite tube above the potential wells.
We emphasize that most work on stochastic perturbation of Hamiltonian ows has
studied the case where the Hamiltonian H has only non-degenerate critical points. In
that case, the number of edges at a node of the corresponding graph is at most \four"
(e.g. [14]) because H can be represented only by
H(x1; x2) = x
2
1   x22 + const:
in a neighborhood of a saddle point, that is corresponding to a node on the graph.
In this thesis, we consider the case where the Hamiltonian H has degenerate critical
points and establish a convergence theorem similar to those in [15,24] for Hamilton-Jacobi
equations (HJ") by using viscosity solution techniques such as the perturbed test function
method, introduced in [12], and representations of solutions as value functions in optimal
control. In this case, the graph on which the limiting function is dened has one node
and arbitrarily many edges depending on H. A simple example of such Hamiltonians is
given by
H(x1; x2) = (x
2
1 + x
2
2)
2   3x21x2 + x32;
which has three non-degenerate critical points at (0; 3=4), (3p3=8; 3=8), and ( 3p3=8;
3=8), and one degenerate critical point at (0; 0), and the corresponding graph has one
node and four edges.
We mention that related problems have been considered in the context of Hamilton-
Jacobi equations on networks or graphs and in the context of singular perturbations for
Bellman(-Isaacs) equations with dimension reduction of dynamics. For the latter, we
refer to [1{3]. Convergence results of approximated solutions by fattening networks or
graphs were established in [5] for Hamilton-Jacobi-Bellman equations and in [29, 30] for
non-convex Hamilton-Jacobi equations. We also refer to [4, 20, 21] and references therein
for studies of Hamilton-Jacobi equations on networks or graphs.
This thesis is organized into ve chapters. Chapters 3, 4, and 5 are based on the work
[26, 27]. In Chapter 1, we recall the denition of viscosity solutions as well as its basic
properties. In Chapter 2, we present the assumptions on the Hamiltonian H, study its
geometric properties, and introduce some typical examples of H. In Chapter 3, we dene
vi
the domain 
 and describe a basic existence and uniqueness proposition for (HJ") as well
as the assumptions on the function G. In Chapter 4, we discuss properties of solutions
of the limiting problem, which the limiting functions of solutions of (HJ") should satisfy.
In Chapter 5, we study the asymptotic behavior of solutions of (HJ") and prove the
convergence theorem.
Notation
We denote by 0 the origin (0; : : : ; 0) in Euclidean space of any dimension. For r > 0,
we denote by Br(x) and Br(x) the open and closed ball centered at x 2 Rn with radius
r, respectively. We write Br = Br(0) and Br = Br(0). For c; d 2 R, we write c _ d =
maxfc; dg and c ^ d = minfc; dg. We call a function m : [0; 1)! [0; 1) a modulus if it
is continuous, nondecreasing, and satises m(0) = 0. For A  Rn, we denote by USC(A)
and LSC(A) the set of upper and lower semicontinuous functions on A, respectively. We
write 1E for the characteristic function of the set E.
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Chapter 1
A review of viscosity solution theory
In this chapter, we recall the basic theory of viscosity solutions, which will be used in this
thesis, of
F (x; u;Du) = 0 in O; (1.1)
where O is a bounded open subset of Rn with boundary @O, F : O  R  Rn ! R
is a given continuous function, and u : O ! R is the unknown function. We refer to
[6{8,10,11,23,25,28] for more details of viscosity solution theory.
1.1 The denition of viscosity solutions
For a bounded function f : O ! R, we dene the upper semicontinuous envelope f  :
O ! R and the lower semicontinuous envelope f : O ! R by
f (x) = lim
r!0+
supff(y) j y 2 Br(x) \ Og;
f(x) = lim
r!0+
infff(y) j y 2 Br(x) \ Og:
Proposition 1.1. Let f : O ! R be bounded. Then, f  2 USC(O). Furthermore, if
f 2 USC(O), then f  = f on O.
Note that
f  =  ( f) on O:
This relation allows us to rephrase a property of upper semicontinuous envelopes as the
corresponding one of lower semicontinuous envelopes. For instance, the conclusion of the
above proposition implies as well that f 2 LSC(O), and f 2 LSC(O) if and only if f = f
on O.
Proof. Fix any x 2 O and r > 0. Then, we have
f (y)  supff(z) j z 2 B2r(x) \ Og for all y 2 Br(x) \ O:
This yields
lim sup
y!x
f (y)  supff(z) j z 2 B2r(x) \ Og;
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from which we conclude that
lim sup
y!x
f (y)  f (x);
that is, f  2 USC(O).
Next, we assume that f 2 USC(O). Fix any x 2 O and " > 0. By the denition of
upper semiconitnuous functions, there exists r > 0 such that
f(y) < f(x) + " for all y 2 O \ Br(x);
which implies that f (x)  f(x)+". By the denition of f , it is clear that f(x)  f (x).
Since x 2 O and " > 0 are arbitrary, we get
f  = f on O:
The following is the denition of viscosity solutions.
Denition 1.2. A function u : O ! R is called a viscosity subsolution (resp., supersolu-
tion) of (1.1) if u is locally bounded in O and, for any  2 C1(O) and z 2 O such that
u    attains a local maximum (resp., u    attains a local minimum) at z,
F (z; u(z); D(z))  0 (resp., F (z; u(z); D(z))  0):
A function u : O ! R is called a viscosity solution of (1.1) if u is both a viscosity
subsolution and supersolution of (1.1).
The following proposition explains the consistency of the notions of viscosity and
classical solutions.
Proposition 1.3. Let u 2 C1(O) be a classical solution of (1.1), that is, u satises
F (x; u(x); Du(x)) = 0 for all x 2 O:
Then, u is a viscosity solution of (1.1).
Proof. Fix any  2 C1(O). Assume that u    attains a local maximum or a local
minimum at z 2 O. Then, we have D(z) = Du(z) and, hence, F (z; u(z); D(z)) =
F (z; u(z); Du(z)) = 0.
Remark 1.4. If we set
F (x; r; p) =  F (x; r; p) and u (x) =  u(x);
then a function u : O ! R is a viscosity subsolution of (1.1) if and only if u  is a viscosity
supersolution of
F (x; u ; Du ) = 0 in O:
Moreover, we have (F )  = F and (u )  = u. This duality allows us to interpret
a general property for subsolutions as a corresponding one for supersoltuions and vice
versa. Thus, we mostly state our proposition in this chapter only those for subsolutions.
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Remark 1.5. (i) In Denition 1.2, we may replace \local maximum" by \strict local
maximum (and (u   )(z) = 0)" by replacing the function  by
(x) = (x) + jx  zj2 (+ (u   )(z)):
(ii) We may also replace it by \maximum" or \strict maximum" by using the following
proposition.
Proposition 1.6. Let u 2 USC(O) and  2 C1(O) be such that u    attains a local
maximum at y 2 O. Then, there exists  2 C1(O) such that u    attains a maximum
at y and  =  in a neighborhood of y.
Proof. In view of (i) of Remark 1.5, we may assume that (u  )(y) = 0.
Choose r > 0 so that B2r(y)  O and u   attains a maximum at y on B2r(y). For
each x 2 O n Br(y), there exists rx > 0 such that Brx(x)  O n Br(y). Set
B = fBrx(x) j x 2 O n Br(y)g [ fB2r(y)g:
Since O = SB2B B, there exists a C1 partition of unity R for O subordinate to SB2B B.
Set
R = f 2 R j supp   B2r(y)g
and
 (x) =
X
2R
(x)(x) +
X
2RnR
M (x) for x 2 O;
where M := supsupp  u. For each x 2 O, there exists a neighborhood Vx of x such that
all but nitely many  2 R vanish in Vx. From this, we see that  2 C1(O).
Observe that if  2 R and x 2 supp , then we have u(x)  (x). Thus, we see that
 (x) 
X
2R
u(x)(x) +
X
2RnR
u(x)(x) = u(x)
X
2R
(x) = u(x) (1.2)
for all x 2 O. Observe also that (x) = 0 if x 2 Br(y) and  2 R n R and, hence,
 (x) =
X
2R
(x)(x) = (x) for all x 2 Br(y):
This and (1.2) together imply that u   attains a maximum at y.
For a function u : O ! R, we dene the superdierential D+u(x) and the subdier-
ential D u(x) at x 2 O by
D+u(x) =
(
p 2 Rn j lim sup
y!x
u(y)  u(x)  p  (y   x)
jx  yj  0
)
;
D u(x) =
(
p 2 Rn j lim inf
y!x
u(y)  u(x)  p  (y   x)
jx  yj  0
)
:
Noting that
D u(x) =  D+( u)(x) for all x 2 O;
we can also rephrase a property of superdierential as the corresponding one of subdier-
ential.
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Proposition 1.7. Let u : O ! R and x 2 O. Assume that u is dierentiable at x. Then,
D+u(x) = fDu(x)g.
Proof. It is easily seen that fDu(x)g  D+u(x) since
lim
y!x
u(y)  u(x) Du(x)  (y   x)
jx  yj = 0:
We need to show that D+u(x)  fDu(x)g. Let p 2 D+u(x). Then, we have
lim sup
!0+
u(x+ z)  u(x)  p  z

 0 for all z 2 @B1:
This yields
Du(x)  z  p  z for all @B1;
which implies that p = Du(x).
Proposition 1.8. Let u : O ! R and x 2 O. Then, p 2 D+u(x) if and only if there
exists  2 C1(O) such that D(x) = p and u   attains a local maximum at x.
Proof. Let p 2 D+u(x). Choose a modulus m and r > 0 so that Br(x)  O and
u(y)  u(x) + p  (y   x) +m(jx  yj)jx  yj for all y 2 Br(x): (1.3)
Set
(s) =
Z 2s
s
m(t) dt for s  0
and note that  2 C1([0; 1)), (0) = 0(0) = 0, and (s)  sm(s) for all s  0. Dene
the function  in O by
(y) = u(x) + p  (y   x) + (jx  yj):
Then, we have  2 C1(O) and D(x) = p. Moreover, by (1.3), we have
(u  )(y)  0 = (u  )(x) for all y 2 Br(x):
Next, let  2 C1(O) be such that D(x) = p and u    attains a local maximum at
x. Then, we have
u(y)  u(x) + (y)  (x) = u(x) +D(x)  (y   x) + o(jx  yj) as y ! x;
which shows that p = D(x) 2 D+u(x).
The following reformulation of viscosity solutions is a consequence of Proposition 1.8.
Corollary 1.9. Let u : O ! R. Then, u is a viscosity subsolution (resp., supersolution)
of (1.1) if and only if u is locally bounded in O and
F (x; u(x); p)  0 for all x 2 O and p 2 D+u(x)
(resp., F (x; u(x); p)  0 for all x 2 O and p 2 D u(x)):
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Proposition 1.10. Let u 2 O ! R. Let bO be a bounded and open subset of Rn and
 : O ! bO be a dieomorphism. Dene the function v : bO ! R by
v(y) = u( 1(y)):
Let y0 2 bO. Then, p 2 D+v(y0) if and only if pD( 1(y0)) 2 D+u( 1(y0)).
Proof. Let p 2 D+v(y0). Then, we have
v(y)  v(y0) + p  (y   y0) + o(jy   y0j) as y ! y0:
Setting x0 = 
 1(y0) and x =  1(y), we get
u(x)  u(x0)  p  ((x)  (x0)) + o(jx  x0j)
= u(x0)  pD(x0)  (x  x0) + o(jx  x0j) as x! x0;
which shows that pD(x0) 2 D+u(x0). A similar argument to the above yields the
opposite implication. The proof is complete.
As a consequence of Corollary 1.9 and Proposition 1.10, we have the following property
concerned with changes of variables.
Corollary 1.11. Let u be a viscosity subsolution of (1.1). Let bO be a bounded and open
subset of Rn and  : O ! bO be a dieomorphism. Dene the function v : bO ! R by
v(y) = u( 1(y)):
Then, v is a viscosity subsolution of
bF (y; v;Dv) = 0 in bO;
where bF (y; r; p) := F ( 1(y); r; pD( 1(y))):
1.2 The comparison principle
In this section, we assume the following assumptions.
(F1) For each (x; p) 2 O  Rn, the function r 7! F (x; r; p) is nondecreasing.
(F2) There exists a modulus m such that
jF (x; r; p)  F (y; r; p)j  m(jx  yj(1 + jpj)) for all x; y 2 O and (r; p) 2 Rn+1:
The following is a standard comparison principle for (1.1). We often say that u is
a viscosity solution of F (x; u;Du)  0 (resp.,  0) in O or u satises F (x; u;Du)  0
(resp.,  0) in O in the viscosity sense if u is a viscosity subsolution (resp., supersolution)
of (1.1).
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Theorem 1.12. Let a > 0. Let u 2 USC(O) and v 2 LSC(O) satisfy
F (x; u;Du)   a and F (x; v;Dv)  0 in O
in the viscosity sense. If u  v on @O, then u  v on O.
Proof. We argue by contradiction and suppose that maxO(u   v) > 0. Note that u   v
attains a maximum at a point in O since u  v on @O.
Let  > 1 and set
(x; y) = u(x)  v(y)  jx  yj2 for (x; y) 2 K := O O:
Let (x; y) be a maximum point over K of . Choose a divergent sequence fjgj2N 
(1; 1) so that (xj ; yj)! (x^; y^) for some (x^; y^) 2 K as j !1.
Since
0 < max
O
(u  v) = max
x2O
j(x; x)
 j(xj ; yj) = u(xj)  v(yj)  jjxj   yj j2;
(1.4)
we have
jjxj   yj j2 < maxO u+maxO ( v);
which implies that jxj   yj j ! 0 as j !1 and, hence, we see that x^ = y^.
By (1.4), we have
max
O
(u  v)  u(xj)  v(yj):
Since u; v 2 USC(O), we have
max
O
(u  v)  lim inf
j!1
(u(xj)  v(yj))
 lim sup
j!1
(u(xj)  v(yj))  u(x^)  v(x^);
which implies that x^ is a maximum point of u  v. Once again by (1.4), we have
jjxj   yj j2  u(xj)  v(yj) maxO (u  v);
from which we get
lim
j!1
jjxj   yj j2 = 0:
Since x^ is a maximum point of u v, we see that x^ 2 O. We may assume by passing to
its subsequence that xj ; yj 2 O and u(xj)  v(yj) > 0 for all j 2 N. By the viscosity
properties of u and v, we have
F (xj ; u(xj); 2j(xj   yj))   a;
F (yj ; v(yj); 2j(xj   yj))  0:
(1.5)
In these inequalities, subtracting one from the other and using (F1) and (F2), we obtain
a  F (yj ; v(yj); 2j(xj   yj))  F (xj ; u(xj); 2j(xj   yj))
 F (yj ; u(yj); 2j(xj   yj))  F (xj ; u(xj); 2j(xj   yj))
 m(jxj   yj j(1 + 2j(xj   yj))):
Sending j !1 in the above inequality, we get a  0, which is a contradiction.
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Remark 1.13. In Theorem 1.12, if, in addition, we assume that either u or v is locally
Lipschitz continuous in O, then we do not need to assume (F2). Indeed, if u in Theorem
1.12 is locally Lipschitz continuous in O, then using the same notations as those in the
proof of Theorem 1.12, we have
u(yj)  v(yj) = j(yj ; yj)
 j(xj ; yj) = u(xj)  v(yj)  jjxj   yj j2;
and, hence,
jjxj   yj j2  u(xj)  u(yj)  Cjxj   yj j;
where C > 0 is a Lipschitz bound of u. Thus, by passing to its subsequence if necessary,
we get
lim
j!1
jjxj   yj j = p for some p 2 Rn:
Sending j !1 in the inequalities (1.5), we obtain
a   F (x^; u(x^); 2p)   F (x^; v(x^); 2p)  0;
which is a contradiction.
1.3 Existence results
We begin with the following proposition.
Proposition 1.14. Let F be a set of viscosity subsolutions of (1.1). Dene the function
u : O ! R by
u(x) = supfv(x) j v 2 Fg:
Assume that u is locally bounded in O. Then, u is a viscosity subsolution of (1.1).
Proof. Let  2 C1(O) and z 2 O. Assume that u    attains a strict maximum at z.
Choose r > 0 so that Br(z)  O. By the denitions of u and u, there exist sequences
fxkgk2N  Br(z) and fvkgk2N  F such that
lim
k!1
xk = z and lim
k!1
vk(xk) = u
(z):
Let yk be a maximum point over Br(z) of (vk)
 . We may assume by passing to its
subsequence that yk ! y^ for some y^ 2 Br(z) as k ! 1. Noting that vk  (vk)  u in
O for all k 2 N, we have
(u   )(z)  (u   )(yk)  ((vk)   )(yk)
 ((vk)   )(xk)  (vk   )(xk);
from which we deduce that
lim
k!1
(vk)
(yk) = lim
k!1
u(yk) = u(z):
Combining this and the upper semicontinuity of u yields
(u   )(y^)  lim
k!1
(u   )(yk) = (u   )(z);
7
which implies that y^ = z since z is a strict maximum of u   .
Thus, if k is suciently large, then yk 2 Br(z) and the viscosity property of vk yields
F (yk; (vk)
(yk); D(yk))  0:
Therefore, sending k !1 in this inequality, we get
F (z; u(z); D(z))  0:
In view of Remark 1.4, we have the counterpart of this proposition for viscosity su-
persolutions.
Proposition 1.15. Let F be a set of viscosity supersolutions of (1.1). Dene the function
u : O ! R by
u(x) = inffv(x) j v 2 Fg:
Assume that u is locally bounded in O. Then, u is a viscosity supersolution of (1.1).
The following construction of viscosity solutions is called Perron's method.
Theorem 1.16. Let f and g be a viscosity subsolution and supersolution of (1.1), respec-
tively. Assume that f  g in O. Set
F = fv(x) j v is a viscosity subsolution of (1.1) such that f  v  g in Og:
Dene the function u : O ! R by
u(x) = supfv(x) j v 2 Fg:
Then, u is a viscosity solution of (1.1).
Proof. Note that F 6= ; since f 2 F . It is clear that f  u  g in O and, hence, u is
locally bounded in O. Thus, by Proposition 1.14, we see that u is a viscosity subsolution
of (1.1).
Now, it is enough to show that u is a viscosity supersolution of (1.1). We argue by
contradiction and suppose that u is not a supersolution of (1.1). Thus, we may assume
that there exist  2 C1(O) and z 2 O such that u    attains a strict minimum at z,
(u   )(z) = 0, and
F (z; u(z); D(z)) < 0: (1.6)
Noting that u  g in O, we have u(z)  g(z). Suppose that u(z) = g(z). Then,
since (x) < g(x) if x 6= z, we see that g    attains a strict minimum at z. By (1.6),
we have
F (z); g(z); D(z)) < 0;
which contradicts the viscosity property of g. Thus, we get (z) = u(z) < g(z).
Set a > 0 so that (g   )(z) > a. By the lower semicontinuity of g   , there exists
r > 0 such that Br(z)  O and
(g   )(x) > a
2
for all x 2 Br(z): (1.7)
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By the continuity of F , we may assume by replacing r by a smaller positive one that
F (x; (x) + t;D(x)) < 0 for all (x; t) 2 Br(z) [0; r]: (1.8)
Set
m = min
Br(z)nBr=2(z)
(u   ):
Since u    attains a strict minimum at z and (u   )(z) = 0, we see that m > 0. Set
" = a
2
^ r ^m and dene v : O ! R by
v(x) =
(
maxfu(x); (x) + "g for x 2 Br(z);
u(x) for x 62 Br(z):
By (1.8), we see that + " is a classical subsolution of (1.1) in Br(z) and, hence, it is
a viscosity subsolution of (1.1) in Br(z). Moreover, by Proposition 1.14, we see that v is
a viscosity subsolution of (1.1) in Br(z). Noting that
"  m  (u   )(x)  (u  )(x) for all x 2 Br(z) nBr=2(z);
we have
v(x) = u(x) for all x 2 O n Br=2(z);
from which we deduce that v is a viscosity subsolution of (1.1) in OnBr=2(z). Thus, since
O = Br(z) [ (O nBr=2(z)), we see that v is a viscosity subsolution of (1.1) in O.
Combining (1.7) and the inequality f  u  g in O, we have f  v  g in O, which
shows that v 2 F . By the denition of u, we have v  u in O and, hence, v  u in O.
On the other hand, we have
v(z) = maxfu(z); (z) + "g = (z) + " > u(z);
which is a contradiction.
1.4 Stability properties
For a uniformly bounded family ff"g"2(0; 1) of functions on O, we dene the upper relaxed
limit f+ : O ! R and the lower relaxed limit f  : O ! R, as "! 0+, by
f+(x) = lim
r!0+
supff"(y) j y 2 Br(x) \ O; " 2 (0; r)g;
f (x) = lim
r!0+
infff"(y) j y 2 Br(x) \ O; " 2 (0; r)g:
Proposition 1.17. Let ff"g"2(0; 1) be a uniformly bounded family of functions on O.
Then, f+ 2 USC(O) and f  2 LSC(O).
We omit the proof of this proposition since it is similar to that of Proposition 1.1.
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Remark 1.18. In the denition of f+ (resp., f ), we may replace f" by (f") (resp.,
(f")), that is,
f+(x) = lim
r!0+
supf(f")(y) j y 2 Br(x) \ O; " 2 (0; r)g;
(resp., f (x) = lim
r!0+
inff(f")(y) j y 2 Br(x) \ O; " 2 (0; r)g):
(1.9)
Indeed, for any x 2 O and r 2 (0; 1=2), we have
(f")
(y)  supff"0(z) j z 2 B2r(x) \ O; "0 2 (0; 2r)g
for all y 2 Br(x) \ O and " 2 (0; r). This yields
lim
r!0+
supf(f")(y) j y 2 Br(x) \ O; " 2 (0; r)g  f+(x) for all x 2 O:
The opposite inequality is directly obtained by the denition of f+. Thus, we get (1.9).
Proposition 1.19. Let ff"g"2(0; 1) be a uniformly bounded family of functions on O.
Assume that f+ = f  on O. Then, f" ! f := f+ = f  2 C(O) uniformly on O as
"! 0+.
Proof. By Proposition 1.17, it is easily seen that f 2 C(O).
Let y" be a maximum point over O of (f")   f and set
M" = ((f")
   f)(y"):
Since ff"g"2(0; 1) is uniformly bounded on O, we see that fM"g"2(0; 1) is also bounded.
Choose a sequence f"jgj2N  (0; 1), converging to zero, so that
lim
j!1
M"j = lim sup
"!0+
M" and lim
j!1
y"j = y^ for some y^ 2 O:
By (1.9), we have
lim
j!1
(f"j)
(y"j)  f+(y^);
from which we get
lim sup
"!0+
M" = lim
j!1
M"j
= lim
j!1
((f"j)
   f)(y"j)  f+(y^)  f(y^) = 0:
(1.10)
An argument similar to the above yields
lim sup
"!0+
max
O
(f   (f")) = 0:
Combining this and (1.10) implies that f" ! f uniformly on O as "! 0+.
Proposition 1.20. Let fu"g"2(0; 1) be a locally uniformly bounded family of functions in
O. Assume that u" ! u locally uniformly in O as "! 0+. Then, u+ = u and u  = u
in O.
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Proof. We give a proof only for u+ since the other can be shown similarly.
Fix any x 2 O and  > 0. Then, there exists r 2 (0; 1) such that Br(x)  O and
ju(y)  u"(y)j <  for all y 2 Br(x) and " 2 (0; r):
This yields
supfu(y) j y 2 Br(x)g  supfu"(y) j y 2 Br(x); " 2 (0; r)g+ :
Therefore, sending r ! 0+ in this inequality, we obtain
u(x)  u+(x) + ;
which shows that u  u+ in O since x 2 O and  > 0 are arbitrary. An argument similar
to the above yields the opposite inequality. The proof is complete.
Theorem 1.21. Let fF"g"2(0; 1)  C(ORRn). Assume that F" ! F locally uniformly
in ORRn as "! 0+. Let fu"g"2(0; 1) be a locally uniformly bounded family of functions
in O. Assume that, for each " 2 (0; 1), u" is a viscosity subsolution of
F"(x; u"; Du") = 0 in O:
Then, u+ is a viscosity subsolution of (1.1).
Proof. Let  2 C1(O) and z 2 O. Assume that u+    attains a strict maximum at z.
Select r > 0 so that Br(z)  O. Choose sequences f"jgj2N  (0; 1), converging to zero,
and fxjgj2N  Br(z) so that
lim
j!1
xj = z and lim
j!1
u"j(xj) = u
+(z):
Let yj be a maximum point over Br(z) of (u"j)
   . Then, we have
((u"j)
   )(yj)  ((u"j)   )(xj)  (u"j   )(xj): (1.11)
We may assume by passing to its subsequence that yj ! y^ for some y^ 2 Br(z) as j !1.
Note that
lim sup
j!1
(u"j)
(yj)  u+(y^):
Combining this and (1.11) yields
(u+   )(y^)  lim sup
j!1
((u"j)
   )(yj)
 lim inf
j!1
((u"j)
   )(yj)  (u+   )(z);
which implies that
y^ = z and lim
j!1
(u"j)
(yj) = u+(z):
Thus, if j is suciently large, then yj 2 Br(z) and the viscosity property of u"j yields
F (yj; (u"j)
(yj); D(yj))  0:
Therefore, sending k !1 in this inequality, we get
F (z; u+(z); D(z))  0:
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The following is a consequence of Proposition 1.20 and Theorem 1.21.
Corollary 1.22. Let fF"g"2(0; 1)  C(ORRn) and let fu"g"2(0; 1) be a locally uniformly
bounded family of functions in O. Assume that F" ! F and u" ! u locally uniformly in
O  R Rn and in O, respectively, as "! 0+. Assume that, for each " 2 (0; 1), u" is a
viscosity solution of
F"(x; u"; Du") = 0 in O:
Then, u is a viscosity solution of (1.1).
1.5 Dierential inequalities in the viscosity sense
We begin with the following one-dimensional monotonicity result.
Proposition 1.23. Let u 2 USC((0; T )), with T > 0, satisfy
 u0  0 in (0; T )
in the viscosity sense. Then, u is nondecreasing in (0; T ).
Proof. Let s; t 2 (0; T ) be such that s < t. Select  > 0 so that s   > 0. Fix any " > 0
and set
"() = u()  "
   s+  for  2 (s  ; t]:
Note that there is a point t^ 2 (s  ; t] such that " attains a maximum over (s  ; t] at
t^. Suppose that t^ < t. Then, the viscosity property of u yields "=(   s+ )2  0, which
is a contradiction. Thus, we have t^ = t and, hence,
"()  "(t) for all  2 (s  ; t]:
Sending "! 0+ and taking  = s in this inequality, we get u(s)  u(t).
In what follows, we generalize this result to a higher dimension.
Proposition 1.24. Let u 2 USC(O) satisfy
  @
@x1
u  0 in O
in the viscosity sense. Let z 2 Rn 1 be such that the set
Oz = fx1 2 R j (x1; z) 2 Og:
is nonempty. Dene the function uz : Oz ! R by
uz(x1) = u(x1; z):
Then, uz satises
 u0z  0 in Oz
in the viscosity sense.
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Proof. Let  2 C1(Oz) and x^1 2 Oz. Assume that uz    attains a strict maximum at
x^1. Set x^ = (x^1; z) and choose r > 0 so that Br(x^)  O. We may assume that   1 on
[x^1   r; x^1 + r].
Set
'"(x) = (x1)

1 +
j(x2; : : : ; xn)  zj2
"

for (x; ") 2 O  (0; 1):
Let x" = (x"1; z
") be a maximum point over Br(x^) of u '". Choose a sequence f"jgj2N 
(0; 1), converging to zero, so that (x
"j
1 ; z
"j)! (x1; z) for some (x1; z) 2 Br(x^) as j !1.
Then, we have
u(x"j)  '"j(x"j) = u(x"j)  (x"j1 )  (x"j1 )
jz"j   zj2
"j
 u(x^)  '(x^) = uz(x^1)  (x^1):
(1.12)
Since (x
"j
1 )  1, by (1.12), we have
jz"j   zj2
"j
 u(x"j)  (x"j1 ) + (x^1)  uz(x^1);
which implies that z = z and
lim sup
j!1
jz"j   zj2
"j
=  for some   0:
Once again by (1.12), we have
uz(x^1)  (x^1)  lim sup
j!1

u(x"j)  (x"j1 )  (x"j1 )
jz"j   zj2
"j

 u(x1; z)  (x1)  (x1)  uz(x1)  (x1);
which shows that x1 = x^1 since x^1 is a strict maximum of uz   , and, moreover, we see
that  = 0.
Thus, j is suciently large, then x"j 2 O and the viscosity property of u yields
  @
@x1
'(x"j) =  0(x"j1 )

1 +
jz"j   zj2
"j

 0:
from which we get  0(x^1)  0. The proof is complete.
Proposition 1.25. Let  2 C1(O;Rn) and let Y (s; x) be the solution of
_Y (s) = (Y (s)) and Y (0) = x 2 O:
Denote by Ix the maximal interval on which Y (s; x) exists. Assume that u 2 USC(O)
satises
 Du    0 in O
in the viscosity sense. Then, we have
u(Y (s; x))  u(Y (t; x)) (1.13)
for all x 2 O and s; t 2 Ix such that s  t.
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Proof. Let z 2 O. Now, if (z) = 0, then Y (s; z)  z and (1.13) is obvious. Thus, we
may assume that (z) 6= 0. We may also assume that z = 0 and (0) = (1(0); 0; : : : ; 0).
Let y = (x) be a dieomorphism dened near the origin by
 1(y1; : : : ; yn) = Y (y1; (0; y2; : : : ; yn)):
Noting that pD( 1(y))  ( 1(y)) = p1 for all p 2 Rn, thanks to Corollary 1.11,
v(y) := u( 1(y)) is a viscosity solution of
  @
@y1
v  0
near the origin. By Proposition 1.24, we see that v0(y1) := v(y1; 0; : : : ; 0) is a viscosity
solution of
 v00  0
near the origin. Moreover, by Proposition 1.23, we have v0(s)  v0(t) for all s  t with
jsj; jtj suciently small, that is,
v(s; 0; : : : ; 0)  v(t; 0; : : : ; 0):
This is the same as
u(Y (s; 0))  u(Y (t; 0)) (1.14)
for all s  t with jsj; jtj suciently small. A simple continuation argument shows that
(1.14) is satised for all s; t 2 I0 such that s  t.
1.6 Lipschitz continuity and generalized solutions
In this section, we assume the following assumption.
(F3) For each (x; r) 2 O  R, the function p 7! F (x; r; p) is convex in Rn.
A locally Lipschitz continuous function u in O satisfying
F (x; u(x); Du(x))  0 for a.e. x 2 O
is called a generalized subsolution of (1.1).
The following proposition explains about the relationship between generalized and
viscosity subsolutions.
Proposition 1.26. Let u be a locally Lipschitz continuous function in O. Then, u is a
viscosity subsolution of (1.1) if and only if u is a generalized subsolution of (1.1).
Proof. Let u be a viscosity subsolution of (1.1). Due to Rademacher's theorem, u is
dierentiable almost everywhere in O. By Proposition 1.7 and Corollary 1.9, if u is
dierentiable at y 2 O, then D+u(y) = fDu(y)g and F (y; u(y); Du(y))  0. Hence, we
see that F (x; u(x); Du(x))  0 for a.e. x 2 O.
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Next, let u be a generalized subsolution of (1.1). Fix any y 2 O and choose r > 0 so
that B2r(y)  O. By the Lipschitz continuity of u, there exists a constant C > 0 such
that
ju(x)j  C and jDu(x)j  C for a.e. x 2 B2r(x):
Choose a modulus m of F on B2r  [ C; C] BC .
Set
u"(x) = "  u(x) for x 2 Br(y) and " 2 (0; r);
where "(z) := "
 1(z=") and  2 C1(Rn) is a standard mollication kernel with supp  
B1.
For any x 2 Br(y), we compute
0  "  F (; u(); Du())(x)
=
Z
B"(x)
"(x  z)F (z; u(z); Du(z)) dz

Z
B"(x)
"(x  z)(F (x; u(x); Du(z)) m("+ C")) dz
 F (x; u(x); " Du(x)) m("+ C")
= F (x; u(x); Du"(x)) m("+ C"):
Here, we have used Jensen's inequality in the fourth inequality. Moreover, we have
ju(x)  u"(x)j 
Z
B"(x)
ju(x)  u(z)j"(x  z) dz  C";
from which we get
F (x; u"(x); Du"(x))  m("+ C") +m(C") for all x 2 Br(y): (1.15)
Since u" 2 C1(Br(y)), it satises (1.15) in the viscosity sense. Therefore, noting that
u" ! u uniformly in Br(y) and m("+ C") +m(C")! 0 as "! 0+, we see by Corollary
1.22 that u is a viscosity subsolution of (1.1) in Br(y). Since y 2 O is arbitrary, the proof
is complete.
As a consequence of Proposition 1.26, we have the following stability with respect to
the \opposite" lattice operation (cf. Proposition 1.14).
Corollary 1.27. Let v and w be locally Lipschitz continuous viscosity subsolutions of
(1.1). Dene the function u : O ! R by
u(x) = v(x) ^ w(x):
Then, u is a viscosity subsolution of (1.1).
Next, we give a necessary and sucient condition for the Lipschitz continuity of vis-
cosity solutions.
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Proposition 1.28. Let R > 0 and C > 0. Let u 2 USC(BR). Then, u satises
jDuj  C in BR
in the viscosity sense if and only if u is Lipschitz continuous in BR with C being a Lipschitz
bound.
Proof. Let u satisfy jDuj  C in BR in the viscosity sense. Fix any z 2 BR and choose
r > 0 so that B4r(z)  BR. Fix any y 2 Br(z). Choose a function f 2 C1([0; 3r)) so that
f(t) = t for all t 2 [0; 2r]; f 0(t)  1 for all t 2 [0; 3r); and lim
t!3r 
f(t) =1:
Fix any " > 0 and set
(x) = u(y) + (C + ")f(jx  yj) for x 2 B3r(y):
Now, we claim by contradiction that
u(x)  (x) for all x 2 B3r(y) (1.16)
and thus suppose that supB3r(y)(u  ) > 0. Since
(u  )(y) = 0 and lim
dist(x;@B3r(y))!0
(u  )(x) =  1;
there exists a point  2 B3r(y)nfyg such that u  attains a maximum at . The viscosity
property of u yields
C  jD()j = (C + ")f 0(j   yj)  C + ";
which is a contradiction. Thus, we get (1.16) and, hence
u(x)  u(y)  (C + ")jx  yj for all x 2 B2r(y):
Since " > 0 is arbitrary and if x; y 2 Br(z), then x 2 B2r(y) and y 2 B2r(x), we have
u(x)  u(y)  Cjx  yj for all x; y 2 Br(z):
By symmetry, we obtain
ju(x)  u(y)j  Cjx  yj for all x; y 2 Br(z): (1.17)
Fix any x; y 2 BR and set
l = f(1  t)x+ ty j t 2 [0; 1]g and  = 1
4
minfR  jxj; R  jyjg:
Choose a nite sequence fzigNi=1  l so that z1 = x, zN = y,
jzi   zi+1j <  for all i 2 f1; : : : ; N   1g; and
N 1X
i=1
jzi   zi+1j = jx  yj:
Since B4(zi)  BR, by (1.17), we have
ju(zi)  u(zi+1)j  Cjzi   zi+1j for all i 2 f1; : : : ; N   1g;
from which we get
ju(x)  u(y)j 
N 1X
i=1
ju(zi)  u(zi+1)j  C
N 1X
i=1
jzi   zi+1j = Cjx  yj:
The opposite implication is clearly obtained by Proposition 1.26. Thus, we complete
the proof.
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Chapter 2
The Hamiltonian H
2.1 Assumptions on Hamiltonians H and geometric
properties
We study here the geometry of Hamiltonians H satisfying the following assumptions.
(H1) H 2 C2(R2) and limjzj!1H(z) =1.
(H2) H has exactly N , where N  2, critical points zi 2 R2, with i 2 f0; 1; : : : ; N   1g,
and attains local minimum at zi, with i 2 f1; : : : ; N   1g.
Throughout this section, we always assume (H1), (H2), and, without loss of generality,
z0 = 0 and H(0) = 0: (2.1)
In this thesis, we write X(t; x) for the solution of
_X(t) = b(X(t)) and X(0) = x 2 R2;
which is called the Hamiltonian ow and it satises
H(X(t; x)) = H(x) for all (t; x) 2 R R2;
and write Y (s; x) for the solution of
_Y (s) =
DH(Y (s))
jDH(Y (s))j2 and Y (0) = x 2 R
2;
which exists as far as DH(Y (s; x)) 6= 0 and satises
H(Y (s; x)) = H(x) + s:
Also, we write
I0 = f0; 1; : : : ; N   1g; I1 = f1; : : : ; N   1g;
Z0 = fzi j i 2 I0g; Z1 = fzi j i 2 I1g:
In this section, we will see that the graph of Hamiltonian H satisfying (H1), (H2),
and (2.1) has the shape of the so-called multiple-well potential with N 1 potential wells.
Indeed, we have the following theorem.
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Figure 2.1. The Hamiltonian H for N = 3
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Figure 2.2. The Hamiltonian H for N = 4
Theorem 2.1. (i) The set D0 := fx 2 R2 j H(x) > 0g is connected, and the set
fx 2 R2 j H(x) < 0g has exactly N   1 connected components D1; : : : ; DN 1 such
that zi 2 Di.
(ii) For any h > 0, the set c0(h) := fx 2 R2 j H(x) = hg is dieomorphic to circle S1.
Similarly, for any H(zi) < h < 0 and i 2 I1, the set ci(h) := fx 2 Di j H(x) = hg
is dieomorphic to S1. Furthermore, for any point x of ci(h), the Hamiltonian ow
X(t; x) is periodic and its orbit is identied with ci(h).
(iii) The sets @Di n f0g, with i 2 I1, are mutually disjoint, and each of them equals a
homoclinic orbit of the Hamiltonian ow X(t; x), which has the homoclinic point at
0.
(iv) The set @D0 equals the set fx 2 R2 j H(x) = 0g. Furthermore, it also equals the
union of @Di with i 2 I1.
For example, the graph of H satisfying (H1), (H2), and (2.1) is shaped like Fig. 2.1
if N = 3 and like Fig. 2.2 if N = 4. Consequently, we will see that if N 6= 3, the origin
0 is just a degenerate critical saddle point of Hamiltonian H, while if N = 3, it may be a
non-degenerate one.
In what follows, we present the proof of the above theorem.
Proposition 2.2. The set D0 is connected.
Proof. We show that D0 is arcwise connected.
Fix any x; y 2 D0. Note that Y (s; x) and Y (s; y) stay in D0 for all s  0 and
lim
s!1
H(Y (s; x)) = lim
s!1
H(Y (s; y)) =1;
which implies that
lim
s!1
jY (s; x)j = lim
s!1
jY (s; y)j =1:
Since
lim
jzj!1
H(z) =1;
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there exists R > 0 such that
R2 nBR  D0:
It is obvious that R2 nBR is arcwise connected. We may choose  > 0 so that
Y (; x); Y (; y) 2 R2 nBR:
Thus, there exists a continuous curve  : [0; 1] ! D0 such that (0) = x and (1) = y,
and we conclude that D0 is arcwise connected, which implies that D0 is connected.
Given h 2 R and  2 R2, we consider the initial value problem
_(s) = Fh((s)) and (0) = ;
the solution of which will be denoted by h(s; ), where
Fh(x) =  (H(x)  h) DH(x)
1 + jDH(x)j2 ;
and  is an increasing, bounded, and continuously dierentiable function in R such that
(0) = 0. The function Fh is a C
1, bounded, and locally Lipschitz continuous function in
R2 and, hence, h(s; ) is well-dened (i.e., exists uniquely) for any s 2 R.
It is easily seen (see the proof of Lemma 2.3 below) that if H()  h (resp., H()  h),
then H(h(s; ))  h (resp., H(h(s; ))  h) for all s  0.
Lemma 2.3. Let h 2 R and  2 R2. Assume that
h > min
x2R2
H(x):
(i) If H() = h, then H(h(s; )) = h for all s  0.
(ii) If H() > h,
DH(x) 6= 0 for all x 2 R2 such that h < H(x)  H();
and t > s  0, then
H(h(s; )) > H(h(t; )) > h;
and
lim
s!1
H(h(s; )) = h:
(iii) Similarly, if H() < h,
DH(x) 6= 0 for all x 2 R2 such that H()  H(x) < h;
and t > s  0, then
H(h(s; )) < H(h(t; )) < h;
and
lim
s!1
H(h(s; )) = h:
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Proof. (i) Assume that H() = h. The function (s)   satises
_(s) = 0 = Fh((s)) and (0) = 
and, therefore,
h(s; ) =  and H(h(s; )) = H() = h for all s  0:
(ii) Next, set (s) = h(s; ) and observe that
d
ds
H((s)) = DH((s))  Fh((s)) =  (H((s))  h) jDH((s))j
2
1 + jDH((s))j2 : (2.2)
In view of (2.2), since
 (H()  h) jDH((s))j
2
1 + jDH((s))j2 < 0;
we see that
s 7! H((s))
is decreasing in an interval [0; s0] for some s0 > 0. We may assume that h < H((s)) <
H() for all s 2 (0; s0). Set
S = supfT > 0 j h < H((s)) < H() for all s 2 (0; T )g: (2.3)
From (2.2) and (2.3), we see that s 7! H((s)) is decreasing in [0; S).
We show that S =1. To the contrary, we suppose that S <1 and note by the mono-
tonicity and continuity that H((S)) = h. Note that, for some constant (i.e. independent
of s) C > 0,
(H((s))  h) jDH((s))j
2
1 + jDH((s))j2  C(H((s))  h) for all s 2 (0; S):
Setting
 (s) = H((s))  h for s 2 [0; S];
in view of (2.2), we have
j _ (s)j  C (s) for all s 2 (0; S):
This implies that
d
ds
( eCs) = eCs( _ + C )  0;
and, hence,
0   (S)eCS    (0) =   (0) = h H() < 0;
which is a contradiction. Thus, we conclude that S = 1 and that s 7! H((s)) is
decreasing in [0; 1) and (s) > h for all s  0.
Next, we show that
lim
s!1
H((s)) = h:
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Since s 7! H((s)) is decreasing in [0; 1) and H((s)) > h for all s  0, the limit
h = lim
s!1
H((s))
exists and satises h  h < H(). If h > h, then (2.2) implies that, for some " > 0,
d
ds
H((s)) <  " for all s  0;
and, hence,
lim
s!1
H((s)) =  1;
which is impossible and shows that h = h.
Assertion (iii) can be proved as in the proof of (ii).
Proposition 2.4. We have H(zi) < 0 for all i 2 I1.
Proof. Observe rst that, since H has only a nite number of critical points, every local
minimum point zi, with i 2 I1, is a strict local minimum point of H.
To the contrary, we suppose that
max
i2I1
H(zi)  0;
and choose k 2 I1 so that
H(zk) = max
i2I1
H(zi):
Since zk is a strict local minimum point of H, there exists r > 0 such that
0 62 Br(zk); min
Br(zk)
H(x) = H(zk); and min
x2@Br(zk)
H(x)   (2.4)
for some  > H(zk).
We now follow the proof of the Mountain Pass Theorem (for instance, see [9]). Fix a
continuous curve  : [0; 1]! R2 so that (0) = zk and (1) = 0. For instance, choose the
straight line joining zk and 0. Set h = H(zk) and
 = minft 2 [0; 1] j (t) 62 Br(zk); H((t)) = hg;
and note that  2 (0; 1], H(()) = h, and () 62 Br(zk). Setting
z = () and (t) = (t) for t 2 [0; 1];
we nd a  2 C([0; 1];R2) such that
(0) = zk; (1) = z; H(z) = H(zk) = h; and min
t2[0; 1]
H((t)) = h:
Set
  = f 2 C([0; 1];R2) j (0) = zk; (1) = z; min
t2[0; 1]
H((t)) = hg;
and note that   6= ;.
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By (2.4), we have
max
t2[0; 1]
H((t))   (> h) for all  2  : (2.5)
Fix a  2   and set
s(t) = h(s; (t)) for (s; t) 2 [0; 1) [0; 1]:
By Lemma 2.3, we nd that s(0) = zk and s(1) = z for all s  0, and that
lim
s!1
H(s(t)) = h monotonically for all t 2 [0; 1]:
In particular, we have s 2   for all s  0. Moreover, by the Dini lemma, we conclude
that
lim
s!1
H(s(t)) = h uniformly for t 2 [0; 1];
which shows that
lim
s!1
max
t2[0; 1]
H(s(t)) = h:
This contradicts (2.5).
Let D be a connected component of D := fx 2 R2 j H(x) < 0g.
Lemma 2.5. The set D intersects Z1.
Proof. Fix any x0 2 D and set k = H(x0) 2 ( 1; 0).
By elementary topology, D is a closed subset of D. Since H is coercive and, therefore,
fx 2 R2 j H(x)  kg is a compact subset of R2, we see that the set fx 2 D j H(x)  kg
is a compact subset of R2. Hence, H attains a minimum, over fx 2 D j H(x)  kg,
at a point y. It is obvious that H(y)  H(x) for all x 2 D. Choose r > 0 so that
Br(y)  D. Since Br(y) is a connected set, we nd that Br(y)  D and H(y)  H(x) for
all x 2 Br(y), which shows that DH(y) = 0. Thus, y 2 Z1.
Remark 2.6. D has a nite number of connected components. Indeed, if D1 and D2 are
two dierent connected components of D, then D1\D2 = ;, and both D1 and D2 intersect
Z1, which implies that D has at most N   1 components. Moreover, if D1; : : : ; Dk are all
the connected components of D, then Sj 6=iDj is a closed subset of D and
Di = D n
[
j 6=i
Dj
is an open subset of R2.
Lemma 2.7. We have #(D \ Z1)  1.
Combining Lemmas 2.5 and 2.7 yields the following lemma.
Lemma 2.8. We have #(D \ Z1) = 1.
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Proof of Lemma 2.7. To the contrary, we suppose that
k := #(D \ Z1)  2:
We may assume that
D \ Z1 = fz1; : : : ; zkg
and
h := maxfH(zi) j i 2 f1; : : : ; kgg = H(z1):
Choose r > 0 so that
Br(z1)  D n fz2; : : : ; zkg; min
x2Br(z1)
H(x) = h; and min
x2@Br(z1)
H(x) > h;
and set
 = min
@Br(z1)
H (> h):
Since D is open and, hence, arcwise connected, we may select a continuous curve
 : [0; 1] ! D such that (0) = z1 and (1) = z2. Noting that z2 62 Br(z1) and h =
H(z1)  H(z2), we set
 = minft 2 [0; 1] j (t) 62 Br(z1); H((t)) = hg
and note that
 2 (0; 1]; H(()) = h; and H((t))  h for all t 2 [0;  ]:
Set z = () 2 D nBr(z1) and
  = f 2 C([0; 1];D) j (0) = z1; (1) = z; min
t2[0; 1]
H((t)) = hg:
The observation regarding  shows that   6= ;. Note also that
max
t2[0; 1]
H((t))   for all  2  : (2.6)
Fix a  2   and set
s(t) = h(s; (t)) for (s; t) 2 [0; 1) [0; 1]:
Using Lemma 2.3, we observe as before (see the proof of Proposition 2.4) that s 2   for
all s  0 and
lim
s!1
max
t2[0; 1]
H(s(t)) = h;
which contradicts (2.6).
In view of Remark 2.6, Lemma 2.8 yields the following proposition.
Proposition 2.9. For each i 2 I1, there corresponds a unique connected component Di
of D such that zi 2 Di and
D =
[
i2I1
Di:
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Lemma 2.10. Let x 2 R2 and assume that
t 7! X(t; x)
is periodic. Set h = H(x) and
C(x) = fX(t; x) j t 2 Rg:
Assume that
DH(x) 6= 0 for all x 2 C(x):
Set
W = fX(t; Y (s; x)) j t 2 R; s 2 ( ; )g for  > 0:
If  > 0 is suciently small, then the map
R ( ; ) 3 (t; s) 7! X(t; Y (s; x)) 2 W
is a local dieomorphism and, hence, W is an open neighborhood of C(x). Furthermore,
@W  fx 2 R2 j jH(x)  hj = g:
Proof. Since C(x) does not intersect Z0, there exists  > 0 such that Y (s; ) is uniquely
dened for all (; s) 2 C(x) ( ; ). Set
Z(t; s) = (Z1(t; s); Z2(t; s)) := X(t; Y (s; x)) for (t; s) 2 R ( ; ):
Note that
H(Z(t; s)) = h+ s for all (t; s) 2 R ( ; ):
Dierentiating the above with respect to s yields
Hx1(Z)Z
1
s +Hx2(Z)Z
2
s = 1;
while the relation Zt = b(Z) reads
Z1t = Hx2(Z) and Z
2
t =  Hx1(Z):
Hence,
det(Zt; Zs) = Z
1
t Z
2
s   Z2t Z1s = Hx2(Z)Z2s +Hx1(Z)Z1s = 1:
By the Inverse Function Theorem, Z : R ( ; )! W is a local dieomorphism.
Since R  (; ) is an open set, W is also an open set, which contains the set C(x).
This shows that W is a neighborhood of C(x).
Let x 2 @W . Select sequences fxkgk2N  W , converging to x, and f(tk; sk)gk2N 
R  ( ; ) such that Z(tk; sk) = xk for all k 2 N. By replacing  by a smaller positive
one, we may assume that Z : R( 2; 2)! Z(R( 2; 2)) is a local dieomorphism.
Consequently, we may assume that ftkgk2N is bounded and, moreover, f(tk; sk)gk2N con-
verges to a point (t; s) 2 R  f ; g. This means that x = Z(t; s) = X(t; Y (s; x)) and
H(x) = H(Y (s; x)) = h  if s = , respectively. Thus, we have
jH(x)  hj = :
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The argument for the proof of the above lemma is easily modied to prove the following
lemma.
Lemma 2.11. Let x 2 R2 and assume that DH(x) 6= 0. Then, for  > 0 suciently
small, the set
fX(t; Y (s; x)) j (t; s) 2 ( ; )2g
is an open neighborhood of x.
A few lemmas which follow are of Poincare-Bendixson type.
Lemma 2.12. Let x 2 R2 and set
C(x) = fX(t; x) j t 2 Rg:
Let C(x) be the closure of C(x). Assume that
DH(x) 6= 0 for all x 2 C(x):
Then,
t 7! X(t; x)
is periodic.
Proof. According to Lemma 2.11, for any y 2 C(x)  fx 2 R2 j H(x) = H(x)g, there is
a neighborhood Wy of y such that, for some y > 0,
Z : ( y; y)2 3 (t; s) 7! X(t; Y (s; y)) 2 Wy
is a dieomorphism.
Since fx 2 R2 j H(x)  H(x)g is a compact subset of R2, the set C(x) is also a
compact subset of R2. We may cover C(x) by a nite covering fWy1 ; : : : ;Wykg. Fix any
i 2 f1; : : : ; kg. Choose ftijgj2N  R so that
yi = lim
j!1
X(tij; x):
If j is suciently large, then
X(tij; x) 2 Wyi = fX(t; Y (s; yi)) j (t; s) 2 ( yi ; yi)2g;
and, hence,
X(tij; x) 2 fX(t; yi) j t 2 ( yi ; yi)g:
Fix such a j 2 N for each i 2 f1; : : : ; kg. From the above, we get, for some i 2
( yi ; yi),
X(tij; x) = X(i; yi);
and, hence,
yi = X( i; X(tij; x)) = X(tij   i; x):
Set ti = tij   i. We note that
C(x) 
k[
i=1
Wyi
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and
C(x) = fx 2 R2 j H(x) = H(x)g \
k[
i=1
Wyi =
k[
i=1
fX(ti + t; x) j jtj < yig:
We select
T > max
i2f1;:::;kg
(ti + yi);
and, noting that X(T; x) 2 C(x), we may choose i 2 f1; : : : ; kg and  2 ( yi ; yi) so
that
X(T; x) = X(ti + ; x):
Since T > ti +  ,
t 7! X(t; x)
is periodic with period T   ti    .
Lemma 2.13. Let x 2 R2 be such that H(x) = 0 and x 6= 0. Assume that
t 7! X(t; x)
is not periodic. Then,
lim
t!1
X(t; x) = 0:
Proof. We remark that, since fx 2 R2 j H(x) = 0g is bounded and H(X(t; x)) = 0 for all
t 2 R, the set fX(t; x) j t 2 Rg is bounded in R2.
We argue by contradiction and suppose that there exist  2 R2 n f0g and ftjgj2N  R
such that
lim
j!1
jtjj =1 and lim
j!1
X(tj; x) = :
Noting that H() = 0 and choosing  > 0 small enough, we may assume (thanks to
Lemma 2.11) that
W = fX(t; Y (s; )) j (t; s) 2 ( ; )2g
is a neighborhood of . We may assume that, for some i; j 2 N,
X(ti; x) 2 W; X(tj; x) 2 W; and jtjj   jtij > 2:
From these, since H(X(ti; x)) = H(X(tj; x)) = 0, we deduce that, for some i; j 2
( ; ),
X(ti; x) = X(i; ) and X(tj; x) = X(j; ):
Hence,
 = X( i; X(i; )) = X( i; X(ti; x)) = X(ti   i; x):
Similarly,
 = X(tj   j; x):
But, due to the fact that t 7! X(t; x) is not periodic, which guarantees that t 7! X(t; x)
is injective, these imply
ti   i = tj   j;
which shows that jtjj  jtij+ jij+ jjj  jtij+ 2. This is a contradiction.
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Proposition 2.14. For any h > 0, the set c0(h) is dieomorphic to circle S
1.
Proof. Fix any h > 0. Recall that
c0(h) = fx 2 R2 j H(x) = hg:
For any x 2 c0(h), we have
X(t; x) 2 c0(h) for all t 2 R:
By Lemma 2.12, since
DH(x) 6= 0 for all x 2 c0(h);
we see that R 3 t 7! X(t; x) is periodic for any x 2 c0(h). Fix any x0 2 c0(h) and set
C(x0) = fX(t; x0) j t 2 Rg:
The set C(x0) is dieomorphic to S
1 and C(x0)  c0(h).
We need to show that
c0(h) = C(x0):
To the contrary, we suppose that c0(h) n C(x0) 6= ;, and x x1 2 c0(h) n C(x0).
Dene
W = fX(t; Y (s; x0)) j t 2 R; jsj < g for  2 (0; h):
By Lemma 2.10, by choosing  > 0 small enough, we deduce that W is an open neigh-
borhood of C(x0) and
@W  c0(h  ) [ c0(h+ ):
We see that x1 62 W since
H(x) = h and x 2 W if and only if x 2 C(x0);
As in the proof of Proposition 2.2, noting that H(x0) = H(x1) = h, we nd that there
exists a continuous curve  : [0; 1]! D0 such that (0) = x0, (1) = x1, and H((t))  h
for all t 2 [0; 1]. Set
  = f 2 C([0; 1];D0) j (0) = x0; (1) = x1; H((t))  h for all t 2 [0; 1]g:
For any  2  , there exists  2 (0; 1) such that () 2 @W  c0(h + ) [ c0(h  ). For
instance, if we set
 = minft 2 [0; 1] j (t) 62 Wg;
then  2 (0; 1) and () 2 @W . Since H((t))  h for all t 2 [0; 1], we see that
() 2 c(h+ ), which shows that
max
t2[0; 1]
H((t))  h+  for all  2  : (2.7)
Note that
DH(x) 6= 0 for all x 2 D0:
Fix a  2   and set
s(t) = h(s; (t)) for (s; t) 2 [0; 1) [0; 1]:
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It is clear that s(0) = x0 and s(1) = x1 for all s  0. According to Lemma 2.3,
lim
s!1
H(s(t)) = h monotonically for all t 2 [0; 1];
form which we may conclude that s 2   for all s  0, and, hence,
lim
s!1
max
t2[0; 1]
H(s(t)) = h;
which contradicts (2.7).
By Lemma 2.8, we have Di \ Z0 = fzig for all i 2 I1. Hence, we see that
min
x2Di
H(x) = H(zi) for all i 2 I1:
We set
h0i = H(zi) for i 2 I1:
Proposition 2.15. For any i 2 I1 and h 2 (h0i; 0), the set ci(h) is dieomorphic to S1.
The following proof is similar to that of Proposition 2.14.
Proof. Fix any i 2 I1 and h 2 (h0i; 0). Recall that
ci(h) = fx 2 Di j H(x) = hg:
Fix any x 2 ci(h), set
C(x) = fX(t; x) j t 2 Rg;
and let C(x) be the closure of C(x).
Since C(x) is connected, we have C(x)  Di, which shows that
DH(x) 6= 0 for all x 2 C(x):
Lemma 2.12 guarantees that
t 7! X(t; x)
is periodic.
It is enough to show that
ci(h) = C(x)
and we note that C(x)  ci(h).
We suppose to the contrary that
ci(h) n C(x) 6= ;;
and select x1 2 ci(h) n C(x). Choose  > 0 so that h0i < h   < h+  < 0, and set
W = fX(t; Y (s; x)) j t 2 R; s 2 ( ; )g:
We may assume that the set W is an open neighborhood of C(x) and
@W  fx 2 R2 j H(x) = h g: (2.8)
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As in the proof of Proposition 2.14, we see that x1 62 W . Set
  = f 2 C([0; 1];Di) j (0) = x; (1) = x1; max
t2[0; 1]
H((t)) = hg:
Consider the initial value problem
_	(s) =  DH(	(s)) and 	(0) = :
This problem is uniquely solvable for s  0. Write 	(s) = 	(s; ). Write x0 for x. Note
that
H(	(s; xj)) < 0 for all s > 0 and j = 0; 1;
and
lim
s!1
H(	(s; xj)) = H(zi) = h0i for all j = 0; 1:
Hence,
lim
s!1
	(s; xj) = zi for all j = 0; 1:
It is easy to see that there exists a continuous curve  : [0; 1]! Di such that (0) = x0,
(1) = x1, and H((t))  h for all t 2 [0; 1]. Thus, we see that   is nonempty.
Observe by (2.8) that
min
t2[0; 1]
H((t))  h   for any  2  : (2.9)
We x a  2   and set
s(t) = h(s; (t)) for (s; t) 2 [0; 1) [0; 1]:
Note that
lim
s!1
H(s(t)) = h monotonically for all t 2 [0; 1];
which implies that s 2   for all s  0 and also that
lim
s!1
min
t2[0; 1]
H(s(t)) = h;
which contradicts (2.9).
Lemma 2.16. The critical point 0 is not a local maximum point of H.
Proof. To the contrary, we suppose that 0 is a local maximum point of H. Since the
number of critical points of H is nite, 0 must be a strict local maximum point of H.
Fix r > 0 so that
Br n f0g  fx 2 R2 j H(x) < 0g:
Since Br n f0g is connected, there is k 2 I1 such that
Br n f0g  Dk:
We may assume that
Br(zk)  Dk and Br \Br(zk) = ;:
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Next, choose a point y 2 @Dk n f0g. The existence of such a y can be seen by setting
 = minftzk j t > 1; tzk 62 Dkg and y = zk:
We may assume that Br, Br(zk), and Br(y) are mutually disjoint.
Choose y0; y1 2 Dk so that
y0 2 Br and y1 2 Br(y):
We may assume that
h := H(y0) > max
x2@Br
H(x): (2.10)
In view of Lemma 2.11, we may assume that
H(y0) = H(y1):
Note that
H(zk) < h < 0:
Let 	(s; ) denote the solution of
_	(s) =  DH(	(s)) and 	(0) =  2 Dk:
Note that
H(	(s; yi))  h for all s  0 and i = 0; 1;
and
lim
s!1
	(s; yi) = zk for all i = 0; 1:
Since @Br(zk)  Dk is connected, there exists a continuous curve  : [0; 1] ! Dk such
that (0) = y0, (1) = y1, H((t))  h for all t 2 [0; 1], and (t) 62 Br(zk) for all t 2 [0; 1],
the last of which, in particular, implies that H((t)) > H(zk) = h0k.
Set
  = f 2 C([0; 1];Dk) j (0) = y0; (1) = y1; h0k < H((t))  h for all t 2 [0; 1]g:
Fix a  2   and dene fsgs0    by setting
s(t) = h(s; (t)) for (s; t) 2 [0; 1) [0; 1]:
As before, we see that
lim
s!1
min
t2[0; 1]
H(s(t)) = h: (2.11)
Now, by (2.10), we see that, for any  2  ,
min
t2[0; 1]
H((t))  max
@Br
H(x) < h;
which contradicts (2.11).
Lemma 2.17. We have 0 2 @Di for all i 2 I0.
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Proof. Fix any k 2 I0. If k = 0, then Lemma 2.16 guarantees that 0 2 @D0. We may
thus assume that k  1. To the contrary, we suppose that
Br \ @Dk = ; for some r > 0:
Choose a point x 2 @Dk n f0g. For instance, dene x by setting
 = minft > 1 j tzk 62 Dkg and x = zk:
By Lemma 2.12, we see that
t 7! X(t; x) 2 @Dk
is a periodic function in R. By Lemma 2.10, there exists  > 0 such that
W = fX(t; Y (s; x)) j t 2 R; s 2 ( ; )g
is an open neighborhood of C(x). It is obvious that 0 62 W and
@W  fx 2 R2 j H(x) = g:
Since 0 2 @D0 as observed above, we may choose y 2 D0 such that y 62 W and
H(y) < . In view of the denition of W , we may choose z 2 W so that H(z) = H(y).
Set h = H(y) 2 (0; ) and
  = f 2 C([0; 1];D0) j (0) = y; (1) = z; min
t2[0; 1]
H((t)) = hg:
Now, the argument same as that in the proof of Proposition 2.14 shows that   6= ; and
that, for any xed  2  , if we set s(t) = h(s; (t)) for (t; s) 2 [0; 1)  [0; 1], then
s 2   for all s  0,
lim
s!1
max
t2[0; 1]
H(s(t)) = h;
and
max
t2[0; 1]
H((t))   for all  2  :
Thus, we get a contradiction.
Proposition 2.18. We have fx 2 R2 j H(x) = 0g = @D0 =
S
i2I1 @Di.
Proof. Let x 2 @D0. It is clear that H(x)  0. On the other hand, if H(x) > 0, then
x 2 D0. Thus, we must have H(x) = 0. Let x 2 @Di, with i 2 I1. It is clear that
H(x)  0. If H(x) < 0, then Br(x)  fy 2 R2 j H(y) < 0g for some r > 0, Br(x) is
connected and, hence, Br(x)  Di. Consequently, we have H(x) = 0. Thus,[
i2I0
@Di  fx 2 R2 j H(x) = 0g:
We next show that
fx 2 R2 j H(x) = 0g  @D0:
Fix any x0 2 fx 2 R2 j H(x) = 0g. If x0 = 0, then x0 2 @D0 by Lemma 2.17. We
assume that x0 6= 0. Since DH(x0) 6= 0 and H(x0) = 0, we see that, for any r > 0,
Br(x0) \D0 6= ;. Thus, x0 2 @D0.
An argument similar to the above shows as well that
fx 2 R2 j H(x) = 0g 
[
i2I1
@Di:
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Proposition 2.19. If i; j 2 I1 and i 6= j, then
@Di \ @Dj = f0g:
Proof. Let i; j 2 I1 such that i 6= j. We have seen (Lemma 2.17) that
0 2 @Di \ @Dj:
We need to show that
@Di \ @Dj  f0g:
To the contrary, we suppose that
x 2 @Di \ @Dj for some x 6= 0:
Setting
W = fX(t; Y (s; x)) j (t; s) 2 ( ; )2g
for a small  > 0, we see by Lemma 2.11 that W is an open neighborhood of x. Moreover,
we see that
W  := W \ fx 2 R2 j H(x) < 0g = fX(t; Y (s; x)) j (t; s) 2 ( ; ) ( ; 0)g
and the set W  is connected. Since
x 2 @Di \ @Dj;
we see that
W  \Di 6= ; and W  \Dj 6= ;;
and, hence,
W   Di \Dj = ;;
which is a contradiction since W  6= ;.
Proposition 2.20. If i 2 I1, then @Di n f0g 6= ; and
@Di = fX(t; x) j t 2 Rg [ f0g for any x 2 @Di n f0g:
Proof. We have seen in the proofs of Lemmas 2.16 and 2.17 that
@Di n f0g 6= ; for all i 2 I0:
Fix any k 2 I1 and x 2 @Dk n f0g. As in the proof of Lemma 2.17, we see that
t 7! X(t; x) is not periodic and, moreover, we nd by Lemma 2.13 that
lim
jtj!1
X(t; x) = 0:
By Lemma 2.13, the set C(x) [ f0g(= C(x)) is a Jordan curve contained in @Dk. By
the Jordan Curve Theorem, we have a decomposition
R2 = U [ C(x) [ V (mutually disjoint);
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where
U and V are open connected; U is bounded, and V is unbounded.
Since Dk is connected and C(x)  @Dk, it is impossible to have
Dk \ U 6= ; and Dk \ V 6= ;:
Indeed, if this is the case, then
Dk = Dk \ R2 = (Dk \ C(x)) [ (Dk \ U) [ (Dk \ V ) = (Dk \ U) [ (Dk \ V );
which contradicts the connectedness of Dk. That is, we have either
Dk  U or Dk  V:
Similarly, we have either
D0  U or D0  V:
However, the set D0 is unbounded and we must have
D0  V:
We show that
Dk  U:
Note that x 2 C(x) and, by Lemma 2.11, that there is an open neighborhood W of x
( 6= 0) such that
W = fX(t; Y (s; x)) j (t; s) 2 ( ; )2g for some  > 0
and that
W+ := fx 2 W j H(x) > 0g  D0 and W  := fx 2 W j H(x) < 0g  Dk:
Since x 2 C(x)  @U \ @V , we see that
W \ U 6= ; and W \ V 6= ;:
Note also that W+ 6= ; and W  6= ;. Observe that
W+  D0  V;
which implies that
W+ \ U  V \ U = ;:
Since W \ U 6= ;, we get
W \ U = W  \ U 6= ;;
which ensures that
Dk \ U 6= ;:
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Hence,
Dk  U:
Next we show that
Dk = U;
which immediately proves that C(x) = @Dk. Suppose to the contrary that
Dk ( U;
and choose y 2 U n Dk. Since U is connected, there exists z 2 U \ @Dk, which means
that, since any neighborhood of z 2 @Dk intersects D0 by Proposition 2.18, there exists
 2 U \D0. This is a contradiction since
D0  V and U \ V = ;:
Proof of Theorem 2.1. Assertion (i) was shown in Propositions 2.2 and 2.9. We proved
assertion (ii) in Propositions 2.14 and 2.15 and in its proofs. By Proposition 2.19, we see
that the former of assertion (iii) holds. Moreover, in view of Lemma 2.13, Proposition
2.20 implies the latter one. Assertion (iv) was proved in Proposition 2.18.
2.2 Assumptions on Hamiltonians H near the origin
Henceforth, we assume (H1), (H2), (2.1), and the following assumption.
(H3) There exist constants m  0 and n; cH ; CH > 0, and a neighborhood V  R2 of 0
such that n < m+ 2,
jHxixj(x)j  CH jxjm for all x 2 V and i; j 2 f1; 2g; (2.12)
and
cH jxjn  jDH(x)j for all x 2 V: (2.13)
We note that (2.12) implies by replacing CH by a larger one that
jDH(x)j  CH jxjm+1 for all x 2 V; (2.14)
and
jH(x)j  CH jxjm+2 for all x 2 V: (2.15)
Combining (2.13) with (2.14), we see that m + 1  n, and combining it with (2.15), we
get the relation
c0jH(x)j nm+2  jDH(x)j for all x 2 V (2.16)
for some c0 > 0.
The following examples show that assumption (H3) is satised for a wide range of
Hamiltonian H.
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Example 2.21. Consider two Hamiltonians
H3(x1; x2) = (x
2
1 + x
2
2)
2   x21 + x22 and Ho3(x1; x2) = (x21 + x22)3   x41 + x42:
It is obvious that H3 and H
o
3 satisfy (H1). By simple computations, we see that H3
and Ho3 satisfy (H3) with (m;n) = (0; 1) and (m;n) = (2; 3), respectively. Both H3
and Ho3 have three critical points. The critical points of H3 (resp., H
o
3) consist of 0,
which is a non-degenerate (resp., degenerate) saddle point, and z1;2 = (
p
2=2; 0) (resp.,
z1;2 = (
p
6=3; 0)), which are minimum points. The graphs of H3 and H
o
3 are shaped like
Fig. 2.1.
Example 2.22. Next, consider the Hamiltonian
H4(x1; x2) = (x
2
1 + x
2
2)
2   3x21x2 + x32:
It is easy to check that H4 satises (H1){(H3) with (m;n) = (1; 2) and N = 4. The critical
points of H4 consist of 0, which is a degenerate saddle point, and z1 = (3
p
3=8; 3=8),
z2 = ( 3
p
3=8; 3=8), and z3 = (0; 3=4), which are minimum points. The graph of H4
is shaped like Fig. 2.2. To understand the shape of H4 well, we remark that H4 can be
represented in polar coordinates byeH4(r; ) = r4   r3 sin 3;
that is, the zero-level set of H4 is the curve expressed by r = sin 3. Indeed, if x1+ i x2 :=
re i , where i denotes the imaginary unit, then
r3 sin 3 = r3 Im e3 i  = Im r3e3 i  = Im(x1 + i x2)
3 = 3x21x2   x32:
Example 2.23. More generally, the Hamiltonian
HN(x1; x2) = (x
2
1 + x
2
2)
N
2 +
[N=2]X
k=1
( 1)k

N   1
k

xN 2k1 x
2k 1
2
satises (H1){(H3) with (m;n) = (N   3; N   2) provided that N  4. Here [y] denotes
the largest integer less than or equal to y 2 R. Similarly to H4 in Example 2.22, we
see that the zero-level set of HN is the curve expressed by r = sin(N   1) through the
representation in polar coordinates byeHN(r; ) = rN   rN 1 sin(N   1);
where
rN 1 sin(N   1) =
[N=2]X
k=1
( 1)k

N   1
k

xN 2k1 x
2k 1
2 :
The critical points of eHN consist of 0 and
(r; i) =

N   1
N
; sin
4i  3
2


with i 2 I1;
which are corresponding to a saddle point and minimum points of HN , respectively.
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Chapter 3
The Dirichlet problem (HJ")
3.1 The domain
In this section, we dene 
 which we consider in the problem (HJ").
Recall that, for each i 2 I1, h0i 2 R is dened by
h0i = H(zi) = min
x2Di
H(x):
Choose the real numbers
h0 > 0 and hi 2 (h0i; 0) for i 2 I1;
and set the intervals
J0 = (0; h0) and Ji = (hi; 0) for i 2 I1:
Set

0 = fx 2 R2 j H(x) 2 J0g and 
i = fx 2 Di j H(x) 2 Jig for i 2 I1;
and
@i
 = fx 2 
i j H(x) = hig for i 2 I0:
We introduce the open connected set

 = fx 2 R2 j H(x) = 0g [
[
i2I0

i;
with boundary
@
 =
[
i2I0
@i
:
For example, 
 corresponding to H in Fig. 2.1 (resp., Fig. 2.2) is shaped like Fig. 3.1
(resp., Fig. 3.2) below.
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0

2 
1
0
H = 0
Figure 3.1. The shape of 
 corresponding to
the Hamiltonian H in Figure 2.1

1
2

3

0
0
H = 0
Figure 3.2. The shape of 
 corresponding to
the Hamiltonian H in Figure 2.2
3.2 The Hamilton-Jacobi equation (HJ")
Henceforth, we assume the following conditions (G1){(G5).
(G1) G 2 C(
 R2).
(G2) There exists a modulus m such that
jG(x; p) G(y; p)j  m(jx  yj(1 + jpj)) for all x; y 2 
 and p 2 R2:
(G3) For each x 2 
, the function p 7! G(x; p) is convex on R2.
(G4) G is coercive, that is,
G(x; p)!1 uniformly for x 2 
 as jpj ! 1:
In what follows, we discuss basic properties of the function L, the conjugate function
of p 7! H(x; p), dened by
L(x; ) = sup
p2Rn
f   p G(x; p)g for (x; ) 2 
 R2:
It is clear by denition that
L(x; )     p G(x; p) for all (x; ) 2 
 R2 and p 2 R2 (3.1)
and, in particular,
L(x; )   G(x; 0) for all (x; ) 2 
 R2: (3.2)
Proposition 3.1. The function L is lower semicontinuous in 
 R2.
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Proof. Fix any p 2 R2. By (G1), we see that (x; ) 7!    p   G(x; p) is continuous.
Hence, by (3.1), we get
lim inf
(y;)!(x;)
L(y; )     p G(x; p) for all (x; ) 2 
 R2:
From this, we deduce that
lim inf
(y;)!(x;)
L(y; )  L(x; ) for all (x; ) 2 
 R2;
that is, L 2 LSC(
 R2).
Proposition 3.2. We have
G(x; p) = sup
2R2
f   p  L(x; )g for all (x; p) 2 
 R2:
We follow the proof of [23, Theorem A.6].
Proof. It is clear by (3.1) that
G(x; p)  sup
2R2
f   p  L(x; )g for all (x; p) 2 
 R2:
We intend to show that
G(x; p)  sup
2R2
f   p  L(x; )g for all (x; p) 2 
 R2: (3.3)
Fix any x 2 
 and set
g(p) = G(x; p) for p 2 R2:
We see by (G3) that g is convex in R2. Fix any q; q 2 R2 and choose R > 0 so that
q 2 BR(q). Dene the sequence fgkgk2N  C(R2) by
gk(p) = g(p) + kjp  qj2:
Let pk be a minimum point over BR(q) of gk. If k is suciently large, then we have
gk(pk)  g(q) + kjq   qj2 < min
@BR(q)
g + kR2 = min
@BR(q)
gk
Thus, we may assume by passing to its subsequence that pk 2 BR(q). Then, we see that
D gk(pk) = D g(pk) + 2k(pk   q):
Since pk is a minimum point over BR(q) of gk, we also see that 0 2 D gk(pk). Thus, if
we set k = 2k(pk   q), then
 k 2 D g(pk):
Next, we show that
g(p)  g(pk)  k  (p  pk) for all p 2 R2: (3.4)
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By the denition of D g, we have
g(p)  g(pk)  k  (p  pk) + o(jp  pkj) as p! pk:
Fix any p 2 R2. Taking p = tp+ (1  t)pk in the above, we have
g(pk)  g(tp+ (1  t)pk) + tk  (p  pk) + o(t) as t! 0 + :
By the convexity of g, we obtain
g(pk)  tg(p) + (1  t)g(pk) + tk  (p  pk) + o(t) as t! 0+;
and, hence,
g(pk)  g(p) + k  (p  pk) + o(1) as t! 0 + :
Thus, sending t! 0+ in the above, we get (3.4).
Noting that (3.4) is the same as
 k  pk  G(x; pk)   k  p G(x; p) for all (x; p) 2 
 R2;
we have
 k  pk  G(x; pk) = L(x; k) for all x 2 
:
This yields
sup
2R2
f   q   L(x; )g   k  q   L(x; k) =  k  q + k  pk +G(x; pk)
= 2kjpk   qj2 +G(x; pk) for all x 2 
:
If kjpk   qj2 !1 as k !1, then
sup
2R2
f   q   L(x; )g  lim
k!1
2kjpk   qj2 + min
BR(q)
G(x; ) =1;
which leads to (3.3). If it is not, then we can choose a subsequence fpkjgj2N so that
pkj ! q as j !1, and we get
sup
2R2
f   q   L(x; )g  lim inf
j!1
(2kjjpkj   qj2 +G(x; pkj))
 lim inf
j!1
G(x; pkj) = G(x; q) for all x 2 
:
Thus, we get (3.3) and complete the proof.
Proposition 3.3. There exist constants A;CA > 0 such that
G(x; p)  Ajpj   CA for all (x; p) 2 
 R2: (3.5)
Proof. By (G1), there exists a constant M > 0 such that G(x; 0)  M for all x 2 
.
Also, by (G4), there exists a constant R > 0 such that G(x; p) > M + 1 for all (x; p) 2

 (R2 nBR).
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Fix any x 2 
. If jpj < R, then it is obvious that there exists A;CA > 0 such that
(3.5) is satised. If jpj  R, then we have
M + 1  G
 
x;R
p
jpj
!

 
1  Rjpj
!
G(x; 0) +
R
jpjG(x; p)

 
1  Rjpj
!
M +
R
jpjG(x; p);
and, hence,
G(x; p)  1
R
jpj  M:
The proof is complete.
Proposition 3.4. There exist constants ; CL > 0 such that
L(x; )  CL for all (x; ) 2 
 B : (3.6)
Proof. Let M;R > 0 be such that G(x; 0) M for all x 2 
 and G(x; p) > M + 1 for all
(x; p) 2 
 (R2 nBR).
Set  = 1=R. Fix any (x; ) 2 
B . Set
g(p) = G(x; p) and f(p) =   p+ g(p) for p 2 R2:
Let q be a minimum point over BR of f(p). Noting that f(0)  M and f(p) >  R +
M + 1 = M for all p 2 @BR, we see that q 2 BR. We also see that 0 2 D f(q) and,
hence,
  2 D g(q):
As in the proof of Proposition 3.2, we have
g(p)  g(q)    (p  q) for all p 2 R2;
which implies that
L(x; ) =    q  G(x; q):
Therefore, we get
L(x; )  1 + max

BR
jGj:
The following condition has the same role as the compatibility conditions described
in [28], and is used to ensure the continuity up to the boundary of the value functions in
optimal control. That is, it guarantees the continuity up to the boundary of the function
u" of the form (3.7) below and, hence, gives us the uniqueness of viscosity solutions of
(HJ").
In what follows, we write X"(t; x; ) for the solution of
_X"(t) =
1
"
b(X"(t)) + (t) and X"(0) = x 2 R2;
where  2 L1(R;R2).
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(G5) There exists "0 2 (0; 1) such that the family fg"g"2(0; "0)  C(@
) is uniformly
bounded on @
 and that, for any " 2 (0; "0),
g"(x) 
Z 
0
L(X"(t; x; ); (t))e t dt+ g"(y)e 
for all x; y 2 @
,  2 [0; 1), and  2 L1(R;R2), where the conditions
X"(; x; ) = y and X"(t; x; ) 2 
 for all t 2 [0; ]
are satised, that is,  is a visiting time at y of the trajectory fX"(t; x; )gt0
constrained in 
.
Proposition 3.5. For " 2 (0; "0), we dene the function u" : 
! R by
u"(x) = inf
nZ 
0
L(X"(t; x; ); (t))e t dt
+ g"(X"(; x; ))e  j  2 L1(R;R2)
o
;
(3.7)
where  is a visiting time in @
 of fX"(t; x; )gt0 constrained in 
, that is,  is a
nonnegative number such that
X"(; x; ) 2 @
 and X"(t; x; ) 2 
 for all t 2 [0;  ]:
Then, the family fu"g"2(0; "0) is uniformly bounded on 
.
Proof. Fix a constant M > 0 so that jg"(x)j  M for all (x; ") 2 @
  (0; "0). We may
assume as well that jG(x; 0)j M for all x 2 
.
Observe by (3.7) and inequality (3.2) that, for any x 2 
,
u"(x) 
Z 
0
 Me t dt+ ( M)e  = ( M=) _ ( M):
Let " 2 (0; "0). We intend to dene  = (x) 2 [0; 1) and Y : [0;  ]  
 ! R2. If
x 2 @
, we take  = 0 and set Y (0; x) = x. If x 2 
 n f0g, we solve the problems
_X(t) =
b(X(t))
"
  DH(X(t))jDH(X(t))j and X(0) = x:
These problem has the unique solutions Y (t; x) as far as DH(Y (t; x)) 6= 0. Since
b(y) DH(y) = 0 for all y 2 
 and, hence,
d
dt
H(Y (t; x)) = jDH(Y (t; x))j for all t  0; (3.8)
we see that if x 2 (
i [ ci(0)) n f0g and i 2 I1, then
Y  ( (x); x) 2 @i
 and Y  (t; x) 2 
i
for all t 2 (0;  (x)) and some  (x) 2 (0; 1), and if x 2 (
0 [ c0(0)) n f0g, then
Y +(+(x); x) 2 @0
 and Y +(t; x) 2 
0
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for all t 2 (0; +(x)) and some +(x) 2 (0; 1). In view of these observations and the
fact that c0(0) =
S
i2I1 ci(0), we set
 =  (x) and Y (t; x) = Y  (t; x) if x 2 
i and i 2 I1
and
 = +(x) and Y (t; x) = Y
+(t; x) if x 2 (
0 [ c0(0)) n f0g:
Consider the case where x = 0. Fix  2 (0; 1) so that B  
\V . Set  = ^ ("=2CH).
By (2.14), we have
jb(y)j
"
 CH jyj
"
<

2
for all y 2 B:
In view of Lemma 2.16, we may assume that 
0 \ @B 6= ; and x x0 2 
0 \ @B. We
dene
t0 =
2

and X0(t) =
tx0
2
2 R2 for t 2 [0; t0];
and note that X0(t0) 2 
0 \ @B, X0(t) 2 B, and j _X0(t)j = =2 for all t 2 [0; t0]. Set
(0) = t0 + (X0(t0)) and
Y (t; 0) =
(
X0(t) for t 2 [0; t0];
Y (t  t0; X0(t0)) for t 2 [t0; (0)]:
It is now easily seen that, for any x 2 
,
Y (; x) 2 @
; Y (t; x) 2 
 for all t 2 [0;  ];
and
_Y (t; x)  b(Y (t; x))
"
2 B for a.e. t 2 [0;  ]:
Using (3.6), we get
u"(x) 
Z 
0
L(Y (t; x); (t; x))e
 t dt+Me  
Z 
0
CLe
 t dt+Me   (CL=) _M;
where
(t; x) :=
8<: _Y (t; x) 
b(Y (t; x))
"
if x 2 
;
0 if x 2 @
:
Thus, we have
ju"(x)j M _ (M=) _ (CL=) for all (x; ") 2 
 (0; "0);
which shows that fu"g"2(0; "0) is uniformly bounded on 
.
Proposition 3.6. Let " 2 (0; "0) and u" be the function dened by (3.7). Let t  0 and
x 2 
. Then,
u"(x) = inf
nZ t^
0
L(X"(s; x; ); (s))e s ds+ 1ft<gu"(X"(t; x; ))e t
+ 1ftgg"(X"( "; x; ))e  j  2 L1(R;R2)
o
:
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We refer, for instance, to [28] for a proof of this proposition. The identity in this
proposition is called the dynamic programming principle.
We state here a basic existence and uniqueness proposition for (HJ").
Theorem 3.7. For each " 2 (0; "0), the function u", dened by (3.7), is the unique
viscosity solution of (HJ") that is continuous on 
.
Proof. As is well-known (see, for instance, [22]), (u") and (u") are, respectively, a vis-
cosity subsolution and supersolution of
u  b Du
"
+G(x;Du) = 0 in 
: (3.9)
It remains to prove that u" 2 C(
). We rst demonstrate that
lim

3y!x
u"(y) = g"(x) for all x 2 @
; (3.10)
where the convergence is uniform in x 2 @
.
To do this, we argue by contradiction and thus suppose that there exist a sequence
fxkgk2N  
, converging to x0 2 @i
 for some i 2 I0, and a constant  > 0 so that
ju"(xk)  g"(x0)j   for all k 2 N:
There are two cases: for innitely many k 2 N, we have
u"(xk)  g"(x0) + ; (3.11)
or, otherwise,
u"(xk)  g"(x0)  : (3.12)
By passing to its subsequence, we may assume that, in the rst case (resp., in the second
case), (3.11) (resp., (3.12)) is satised for all k 2 N. We may assume as well that xk 2 
i
for all k 2 N. Fix  2 (0; 1) so that B  
 \ V . The set H(B) = fH(y) j y 2 Bg
is clearly a closed interval, which we denote by [h ; h+], and, since B  
, we have
maxi2I1 hi < h  < 0 < h+ < h0. We may assume by passing once again to its subsequence
that, for all k 2 N, H(xk) 2 (h+; h0] if i = 0 and H(xk) 2 [hi; h ) if i 2 I1.
Let  and Y be the same functions as those in the proof of Proposition 3.5. By (3.8),
we see that
Y (t; xk) 2 
i nB for all t 2 [0; (xk)] and k 2 N:
We treat rst the case where (3.11) holds for all k 2 N. Set  = min
nB jDHj(> 0).
By (3.8), we have
jhi  H(xk)j = jH(Y ((xk); xk)) H(xk)j
= 
Z (xk)
0
jDH(Y (t; xk))j dt  (xk);
and, therefore,
lim
k!1
(xk) = 0:
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Setting k(t) = _Y (t; xk)  " 1b(Y (t; xk)) for t 2 [0; (xk)], we have
u"(xk) 
Z (xk)
0
L(Y (t; xk); k(t))e
 t dt+ g"(Y ((xk); xk))e (xk)
M(xk) + g"(Y ((xk); xk))e (xk);
and, moreover,
lim sup
k!1
u"(xk)  g"(x0);
which contradicts (3.11).
Next, consider the case where (3.12) holds for all k 2 N. For each k 2 N, in view of
(3.7), choose k 2 L1([0; 1);R2) and k 2 [0; 1) so that Xk(t) := X"(t; xk; k) 2 
 for
all t 2 [0; k], Xk(k) 2 @
, and
u"(xk) +

2
>
Z k
0
L(Xk(t); k(t))e
 t dt+ g"(Xk(k))e k : (3.13)
Dene Z(t; x) for (t; x) 2 [0; 1) (
i nB) as the unique solution of
_X(t) =   b(X(t))
"
+ i
DH(X(t))
jDH(X(t))j and X(0) = x;
where 0 :=  and i :=   if i 2 I1. Similarly to the case of Y , we deduce that there
exists (x) 2 [0; 1) such that
Z((x); x) 2 @i
 and Z(t; x) 2 
i nB for all t 2 [0; (x)]:
We set sk = (xk), tk = sk + k, and
Yk(t) =
(
Z(sk   t; xk) for t 2 [0; sk];
Xk(t  sk) for t 2 [sk; tk]:
Note that Yk is continuous at t = sk and satises
_Yk(t) =
8>><>>:
b(Yk(t))
"
  i
DH(Yk(t))
jDH(Yk(t))j for all t 2 [0; sk);
b(Yk(t))
"
+ k(t  sk) for a.e. t 2 (sk; tk];
that Yk(t) 2 
 for all t 2 [0; tk], and that
lim
k!1
sk = 0 and lim
k!1
Yk(0) = x0:
Setting
k(t) =
8<: i
DH(Yk(t))
jDH(Yk(t))j for t 2 [0; sk);
k(t  sk) for a.e. t 2 (sk; tk];
we have
_Yk(t) =
b(Yk(t))
"
+ k(t) for a.e. t 2 [0; tk]:
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Since Yk(0); Yk(tk) 2 @
, we see by (G5) that
g"(Yk(0)) 
Z tk
0
L(Yk(t); k(t))e
 t dt+ g"(Yk(tk))e tk ;
from which, together with (3.13) and (3.12), we get
g"(Yk(0)) Msk + e sk
Z tk
sk
L(Yk(t); k(t))e
 t dt+ g"(Yk(tk))e k

=Msk + e
 sk
Z k
0
L(Xk(t); k(t))e
 t dt+ g"(Xk(k))e k

< Msk + e
 sk

u"(xk) +

2

Msk + e sk

g"(x0)  
2

:
Sending k !1 in the above yields
g"(x0)  g"(x0)  
2
;
which is a contradiction. Thus, we conclude that u" satises (3.10). In particular, we
have u"(x) = g"(x) for all x 2 @
.
To see the continuity of u", we note that the pde (3.9) has the form
u+ F (x;Du) = 0 in 
;
where F is given by
F (x; p) =   b(x)  p
"
+G(x; p)
and satises
jF (x; p)  F (y; p)j  Lb
"
jx  yjjpj+m(jx  yj(jpj+ 1)) for all x; y 2 
 and p 2 R2;
with Lb > 0 being a Lipschitz bound of b. Theorem 1.12, together with (3.10) and the
viscosity properties of u", ensures that (u")  (u") on 
, which implies the continuity
on 
 and the uniqueness of u" .
Thanks to this proposition, we may dene hereafter u" by (3.7). Since the family
fu"g"2(0; "0) is uniformly bounded on 
, the upper relaxed-limit v+ and the lower relaxed-
limit v , as "! 0+, of u" are well-dened and bounded on 
.
If v+(x) 6= v (x) for some x 2 @
, a boundary layer happens in the limiting process
of sending " ! 0+. In order that any boundary layer does not occur, in addition to
(G1){(G5), we henceforth assume the following condition.
(G6) There exist constants di such that v
(x) = di for all x 2 @i
 and i 2 I0.
It is obvious that this leads to
lim

3y!x
v(y) = lim
"!0+
g"(x) = di uniformly for x 2 @i
 for all i 2 I0: (3.14)
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Chapter 4
The limiting problem
In this chapter, we are concerned with the limiting problem that the limiting function of
the solution u" of (HJ") should satisfy, which is described below.
In view of Theorem 2.1, if we identify all points belonging to a curve ci(h), then we
obtain a graph   consisting of N segments parametrized by a variable h in J0; J1; : : : ; JN 1.
For example,   corresponding to 
 in Fig. 3.2 is shown in Fig. 4.1 below.
For h 2 Ji and i 2 I0, let Li(h) denote the length of a curve ci(h), that is,
Li(h) =
Z
ci(h)
dl; (4.1)
where dl denotes the line element.
In view of (ii) of Theorem 2.1, if h 2 Ji [ fhig and i 2 I0, then the map t 7! X(t; x)
is periodic with period Ti(h), which is independent of the choice x 2 ci(h). Noting that
jbj = jDHj, the minimal period Ti(h) has the form
Ti(h) =
Z
ci(h)
1
jDHj dl; (4.2)
which shows, in view of (H2), that
0 < Ti(h) <1 and lim
Ji3r!0
Ti(r) =1:
For i 2 I0, we dene the function Gi : Ji [ fhig  R! R by
Gi(h; q) =
1
Ti(h)
Z
ci(h)
G(x; qDH)
jDHj dl =
1
Ti(h)
Z Ti(h)
0
G(X(t; x); qDH(X(t; x))) dt;
where x 2 ci(h) is xed arbitrarily. We note here that the second formula above reveals
that Gi(h; q) is the mean value of the function G(; qDH()) along the ow X(t; x) on the
loop ci(h).
In Sections 4.1 and 4.2, we study properties of the functions Ti, Li, and Gi. In Section
4.3, we discuss properties of viscosity subsolutions of the nonlinear ode, with i 2 I0,
u+Gi(h; u
0) = 0 in Ji; (HJi)
where u : Ji ! R is the unknown function. The limit of u", as " ! 0+, is described by
use of an ordered N -tuple of viscosity solutions of (HJi), with i 2 I0 (see Theorem 5.1).
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Figure 4.1. The graph   corresponding to 
 in Figure 3.2
Our asymptotic analysis of (HJ") (see Chapter 5) is based on the rather implicit (or
ad hoc) conditions (G5) and (G6), which are indeed convenient for our arguments below.
However, it is not clear which g" and di satisfy (G5) and (G6). Thus, it is important to
know when (G5) and (G6) hold. This question is taken up in Section 4.4 and there we
give a general sucient condition on the data (d0; : : : ; dN 1) that conditions (G5) and
(G6) should hold.
4.1 The minimal periods and the length
We begin with a consequence of Green's formula. See also [15, Lemma 1.1, Section 8].
Lemma 4.1. Let i 2 I0 and let r1; r2 2 Ji [ fhig be such that r1 < r2. Set W = fx 2

i j r1 < H(x) < r2g. If f 2 C1(W ), thenZ
ci(r2)
f jDHj dl  
Z
ci(r1)
f jDHj dl =
Z
W
(Df DH + fH) dx; (4.3)
and, moreover, for any h 2 [r1; r2],
d
dh
Z
ci(h)
f jDHj dl =
Z
ci(h)

Df DH
jDHj + f
H
jDHj

dl: (4.4)
Proof. Green's formula yieldsZ
@W
fDH   dl =
Z
W
div f DH dx;
where  = (x) is the outer unit normal vector at x 2 @W . Noting that @W = ci(r1) [
ci(r2) and that  = DH=jDHj on ci(r2) and  =  DH=jDHj on ci(r1), we obtain (4.3).
As a consequence of (4.3), we readily get (4.4).
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Lemma 4.2. For all i 2 I0, we have Li; Ti 2 C1(Ji [ fhig).
Proof. Together with (4.1) and (4.2), Lemma 4.1, with f = 1=jDHj and f = 1=jDHj2,
yields, respectively,
d
dh
Li(h) =
Z
ci(h)

 trDH 
DHD
2H
jDHj4 +
H
jDHj2

dl
and
d
dh
Ti(h) =
Z
ci(h)

 2 trDH 
DHD
2H
jDHj5 +
H
jDHj3

dl;
where D2H and p 
 q denote the Hessian matrix of H and the matrix (piqj)1i;j2 for
p; q 2 R2, respectively. These above imply that Li; Ti 2 C1(Ji [ fhig).
We henceforth write `(c) for the length of a given curve c.
Lemma 4.3. There exist constants l 2 (0; 1) and Cl > 0, independent of h, such that,
for any r 2 (0; l),
`(ci(h) \Br)  Cl rm n+2 for all h 2 Ji and i 2 I0:
Proof. Fix l 2 (0; 1) so that B2l  
 \ V . Fix any r 2 (0; l), i 2 I0, and h 2 Ji. We
choose a function  2 C1(R2) so that8><>:
(x) = 1 if x 2 Br;
0  (x)  1 if x 2 B2r nBr;
(x) = 0 if x 2 R2 nB2r:
As a standard observation, we may assume that jD(x)j  C1=r for all x 2 R2 and some
constant C1 > 0, where C1 is independent of r.
Set W = fx 2 R2 j h < H(x) < h0g if i = 0 and W = fx 2 Di j hi < H(x) < hg if
i 2 I1. Note that B2r \ @W = B2r \ ci(h). In view of the choice of , by (4.3), we have
`(ci(h) \Br)   
Z
W\B2r

D DH
jDHj +

jDHj tr[(I  DH 
DH)D
2H]

dx;
where I and p denote the identity matrix of size two and the unit vector p=jpj for p 2
R2 n f0g, respectively. We deduce from (H3) that, for some constant C2 > 0, 1jDHj tr[(I  DH 
DH)D2H]
  C2jxjm n for all x 2 W \B2r;
while we have D DHjDHj
  C1r in W \B2r:
Thus, we obtain
`(ci(h) \ Br)  

4C1r +
C2(2r)
m n+2
m  n+ 2

 Cl rm n+2;
with Cl = 4C1 + 2
m n+2C2=(m  n+ 2), since m  n+ 2  1.
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This lemma gives us a boundedness of Li(h) from above. It is obvious that Li(h) is
bounded from below by a positive constant.
The behavior of Ti(h) near h = 0 is given by the following lemma.
Lemma 4.4. For all i 2 I0, we have Ti(h) = O(jhj  nm+2 ) as Ji 3 h! 0.
Proof. Fix any i 2 I0 and h 2 Ji. Fix  2 (0; 1) so that B  
 \ V . By replacing h if
necessary so that jhj is small enough, we may assume that ci(h) \ B 6= ;.
Set  = minci(h)nB jDHj(> 0). By (2.16), we compute
Ti(h) =
Z
ci(h)\B
1
jDHj dl +
Z
ci(h)nB
1
jDHj dl

Z
ci(h)\B
1
c0jHj nm+2
dl +  1L(ci(h) nB)  c 10 Li(h)jhj 
n
m+2 +  1Li(h):
from which we conclude that Ti(h) = O(jhj  nm+2 ) as Ji 3 h! 0.
We remark that since n < m+ 2, this lemma assures that
Ti 2 L1(Ji) for all i 2 I0: (4.5)
This integrability ensures the continuity of solutions of (HJi) up to h = 0 (see Lemma 4.8
below).
4.2 The Hamiltonians Gi in (HJi)
We state here a few properties of the function Gi.
Lemma 4.5. For any i 2 I0, we have Gi 2 C(Ji [ fhig  R) and
Gi(h; q)  ALi(h)
Ti(h)
jqj   CA for all (h; q) 2 Ji [ fhig  R; (4.6)
In particular, Gi is locally coercive in the sense that, for any compact interval I of Ji [
fhig,
lim
r!1
inffGi(h; q) j h 2 I; jqj  rg =1:
Proof. Combining the denition of Gi with Lemma 4.2 yields the continuity of Gi, and
combining it with (3.5) yields (4.6).
Lemma 4.6. We have
lim
Ji3h!0
min
q2R
Gi(h; q) = G(0; 0) for all i 2 I0:
Proof. Since
min

nV
jDHj > 0;
we may assume by replacing cH by a smaller positive one that
jDH(x)j  cH jxjn for all x 2 
: (4.7)
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Fix any i 2 I0 and  > 0. Note that, due to the continuity and the coercivity of G,
there exist R;C1 > 0 such that G(x; p)  G(0; 0) for all (x; p) 2 
 (R2 nBR) and
jG(x; p) G(0; 0)j   + C1(jxjn + jpj)
for all (x; p) 2 
BR. Combining this with (4.7) yields
jG(x; p) G(0; 0)j   + C2(jDH(x)j+ jpj) (4.8)
for all (x; p) 2 
BR and for some C2 > 0. Hence, we get
jGi(h; 0) G(0; 0)j   + C2Li(h)
Ti(h)
for all h 2 Ji; (4.9)
which implies that
lim sup
Ji3h!0
min
q2R
Gi(h; q)  G(0; 0) + : (4.10)
We intend to show that
lim inf
Ji3h!0
min
q2R
Gi(h; q)  G(0; 0)  ; (4.11)
which together with (4.10) proves the lemma since  > 0 is arbitrary.
Choosing a constant C3 > 0 so that C3  CA + G(0; 0), we observe by Lemma 4.5
that, for any (h; q) 2 Ji  R, if
ALi(h)jqj
Ti(h)
 C3;
then Gi(h; q)  G(0; 0). We may thus choose a constant C4 > 0 so that
Gi(h; q)  G(0; 0) if jqj  C4Ti(h): (4.12)
We pick a function  2 C(Ji) so that 0 < (h)  C4Ti(h) for all h 2 Ji,
lim
Ji3h!0
(h) =1; and lim
Ji3h!0
(h)
Ti(h)
= 0:
For instance, the function (h) := C4Ti(h) ^ Ti(h)1=2 has all the properties above.
Fix (h; q) 2 JiR so that jqj  C4Ti(h). Consider the case where jqj  (h). In view
of (4.8), we have
G(x; qDH(x))  G(0; 0)     C2(1 + jqj)jDH(x)j
 G(0; 0)     C2(1 + (h))jDH(x)j for all x 2 
;
(4.13)
from which we obtain
Gi(h; q)  G(0; 0)     C21 + (h)
Ti(h)
Li(h) if jqj  (h): (4.14)
Next, consider the case where (h)  jqj  C4Ti(h). Set
S = fx 2 ci(h) j jxj  (R=cH jqj) 1ng:
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If x 2 ci(h) n S, then, by (4.7),
R
cH jqj < jxj
n  jDH(x)j
cH
;
which implies that jqjjDH(x)j > R. Hence, we have
G(x; qDH(x))  G(0; 0) for all x 2 ci(h) n S: (4.15)
Choose  > 0 so that if jhj  , then
R
cH(h)
 1
n
< l;
which implies that, since jqj  (h),
R
cH jqj
 1
n


R
cH(h)
 1
n
< l:
Hence, by Lemma 4.3, we have
`(S)  Cl

R
cH(h)
m n+2
n
if jhj  : (4.16)
Using (4.8) as in (4.13), together with (4.15) and (4.16), for jhj  , we compute
Gi(h; q) =
1
Ti(h)
Z
S
+
Z
ci(h)nS

G(x; qDH)
jDHj dt
 1
Ti(h)
Z
S
G(0; 0)     C2(1 + jqj)jDHj
jDHj dl +
Z
ci(h)nS
G(0; 0)
jDHj dl

 G(0; 0)     C21 + C4Ti(h)
Ti(h)
`(S)
 G(0; 0)     C21 + C4Ti(h)
Ti(h)
Cl

R
c(h)
m n+2
n
:
Combining this, which is valid provided that jhj   and (h)  jqj  C4Ti(h), with
(4.12) and (4.14), we conclude that (4.11) holds.
4.3 Properties of viscosity subsolutions of (HJi)
For i 2 I0, let S i (resp., S+i or Si) be the set of all viscosity subsolutions (resp., viscosity
supersolutions or viscosity solutions) of (HJi).
Lemma 4.7. Let i 2 I0 and u 2 S i \ USC(Ji [ fhig). Then, u is locally Lipschitz
continuous in Ji [ fhig.
Proof. For any compact interval I of Ji [ fhig, noting that Gi is locally coercive, we nd
that ju0j  C1(u; I) in the viscosity sense for some constant C1(u; I) > 0 depending on u
and I. By Proposition 1.28, we see that u is locally Lipschitz continuous in Ji [fhig.
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Lemma 4.8. Let i 2 I0 and u 2 S i \ USC(Ji). Then, u is uniformly continuous in Ji
and, hence, it can be extended uniquely to Ji as a continuous function on Ji.
Proof. By (4.6), we have
u+
ALi
Ti
ju0j   CA  0 in Ji (4.17)
in the viscosity sense. By Proposition 1.26 and Lemma 4.7, this inequality is also satised
in the almost everywhere sense.
We dene v 2 C(Ji) by v(h) = u(h)  CA and observe that
jv0(h)j+ Ti(h)
ALi(h)
v(h)  0 for a.e. h 2 Ji:
By (4.5) and the positivity of Li, we see that Ti=Li 2 L1(Ji). For any h; a 2 Ji, Gronwall's
inequality yields
jv(h)j  jv(a)j exp
Z
Ji
Ti(s)
ALi(s)
ds; (4.18)
which shows that u is a bounded function in Ji. From (4.17), we get
ju0(h)j  Ti(h)
ALi(h)

CA +  sup
Ji
juj

for a.e. h 2 Ji: (4.19)
Since Ti=Li 2 L1(Ji), the inequality above shows that u is uniformly continuous in Ji.
Thanks to these lemmas, we may assume that any u 2 S i \ USC(Ji) is a function in
C( Ji) \ Liploc(Ji [ fhig). This comment also applies to Si \ USC(Ji) since Si  S i .
The following lemma is a direct consequence of (4.19).
Lemma 4.9. Let i 2 I0 and S  S i \USC(Ji). Assume that S is uniformly bounded on
Ji. Then, S is equicontinuous on Ji.
Lemma 4.10. Let i 2 I0 and u 2 S i \ C( Ji). Then, there exists a constant C > 0,
independent of u, such that
ju(h)j  C(ju(a)j+ 1) for all h; a 2 Ji:
Proof. Set
C1 = exp
Z
Ji
Ti(s)
ALi(s)
ds;
and x any h; a 2 Ji. According to (4.18), we have
ju(h)  CAj  C1ju(a)  CAj;
and, hence,
ju(h)j  C1ju(a)j+ 2 1C1CA:
Lemma 4.11. Let i 2 I0 and u 2 S i \ C( Ji). Then, we have u(0) +G(0; 0)  0.
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Proof. Fix i 2 I0. Since u 2 S i \ C( Ji), we have
u(h) + min
q2R
Gi(h; q)  0 for all h 2 Ji:
Using Lemma 4.6, we conclude that u(0) +G(0; 0)  0.
Lemma 4.12. Let i 2 I0 and u 2 S i \ C( Ji). Set d 2 ( 1; u(0)) and
di (h) = supfv(h) j v 2 S i \ C( Ji); v(0) = dg for h 2 Ji:
Then, there exists  > 0 such that
di (h) > d for all h 2 Ji \ [ ; ]:
Remark 4.13. An important remark on S i is that if u 2 S i , then u   a 2 S i for any
constant a > 0 since  > 0. From this remark, the set of all v 2 S i \ C( Ji) satisfying
v(0) < u(0) are nonempty and, hence, by Lemmas 4.9 and 4.10, it is uniformly bounded
and equicontinuous on Ji. The function 
d
i is thus well-dened as a continuous function
on Ji, that is locally Lipschitz continuous in Ji[fhig, and, according to Perron's method,
it is a viscosity solution of (HJi).
Proof of Lemma 4.12. Since d < u(0), by Lemma 4.11, we have
d+G(0; 0) < 0:
Observe by the inequality (4.9) that
lim
JiR3(h;q)!(0;0)
Gi(h; q) = G(0; 0);
from which we see that there exists  > 0 such that, for all h 2 Ji \ [ ; ],
(d+ hi) +Gi(h; i) < 0 and u(h)  d+ hi;
where 0 :=  and i :=   if i 2 I1.
Set
wi(h) =
(
u(h)  u(i) + d+ 2 for h 2 Ji n [ ; ];
d+ hi for h 2 Ji \ [ ; ];
and observe that wi 2 Lip( Ji) and
wi(h) +Gi(h;Dwi(h))  0 for a.e. h 2 Ji:
The convexity of Gi(h; ) implies, thanks to Proposition 1.26, that wi 2 S i . Noting that
wi(0) = d, we see that 
d
i  wi on Ji, which, in particular, shows that di (h)  d+hi > d
for all h 2 Ji \ [ ; ], which completes the proof.
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4.4 Admissibility of the boundary data
In this section, we present a sucient condition on the data di that (G5) and (G6) should
hold. Temporarily in this section, we do not assume (G5) and (G6).
Given (d0; d1; : : : ; dN) 2 RN+1, we consider here the boundary value problem, with
i 2 I0, 8><>:
ui +Gi(h; u
0
i) = 0 in Ji;
ui(hi) = di;
ui(0) = dN :
(4.20)
For i 2 I0, let Ii be the set of d 2 R such that the set
fu 2 S i \ C( Ji) j u(hi) = dg
is nonempty. Note that Ii = ( 1; ai] for some ai 2 R. Indeed, in view of Remark 4.13,
if d 2 Ii and c < d, then c 2 Ii. Observe that if d 2 R satises
d+max
h2 Ji
Gi(h; 0)  0;
then d 2 S i \ C( Ji) and d 2 Ii, and that if d 2 R satises
d+ min
(h;p)2 JiR
Gi(h; p) > 0;
then d 62 Ii. Thus we see that Ii = ( 1; ai] for some ai 2 R. Set
di (h) = supfu(h) j u 2 S i \ C( Ji); u(hi) = dg for h 2 Ji; d 2 Ii; and i 2 I0
and observe (see Remark 4.13) that
di 2 Si \ C( Ji) \ Liploc(Ji [ fhig) and di (hi) = d:
Also, set
N = min
i2I0
sup
d2Ii
di (0);
and note by Lemma 4.10 that N <1.
Let IN be the set of d 2 R such that
fu 2 S i \ C( Ji) j u(0) = dg 6= ; for all i 2 I0:
Similarly to the above, we see that IN = ( 1; N ]. Set
di (h) = supfu(h) j u 2 S i \ C( Ji); u(0) = dg for h 2 Ji; d 2 IN ; and i 2 I0
and observe that
di 2 Si \ C( Ji) \ Liploc(Ji [ fhig) and di (0) = d:
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Theorem 4.14. Let (d0; d1; : : : ; dN) 2 RN+1. The problem (4.20) has a viscosity solution
(u0; u1; : : : ; uN 1) 2 C( J0) C( J1) : : : C( JN 1) if and only if8><>:
(d0; d1; : : : ; dN) 2 I0  I1  : : : IN ;
mini2I0 
di
i (0)  dN ;
dNi (hi)  di for all i 2 I0:
(4.21)
Proof. First, assume that (4.21) is satised. Set
ui(h) = 
di
i (h) ^ dNi (h) for h 2 Ji and i 2 I0;
observe by Proposition 1.15 and Corollary 1.27 that ui 2 Si \ C( Ji), ui(hi) = di, and
ui(0) = dN , and conclude that (u0; u1; : : : ; uN 1) is a viscosity solution of (4.20).
Now, assume that (4.20) has a viscosity solution (u0; u1; : : : ; uN 1) 2 C( J0)C( J1)
: : :  C( JN 1). Obviously, (d0; d1; : : : ; dN) 2 I0  I1  : : :  IN 1, dii  ui and dNi  ui
on Ji for all i 2 I0. Moreover, we see that dii (0)  ui(0) = dN and dNi (hi)  ui = di for
all i 2 I0. Thus, (4.21) is valid.
We set
A = f(d0; d1; : : : ; dN) 2 RN+1 j (4.21) is satised g;
and
A0 = f(d0; d1; : : : ; dN) 2 RN+1 j
there exists a > 0 such that (d0 + a; d1 + a; : : : ; dN + a) 2 Ag:
Note that A0  A.
Remark 4.15. The set A is nonempty. Indeed, if d := d0 = d1 =    = dN and d satises
d+max
i2I0
max
h2 Ji
Gi(h; 0)  0;
then d 2 Ii for all i 2 f0; 1; : : : ; Ng, and di  d on Ji and di  d on Ji for all i 2 I0, that
is, (4.21) is satised. Moreover, it is easy to check that, for such a d 2 R and any a > 0,
(d   a; d   a; : : : ; d   a) 2 A. Thus, we see that A has an interior point and A0 is also
nonempty.
Lemma 4.16. Let (d0; d1; : : : ; dN) 2 A0. Then
dN < min
i2I0
dii (0):
Proof. Choose a > 0 so that (d0 + a; d1 + a; : : : ; dN + a) 2 A. Fix any i 2 I0. Note that
the function u := di+ai   a is a viscosity subsolution of
u+Gi(h; u
0) =  a in Ji:
Select a smooth function  2 C1( Ji) so that  (h) = 1 in a neighborhood of 0 and  (h) = 0
in a neighborhood of hi. Accordingly,  
0 is supported in Ji. Let " > 0 and consider the
function u" := u + " . Let M > 0 be a Lipschitz bound of u in supp 
0, note that Gi
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is uniformly continuous in supp 0  [ M; M ], and observe that if " > 0 is suciently
small, then
Gi(h; u
0(h) + " 0(h))  Gi(h; u0(h)) + a
2
for a.e. h 2 Ji:
Thus, if " 2 (0; a=2) is suciently small, then we have
u" +Gi(h; u
0
")  0 in Ji
in the viscosity sense. Fix such " > 0 and observe that u"(hi) = u(hi) = di and, by the
denition of dii , that 
di
i  u" on Ji. Since u"(0) = di+ai (0)  a+ " > di+a(0)  a, we get
dii (0) > 
di+a
i (0)  a:
Since (d0 + a; d1 + a; : : : ; dN + a) 2 A, we have
dN + a  di+ai (0):
Combining this with the inequality above, we get dN < 
di
i (0). This is true for all i 2 I0
and the proof is complete.
We set h = mini2I0 jhij,

i(h) = fx 2 
i j jH(x)j < hg for (h; i) 2 (0; h) I0;
and

(h) =
[
i2I0

i(h) for h 2 (0; h):
We write 
i(h) (resp., 
(h)) for the closure of 
i(h) (resp., 
(h)).
Lemma 4.17. For any  > 0, there exist  2 (0; h) and  2 C1(
()) such that
 b(x) D (x) +G(x; 0) < G(0; 0) +  for all x 2 
():
Proof. Fix any  > 0. Dene the function g 2 C(
) by
g(x) = G(0; 0) G(x; 0):
Note that, for any neighborhood W of c0(0), there exists  2 (0; h) such that 
()  W .
Fix xi 2 ci(0) n f0g for each i 2 I1. Choose r > 0 so that Br  
 and
jg(x)j < 
2
for all x 2 Br:
Choose g^ 2 C1(
) so that
g^(x) = 0 for all x 2 Br and jg(x)  g^(x)j < 
2
for all x 2 
:
Also, choose T > 0 so that
X(t; xi) 2 Br for all jtj  T and i 2 I1
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and
1
2T
Z T T g^(X(t; xi)) dt
 < 2 for all i 2 I1:
Write Yi(s) for the solution of the problem
_Y (s) =
DH(Y (s))
jDH(Y (s))j2 and Y (0) = xi:
Write Zi(t; s) = X(t; Yi(s)) for (t; s; i) 2 R ( h; h) I1. Set

i;T () = fZi(t; s) j jtj  T + 2; jsj  g for (; i) 2 ( h; h) I1:
Note that the sets
fX(t; xi) j jtj  T + 2g;
with i 2 I1, are mutually disjoint, and we choose  2 (0; h) so that 
i;T (), with i 2 I1,
are mutually disjoint.
Moreover, we may assume that
Zi(t; s) 2 Br for all (t; s; i) 2 [ T   2; T + 2] n ( T; T ) [ ; ] I1;
1
2T
Z T T g^(Zi(t; s)) dt
 < 2 for all (s; i) 2 [ ; ] I1;
and
Ti(s) > 2T + 4 for all (s; i) 2 [ ; ] I0:
Set
~gi(t; s) =
(
g^(Zi(t; s)) for (t; s; i) 2 [ T; T ] [ ; ] I1;
0 for (t; s; i) 2 R n [ T; T ] [ ; ] I1;
and note that ~gi 2 C1(R [ ; ]). Also, set
mi(s) =
1
2T
Z
R
~gi(t; s) dt for (s; i) 2 [ ; ] I1
and
mi(t; s) =
(
mi(s) for (t; s; i) 2 [ T; T ] [ ; ] I1
0 for (t; s; i) 2 R n [ T; T ] [ ; ] I1:
Note that
j mi(t; s)j < 
2
for all (t; s; i) 2 R [ ; ] I1:
Let  2 C1(R) be a standard mollication kernel with supp   ( 1; 1). Set
mi (t; s) = (  mi(; s))(t) for (t; s; i) 2 R [ ; ] I1
and
~ i(t; s) =  
Z t
 1
(~gi(r; s) mi (r; s)) dr for (t; s; i) 2 R [ ; ] I1:
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Note that
mi (t; s) = 0 for all (t; s; i) 2 R n ( T   1; T + 1) [ ; ] I1;
jmi (t; s)j <

2
for all (t; s; i) 2 R [ ; ] I1;
and Z
R
mi (t; s) dt =
Z
R
~gi(t; s) dt for all (s; i) 2 [ ; ] I1:
Note also that ~ i 2 C1(R [ ; ]) for all i 2 I1,
~ i(t; s) = 0 for all (t; s; i) 2 R n ( T   1; T + 1) [ ; ] I1;
and
  ~ i;t(t; s) = ~gi(t; s) mi (t; s) < ~gi(t; s) +

2
for all (t; s; i) 2 R [ ; ] I1:
We shall show that Zi : [ T   2; T + 2]  [ ; ] ! 
i;T () is a dieomorphism.
Obviously, by the denition of 
i;T (), it follows Zi is a C
1 mapping, which is surjective.
To see that Zi is injective, let (t; s); (; ) 2 [ T   2; T + 2]  [ ; ] be such that
Zi(t; s) = Zi(; ). Note that
s = H(X(0; Yi(s))) = H(Zi(t; s)) = H(Zi(; )) = :
If s = 0, then we see by the standard ode theory that t =  . If s 6= 0, then t =  or jt  j 
Ti(s). The latter case is impossible since Ti(s) > 2T+4 and jt  j  2T+4. Thus, we have
t =  and conclude that Zi is bijective. Consequently, as observed in the proof of Lemma
2.10, the Inverse Function Theorem guarantees that Zi : [ T 2; T+2][ ; ]! 
i;T ()
is a dieomorphism.
Note that the Inverse Function Theorem implies that 
i;T () is a neighborhood of
fX(t; xi) j jtj  T + 1g. Since
X(t; xi) 2 Br for all jtj  T and i 2 I1;
it follows that the set Br [ 
i;T () is a neighborhood of ci(0) and, hence,
Br [
[
i2I1

i;T ()
is a neighborhood of c0(0). Thus, we may choose  2 (0; ) so that

()  Br [
[
i2I1

i;T ():
Set
 i(x) = ~ i(Z
 1
i (x)) for x 2 
i;T () and i 2 I1:
It is clear that  i 2 C1(
i;T ()). Dene  : 
()! R by
 (x) =
(
 i(x) if x 2 
i;T () and i 2 I1;
0 otherwise.
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Since 
i;T (), with i 2 I1, are mutually disjoint, the function  is well-dened.
Let x 2 
(). If
x 2 Br n
[
i2I1

i;T ();
then  = 0 in a neighborhood Wx (e.g. Wx = Br n
S
i2I1 
i;T ()) of x,  2 C1(Wx), and
 b(x) D (x) = 0 < g(x) + : (4.22)
Otherwise, we have
x 2
[
i2I1

i;T ():
Choose i 2 I1 so that x 2 
i;T () and set (t; s) = Z 1i (x) 2 [ T   2; T + 2]  [ ; ].
Since  < , we see that jsj < . If t = (T + 2), then there exists a neighborhood Wx
of x such that
 i(x) = 0 for all x 2 Wx \ 
i;T ()
and
Wx \ 
j;T () = ; for all j 6= i:
Since  = 0 in Wx n 
i;T (), we see that  = 0 in Wx and, hence, we get (4.22). If
jtj < T + 2, then  is of class C1 in a neighborhood Wx (e.g. Wx = 
i;T ()) of x and
 (y) = ~ i(Z
 1
i (y)) for all y 2 Wx:
Writing Z 1i (y) = (; ) and dierentiating the above, we get
~ i;t(; ) = D (y)  b(y)
and
 b(x) D (x) =   i;t(Z 1i (x)) = ~gi(Z 1i (x)) +

2
= g^(x) +

2
< g(x) + :
This concludes the proof.
Fix xi 2 ci(0) n f0g for each i 2 I0. Set
li = fY (s; xi) j s 2 Jig for i 2 I0
and
i(x) = infft > 0 j X(t; x) 2 lig for x 2 Wi := 
i [ @i
 and i 2 I0:
Note that although i is continuous in Wi n li, it has a jump discontinuity across the curve
li. To avoid this diculty, we modify i near li by considering the set Ui = fx 2 Wi j
i(x) 6= Ti H(x)=2g and the function ~i : Ui ! (0; 1) dened by
~i(x) =
(
i(x) if i(x) > Ti H(x)=2;
i(x) + Ti H(x) if i(x) < Ti H(x)=2:
Lemma 4.18. For all i 2 I0, we have i 2 C1(Wi n li) and ~i 2 C1(Ui).
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This lemma can be found in [24] in a slightly dierent context, to which we refer for
the proof.
Lemma 4.19. Let i 2 I0 and let I be a compact interval of Ji[fhig. Let  2 C1(I). Set
W = fx 2 Wi j H(x) 2 Ig. Then, for any  > 0, there exists  2 C1(W ) such that
j b(x)D (x)+G(x; 0H(x)DH(x)) Gi(H(x); 0H(x))j <  for all x 2 W: (4.23)
Proof. Fix any  > 0. Dene the function g 2 C(W ) by
g(x) = G(x; 0 H(x)DH(x))
and choose a function f 2 C1(W ) so that
jg(x)  f(x)j < 
2
for all x 2 W:
Let  : W ! R be the function dened by
 (x) =  
Z i(x)
0
(f(X(t; x))  f(x)) dt;
where
f(x) :=
1
Ti H(x)
Z TiH(x)
0
f(X(s; x)) ds:
Observe that Z TiH(x)
0
(f(X(t; x))  f(x)) dt = 0 for all x 2 W: (4.24)
By Lemmas 4.2 and 4.18, we see that  2 C1(W n li). Moreover, in view of the
denition of ~i, we obtain from (4.24) that
 (x) =  
Z ~i(x)
0
(f(X(t; x))  f(x)) dt for all x 2 W \ Ui:
Hence, we see that  2 C1(W \ Ui) and, moreover,  2 C1(W ). For any x 2 W and
s 2 R, we have
 (X( s; x)) =  
Z i(X( s;x))
0
(f(X(t;X( s; x)))  f(X( s; x))) dt
=  
Z i(x)
 s
(f(X(t; x))  f(x)) dt:
Dierentiating this with respect to s at s = 0, we have
 b(x) D (x) =  f(x) + f(x) for all x 2 W;
which implies that (4.23) holds.
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Lemma 4.20. Let (d0; d1; : : : ; dN) 2 A0. Then, there exist  2 (0; h), "0 2 (0; 1), and
the family fw"g"2(0; "0)  C1(
()) such that, for each " 2 (0; "0), w" satises
w"(x)  b(x) Dw
"(x)
"
+G(x;Dw"(x))  0 for all x 2 
() (4.25)
and w" ! dN uniformly on 
() as "! 0+.
Proof. Note that
dii (h) + min
q2R
Gi(h; q)  0 for all h 2 Ji and i 2 I0;
and, hence, using Lemma 4.6, we have
min
i2I0
dii (0) +G(0; 0)  0:
In view of Lemma 4.16, we may choose  > 0 so that
dN +G(0; 0) <  2:
By Lemma 4.17, there exist  2 (0; h) and  2 C1(
()) such that
 b(x) D (x) +G(x; 0) < G(0; 0) +  for all x 2 
():
Set
w"(x) = dN + " (x) for (x; ") 2 
() (0; 1):
Note that
lim
"!0+
w" = dN uniformly on 
()
and compute, for any x 2 
(),
w"(x)  b(x) Dw
"(x)
"
+G(x;Dw"(x))
= dN + " (x)  b(x) D (x) +G(x; "D (x))
< dN + " (x) +G(0; 0) +   G(x; 0) +G(x; "D (x))
<   + " (x) G(x; 0) +G(x; "D (x));
(4.26)
from which we see that there exists "0 2 (0; 1) such that if " 2 (0; "0), then (4.25) is
satised.
Lemma 4.21. Let (d0; d1; : : : ; dN) 2 A0. Then, there exist  2 (0; h) and vi 2 S i \C( Ji),
with i 2 I0, such that vi(hi) = di, vi(0) = dN , and
vi(h) > dN for all h 2 Ji \ [ ; ]:
Furthermore, for any r 2 (0; ), there exist "0 2 (0; 1) and the families fv"i g"2(0; "0) 
Lip(
i n 
i(r)), with i 2 I0, such that, for each " 2 (0; "0), v"i satises
v"i  
b Dv"i
"
+G(x;Dv"i )  0 a.e. in 
i n 
i(r) (4.27)
and v"i ! vi H uniformly on 
i n 
i(r) as "! 0+.
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Proof. Choose a > 0 so that (d0 + 2a; d1 + 2a : : : ; dN + 2a) 2 A. Set
vi(h) = 
di+a
i (h) ^ dN+ai (h)  a for h 2 Ji and i 2 I0:
It is easily seen that vi 2 C( Ji) \ Liploc(Ji [ fhig), vi(hi) = di, vi(0) = dN , and
vi(h) +Gi(h; v
0
i(h))   a for a.e. h 2 Ji: (4.28)
Since dN+2ai 2 S i \ C( Ji), by Lemma 4.12, there exists 0 2 (0; h) such that
dN+ai (h) > dN + a for all h 2 Ji \ [ 0; 0] and i 2 I0:
In view of Lemma 4.16, there exists  2 (0; 0) such that vi(h) = dN+ai (h)   a for all
h 2 Ji \ [ ; ] and, hence, we get
vi(h) > dN for all h 2 Ji \ [ ; ] and i 2 I0:
Set
Ji(h) = Ji [ (hi   h; hi + h) for (h; i) 2 (0; h) I0
and write Ji(h) for the closure of Ji(h). Note that, for each i 2 I0, there exists qi 2 R
such that limJi3h!hi v
0
i(h) = qi along a subsequence. By (4.28), we have
vi(hi) +Gi(hi; qi)   a for all i 2 I0:
Fix any r 2 (0; ). Choose t 2 (0; r) so that
t < min
i2I1
(hi   h0i):
In view of the denition of Gi, we may assume that Gi is dened in Ji(t) R. Setting
vi(h) = vi(hi) + qi(h  hi) for h 2 [hi   t; hi + t] n Ji and i 2 I0
and replacing t by a smaller positive one, we can extend the domain of denition of vi to
Ji(t) so that
vi(h) +Gi(h; v
0
i(h))   2c for a.e. h 2 Ji(t) and for some c > 0:
Set
vsi (h) = 's  vi(h) for h 2 Ji(t) n ( r; r); s 2 (0; t); and i 2 I0;
where 's(h) = s
 1'(h=s) and ' 2 C1(R) is a standard mollication kernel with supp' 
( 1; 1).
Due to the local Lipschitz continuity of vi in Ji(t) n f0g, for each i 2 I0, there exists
a constant Ci > 0 such that
jv0i(h)j  Ci for a.e. h 2 Ji(t) n ( r + t; r   t):
For i 2 I0, let mi be a modulus continuity of Gi on Ji(t) n ( r + t; r   t)  [ Ci; Ci].
Then, computing as in the proof of Proposition 1.26, we get
vi(h) +Gi(h; (v
s
i )
0(h))   2c+mi(s) + Cs
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for all h 2 Ji n [ r; r], s 2 (0; t), and i 2 I0.
Fix any s 2 (0; t). Thanks to 4.19, for each i 2 I0, there exists  i 2 C1(
i n 
i(r))
such that
 b(x) D i(x) +G(x; (vsi )0 H(x)DH(x)) < Gi(H(x); (vsi )0 H(x)) + c
Set
v"i (x) = vi H(x) + " i(x) for x 2 
i n 
i(r); " 2 (0; 1); and i 2 I0;
and observe that v"i 2 Lip(
i n 
i(r)) and
lim
"!0+
v"i = vi H uniformly on 
i n 
i(r):
For any i 2 I0 and " 2 (0; "0), and almost every x 2 
i n 
i(r), we compute
v"i (x) 
b(x) Dv"i (x)
"
+G(x;Dv"i (x))
= vi H(x) + " i(x)  b(x) D i(x) +G(x; v0i H(x)DH(x) + "D i(x))
< vi H(x) + " i(x) +Gi(H(x); ~v0 H(x)) + c
 G(x; ~v0i H(x)DH(x)) +G(x; v0i H(x)DH(x) + "D i(x))
  c+mi(s) + Cs+ " i(x)
 G(x; ~v0i H(x)DH(x)) +G(x; v0i H(x)DH(x) + "D i(x));
from which, by replacing s by a smaller positive one, there exists "0 2 (0; 1) such that if
" 2 (0; "0), then
v"i  
b Dv"i
"
+G(x;Dv"i )  0 a.e. in 
i n 
i(r):
Theorem 4.22. For any (d0; d1; : : : ; dN) 2 A0, (G5) and (G6) hold for some boundary
data g".
Proof. By Lemma 4.16, we have
dN < min
i2I0
dii (0):
Fix any d 2 (dN ; mini2I0 dii (0)) and note that
(d0; d1; : : : ; dN 1; d) 2 A0:
By Lemma 4.20, there exist  2 (0; h), "0 2 (0; 1) and fw"g"2(0; "0)  C1(
()) such that,
for each " 2 (0; "0), w" satises (4.25) and
lim
"!0+
w"(x) = d uniformly for x 2 
():
By replacing  by a smaller positive one if necessary, thanks to Lemma 4.21, there
exist vi 2 S i \ C( Ji), with i 2 I0, such that vi(hi) = di, vi(0) = dN , and
vi(h) > dN for all h 2 Ji \ [ ; ]:
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Choose  2 (dN ; d) so that
 < min
i2I0
vi(i);
where 0 :=  and i :=   if i 2 I1. Note that, for each " 2 (0; "0), the function
v" := w"   d+  2 C1(
()) satises
v"(x)  b(x) Dv
"(x)
"
+G(x;Dv"(x))  0 for all x 2 
() (4.29)
and
lim
"!0+
v"(x) =  uniformly for x 2 
(): (4.30)
Note that, for each i 2 I0, there exist ri 2 Ji \ ( ; ) such that
vi(ri) =  and vi(h) <  for all h 2 Ji \ ( jrij; jrij):
Choose s 2 (0; ) so that
s < min
i2I0
jrij:
By replacing "0 by a smaller positive one if necessary, thanks to Lemma 4.21, there exist
fv"i g"2(0; "0)  Lip(
i n 
i(s)), with i 2 I0, such that, for each " 2 (0; "0), v"i satises
v"i  
b Dv"i
"
+G(x;Dv"i )  0 in 
i n 
i(s) (4.31)
in the viscosity sense and
lim
"!0+
v"i (x) = vi H(x) uniformly for x 2 
i n 
i(s): (4.32)
Note that
vi(i) >  and vi(si) <  for all i 2 I0; (4.33)
where s0 := s and si :=  s if i 2 I1. In view of (4.30) and (4.32), by replacing "0 by a
smaller positive one if necessary, we may assume that if " 2 (0; "0), then
v"i > v
" on ci(i) and v
"
i < v
" on ci(si) for all i 2 I0:
Note that 
i(s)  
i(). Dene the function " : 
! R by
"(x) =
8><>:
v"(x) for x 2 
(s) and " 2 (0; "0);
v"(x) _ v"i (x) for x 2 
i() n 
i(s); " 2 (0; "0); and i 2 I0;
v"i (x) for x 2 
i n 
i(); " 2 (0; "0); and i 2 I0:
Observe that " 2 Lip(
) and, by (4.29) and (4.31), " satises
"   b D
"
"
+G(x;D")  0 in 
 (4.34)
in the viscosity sense.
Set
g"(x) = "(x) for (x; ") 2 @
 (0; "0):
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Now, we intend to show that (G5) and (G6) hold. Set
m"i (x) = v
"
i (x) +Mi(hi  H(x)) for x 2 
i n 
i(s); " 2 (0; "0); and i 2 I0;
where Mi is some constant so that M0 > 0 and Mi < 0 if i 2 I1. Observe that
m"i 2 Lip(
i n 
i(s)); m"i = g" on @i
; and m"i  v"i on 
i n 
i(s)
For any i 2 I0 and " 2 (0; "0), and almost every x 2 
i n 
i(s), we compute
m"i (x) 
b(x) Dm"i (x)
"
+G(x;Dm"i (x))
= Mi(hi  H(x)) G(x;Dv"i ) +G(x;Dv"i  MiDH(x));
from which, in view of the coercivity of G, by replacing Mi, independently of " 2 (0; "0),
so that jMij large enough, we conclude that
m"i  
b Dm"i
"
+G(x;Dm"i )  0 a.e. in 
i n 
i(s):
Moreover, note that
lim
"!0+
m"i (x) = vi H(x) +Mi(hi  H(x)) uniformly for x 2 
i n 
i(s);
Now, we set
mi(h) = vi(h) +Mi(hi   h) for h 2 Ji n ( s; s) and i 2 I0;
and note that mi 2 C( Ji n ( s; s)) and mi(hi) = di.
Set
M = max
x2

jG(x; 0)j and " = (M=) _max


" for " 2 (0; "0):
It is now easily seen that
"  "(x) and " +G(x; 0)  0 for all (x; ") 2 
 (0; "0):
Moreover, (4.30), (4.32), and (4.33) together yield
lim
"!0+
" = (M=) _max
i2I0
max

in
i(s)
vi H =: :
Note that
m"i (x) = g
"(x)  " for all x 2 @i
; " 2 (0; "0); and i 2 I0:
By replacing Mi if necessary so that jMij large enough, we may assume that
m"i (x) > 
" for all x 2 
i(); " 2 (0; "0); and i 2 I0:
Set
 "(x) = " ^m"i (x) for x 2 
i; " 2 (0; "0); and i 2 I0;
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and observe that8><>:
 " 2 Lip(
);  " is a viscosity supersolution of (HJ"),
 " = g" on @
;  "  " on 
; and
lim"!0+  "(x) =  ^mi H(x) =:  i H(x) uniformly for x 2 
i and for all i 2 I0:
Obviously,
 i 2 Lip( Ji) and  i(hi) = di for all i 2 I0:
Now, by Perron's method and the comparison principle, there exists a unique viscosity
solution u" 2 C(
) of (HJ") satisfying u" = g" on @
 such that
"  u"   " on 
;
and, hence, condition (G5) holds. Also, the inequality above yields
vi H  v   v+   i H for all i 2 I0
in a neighborhood of @
i and, therefore,
di = lim

i3y!x
vi H(y)  lim

i3y!x
v (y)
 lim

i3y!x
v+(y)  lim

i3y!x
 i H(y) = di
for all x 2 @i
 and i 2 I0. This implies (G6). The proof is complete.
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Chapter 5
Asymptotic behavior of solutions of
(HJ")
5.1 The convergence result
Let di, with i 2 I0, be the constants from (G6). Set
dN = supfd 2 IN j (d0; d1; : : : ; d) 2 Ag:
We dene the functions ui : Ji ! R, with i 2 I0, by
ui(h) = supfu(h) j u 2 S i \ C( Ji); u(hi) = di; u(0) = dNg:
Note that ui is continuous on Ji and it is the unique viscosity solution of (HJi) under
conditions ui(hi) = di and ui(0) = dN . In particular, we see that (u0; u1; : : : ; uN 1) 2
C( J0) C( J1) : : : C( JN 1) is the unique viscosity solution of (4.20).
We state our convergence result.
Theorem 5.1. We have, as "! 0+,
u" ! ui H uniformly on 
i:
That is, if we dene u 2 C(
) by
u(x) = ui H(x) if x 2 
i;
then, as "! 0+,
u" ! u uniformly on 
:
Theorem 1.21 applied to (HJ") yields
 b Dv+  0 and   b Dv   0 in 

in the viscosity sense. By Proposition 1.25, these show that v+ and v  are, respectively,
nondecreasing and nonincreasing along the ow fX(t; x)gt2R and, hence, they are constant
on the loops ci(h) with h 6= 0.
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Thus, since the image v+(ci(h)) := fv+(x) j x 2 ci(h)g of ci(h) by v+ (resp.,
v (ci(h)) := fv (x) j x 2 ci(h)g by ci(h) of v ) consists a single element, the relation
u+i (h) 2 v+(ci(h)) (resp., u i (h) 2 v (ci(h)));
with i 2 I0, denes a function u+i in Ji (resp., u i in Ji). It is easy to check that
u+i 2 USC(Ji) and u i 2 LSC(Ji).
Theorem 5.2. For all i 2 I0, we have u+i 2 S i and u i 2 S+i .
Proof of Theorem 5.2. We show only that u+0 2 S 0 since the other cases can be treated
in a similar way.
Let  2 C1(J0) and h^ 2 J0. Assume that u+0    attains a strict maximum over Ji at
h^. Set W = fx 2 
0 j jH(x)  h^j < rg for r > 0 and x r > 0 so that W  
0.
Fix any  > 0. By Lemma 4.19, there exists  2 C1(W ) such that
 b(x) D (x) +G(x; 0 H(x)DH(x)) > Gi(H(x); 0 H(x))   for all x 2 W: (5.1)
Fix x0 2 c0(h^) and choose sequences f"kgk2N  (0; 1), converging to zero, and
fykgk2N  W so that limk!1 yk = x0 and limk!1 u"k(yk) = v+(x0). Let xk be a maxi-
mum point over W of the function u"k    H   "k . By passing to its subsequence, we
may assume that limk!1 xk = x^ and limk!1 u"k(xk) = a for some x^ 2 W and a 2 R.
Noting that, for all k 2 N,
(u"k    H   "k )(yk)  (u"k    H   "k )(xk);
and sending k !1, we obtain
(u+0   )(h^) = (v+    H)(x0)  a   H(x^)
 (v+    H)(x^) = (u+0   ) H(x^):
Since h^ is a strict maximum point in J0 of the function u
+
0  , we see that x^ 2 c0(h^) and,
moreover, a = u+0 (h^).
We may assume by passing to its subsequence that xk 2 W for all k 2 N. By the
viscosity property of u"k , we have
u"k(xk)  b(xk) D (xk) +G(xk; 0 H(xk)DH(xk) + "kD (xk))  0:
Combining this with (5.1) yields
u"k(xk) G(xk; 0 H(xk)DH(xk))
+G(xk; 
0 H(xk)DH(xk) + "kD (xk)) +Gi(H(xk); 0 H(xk))   < 0:
Sending k !1 in the above, we get
u+0 (h^) +G0(h^; 
0(h^))    0:
Since  > 0 is arbitrary, we conclude from the inequality above that
u+0 (h^) +G0(h^; 
0(h^))  0;
that is, u+0 2 S 0 .
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Thanks to this theorem and Lemma 4.8, we may assume that u+i 2 C( Ji) for all i 2 I0.
Moreover, by (3.14), we have
u+i (hi) = lim
Ji3h!hi
u i (h) = di for all i 2 I0: (5.2)
In view of Theorem 5.2 and (5.2), to prove Theorem 5.1, it is enough to show that
v+(x)  dN  v (x) for all x 2 c0(0): (5.3)
To check this, assuming temporarily (5.3), we prove Theorem 5.1.
Proof of Theorem 5.1. By the semicontinuity of v, we have
u+i (0)  v+(x)  dN  v (x)  lim
Ji3h!0
u i (h) for all (x; i) 2 c0(0) I0:
This implies that
u+i (0) = lim
Ji3h!0
u i (h) = v
+(x) = v (x) = dN for all (x; i) 2 c0(0) I0:
From this and (5.2), applying the comparison principle to (HJi), we see that u
+
i = u
 
i in
Ji for all i 2 I0. In particular, we see that u+i = ui on Ji for all i 2 I0 and
v+ = v  = ui H on 
i;
from which we conclude by Proposition 1.19 that, as "! 0+,
u" ! ui H on 
i:
The proof of (5.3) can be carried out by a combination of the two lemmas below.
Lemma 5.3. Set d = mini2I0 u
+
i (0). Then,
v+(x)  d for all x 2 c0(0):
Lemma 5.4. We have
v (x)  dN for all x 2 c0(0):
Indeed, Lemma 5.3 together with the upper semicontinuity of v+ yields
u+i (0) = v
+(x) = d for all x 2 c0(0) and i 2 I0;
which implies that
d  dN :
We give the proofs of these lemmas in the next section.
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5.2 Estimates of v+ and v  on c0(0)
Let " 2 (0; "0). As observed in the proof of Proposition 3.5, the problems
_X(t) =
b(X(t))
"
  DH(X(t))jDH(X(t))j and X(0) = x 2 
 n f0g
have unique solutions Y (t; x) as far asDH(Y (t; x)) 6= 0, that is, in the maximal interval
(t(x); T(x)), where t(x) < 0 < T(x), and the maximality means that either
t(x) =  1 or lim
t!t(x)+0
dist(Y (t; x);Z0) = 0;
and either
T(x) =1 or lim
t!T(x) 0
dist(Y (t; x);Z0) = 0:
Recall here that Z0 = fzi j i 2 I0g.
Since
min

nV
jDHj > 0;
we may assume by replacing c0 by a smaller positive one that
c0jH(x)j nm+2  jDH(x)j for all x 2 
: (5.4)
Lemma 5.5. Let " 2 (0; "0), h 2 (0; h), and x 2 
(h) n f0g. If 1; 2 2 (t+(x); T+(x))
are such that 1 < 2 and Y
+(t; x) 2 
(h) for all t 2 (1; 2), then
2   1 
2(m+ 2)
c0(m  n+ 2) h
m n+2
m+2 ; (5.5)
Also, inequality (5.5) holds with t+, T+, and Y + being replaced by t , T , and Y  ,
respectively.
Proof. Let 1; 2 2 (t+(x); T+(x)) be such that 1 < 2 and Y +(t; x) 2 
(h) for all
t 2 (1; 2). Setting  (r) = rjrj  nm+2 for r 2 R n f0g, we compute  0(r) = m n+2m+2 jrj 
n
m+2
and, moreover, by using (5.4),
2h
m n+2
m+2   H(Y +(2; x))   H(Y +(1; x))
=
Z 2
1
 0 H(Y +(s; x))DH(Y +(s; x))  _Y +(s; x) ds
=
(m  n+ 2)
m+ 2
Z 2
1
jH(Y +(s; x))j  nm+2 jDH(Y +(s; x))j ds
 c0(m  n+ 2)
m+ 2
(2   1);
from which we conclude that
2   1 
2(m+ 2)
c0(m  n+ 2) h
m n+2
m+2 :
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Similarly, if 1; 2 2 (t (x); T (x)) are such that 1 < 2 and Y  (t; x) 2 
(h) for all
t 2 (1; 2), then
 2hm n+2m+2   H(Y  (2; x))   H(Y  (1; x))
=
Z 2
1
 0 H(Y  (s; x))DH(Y  (s; x))  _Y  (s; x) ds
=   (m  n+ 2)
m+ 2
Z 2
1
jH(Y  (s; x))j  nm+2 jDH(Y  (s; x))j ds
   c0(m  n+ 2)
m+ 2
(2   1);
and, hence,
2   1 
2(m+ 2)
c0(m  n+ 2) h
m n+2
m+2 :
Now, we set
(x) = 
DH(x)
jDH(x)j for x 2 
 n f0g;
and note that  2 C1(
 n f0g;R2) and  is bounded in 
 n f0g. Set
(t; x) = (Y (t; x)) for t 2 (t(x); T(x)) and x 2 
 n f0g:
It is clear that t 7! (t; x) are C1 functions in (t(x); T(x)) and
X"(t; x; (; x)) = Y (t; x) for all t 2 (t(x); T(x)):
We give here the proof of Lemma 5.3.
Proof of Lemma 5.3. We may assume that, for some C > 0,
sup
(x;")2
(0; "0)
u"(x)  C and L(x; )  C for all (x; ) 2 
 B :
Let h 2 (0; h). Fix any  > 0 and x  2 (0; "0) so that if " 2 (0; ), then
u"(x) < v+(x) +  for all x 2 
(h):
Fix any " 2 (0; ). Let x 2 
(h) n f0g. As observed in the proof of Proposition 3.5,
we deduce that if x 2 
0(h) n f0g, then there exists +(x) 2 (0; T+(x)) such that
Y +(+(x); x) 2 c0(h) and Y +(t; x) 2 
0(h) for all t 2 (0; +(x));
and if x 2 
i(h) n f0g and i 2 I1, then there exists  (x) 2 (0; T (x)) such that
Y  ( (x); x) 2 ci( h) and Y  (t; x) 2 
i(h) for all t 2 (0;  (x)):
Hence, if x 2 
0(h) n f0g, by Lemma 5.5, we have
+(x)  2(m+ 2)
c0(m  n+ 2) h
m n+2
m+2 :
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Moreover, setting x0 = Y
+(+(x); x) 2 c0(h), by Proposition 3.6, we have
u"(x) 
Z +(x)
0
L(X"(s; x; +(; x)); +(; x))e s ds
+ u"(X"(+(x); x; +(; x)))e +(x)

Z +(x)
0
L(Y +(s; x); (Y +(s; x)))e s ds+ u"(x0)e 
+(x)
 C+(x) + u"(x0) + (1  e +(x))ju"(x0)j
 C(1 + )+(x) + u"(x0) 
2C(1 + )(m+ 2)
c0(m  n+ 2) h
m n+2
m+2 + u"(x0):
(5.6)
Similarly, if x 2 
i(h) n f0g and i 2 I1, we have
 (x)  2(m+ 2)
c0(m  n+ 2) h
m n+2
m+2 ;
and, setting xi = Y
 ( (x); x) 2 ci( h),
u"(x) 
Z  (x)
0
L(Y  (s; x); (Y  (s; x)))e s ds+ u"(xi)e  (x)
 C(1 + ) (x) + u"(xi)
 2C(1 + )(m+ 2)
c0(m  n+ 2) h
m n+2
m+2 + u"(xi):
(5.7)
Similarly to the case of , we deduce that if x 2 
0(h) n f0g, then there exists
 (x) 2 (t (x); 0) such that
Y  ( (x); x) 2 c0(h) and Y  (t; x) 2 
0(h) for all t 2 ( (x); 0);
and if x 2 
i(h) n f0g and i 2 I1, then there exists +(x) 2 (t+(x); 0) such that
Y +(+(x); x) 2 ci( h) and Y +(t; x) 2 
i(h) for all t 2 (+(x); 0):
Fix any i 2 I1 and xi 2 ci(h) n f0g. Setting8><>:
si;1 =  +(xi); si;2 = +(xi); si;3 =   (xi); si;4 =  (xi);
yi;1 = Y
+( si;1; xi) 2 ci( h); yi;2 = Y +(si;2; xi) 2 c0(h);
yi;3 = Y
 ( si;3; xi) 2 c0(h); yi;4 = Y  (si;4; xi) 2 ci( h);
we see that
Y +(t; yi;1) = Y
+(t  si;1; xi) 2 
i(h) for all t 2 (0; si;1);
and
Y +(si;1; yi;1) = Y
+(0; xi) = xi:
Similarly, we see that
Y +(t; yi;1) = Y
+(t  si;1; xi) 2 
0(h) for all t 2 (si;1; si;1 + si;2);
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and
Y +(si;1 + si;2; yi;1) = yi;2:
Moreover, we have
si;k 
2(m+ 2)
c0(m  n+ 2)h
m n+2
m+2 for all k 2 f1; 2; 3; 4g:
From these, we have
u"(yi;1) 
Z si;1+si;2
0
L(Y +(s; yi;1); (Y
+(s; yi;1)))e
 s ds+ u"(yi;2)e (si;1+si;2)
 C(1 + )(si;1 + si;2) + u"(yi;2)
 4C(1 + )(m+ 2)
c0(m  n+ 2) h
m n+2
m+2 + u"(yi;2):
(5.8)
Similarly, we have
u"(yi;3) 
Z si;3+si;4
0
L(Y  (s; yi;3); (Y  (s; yi;3)))e s ds+ u"(yi;4)e (si;3+si;4)
 4C(1 + )(m+ 2)
c0(m  n+ 2) h
m n+2
m+2 + u"(yi;4):
(5.9)
Set r0 = h and ri =  h for i 2 I1. As noted before, if x 2 ci(ri), then t 7!
X(t; x) is periodic with Ti(ri). Thanks to the scaling property X
"(t; x) := X(" 1t; x),
this periodicity is readily transferred to X"(t; x) with period T "i (ri) := "Ti(ri). Hence,
setting
ti(x; y) = infft  0 j X"(t; x) = yg for x; y 2 ci(ri) and i 2 I0;
it is clear that
0  ti(x; y) < "Ti(ri) for all x; y 2 ci(ri):
Let x 2 
0(h) n f0g and x0 2 c0(h) be as in (5.6). By using (5.6), we have
u"(x)  2C(1 + )(m+ 2)
c0(m  n+ 2) h
m n+2
m+2 + v+(x0) + 
=
2C(1 + )(m+ 2)
c0(m  n+ 2) h
m n+2
m+2 + u+0 (h) + :
(5.10)
Fix any i 2 I1. Noting that x0; yi;3 2 c0(h), we have
u"(x0) 
Z t0(x0;yi;3)
0
L(X"(s; x0); 0)e
 s ds+ u"(yi;3)e t0(x0;yi;3)
 C(1 + )"T0(h) + u"(yi;3):
Combining this with (5.6) and (5.9) yields
u"(x)  C(1 + )
 
6(m+ 2)
c0(m  n+ 2)h
m n+2
m+2 + "T0(h)
!
+ u"(yi;4);
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and, hence, noting that yi;4 2 ci( h), we get
u"(x)  C(1 + )
 
6(m+ 2)
c0(m  n+ 2) h
m n+2
m+2 + "T0(h)
!
+ u+i ( h) + : (5.11)
Now, (5.10) and (5.11) together yield
sup

0(h)
u"  C(1 + )
 
6(m+ 2)
c0(m  n+ 2)h
m n+2
m+2 + "T0(h)
!
+min
i2I0
u+i (ri) + : (5.12)
Here we have used the fact that
sup

0(h)nf0g
u" = sup

0(h)
u";
which is a consequence of the continuity of u" on 
.
Next, let x 2 
i(h) n f0g and i 2 I1, and let xi 2 ci( h) be as in (5.7). Noting that
xi; yi;1 2 ci( h), we have
u"(xi) 
Z ti(xi;yi;1)
0
L(X"(s; xi); 0)e
 s ds+ u"(yi;1)e ti(xi;yi;1)
 C(1 + )"Ti( h) + u"(yi;1):
Combining this with (5.7) and (5.8) yields
u"(x)  C(1 + )
 
6(m+ 2)
c0(m  n+ 2)h
m n+2
m+2 + "Ti( h)
!
+ u"(yi;2);
and, hence, noting that yi;2 2 c0(h)  
0(h) and combining this with (5.12), we get
u"(x)  C(1 + )
 
12(m+ 2)
c0(m  n+ 2)h
m n+2
m+2 + "(Ti( h) + T0(h))
!
+min
i2I0
u+i (ri) + ;
from which we conclude that
sup

i(h)
u"  C(1 + )
 
12(m+ 2)
c0(m  n+ 2)h
m n+2
m+2 + "(Ti( h) + T0(h))
!
+min
i2I0
u+i (ri) + :
Combining this with (5.12) gives us the inequality
sup

(h)
u"  C(1 + )
 
12(m+ 2)
c0(m  n+ 2)h
m n+2
m+2 + "
X
i2I0
Ti(ri)
!
+min
i2I0
u+i (ri) + :
Since  > 0 and " 2 (0; ) are arbitrary, we conclude from the inequality above that
sup
c0(0)
v+  sup

(h)
v+  C(1 + ) 12(m+ 2)
c0(m  n+ 2) h
m n+2
m+2 +min
i2I0
u+i (ri);
and, therefore,
sup
c0(0)
v+  lim
h!0+
min
i2I0
u+i (ri) = min
i2I0
u+i (0):
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Next, we give the proof of Lemma 5.4.
Proof of Lemma 5.4. We argue by contradiction. We thus set a = minc0(0) v
  and suppose
that a < dN .
Set
vi(h) = u
+
i (h) ^ ai (h) for h 2 Ji and i 2 I0;
and observe that
vi 2 S i \ C( Ji); vi(0) = a; and vi(hi)  u+i (hi) = di:
Noting that
u i 2 S+i ; lim
Ji3h!hi
u i (h) = di; and lim
Ji3h!0
u i (h)  a
and using the comparison principle, we get
u i (h)  vi(h) for all h 2 Ji and i 2 I0:
Since a < dN , thanks to Lemma 4.11, we may choose  > 0 so that
a+G(0; 0) <  :
By Lemma 4.17, there exist  2 (0; h) and  2 C1(
()) such that
 b(x) D (x) +G(x; 0) < G(0; 0) +  for all x 2 
():
In view of Lemma 4.12, by replacing  by a smaller positive one, we may assume that
vi(h) > a for all h 2 Ji \ [ ; ] and i 2 I0:
Choose c 2 (a; d) so that
c < min
i2I0
vi(i) and c+G(0; 0) <  ;
where 0 :=  and i :=   if i 2 I1. Fix any  > 0 so that  < c  a. That is, c   > a.
Set
w"(x) = c   + " (x) for (x; ") 2 
() (0; "0):
Computing as (4.26) and by replacing "0 by a smaller positive one, we may assume that
if " 2 (0; "0), then
w"(x)  b(x) Dw
"(x)
"
+G(x;Dw"(x))  0 for all x 2 
():
Since
c   < min
i2I0
vi(i)  ;
by replacing "0 by a smaller positive one if necessary, we may assume that if " 2 (0; "0),
then
w"(x) < min
i2I0
vi(i)   for all x 2 
():
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Since u i  vi in Ji, by replacing "0 by a smaller positive one if necessary, we may assume
that if " 2 (0; "0), then
min
i2I0
vi(i)   < u"(x) for all x 2 ci(i) and i 2 I0:
Noting that
@
() =
[
i2I0
ci(i);
and applying the comparison principle on 
(), we get
w"(x)  u"(x) for all (x; ") 2 
() (0; "0);
which yields
c    v (x) for all x 2 c0(0):
Since a < c  , this is a contradiction.
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