We address quadrature-based approximations of the bilinear inverse form u A −1 u, where A is a real symmetric positive definite matrix, and analyze properties of the Gauss, Gauss-Radau, and Gauss-Lobatto quadrature. In particular, we establish monotonicity of the bounds given by these quadrature rules, compare the tightness of these bounds, and derive associated convergence rates. To our knowledge, this is the first work to establish these properties of Gauss-type quadrature for computing bilinear inverse forms, thus filling a theoretical gap regarding this classical topic. We illustrate the empirical benefits of our theoretical results by applying quadrature to speed up two Markov Chain sampling procedures for (discrete) determinantal point processes.
Let A = Q ΛQ be the eigendecomposition of A where Q is orthonormal. Then,
f (λ i )ũ A key conceptual step is to write the above summation as the Riemann-Stieltjes integral:
where λ min ∈ (0, λ 1 ), λ max > λ N , and α(λ) is piecewise constant measure defined by
(2.2)
Thus our task reduces to approximating the integral (2.1), and this is where we invoke the powerful idea of Gauss-type quadrature [14, 15, 32, 40] . We rewrite the integral (2.1) as (2.3) where Q n denotes the nth degree approximation and R n denotes a remainder term. In representation (2.3) the weights {ω i } n i=1 , {ν i } m i=1 , and quadrature nodes {θ i } n i=1 are unknown, while the values {τ i } m i=1 are prescribed and lie outside the interval of integration (λ min , λ max ). Different choices of these parameters lead to different quadrature rules: m = 0 corresponds to Gauss quadrature [14] ; m = 1 with τ 1 = λ min (τ 1 = λ max ) corresponds to the left (right) Gauss-Radau quadrature [40] ; m = 2 with τ 1 = λ min and τ 2 = λ max corresponds to Gauss-Lobatto quadrature [32] ; while for general m we obtain Gauss-Christoffel quadrature-see [15] for an excellent survey. A more detailed introduction to Gauss-type quadrature for problems similar to ours may be found in [18] .
Selecting weights and nodes
The weights {ω i } n i=1 , {ν i } m i=1 and nodes {θ i } n i=1 are chosen such that for all polynomials of degree less than 2n + m − 1, denoted f ∈ P 2n+m−1 , we have exact interpolation I[ f ] = Q n . One way to compute weights and nodes is to set f (x) = x i for i ≤ 2n + m − 1 and then use this exact nonlinear system. But there is an easier way to obtain weights and nodes, namely by using polynomials orthogonal with respect to the measure α. Specifically, we construct a sequence of orthogonal polynomials p 0 (λ), p 1 (λ), . . . such that p i (λ) is a polynomial in λ of degree exactly k, and p i , p j are orthogonal, i.e., they satisfy The roots of p n are distinct, real and lie in the interval of [λ min , λ max ], and form the nodes {θ i } n i=1 for Gauss quadrature (see, e.g., [18, Ch. 6 
]).
Consider the two monic polynomials whose roots serve as quadrature nodes:
(λ − τ i ), (2.5) where ρ 0 = 1 for consistency. We further denote ρ + m = ±ρ m , where the sign is taken to ensure ρ + m ≥ 0 on [λ min , λ max ]. Then, for m > 0, we calculate the quadrature weights as
, (2.6) where f (λ) denotes the derivative of f with respect to λ. When m = 0 the quadrature degenerates to Gauss quadrature and we have
Although we have specified how to select nodes and weights for quadrature, these ideas cannot be applied to our problem because the measure α is unknown. Indeed, calculating the measure explicitly would require knowing the entire spectrum of A, which is as good as explicitly computing f (A), hence untenable for us. The next section shows how to circumvent the difficulties due to unknown α.
Gauss Quadrature Lanczos (GQL)
The key idea to circumvent our lack of knowledge of α is to recursively construct polynomials called Lanczos polynomials. The construction ensures their orthogonality with respect to α. Concretely, we construct Lanczos polynomials via the following three-term recurrence: 
where P n (λ) := [p 0 (λ), . . . , p n−1 (λ)] , e n is nth canonical unit vector, and J n is the tridiagonal matrix
This matrix is known as the Jacobi matrix, and is closed related to Gauss quadrature. The following well-known theorem makes this relation precise.
Theorem 1 ([20, 43] ). The eigenvalues of J n form the nodes {θ i } n i=1 of Gauss-type quadrature. The weights {ω i } n i=1 are given by the squares of the first elements of the normalized eigenvectors of J n .
Thus, if J n has the eigendecomposition J n = P n ΓP n , then for Gauss quadrature Thm. 1 yields
Specialization. We now specialize to our main focus, f (A) = A −1 , for which we prove more precise results. In this case, (2.11) becomes Q n = [J −1 n ] 1,1 . The task now is to compute Q n , and given A, u to obtain the Jacobi matrix J n .
Fortunately, we can efficiently calculate J n iteratively using the Lanczos Algorithm [28] . Suppose we have an estimate J i , in iteration (i + 1) of Lanczos, we compute the tridiagonal coefficients α i+1 and β i+1 and add them to this estimate to form J i+1 . As to Q n , assuming we have already computed [J
i e i and invoking the Sherman-Morrison identity [44] we obtain the recursion: has the prescribed eigenvalues λ min and λ max . For more detailed on the construction, see [16] . For all methods, the approximated values are calculated as [(J i ) −1 ] 1,1 , where J i ∈ {J lr i , J rr i , J lo i } is the modified Jacobi matrix. Here J i is constructed at the i-th iteration of the algorithm.
The algorithm for computing Gauss, Gauss-Radau, and Gauss-Lobatto quadrature rules with the help of Lanczos iteration is called Gauss Quadrature Lanczos (GQL) and is shown in [17] . We recall its pseudocode in Alg. 1 to make our presentation self-contained (and for our proofs in Sec. 3).
The error of approximating I[ f ] by Gauss-type quadrature can be expressed as
n ], i provide lower bounds on u A −1 u, while g lr i and g lo i provide upper bounds. The final connection we recall as background is the method of conjugate gradients. This helps us analyze the speed at which quadrature converges to the true value (assuming exact arithmetic).
Relation with Conjugate Gradient
While Gauss-type quadrature relates to the Lanczos algorithm, Lanczos itself is closely related to conjugate gradient (CG) [22] , a well-known method for solving Ax = b for positive definite A.
We recap this connection below. Let x k be the estimated solution at the k-th CG iteration. If x * denotes the true solution to Ax = b, then the error ε k and residual r k are defined as
At the k-th iteration, x k is chosen such that r k is orthogonal to the k-th Krylov space, i.e., the linear space K k spanned by {r 0 , Ar 0 , . . . , A k−1 r 0 }. It can be shown [35] that r k is a scaled Lanczos vector from the k-th iteration of Lanczos started with r 0 . Noting the relation between Lanczos and Gauss quadrature applied to appoximate r 0 A −1 r 0 , one obtains the following theorem that relates CG with GQL.
Theorem 3 (CG and GQL; [34] ). Let ε k be the error as in (2.13), and let ε k
where J k is the Jacobi matrix at the k-th Lanczos iteration starting with r 0 .
Finally, the rate at which ε k 2 A shrinks has also been well-studied, as noted below.
Theorem 4 (CG rate, see e.g. [45] ). Let ε k be the error made by CG at iteration k when started with x 0 . Let κ be the condition number of A, i.e., κ = λ 1 /λ N . Then, the error norm at iteration k satisfies
Due to these explicit relations between CG and Lanczos, as well as between Lanczos and Gauss quadrature, we readily obtain the following convergence rate for relative error of Gauss quadrature.
Theorem 5 (Gauss quadrature rate). The i-th iterate of Gauss quadrature satisfies the relative error bound
Proof. This is obtained by exploiting relations among CG, Lanczos and Gauss quadrature. Set x 0 = 0 and b = u. Then, ε 0 = x * and r 0 = u. An application of Thm. 3 and Thm. 4 thus yields the bound
where the last equality draws from Lemma 6.
In other words, Thm. 5 shows that the iterates of Gauss quadrature converge geometrically.
Main Results
Equipped with above background on quadrature we are now ready to describe the our main results. The key questions that we address are: (i) how tight are the bounds on u A −1 u yielded by Gauss-type quadrature; and (ii) how fast do Gauss-Radau and Gauss-Lobatto iterates converge? Our answers not only fill gaps in the literature on quadrature, but also have empirical consequences: Section 6 uses our sharper bounds to accelerate an application involving MCMC sampling. We begin by proving an exactness property of Gauss and Gauss-Radau quadrature.
Lemma 6 (Exactness). With A being symmetric positive definite with simple eigenvalues, the iterates g N , g lr N , and g rr N are exact. Namely, after N iterations they satisfy
Proof. Observe that the Jacobi tridiagonal matrix can be computed via Lanczos iteration, and Lanczos is essentially essentially an iterative tridiagonalization of A. At the i-th iteration we have J i = V i AV i , where V i ∈ R N×i are the first i Lanczos vectors (i.e., a basis for the i-th Krylov space). Thus, J N = V N AV N where V N is an N × N orthonormal matrix, showing that J N has the same eigenvalues as A.
, and it follows that the remainder
for some scalar ξ ∈ [λ min , λ max ], which shows that g N is exact for u A −1 u. For left and right GaussRadau quadrature, we have β N = 0, α lr N = λ min , and α rr N = λ max , while all other elements of the (N + 1)-th row or column of J N are zeros. Thus, the eigenvalues of J N are λ 1 , . . . , λ N , τ 1 , and
As a result, the remainder satisfies
from which it follows that both g rr N and g lr N are exact.
The convergence rate in Thm. 4 and the final exactness of iterations in Lemma 6 does not necessarily indicate that we are making progress at each iterations. However, by exploiting the relations to CG we can indeed conclude that we are making progress in each iteration in Gauss quadrature.
Theorem 7.
The approximation g i generated by Gauss quadrature is monotonically nondecreasing, i.e.,
Proof. At each iteration r i is taken to be orthogonal to the i-th Krylov space: K i = span{u, Au, . . . , A i−1 u}. Let Π i be the projection onto the complement space of K i . The residual then satisfies
where the last inequality follows from
A is monotonically nonincreasing, whereby g N − g i ≥ 0 is monotonically decreasing and thus g i is monotonically nondecreasing.
Before we proceed to Gauss-Radau, let us recall a useful theorem and its corollary.
Theorem 8 (Lanczos Polynomial [18] ). Let u i be the vector generated by Alg. 1 at the i-th iteration; let p i be the Lanczos polynomial of degree i. Then we have
where
From the expression of Lanczos polynomial we have the following corollary specifying the sign of the polynomial at specific points.
Proof. Since J i = V i AV i is similar to A, its spectrum is bounded by λ min and λ max from left and right. Thus, J i − λ min is positive semi-definite, and J i − λ max is negative semi-definite. Taking (−1) i into consideration we will get the desired conclusions.
We are ready to state our main result that compares (right) Gauss-Radau with Gauss quadrature. Theorem 10. Let i < N. Then, g rr i gives better bounds than g i but worse bounds than g i+1 ; more precisely,
Proof. We prove inequality (3.2) using the recurrences satisfied by g i and g rr i (see Alg. 1) Upper bound: g rr i ≤ g i+1 . The iterative quadrature algorithm uses the recursive updates
, and
.
It suffices to thus compare α rr i and α i+1 . The three-term recursion for Lanczos polynomials shows that
where p i+1 is the original Lanczos polynomial, and p * i+1 is the modified polynomial that has λ max as a root. Noting that p i (λ max ) > 0, we see that α i+1 ≤ α rr i . Moreover, from Thm. 7 we know that the g i 's are monotonically increasing, whereby
and from this inequality it is clear that
we readily obtain
Combining Thm. 10 with the convergence rate of relative error for Gauss quadrature (Thm. 5) immediately yields the following convergence rate for right Gauss-Radau quadrature:
Theorem 11 (Relative error of right Gauss-Radau). For each i, the right Gauss-Radau g rr i iterates satisfy
This results shows that with the same number of iterations, right Gauss-Radau gives superior approximation over Gauss quadrature, though they share the same relative error convergence rate.
Our second main result compares Gauss-Lobatto with (left) Gauss-Radau quadrature. Theorem 12. Let i < N. Then, g lr i gives better upper bounds than g lo i but worse than g lo i+1 ; more precisely,
Proof. We prove these inequalities using the recurrences for g lr i and g lo i from Alg. 1.
. Thus we can write g lr i and g lo i as
To compare these quantities, as before it is helpful to begin with the original three-term recursion for the Lanczos polynomial, namely
In the construction of Gauss-Lobatto, to make a new polynomial of order i + 1 that has roots λ min and λ max , we add σ 1 p i (λ) and σ 2 p i−1 (λ) to the original polynomial to ensure
To determine the sign of polynomials at λ min , consider the two cases:
Thus, if S = (sgn(σ 1 ), sgn(σ 2 )), where the signs take values in {0, ±1}, then S = (1, 1), S = (−1, 1) and S = (0, 1). Hence, σ 2 ≤ 0 must hold, and thus (β lo
Establishing g lr i ≥ g lo i+1 thus amounts to showing that (noting the relations among g i , g lr i and g lo i ):
where the last inequality holds, thus proving the statement.
In summary, we have the following corollary for all the four quadrature rules:
Corollary 13 (Monotonicity of Lower and Upper Bounds). As the iteration proceeds, g i and g rr i gives increasingly better asymptotic lower bounds and g lr i and g lo i gives increasingly better upper bounds, namely
Proof. Directly drawn from Thm. 7, Thm. 10 and Thm. 12.
Before proceeding further to our analysis of convergence rates of left Gauss-Radau and GaussLobatto, we note two technical results that we will need. 
Rearrange this equation to write
, which can be further rewritten as
Remark 15. Lemma 14 has an implication beyond its utility for the subsequent proofs: it provides a new way of calculating α i+1 given the quantities δ lr i+1 and α lr i ; this saves calculation in Alg. 1. The following lemma relates δ i to δ lr i , which will prove useful in subsequent analysis.
Lemma 16. Let δ lr i and δ i be computed in the i-th iteration of Alg. 1. Then, we have the following:
Proof. We prove (3.3) by induction. Since λ min > 0, δ 1 = α 1 > λ min and δ lr 1 = α − λ min we know that δ lr 1 < δ 1 . Assume that δ lr i < δ i is true for all i ≤ k and considering the (k + 1)-th iteration:
To prove (3.4), simply observe the following
With aforementioned lemmas we will be able to show how fast the difference between g lr i and g i decays. Note that g lr i gives an upper bound on the objective while g i gives a lower bound.
Lemma 17. The difference between g lr i and g i decreases exponentially. More specifically we have
where κ + = λ N /λ min and κ is the condition number of A, i.e., κ = λ N /λ 1 .
Proof. We rewrite the difference g lr i − g i as follows
. Since g i lower bounds g N , we have
Thus, we can conclude that
Now we focus on the term 1 − ∆ i+1 /δ i+1 −1 . Using Lemma 14 we know that ∆ i+1 = δ lr i+1 . Hence,
Finally we have
Theorem 18 (Relative error of left Gauss-Radau).
For left Gauss-Radau quadrature where the preassigned node is λ min , we have the following bound on relative error:
Since g i ≤ g N , using Lemma 17 to bound the second term we obtain
from which the claim follows upon rearrangement.
Due to the relations between left Gauss-Radau and Gauss-Lobatto, we have the following corollary:
Corollary 19 (Relative error of Gauss-Lobatto). For Gauss-Lobatto quadrature, we have the following bound on relative error:
, where κ + := λ N /λ min and i < N. 
Generalization
In this section we consider the case where u lies in the column space of several top eigenvectors of A, and discuss how the aforementioned theorems vary. In particular, note that the previous analysis assumes that A is positive definite. With our analysis in this section we relax this assumption to the more general case where A is symmetric with simple eigenvalues, though we require u to lie in the space spanned by eigenvectors of A corresponding to positive eigenvalues. We consider the case where A is symmetric and has the eigendecomposition of A = QΛQ = ∑ N i=1 λ i q i q i where λ i 's are eigenvalues of A increasing with i and q i 's are corresponding eigenvectors. Assume that u lies in the column space spanned by top k eigenvectors of A where all these k eigenvectors correspond to positive eigenvalues. Namely we have u ∈ Span{{q i } N i=N−k+1 } and 0 < λ N−k+1 .
Since we only assume that A is symmetric, it is possible that A is singular and thus we consider the value of u A † u, where A † is the pseudo-inverse of A. Due to the constraints on u we have
where B = ∑ N i=N−k+1 λ i q i q i . Namely, if u lies in the column space spanned by the top k eigenvectors of A then it is equivalent to substitute A with B, which is the truncated version of A at top k eigenvalues and corresponding eigenvectors.
Another key observation is that, given that u lies only in the space spanned by {q i } N i=N−k+1 , the Krylov space starting at u becomes
This indicates that Lanczos iteration starting at matrix A and vector u will finish constructing the corresponding Krylov space after the k-th iteration. Thus under this condition, Alg. 1 will run at most k iterations and then stop. At that time, the eigenvalues of J k are exactly the eigenvalues of B, thus they are exactly {λ i } N i=N−k+1 of A. Using similar proof as in Lemma 6, we can obtain the following generalized exactness result.
Corollary 20 (Generalized Exactness). g k , g rr k and g lr k are exact for u A † u = u B † u, namely
The monotonicity and the relations between bounds given by various Gauss-type quadrature will still be the same as in the original case in Sec. 3, but the original convergence rate cannot apply in this case because now we probably have λ min (B) = 0, making κ undefined. This crash of convergence rate results from the crash of the convergence of the corresponding conjugate gradient algorithm for solving Ax = u. However, by looking at the proof of, e.g., [45] , and by noting that λ 1 (B) = . . . = λ N−k (B) = 0, with a slight modification of the proof we actually obtain the bound
where P i is a polynomial of order i. By using properties of Chebyshev polynomials and following the original proof (e.g., [18] or [45] ) we obtain the following lemma for conjugate gradient.
Lemma 21. Let ε k be as before (for conjugate gradient). Then,
Following this new convergence rate and connections between conjugate gradient, Lanczos iterations and Gauss quadrature mentioned in Sec. 3, we have the following convergence bounds.
Corollary 22 (Convergence Rate for Special Case). Under the above assumptions on A and u, due to the connection Between Gauss quadrature, Lanczos algorithm and Conjugate Gradient, the relative convergence rates of g i , g rr i , g lr i and g lo i are given by
where κ m = λ N /λ min and 0 < λ min < λ N−k+1 is a lowerbound for nonzero eigenvalues of B.
Practical Issues
Instability. As seen in Alg. 1, the quadrature algorithm is built upon Lanczos iterations. Although in theory Lanczos iterations construct a set of orthogonal Lanczos vectors, in practice the constructed vectors usually lose orthogonality after some iterations due to rounding errors. One way to deal with this problem is to reorthogonalize the vectors, either completely at each iteration or selectively [39] . Also, an equivalent Lanczos iteration proposed in [37] which uses a different expression to improve local orthogonality. Further discussion on numerical stability of the method lies beyond the scope of this paper.
Preconditioning. For Gauss quadrature on u A −1 u, the convergence rate of bounds is dependent on the condition number of A. We can use preconditioning techniques to get a well-conditioned submatrix and proceed with that. Concretely, observe that for non-singular C,
Thus, if CAC is well-conditioned, we can use it with the vector Cu in Gauss quadrature. There exists various ways to obtain good preconditioners for an SPD matrix. A simple choice is to use C = [diag(A)] −1/2 . There also exists methods for efficiently constructing sparse inverse matrix [5] . If L happens to be an SDD matrix, we can use techniques introduced in [8] to construct an approximate sparse inverse in near linear time.
Applications
In this section we consider our main application -use of Gauss-style quadrature to accelerate largescale Markov chain samplers for Determinantal Point Processes (DPPs). We show where the slowdowns arise and how to circumvent them via retrospective Markov chain samplers with Gauss quadrature. We also illustrate some other potential applications that benefit from the theory developed above.
Accelerated MCMC for Determinantal Point Processes

DPP Basics and Motivation
Conditioning on sampling sets of a fixed cardinality k, one obtains a kDpp [25] , whose probabilities are defined as
For more details about Dpps, we refer the reader to the detailed survey [26] .
Exact sampling from a Dpp or kDpp requires an eigendecomposition of L [23] , which is inefficient when N is large. In such cases, Metropolis Hastings or Gibbs sampling, shown in Alg. 2, can be a useful alternative. The bottleneck in each iteration is the computation of the transition probabilities. This computation can be accelerated by maintaining the inverse of the submatrix corresponding to the current state of the Markov Chain, and updating this inverse efficiently [24] . If the cardinality of the initial set Y is k 0 , then T iterations of the chain take time O(k 3 0 + Tk 2 ) where k 2 is the average value of the squared cardinality k 2 i of Y in iteration i. The corresponding running time for kDpp is O(k 3 + k 2 T). The constants k 0 , k 2 i and k 2 can however be linear in N, leading to long running times even if L is sparse. Hence, we next propose an alternative sampler that uses Gauss quadrature and runs in time linear in the number of nonzero entries of L Y , the principal minor of the respective state of the chain. 
Set for Gibbs sampling: 
Retrospective Markov Chain Dpp via Gauss quadrature
To accelerate the computation of the transition probabilities, we combine our results on quadrature with the idea of retrospective sampling, which has previously been applied to the different setting of samplers for Dirichlet process hierarchical models [38] . The key idea is to use an iterative scheme to approximate the probabilities, and, adaptively, only compute the quantities as accurately as needed. Our results in the previous sections enable such a scheme for Dpps.
We here discuss the details of MH sampling, the variant for Gibbs sampling is derived analogously. Given the current set Y, assume we propose to add element u to Y. The probability of transitioning to
To decide whether to accept this transition, we sample p ∼ (0, 1) uniformly at random; if p < q then we accept the transition, otherwise we remain at Y. Hence, we need to compute q just accurately enough to decide whether p < q. To do so, we can use the lower and upper bounds on L u,Y L −1 Y L Y,u discussed above. Let s i and t i be lower and upper bounds for this bilinear form in the i-th iteration of Gauss quadrature. If p ≤ L u,u − t i , then we can safely accept the transition, if p ≥ L u,u − s i , then we can safely reject the transition. Only if L u,u − t i < p < L u,u − s i , we cannot make a decision yet, and therefore "retrospectively" perform another iteration of Gauss quadrature to obtain tighter upper and lower bounds s i+1 and t i+1 . We continue until the bounds are sharp enough to safely decide whether to transition. Note that in each iteration we make an exact decision without approximation error, and hence the resulting algorithm is an exact Markov chain for the Dpp. The algorithm is shown in Alg. 3.
For kDpp, the cardinality of Y remains constant, and therefore one transition correponds to swap- 
ping two elements (adding u and removing v at the same time). Say the current set is Y ∪ {v}, and we propose to delete v and add u to this set. The corresponding transition probability is
Again, we sample p ∼ Uniform(0, 1), but now we have two quantities to compute, and hence two sets of lower and upper bounds:
Y L Y,u in the i-th Gauss quadrature iteration, and
Y L Y,v in the j-th Gauss quadrature iteration. Indeed, we do not necessarily need to run the same number of quadrature iterations for
then we can safely accept the transition, and if
we can safely reject the transition. If neither is the case, then we tighten the bounds via additional Gauss quadrature iterations.
We could perform one iteration for both u and v, but it may be the case that one set of bounds is already sufficiently tight, while the other still remains loose. A straightforward idea would be to judge the tightness of the lower and upper bounds by their difference (gap) t i − s i , and decide accordingly which quadrature to iterate further.
But the bounds for u and v do not contribute equally to the transition decision. Essentially, we need to judge the relation between p and
, or, equivalently, the relation between pL v,v − L u,u Algorithm 4: Dpp-JudgeGauss(t, u, A, λ min , λ max ) Require: t the target value, u and A the corresponding vector and matrix, λ min and λ max lower and upper bounds for the spectrum of A Ensure: Return True if t < u A −1 u, False if otherwise
Since the left hand side is "easy", the essential part is the right and side. Assuming that in practice the impact is larger when the gap is larger, we tighten the bounds for 
Other Applications
Many other applications could benefit from the derived asymptotic bounds; we discuss a few examples.
Further Applications to Bayesian Models
Dpps (and kDpps) have recently become a popular probabilistic model of diversity: they assign higher probability to subsets that are diverse. Hence, they have been considered as a (repulsive) prior distribution over a ground set of parameters in Bayesian models [27, 42] . Gibbs sampling is a candidate inference method for such latent variable models. If however the number of possible parameter assignments is large, the associated kernel matrix of parameters is large, and this may render standard Gibbs sampling intractable. If the kernel matrix is sparse, the retrospective Gibbs sampling with Gauss quadrature discussed above can help exploit sparsity and accelerate the computation of transition probablities.
Local Rank and centrailty in Large Graph
Measuring the popularicty, centrality or "importance" of a node in a large graph is an important question in network analysis. Several existing measures can be expressed as the solution to a largescale linear system. For example, PageRank [36] is the solution x satsfying (I − (1 − α)G )x = α1/N, (6.8) and Bonacich centrality [6] is the solution to (I − αG)x = 1 (6.9) where G denotes the adjacency matrix of the graph. A substantial body of work addresses how to estimate x globally (estimating the whole x) [19, 47, 50] or locally (estimating some entries) [29, 49] . The actual question in practice is often not the actual values of the nodes but the relation between nodes: is v i is more "central" than v j ? Moreover, we may only care about local rankings -for a search engine, the ranking of the top few entries is much more important than the bottom. For such a local ranking, it is sufficient to focus on computing only a small set of entries in x. Moreover, we only need to compute those entries within an accuracy that suffices to determine which is larger, similar to deciding the transition probabilities in the sampler.
As another example, we may have a rough or outdated ranking and want to update parts of this ranking. In such cases too, re-computing all values could well be redundant.
In all of these situations, the lower and upper bounds for Gauss quadrature help speed up computations tremendously: analogously to the decisions for retrospective sampling, these bounds indicate when we have reached sufficient accuracy to stop. In particular, for a specific entry i we can directly calculate the asymptotically tighter bounds for for given A and b. Note that b is common for all x i 's, thus bounds for b A −1 b can be reused. Once the interval given by the bounds on x i no longer overlaps with any other intervals in consideration, we can stop estimating x i and know the ranking for x i among this small group of entries.
