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Edge Computing-Enabled
Cell-Free Massive MIMO Systems
Sudarshan Mukherjee, Member, IEEE and Jemin Lee, Member, IEEE
Abstract—Mobile edge computing (MEC) has been introduced
to provide additional computing capabilities at network edges
in order to improve performance of latency critical applications.
In this paper, we consider the cell-free (CF) massive MIMO
framework with implementing MEC functionalities. We consider
multiple types of users with different average time requirements
for computing/processing the tasks, and consider access points
(APs) with MEC servers and a central server (CS) with the cloud
computing capability. After deriving successful communication
and computing probabilities using stochastic geometry and queue-
ing theory, we present the successful edge computing probability
(SECP) for a target computation latency. Through numerical
results, we also analyze the impact of the AP coverage and the
offloading probability to the CS on the SECP. It is observed that
the optimal probability of offloading to the CS in terms of the
SECP decreases with the AP coverage. Finally, we numerically
characterize the minimum required energy consumption for
guaranteeing a desired level of SECP. It is observed that for
any desired level of SECP, it is more energy efficient to have
larger number of APs as compared to having more number of
antennas at each AP with smaller AP density.
Index Terms—Mobile edge computing, cell-free massive
MIMO, stochastic geometry, energy consumption, queueing the-
ory.
I. INTRODUCTION
Over the past few years, there has been a rapid increase
in computationally intensive applications, e.g., virtual reality,
autonomous driving, traffic control etc., which has given rise
to the demand for additional computation resources [2]. Cloud
computing in radio access networks (C-RAN) was introduced
as a means to cater to the need for additional computing
resources [3]. However, C-RAN has been known to have a
centralized architecture, where additional computing resources
are placed at the core network server. This increases the
transmission latency for network edge users, which essentially
makes the cloud computing for those users a less viable
option. In recent years, to solve this problem, a new paradigm
has been introduced, where the cloud computing capabilities
are delegated among the network edge servers [4]. This new
paradigm is known as mobile edge computing (MEC) [5].
In MEC, the servers are placed in the proximity to the
users, expecting to satisfy the critical latency requirements of
computationally intensive applications in the fifth generation
(5G) wireless systems. Recently, several works have been
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published in MEC-enabled networks, addressing the issue of
latency minimization, task offloading, resource management,
and energy consumption such as [6]–[12].
From the edge computing system design point of view, it
is observed that the works in [6]–[12] limited their system
model to either a single/known number of edge computing
servers and a predetermined number of offloaded tasks/users.
They also further simplified the communication model by
considering the average channel gain [6], [10]–[12] or constant
channel gain [7], Youkim, or by ignoring the co-channel
interference from other base stations [6]–[9]. Such simplifying
assumptions, however, limit the applicability of their results to
a realistic large scale edge computing enabled networks.
From the perspective of energy consumption, it is observed
that most of these works adopt a simplified version of com-
munication energy consumption, by modeling the transmis-
sion energy consumption only [6]–[12]. However, the energy
consumption of various signal processing at the transmitter
and receiver is not negligible, compared to the transmission
energy consumption. Hence, a more realistic and detailed
energy consumption model needs to be considered in the MEC
scenario.
From the perspective of computation latency model, the
computation latency model used in most of these works
follow a deterministic model and therefore fail to capture the
effect of randomness in computation latency (i.e., waiting and
service time in a queue). In the recent years, some of the
works have attempted to address this issue by considering
queueing model for task execution at the servers. For instance,
[13] considers the minimization of the average computation
latency, while [14] analyzes the trade-off between the average
computation latency and the network connectivity. In [15],
the authors analyze the probability of successful computation
for MEC-enabled heterogeneous networks. However, none of
these works consider the impact of the successful computation
probability on the energy consumption, which is also one of
the key performance metrics in 5G systems.
In MEC, a user offloads its task to a MEC server in the
uplink, and the processed data needs to be back to the user in
the downlink. Hence, the success of edge computing operation
also depends on the communication performance. With the
advent of the fifth generation (5G) wireless standards, new
high performing technologies have been introduced. One such
key technology is the massive MIMO system [16], which
is being increasingly adopted in different networking and
computing frameworks (e.g., C-RAN etc.) due to its large
gain in energy and spectral efficiency [17], [18]. Inspired by
these applications, in this paper, we adopt the massive MIMO
2framework for implementing edge computing.
To fully utilize the benefits of massive MIMO in an edge
computing scenario, we consider the cell-free (CF) massive
MIMO framework, which is the network-centric version of
massive MIMO systems [19]. The CF massive MIMO sup-
ports an antenna system, where antennas are distributed over
multiple access points (APs), located throughout the network,
and these APs maintain their coordination with a central server
(CS) via reliable backhaul links.1 For implementing edge
computing, we consider the system, which has APs equipped
with independent MEC servers and a CS with cloud computing
capability. Each AP serves all the users within its coverage, i.e.,
a circle with fixed radius, and each user is allowed to avail
the additional computing resources either at the CS or at one
of the connected/serving APs (i.e., MEC servers) with some
probability. Based on this framework, we analyze the success-
ful edge computing probability (SECP) by considering both
the communication and computation performances. Following
this, we explore the relation between the SECP and the total
network energy consumption to give an insight on the energy
efficient design of the edge computing-enabled CF massive
MIMO system. The main contributions of this paper can be
summarized as follows:
• We firstly analyze the uplink and downlink transmission
performances of the CF massive MIMO system using
stochastic geometry, with the maximum ratio combin-
ing (MRC) receiver in the uplink and maximum ratio
transmission (MRT) beamformer in the downlink, and
present an expression for the successful communication
probability (SCMP);2
• For the edge computing scenario, we consider multiple
types of tasks, which take different average time for
processing at CS/MEC servers. Using queueing theory,
we then derive the successful computation probability
(SCP) for a target computation latency, and analyze the
impacts of various system parameters (e.g., AP coverage
radius, the offloading probability to the CS, and AP
density) on the SCP;
• Following the analysis of communication and compu-
tation performances, we finally evaluate the successful
edge computing probability (SECP) and explore how the
coverage radius and the offloading probability to the CS
affect the SECP. We also analyze the performance of the
distributed antenna systems in terms of the SECP for
different antenna densities, compared to that of co-located
antenna system; and
• Finally, we characterize the minimum average total
energy consumption of the proposed edge computing-
enabled system, for guaranteeing a minimum desired
1 The CF massive MIMO system is often termed as the “network MIMO”
system due to its distributed antenna structure [20], which is similar to the C-
RAN. However, the CF massive MIMO system possesses a central server (CS),
which connects all the APs in the system, via a reliable backhaul network and
can perform joint processing of data in the uplink and joint transmission in
the downlink, which is not possible in the conventional C-RAN.
2Although for brevity, we have limited our analysis to the MRC receiver in
the uplink and MRT beamformer in the downlink, the performance with other
forms of receivers and beamformers (e.g., MMSE etc.) can also be studied
using the proposed communication strategy.
Fig. 1. An example of edge computing-enabled CF massive MIMO
system.
SECP. The effect of AP density on the relation between
the minimum desired SECP and total energy consumption
is also explored.
The remainder of this paper is organized as follows: Sec-
tion II introduces the proposed communication and compu-
tation model and performance metrics. In Section III and
Section IV we respectively analyze the communication and
computation performances and derive an expression for the
SECP. In Section V, we analyze the impact of various
system parameters on the computation and communication
performances. Finally, in Section VI, we discuss the energy
consumption parameters for the proposed edge computing
scenario and analyze impact of the SECP on the total minimum
required energy consumption for a minimum desired SECP.
Conclusions are presented in Section VII.
II. PROPOSED NETWORK MODEL
In this work, we consider an edge computing enabled
cell-free (CF) massive MIMO communication system, where
single/multi-antenna access points (APs) are randomly dis-
tributed over the network. All these APs are interconnected
via a central server (CS) through reliable backhaul links (see
Fig. 1). Note that similar to the conventional massive MIMO
systems, the total number of AP antennas in a CF massive
MIMO system is also significantly large (of the order of
several hundreds) [19]. On the other hand, the number of
antennas allocated per AP, M , is relatively small (similar
to that in the conventional small scale MIMO systems). We
model the location of APs as a homogeneous Poisson point
process (PPP) Φb with density λb [20]. Similarly, the users
are also assumed to be randomly located throughout the
network and we also model the location of these users as a
homogeneous PPP Φd with density λd.
A. Proposed Communication Model
In conventional CF massive MIMO systems, a huge power
gain, similar to that in conventional massive MIMO systems, is
obtained by allowing each user to connect to all available APs
in the system. In our proposed network model, we however
consider a more practical user-centric approach, where each
user can connect to only a few of the available APs. We assume
that each AP has a coverage, and can reliably support all users
inside this coverage circle with radius R (see Fig. 1). Hence,
3any user in our proposed system would be able to connect to
all the APs, which are located within a distance R from the
user.3 We assume the proposed CF massive MIMO system
is operating in time division duplexed (TDD) mode and the
channel between any transmitting and receiving antenna pairs
are independent and Rayleigh faded. For the above proposed
scenario, we analyze the signal-to-interference power ratio
(SIR) of uplink and downlink transmissions in an interference-
limited channel.4
1) Uplink SIR Model: Since the user distribution is assumed
to be a homogeneous PPP, without loss of generality, we
consider the SIR at a typical user. We denote this user as
the 0-th user. We assume that each AP deploys a maximum
ratio combining (MRC) receiver. Therefore, for the kth AP
connected to the 0-th user, the overall received SIR at this AP
is given by
SIRk0,ul =
gk0ℓ(xk0)∑
q∈Φd\{0}
g˜kqℓ(xkq)
, (1)
where gk0 ∼ Γ(M, 1) is the total received channel gain at
the kth AP from the 0-th user and g˜kq ∼ Exp(1) models the
independent channel gains for the qth interfering user. Here,
xkq denotes the link distance between the q
th user and the kth
AP and ℓ(x) denotes the pathloss function for a given link
distance x.
2) Downlink SIR Model: In the downlink, each AP beam-
forms the processed data to its associated users simultaneously
using the maximum ratio transmission (MRT). Since each
user receives transmission from multiple APs simultaneously,
the overall received signal at the user would be sum of the
beamformed data from all associated APs. This is similar to
the joint transmission strategy considered in [26], and therefore
the overall received SIR at the 0-th user is therefore given by
SIR0,dl =
∑
k∈C(0,R)
gk0ℓ(xk0)
Idl
, (2)
where gk0 ∼ Γ(M, 1) is the channel gain received from the
kth AP to the 0-th user and C(0, R) denotes the set of APs
that are connected to the 0-th user (i.e. within a distance R
from the user). Here, Idl denotes the total interference power
from all APs, which is given by
Idl =
∑
k∈Φb
∑
q∈Φd,k\{0}
g˜kqℓ(xk0) . (3)
Here Φd,k denotes the set of users that are connected to the
kth AP and g˜kq is Exp(1) distributed and independent power
gain from the beamformed signal for the qth interfering user.
3This type of limited connectivity for users, while is more energy efficient,
reduces the achievable power gain for individual users compared to that in
the conventional CF massive MIMO scenario. However, in [21], it has been
shown that the loss in sum-rate performance in user-centric communication
approach compared to the conventional CF massive MIMO is negligible.
4Note that inclusion of noise in the system model would further complicate
the uplink outage analysis expression, while the trends observed for the overall
communication performance would be similar [22]–[25]. Therefore, we have
limited our analysis to the interference-limited environment only.
3) Pathloss Model: The singular pathloss model is defined
as ℓ(r) = r−α, ∀ r ≥ 0, for the link distance r and the
pathloss exponent of the channel α(> 2), and it has been
widely used in the network performance analysis such as [22],
[27]. However, from (1) and (3), it is clear that the overall
mean interference power would diverge with the singular
pathloss model. To avoid this divergence, we consider a more
accurate non-singular pathloss function,5 which is given by
[29], [30]
ℓ(r) = max(r, d0)
−α ∀ r ≥ 0 , (4)
where d0 > 0 models the reference distance between any
transceiver pair.
B. Proposed Task Offloading Model
We consider APs which are equipped with independent
MEC servers and the CS also has cloud computing capability.
Thus, the task offloaded by any user can either be processed at
the CS or at the MEC servers connected to the user. We also
assume that the probability that the task is processed at the
CS is defined as ϑ and the probability that a user chooses the
connected MEC servers for processing of the offloaded task
is (1−ϑ).6 We denote the total computation latency for MEC
server processing as Tmec and for processing at the CS as Tc.
Therefore, the overall computation latency for the proposed
task offloading model is given by
Tcomp =
{
Tc, with probability ϑ
Tmec, with probability 1− ϑ . (5)
1) Computing Model at the MEC Servers: Note that in our
proposed edge computing model, each user is connected to
multiple MEC servers. Therefore, if a user chooses to process
the offloaded task at a MEC server, the task processing can be
done at one of the connected MEC servers. We assume that
the MEC server which processes the offloaded task is selected
based on the minimum instantaneous computation load. We
term this MEC computation model as the minimum load
computation model (MLCM). In this case, the total latency
for processing of the task, offloaded by the user, at the MEC
server is given by
Tmec
∆
= T
m,k̂, where k̂
∆
= arg min
k∈{1,2,...,n}
Nm,k , (6)
where Tm,k denotes the computation delay and Nm,k denotes
the instantaneous queue length/load at the kth MEC server and
n is the number of MEC servers connected to the user.
5The non-singular pathloss function has been considered as a more accurate
model as it gives finite mean interference power, especially when interferers
can exist near the receiver with the distance r ≥ 0, the same as our model
[28].
6The offloading decision in this paper is made in a decentralized way
without the information on the current loads at CS or all other MEC servers,
which is practically difficult to know at each AP. The offloading probability
ϑ can be determined to minimize the average computation latency, which is
provided in Section IV of this paper. Note that with the load information of
all MECs, connected to the CS, a task scheduling mechanism at the CS can
also be developed. However, this is not handled in this paper as it is out of
the scope.
42) Task Execution Time at the Servers: We also consider
multiple types of users, which are classified by the average
time for computing/processing the task at the servers [31], [32].
Specifically, for the i-th type of task, we assume the average
task processing time is 1/µc,i second at the CS and 1/µm,i
second at the MEC servers. The computing time is known
as the service time in the queueing model. As other works on
edge and cloud computing in [13], [14], [33]–[38], we assume
the computing time to be exponentially distributed for the i-
th type task with a service rate µh,i, ∀h = {c,m}. 7 Clearly,
when there are I types of users in the system, the overall
distribution of the service time τh, ∀h ∈ {c,m}, at the CS
and a MEC server are given by
fτh(t) =
I∑
i=1
pi
µh,i
e−µh,it , t ≥ 0, (7)
where pi is the probability of occurrence of the i
th type task
and
∑I
i=1 pi = 1.
C. Performance Metrics
In order to analyze the computation and communication
performances, we use the following performance metrics: (a)
successful communication probability (SCMP), (b) successful
computation probability (SCP), and (c) successful edge com-
puting probability (SECP). In the following, we first define
SCMP as a function of coverage radius R and the SCP as a
function of R and ϑ and target computation latency t. Finally,
using these metrics, we define SECP.
1) Successful Communication Probability: The overall com-
munication is assumed to be successful if both uplink and
downlink transmissions are completed successfully. Hence, we
define the SCMP as
pscmp(R)
∆
= {1− po,ul(R)}{1− po,dl(R)} , (8)
where po,ul(R) and po,dl(R) are the outage probabilities of
uplink and downlink transmission respectively, for a given
coverage radius R.
2) Successful Computation Probability: It is clear that the
offloaded task from any user is executed either at the CS or at
the MEC servers. Using the definition of total computation la-
tency in (5), we define the successful computation probability
(SCP) for a target latency as
pcomp(R, ϑ, t) = P[Tcomp ≤ t] . (9)
3) Successful Edge Computing Probability: The SECP is
defined when both the computation and communication of the
offloaded task are successful. Note that the MEC servers/APs
involved in the uplink communication and those considered in
the computation process are the same. Therefore, the overall
7It has also been shown that for data centers/cloud servers and various web-
based applications (e.g., HTTP and J2EE), the exponential distribution can be
a good approximation for service time model [33], [34]
SECP for the proposed edge computing scenario is defined as
below
psecp(R, ϑ, t) =
∞∑
n=1
(λbπR
2)n
n!
e−λbπR
2
P [Tcomp ≤ t|N = n]
× {1− p(n)o,ul(R)}{1− po,dl(R)} , (10)
where p
(n)
o,ul(R)
∆
= P
[
max
k∈{1,2,...,n}
SIRk0,ul < γ̂|N = n
]
= (1−
p0(R))
n (see (49)) and N is the number of APs/MEC servers
connected to a user in uplink transmission. Here, N is Poisson
distributed with mean λbπR
2. Therefore, P [Tcomp ≤ t|N = n]
is given by
P [Tcomp ≤ t|N = n] = ϑP[Tc ≤ t]
+ (1− ϑ)P[Tmec ≤ t|N = n] . (11)
where P[Tmec ≤ t|N = n] is defined in (65).
III. COMMUNICATION PERFORMANCE ANALYSIS
The overall communication performance depends on both
the uplink and downlink transmissions. In this section, we first
derive outage probabilities for uplink and downlink transmis-
sions, and then analyze the overall successful communication
probability (SCMP) as a function of these outage probabilities.
A. Outage Probability for Uplink Transmission
Note that in our proposed edge computing system, all APs
are interconnected through the CS via a reliable backhaul
network. Hence, APs can share the offloaded data among
them after a user sends it in the uplink. Therefore, it is
sufficient if at least one of the APs, connected to the user,
can successfully receive the offloaded data. In other words,
the uplink transmission of a user can be in outage if all the
APs connected to it fail to receive the data successfully. In
terms of the received SIR at the connected APs, the uplink
outage probability for the 0-th user (i.e. the reference user) is
then given by
po,ul
∆
= P[SIRk0,ul < γ̂, ∀k ∈ Φb ∩C(0, R)] , (12)
where γ̂ denotes the threshold SIR for successful uplink
communication. Using the above definition in (12), in the
following theorem, we derive the uplink outage probability
for the 0-th user as a function of the coverage radius, R.
Theorem 1: The uplink communication outage probability
for the 0-th user is given by
po,ul(R) = exp
{
−2πλb
∫ R
0
r
M−1∑
m=0
(−1)m
m! lm(r)
L(m)I
( γ̂
l(r)
)
dr
}
(13)
where LI(s) is the Laplace transform of the total interference
power, I =
∑
q∈Φd\{0}
g˜kqℓ(xkq), and L(m)I (s), the mth order
derivative of LI(s), is given by
L(m)I (s) =
m∑
i=1
(
m
i
)
F
(i)
1 (s)F
(m−i)
2 (s) . (14)
5Here, F
(m)
i (s) (i = 1, 2) is the m
th order derivative of Fi(s),
where F1(s)
∆
= exp
{
−πλdd20
(
1− 1
1+sd−α0
)}
and F2(s)
∆
=
exp
{
− 2πλdα
sd2−α0
1− 2
α
2F1
(
1, 1− 2α ; 2− 2α ;−sd−α0
)}
. Therefore,
we have
F
(m)
1 (s) = πλd
m−1∑
i=0
(
m− 1
i
)
(m− i)!(−1)m−iF (i)1 (s)
× (d
−α
0 )
m−i
(1 + sd−α0 )
m−i+1
(15)
F
(m)
2 (s) =
2πλd
α
m∑
i=1
(
m− 1
m− i
)
(−1)ii!F (m−i)2 (s)
× d
2−iα
0
i− 2α
2F1
(
i + 1, i− 2
α
; i− 2
α
+ 1;−sd−α0
)
.
(16)
where, 2F1(a, b; c; z) is the Gauss hypergeometric function.
Proof: See Appendix A.
From (13), we can see that the uplink outage probability
depends on R. In the following proposition, we show the effect
of R on the outage probability for uplink transmission.
Proposition 1: In (13), po,ul(R) is a monotonically decreas-
ing function of the coverage radius R, i.e., po,ul(R) monoton-
ically decreases with R and converges to 0 as R→∞.
Proof: Here, it is sufficient to show that ddRpo,ul(R) ≤ 0.
Using the Leibnitz’s rule of differentiation under integration
in (13), we have
d
dR
po,ul(R) = −2πλbpo,ul(R)
× d
dR
∫ R
0
r
M−1∑
m=0
(−1)m
m! lm(r)
L(m)I
( γ̂
l(r)
)
dr
= −2πλbpo,ul(R)
×
M−1∑
m=0
(−1)mRmα+1
m!
L(m)I (γ̂Rα)︸ ︷︷ ︸
∆
=ε(R)
. (17)
Note that, from (17), we can show ddRpo,ul(R) ≤ 0, if and
only if ε(R) ≥ 0 for all R. Now, from (14), we observe
that L(m)I (γ̂Rα) depends both on F (m)1 (γ̂Rα) and F (m)2 (γ̂Rα).
From (15), we have
F
(m)
1 (γ̂R
α) = π λd (−1)m F1(γ̂Rα)
×
[
(γ̂ d−α0 )
(1 +Rαγ̂d−α0 )
2
+ · · ·
]
. (18)
Here in (18), the terms within the bracket are positive and
decrease with R. Clearly, as R → ∞, F (m)1 (γ̂Rα) → 0.
Similarly, from (16) it can be shown that
F
(m)
2 (γ̂R
α) = (−1)m F2(γ̂Rα)πλd
×
[∫ ∞
d20
(γ̂z−α/2)
(1 +Rαγ̂z−α/2)2
du + · · ·
]
.
(19)
In (19), the terms within bracket (see the last line) are similarly
also positive and decreasing with R. Therefore, F
(m)
2 (γ̂R
α)→
0 as R → ∞. From (14) and (17) it is therefore clear that
ε(R) ≥ 0 (since F1(γ̂Rα) ≥ 0 and F2(γ̂Rα) ≥ 0), ∀ R.
The result of Proposition 1 can be intuitively explained as
follows. In the uplink, transmission is considered successful
as long as at least one of the connected APs can successfully
receive the offloaded data transmission. The number of APs
connected to a user increases with R. Therefore, the proba-
bility of successful uplink transmission also increases with R.
Hence, po,ul(R) decreases monotonically as R increases.
B. Outage Probability for Downlink Transmission
Once computation of the offloaded data is complete, the
processed data is to be transmitted back to the respective
users. For this downlink transmission, we consider MRT at
each AP connected to the user, and these beamformed data
are simultaneously transmitted by all the associated APs to the
user. Therefore, the overall received signal at the user becomes
the sum of signals received from all the APs. Hence, in the
downlink, the user can be in outage if the combined SIR of
this total received signal is below a threshold value, i.e.,
po,dl
∆
= P[SIR0,dl < γ˜] , (20)
where SIR0,dl is defined in (2) and γ˜ is the threshold SIR for
downlink transmission. Note that in large wireless networks,
it has been shown that the Gamma distribution can provide
a tight reasonable approximation of the interference power
distribution [30]. Later, in [26], [28], a Gamma approximation
of the interference distribution have also been used. Motivated
by these findings, we also characterize the total downlink
interference power as a Gamma random variable and derive its
shaping and scaling parameters in the following proposition.
Proposition 2: The total interference power, Idl, in (3) can
be approximated as a Gamma distributed random variable with
the shaping and scaling parameters, ζ(R) and η respectively,
given by
ζ(R) = α
α− 1
2(α− 2)2λb λd π
2 R2 d20 (21)
η =
α− 2
α− 12d
−α
0 . (22)
Proof: The parameters ζ(R) and η of Gamma approxi-
mation of the total interference power satisfy the following
relations: E [Idl] = ζ(R)η and var [Idl] = ζ(R)η
2 [28]. Using
Campbell’ Theorem [29], we have
E [Idl] = 2λdπ
2R2λbE [g˜kq]
∫ ∞
0
l(r) r dr
=
λb λd π
2αR2
α− 2 d
2−α
0 , and (23)
var [Idl] = 2π
2λbλdR
2
E
[
g˜2kq
] ∫ ∞
0
l2(r) r dr
=
2απ2λbλdR
2
α− 1 d
2−2α
0 . (24)
where g˜kq is i.i.d. exponential random variable, i.e., g˜kq ∼
Exp(1). Using (23) and (24), we obtain (21) and (22), respec-
tively.
6Theorem 2: The downlink communication outage probabil-
ity for the 0-th user is given by
po,dl(R)
k0=⌊ζ(R)⌋
≥
<
k0=⌈ζ(R)⌉
k0−1∑
m=0
(−1)m(γ˜η)−m
m!
L(m)P
(
1
γ˜η
)
, (25)
where LP (s) ∆= E
[
e−sP
]
is the Laplace transform of the total
received signal power, P
∆
=
∑
k∈C(0,R) gk0ℓ(xk0). L(m)P (s) is
the mth order derivative of LP (s) and is given by
L(m)P (s) =

e−2πλb̺(s) m = 0
−2πλb
m−1∑
i=0
(
m−1
i
)L(i)P (s) ̺(m−i)(s) m > 0 .
(26)
Here, ̺(s) is given by
̺(s) =
1
2
R2
(
1− 1
(1 + sR−α)M
)
+
1
2
E
[
(s g)
2
α
{
Γ
(
1− 2
α
, sgR−α
)
−Γ
(
1− 2
α
, sgd−α0
)}]
, (27)
where g ∼ Γ(M, 1) distributed, and ̺(m)(s) (m > 0) is given
by
̺(m)(s) = (−1)m−1 1
2
d2−mα0
Γ(M +m)
Γ(M)(1 + sd−α0 )
M+m
+ (−1)m−1 1
α
s
2
α
−m
E
[
g
2
α
{
Γ
(
m− 2
α
, sgR−α
)
− Γ
(
m− 2
α
, sgd−α0
)}]
. (28)
Proof: See Appendix B.
Remark 1: From (25), we can see that the expression on the
right hand side (R.H.S.) is a bound on the downlink outage
probability, po,dl(R), and the equality will hold if and only if
ζ(R) is an integer. Furthermore, we observe that this bound on
the R.H.S. of (25) is a weighted sum of ̺( 1γ˜η ) and its deriva-
tives. From (28), we can write χm(
1
γ˜η ) = (−1)m−1̺(m)( 1γ˜η )
is a positive quantity and increases with R. Therefore, substi-
tuting ̺(m)( 1γ˜η ) with (−1)m−1χm( 1γ˜η ) in (26), we can rewrite
L(m)P ( 1γ˜η ) as a positive sum of χi(s), i = 1, 2, . . . ,m and
̺( 1γ˜η ), multiplied with (−1)m. Using this in (25) we have
(−1)mL(m)P ( 1γ˜η ) > 0. In other words, each term on the R.H.S.
of (25) is positive and increases with R (since both χm(
1
γ˜η )
and ̺( 1γ˜η ) increases with R). We also note that the number of
terms on the R.H.S. of (25) increases with k0, which increases
with ζ(R), an increasing function of R (see (21)). In short, the
bound on the R.H.S. increases with R and therefore po,dl(R) is
expected to increase asR increases. This can also be intuitively
explained from the fact that with increasing R, the number of
users a single AP beamforms to will increase, and therefore
the overall interference from each AP will also increase. This
increase in the total received interference power degrades the
probability of successful transmission, i.e., in other words, the
downlink outage probability increases with R.
IV. SUCCESSFUL COMPUTATION PROBABILITY ANALYSIS
In the proposed task offloading model in Section II-B, it
is clear that each MEC server (AP) is connected to all the
users requesting edge computing resources within a radius R.
With the distribution of such users following a homogeneous
PPP, the task arrival rate can also be modelled as a Poisson
process. Since a user chooses to process the task at the CS
with a fixed probability ϑ, the task arrival rate at both the CS
and at the MEC servers can be modelled as Poisson processes.
For analytical tractability, we assume that all MEC servers are
of equal computation capacity. In the following, we now first
derive the task arrival rates at the CS and at the MEC servers
and then derive the successful computation probability (SCP)
expression for the proposed task computation model.
Proposition 3: The task arrival rates at the CS and a MEC
server are respectively given by
λc = λd|A|ϑ (1− po,ul(R)) (29)
λm =
λd
λb
(1− ϑ)
(
1− e−λbπR2
)
(1− po,ul(R)) (30)
where |A| denotes the total network area and po,ul(R) is
presented in (13).
Proof: In the proposed task offloading model, a CS or
MEC server executes a offloaded task, which is successfully
received by at least one of MEC servers connected to the user
offloading the task. Hence, in the network, the total rate of task
arrivals at the computing devices (i.e., CS and MEC servers) is
λd|A|{1− po,ul(R)}. Since ϑ portion of the total task arrivals
at computing devices is assigned to the CS, the task arrival
rate at the CS becomes λc = ϑλd|A| (1− po,ul(R)). On the
other hand, a MEC server receives offloaded tasks from all
users in its coverage, i.e., a circle with radius R, and the rate
of offloading tasks to a MEC server becomes
λo = (1− ϑ)λdπR2 (1− po,ul(R)) . (31)
From Section II-B.2, we note that only the MEC server
with minimum computation load processes the task. Since
all the MEC servers have equal computation capability, the
probability that a connected MEC server would be selected
for processing the task is 1N ′+1 , where N
′ is the number of
connected MEC servers, besides the tagged server. Since N ′ is
a Poisson random variable with mean λbπR
2, the probability
that the tagged MEC server becomes the executing server of
the task, pm,min, is given by
pm,min = E
[
1
1 +N ′
]
=
∞∑
k=0
e−λbπR
2 (λbπR
2)k
k!
1
k + 1
=
∞∑
n=1
e−λbπR
2 (λbπR
2)n
n!λbπR2
=
(1 − e−λbπR2)
λbπR2
. (32)
Therefore, the task arrival rate at a MEC server for execution
becomes λm = λopm,min, which is given in (30).
A. Computation Latency Analysis
The successful computation probability (SCP) is defined as
the probability of the event that task processing is completed
within a target computation time. To compute SCP, we use
7queueing system concept to model Tc and Tmec separately for
different users. In the following, we derive the expression for
SCP for a given target computation latency.
Theorem 3: Using the definition of SCP from (9), we have
pcomp(R, ϑ, t) = ϑP[Tc ≤ t] + (1 − ϑ)P[Tmec ≤ t], (33)
where P[Tc ≤ t] and P[Tmec ≤ t] are respectively given by
P[Tc ≤ t] =
∫ t
0
L−1Tc
 (1 − ρc)s
I∑
i=1
piµc,i
s+µc,i
s− λc + λc
∑I
i=1
piµc,i
s+µc,i
 du , (34)
P[Tmec ≤ t] =
I∑
i=1
pi
∞∑
n=1
(λbπR
2)n
n!
e−λbπR
2
×
∞∑
v=0
[(
I∑
i=1
ǫiω
v
i
1− ωi
)n
−
(
I∑
i=1
ǫiω
v+1
i
1− ωi
)n]
×
∫ t
0
L−1
( I∑
i=1
piµm,i
s+ µm,i
)v+1 du , (35)
for the inverse Laplace transform of X L−1X (·), ρc
∆
= λcµc , and
µc
∆
=
(∑I
i=1
pi
µc,i
)−1
. In (35), ωi (i = 1, 2, . . . , I) are the
solutions of the following equation for ω,
I∑
l=1
plµm,lω

I∏
k=1,k 6=l
(ω(µm,k + λm)− λm)

=
I∏
q=1
(ω(µm,q + λm)− λm) ,
(37)
and ǫi, ∀i = 1, 2, . . . , I, are obtained from comparing the
coefficients of different powers of z in the following equality
I∑
l=1
plµm,l
I∏
k=1,k 6=l
(µm,k + λm − λmz)
I∑
q=1
ǫq
I∏
r=1,r 6=q
(1− ωrz)
=
1
(1− ρm)(1 − z) .
(38)
Here, ρm
∆
= λmµm , and µm
∆
=
(∑I
i=1
pi
µm,i
)−1
.
Proof: See Appendix C.
Corollary 1: For I = 1, the SCP is given by (33), where
P[Tc ≤ t] = 1− e−µct+λct, and P[Tmec ≤ t] is given by
P[Tmec ≤ t] =
∞∑
n=1
(λbπR
2)n
n!
e−λbπR
2
(
1− e−µmt(1−ρnm )
)
.
(36)
for µm,1 = µm and µc,1 = µc.
Proof: With I = 1, the queueing system at the CS or at
a MEC server becomes M/M/1. Clearly, for the service rate
of µc, the distribution of computation latency at the CS is
fTc(u) = (µc − λc)e−(µc−λc)u (u ≥ 0), so P[Tc ≤ t] = 1 −
e−µct+λct. In addition, with I = 1, Nm,k in (6) is a geometric
random variable with parameter 1− ρm [39]. Therefore, from
(69), we have P[N¯m(n) = v] = (1 − ρnm)ρnvm . For a given
N¯m(n), from (66), we have fTmec|N¯m(n)=v(x) =
µv+1m x
ve−µmx
Γ(v+1)
(x ≥ 0). Using this in (65), we have
P[Tmec ≤ t|N = n] = (1− ρnm)
∞∑
v=0
ρnvm F (v + 1, µmt)︸ ︷︷ ︸
∆
=V∞
.
(37)
where F (r + 1, z) = γ(r+1,z)Γ(r+1) (r ≥ 0 and z > 0), and
γ(s, x)
∆
=
x∫
0
ts−1e−t dt denotes the lower incomplete Gamma
function. Using integration by parts in the definition of γ(s, x),
we can show that F (r+1, z) = F (r, z)− zrr! e−z , ∀ r > 0, i.e.,
F (r + 1, z) = F (1, z) −
r∑
a=1
za
a! e
−z , and F (1, z) = 1 − e−z .
Hence V∞ becomes
V∞ =
∞∑
v=0
F (v + 1, µmt)ρ
nv
m
=
∞∑
v=0
ρnvm
(
F (1, µmt)−
v∑
a=1
(µmt)
a
a!
e−µmt
)
=
∞∑
v=0
ρnvm F (1, µmt)− e−µmt
∞∑
w=1
(µmt)
wρnwm
w!
∞∑
r=0
ρnrm
=
1− e−µmt(1−ρnm )
1− ρnm
. (38)
Substituting (38) in (37), we obtain (36).
B. Impact of System Parameters on SCP
From the analysis in Section IV-A, we observe that it is
difficult to directly characterize the impacts of R and ϑ on
the successful computation probability (SCP), pcomp(R, ϑ, t),
for a general case of I. Therefore, in this section, we first
analyze their impact for the special case used in Corollary 1
(i.e., I = 1) and then extend it for higher values of I.
1) Impact of ϑ: In the following, we show that for any
given R and t, the SCP is maximized for some ϑ ∈ [0, 1].
Proposition 4: The pcomp(R, ϑ, t) increases with ϑ, for all
ϑ ≤ ϑ0 and decreases with ϑ for ϑ > ϑ0, where ϑ = ϑ0
satisfies ∂∂ϑpcomp(R, ϑ, t)
∣∣∣
ϑ=ϑ0
= 0.
Proof: Here, it is sufficient to show that pcomp(R, ϑ, t) is
maximum for ϑ = ϑ0 for a given R and t. To show this, we
compute the first and second order derivatives of pcomp(R, ϑ, t)
with respect to ϑ, as given below
∂
∂ϑ
pcomp(R, ϑ, t) = 1− a1ek1ϑt(1 + k1ϑt)
−
∞∑
n=1
k2(n)
(
1− a1−an3 (1−ϑ)n2
)
− (1− ϑ)
∞∑
n=1
k2(n)a
1−an3 (1−ϑ)
n
2 na
n
3 ln(a
−1
2 ) (39)
∂2
∂ϑ2
pcomp(R, ϑ, t) = −a1k1t(2 + k1ϑt)ek1ϑt
8−
∞∑
n=1
n2k2(n)a
n
3 ln(a
−1
2 )a
1−an3 (1−ϑ)
n
2 (1− ϑ)n−1
× [1 + (1− ϑ)nan3 ln(a−12 )] (40)
where a1 = e
−µct, a2 = e
−µmt, a3 =
λm
µm(1−ϑ)
, k1 =
λd|A|{1−po,ul(R)}, and k2(n) = (λbπR
2)n
n! e
−λbπR
2
. Equating
∂
∂ϑpcomp(R, ϑ, t) = 0, we obtain ϑ = ϑ0, and from (40)
we have ∂
2
∂ϑ2 pcomp(R, ϑ, t) < 0. This shows that ϑ = ϑ0
maximizes pcomp(R, ϑ, t) for a given value of R and t.
The above result can be explained as follows. When ϑ
is sufficiently small, the task is processed at a MEC server
with high probability. Since the task arrival rate at the MEC
servers, λm, decreases with ϑ, P[Tmec ≤ t] increases with ϑ
and therefore, pcomp(R, ϑ, t) increases with ϑ. On the other
hand, when ϑ→ 1, task processing occurs at the CS with high
probability. Since the task arrival rate at the CS, λc, increases
with ϑ, in this regime, pcomp(R, ϑ, t) decreases with ϑ. This
shows that there exists some ϑ ∈ [0, 1] for a given R and t
that maximizes pcomp(R, ϑ, t). Note that the above discussion
holds true, irrespective of the value of I. Therefore, the result
in Proposition 4 is also applicable for I > 1 scenario.
2) Impact of R: To study the impact of R on the SCP,
we consider the following scenarios: (a) when both R and ϑ
are small; (b) R is small and ϑ → 1; and (c) when R is
sufficiently large. Note that the number of connected MEC
servers increases with R. Therefore, in the first scenario (i.e.
ϑ → 0 and small R), the probability of obtaining a smaller
value of the minimum queue length increases with R. In
other words, in this regime, P[Tmec ≤ t] (i.e. pcomp(R, ϑ, t))
increases with R. On the other hand, when ϑ → 1, the task
processing occurs at the CS with high probability and λc
increases with R (since po,ul(R) decreases with R). Clearly,
in this regime, the SCP decreases with R. However, when R
is sufficiently large, po,ul(R)→ 0 and therefore in this regime,
both λc and λm converge to constant values. Consequently,
the SCP, pcomp(R, ϑ, t) also saturates to a fixed value in this
regime, irrespective of the value of ϑ.
V. NUMERICAL RESULTS
In this section, we analyze the impact of various system
parameters (e.g., R, ϑ, λb) on the proposed performance
metrics, i.e., pscmp(R), pcomp(R, ϑ, t) and psecp(R, ϑ, t).
A. Successful Communication Probability
In Fig. 2 we plot the successful communication probability,
pscmp(R) (defined in (8)) both numerically and through simu-
lation as a function of R for the following fixed parameters:
M = 4, λb = 400/km
2, λd = 100/km
2, α = 3.7, d0 = 1
m, and γ̂ = γ˜ = 2.62 dB (i.e., the threshold information rate
for uplink and downlink transmissions is 1.5 bps/Hz). From
Fig. 2, it is observed that for small R, the SCMP increases
with R. This is due to the fact that when R is sufficiently
small, po,dl(R) is also small (see the curve with filled triangles
in Fig. 2), and therefore SCMP is dominated by po,ul(R) in
this regime. Since po,ul(R) decreases rapidly with R, in this
regime, SCMP increases with R. On the other hand, when R
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Fig. 2. Successful communication probability, pscmp(R), as a function
of coverage radius, R.
is sufficiently large, i.e., when po,ul(R) ≈ 0 (see Proposition 1),
the SCMP is dominated by po,dl(R). Since po,dl(R) increases
with R, in this regime, the SCMP begins to decrease with R.
We also plot the SCMP for the following two scenarios: (a)
M = 1, λb = 1600/km
2 (see the curve with blue triangles);
and (b)M = 8, λb = 400/km
2 (see the dotted curve with green
squares). It is observed that for small values ofM , the changes
in the SCMP is negligible. On the other hand, with the same
antenna density (i.e., Mλb = 1600/km
2), it is observed that in
the small R regime, the SCMP is higher for the scenario with
larger AP density (λb = 1600/km
2), compared to the scenario
with smaller AP density (λb = 400/km
2). This is due to the
fact that in the small R regime, SCMP is dominated by po,ul(R)
and po,ul(R) rapidly decreases with AP density, λb (see (13)).
On the other hand, in the large R regime, po,ul(R) → 0 and
SCMP is dominated by po,dl(R), which increases with AP
density, λb. Therefore, in this regime, SCMP is higher for
the scenario with smaller AP density. In other words, for a
fixed antenna density, increasing number of APs will improve
the probability of successful communication, only when the
coverage radius R is sufficiently small.
B. Successful Computation Probability
Next, we analyze the SCP, pcomp(R, ϑ, t), as functions R
and ϑ. The values of the edge computing parameters used for
numerical results are given in Table III. We plot the contour
of pcomp(R, ϑ, t) with I = 2, for the following two cases: (a)
I = 2, p1 = 0.6, p2 = 0.4 (see Fig. 3); and (b) I = 2,p1 = 0,
p2 = 1 (i.e., I = 1) (see Fig. 4). In both cases, for a given R,
it is observed that the SCP is maximized for some ϑ ∈ [0, 1].
Furthermore, we also observe that when both R and ϑ are
small, pcomp(R, ϑ, t) increases with both R and ϑ. On the other
hand, when ϑ is sufficiently large, pcomp(R, ϑ, t) decreases
with R. This supports our discussion in Section IV-B.
In Fig. 5, we plot pcomp(R, ϑ, t) as a function of R for
ϑ = 0.3 and ϑ = 0.7, for a fixed antenna density Mλb =
9Fig. 3. Successful computation probability, pcomp(R,ϑ, t), as func-
tions of (R,ϑ) with t = 12 ms, I = 2, p1 = 0.6, p2 = 0.4, M = 4,
λb = 400/km
2, and λd = 100/km
2 .
Fig. 4. Successful computation probability, pcomp(R,ϑ, t), as func-
tions of (R,ϑ) with t = 12 ms, I = 1, M = 4, λb = 400/km
2, and
λd = 100/km
2 .
1600/km2 (for I = 1 scenario in Fig. 4). It is also observed
that the SCP is higher for smaller ϑ, when R is sufficiently
large. Note that since the CS is connected to all the APs in
the CF massive MIMO system, increasing the probability of
offloading to the CS would increase the overall task arrival rate
at the CS, thereby incurring significant computation latency.
On the other hand, when sufficient number of connected MEC
servers are available, choosing MEC server for processing (i.e.,
smaller ϑ) would improve the SCP. This is also the motivation
for introducing the edge computing concept in the CF massive
MIMO system. Finally, it is observed that for a fixed antenna
density, fixed ϑ, and sufficiently large R, the SCP is higher
for the scenario with higher AP density (e.g., λb = 1600/km
2),
compared to the scenario with smaller AP density (e.g., λb =
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Fig. 5. Successful computation probability, pcomp(R,ϑ, t), as a func-
tion of R with t = 12 ms, I = 1, and λd = 100/km
2 with varying
M and λb.
Fig. 6. Successful edge computing probability, psecp(R,ϑ, t), as
functions of (R,ϑ) with t = 12 ms, I = 1, λb = 400/km
2 , and
λd = 100/km
2 .
400/km2).
C. Successful Edge Computing Probability
Finally, in Fig. 6, we combine both the communication
and computation performance metrics to evaluate the overall
edge computing performance (for the computation scenario
in Fig. 4). Here, we plot psecp(R, ϑ, t) as functions of R
and ϑ. We observe that in the small R regime, the SECP
increases with ϑ. This is due to the fact that in this regime,
due to insufficient number of connected MEC servers, it is
preferable that we process the tasks at the CS for successful
edge computing. On the other hand, when R is sufficiently
large, the SECP is observed to decrease with ϑ. This is due to
the fact that in this regime, with sufficient number of connected
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TABLE I. Threshold R and ϑ that maximizes psecp(R,ϑ, t).
M λb (in per km
2) t (in ms) Rth (in m) ϑ
4 400 4 82 0.19
4 400 12 81 0.20
1 1600 4 57 0.21
1 1600 12 55 0.25
MEC servers being available, the probability of successful
computation increases for the MEC server processing scenario.
Similarly, we also observe that the SECP first increases with
R for a given ϑ and then decreases. The initial increase in
SECP with R is due to the fact that for small R, the downlink
outage probability, po,dl(R), is negligible, while both the uplink
outage probability, po,ul(R), and SCP improve significantly. On
the other hand, when R is sufficiently large, po,ul(R) becomes
negligible and the SCP saturates to a fixed value. in this regime,
the po,dl(R) increases with R and therefore the SECP begins
to decrease. We denote this optimal value of R that maximizes
the SECP as Rth.
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In Table I, we show the required Rth for different values of
λb and t. It is observed that when λb is fixed, the Rth slowly
decreases with t. This is due to the fact that for a given value
of SCP, the minimum required R decreases with t. Since the
SCP increases with t, any increase in t will therefore result in
the SCP reaching its saturation value for even a smaller value
of R. Consequently, the SECP will be maximized for even a
smaller value of Rth. Due to the similar reasons, Rth is also
observed to decrease with λb.
VI. NUMERICAL RESULTS ON ENERGY CONSUMPTION
In this section, we analyze the relationship between the
SECP and the total energy consumption in edge computing-
enabled CF massive MIMO systems. For this, we first formu-
late the following energy consumption minimization problem:
P : minimize
R, ϑ
E(R, ϑ, t)
subject to psecp(R, ϑ, t) ≥ ξ (41)
where E(R, ϑ, t) denotes the total energy consumption for
the target computation latency t and ξ denotes the mini-
mum desired value of the SECP. From our discussion in
Section V-C, we note that the feasible range of (R, ϑ) that
satisfies psecp(R, ϑ, t) ≥ ξ can be obtained from Fig. 6. In the
following, we first characterize the total energy consumption
as functions of R and ϑ, and then analyze the impact of the
minimum desired SECP, ξ, on E(R, ϑ, t).
8From the plot of SECP in Fig. 6, we observe that the SECP is a quasi-
concave function of R. Therefore, a suboptimal value for Rth can be computed
using the bisection searching method [40]. This approach also holds for the
SCMP.
TABLE II. Communication Power Consumption Parameters
Parameters Descriptions Values
Pb RF chain power at AP 0.01 Watt
Pd RF chain power at user 0.01 Watt
Posc Local Oscillator power 2 Watt
Pcod Channel coding power 0.1
Watt
Gbits/sec
Pdec Channel decoding power 0.8
Watt
Gbits/sec
Pu Per-user transmit power 0.1 Watt
Pt Per-AP transmit power 1.181 Watt
Pue Fixed power at user 0.1 Watt
Pbs Fixed power at AP 5 Watt
1
ζ
Power amplifier (PA) efficiency 0.39
C0 Energy per complex operation 10
−9 Joule
A. Total Energy Consumption
We characterize E(R, ϑ, t) in two parts: (i) computation
energy consumption, Ecomp(R, ϑ, t), and (ii) communication
energy consumption, Ecomm(R, ϑ, t), i.e.,
E(R, ϑ, t) = Ecomp(R, ϑ, t) + Ecomm(R, ϑ, t) . (42)
1) Computation Energy Consumption: The computation
energy consumption of a user’s offloaded task depends on the
task size, effective switching capacitance of the server, and its
operating CPU frequency [7], [41]. For the general I types of
user scenario, we assume that the CS and MEC servers have
different operating frequencies for each type of users. When
fmec,i and fcs,i are, respectively, the operating CPU frequencies
of MEC servers and CS for the ith type of user, the overall
average computation energy consumption is given by
Ecomp(R, ϑ, t) = ϑκc
I∑
i=1
pif
δ
cs,iT¯c,i
+ (1− ϑ)κm
I∑
i=1
pif
δ
mec,iT¯mec,i , (43)
where T¯c,i and T¯mec,i , respectively, represent the average
computation time for the ith type of task at the CS and at
the MEC servers, and δ is a constant (usually close to 3)
[41]. Note that T¯c,i =
1
µc,i
and T¯mec,i =
1
µm,i
, where µm,i
and µc,i are defined in terms of the operating frequencies in
Table III. From the definitions of µm,i and µc,i in Table III,
we observe that Ecomp(R, ϑ, t) monotonically increases with
ϑ, if
fcs,i
fmec,i
>
(
κm/κc
)1/(δ−1)
, for all i = 1, 2, . . . , I.
2) Communication Energy Consumption: The communica-
tion energy consumption of a user in the network consists
of the transmission energy consumption and the power con-
sumption due to various circuit power consumption parameters
(PCPs) [42]–[45]. We have listed these various PCPs in Ta-
ble II. We also note that the average number of APs connected
to a user is λbπR
2 (since each user connects to all APs
within a coverage area, a circle of radius R). For the uplink
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TABLE III. Computation Energy Consumption Parameters
Parameters Values Parameters Values
fmec,1 1 GHz fmec,2 3.4 GHz
fcs,1 4 GHz fcs,2 5 GHz
κm 10
−27 J/cycle κc 10
−26 J/cycle
Lu 0.5 Mbits Ld 0.05 Mbits
Cp 330 Cycles/byte δ 3
µm,1
8fmec,1
CpLu
µm,2
8fmec,1
CpLu
µc,1
8fcs,1
CpLu
µc,2
8fcs,1
CpLu
communication scenario, the overall power consumption is
therefore given by
Pul = λbπR
2 [M(Pb + 2C0B) +B ru Pdec] + Pue + Pd
+ B ru Pcod + Puζ . (44)
Here B is the communication bandwidth, 2MB is the total
number of complex operations required in a single MRC detec-
tion [42], [43], [46], Pue is the fixed circuit power consumption
at the transmitting end (i.e. user), and ru = log2(1+ γ̂) is the
threshold spectral efficiency for uplink. In the similar fashion,
the total downlink power consumption is given by
Pdl = λbπR
2 [ζ Pt + Pbs + Posc +M(Pb + 2C0B)
+B rd Pcod] + PdecBrd + Pd , (45)
where 2MB is the number of complex operations required
for conjugate beamforming, rd = log2(1 + γ˜) is the target
spectral efficiency for downlink, and Pt is the average down-
link transmit power of AP. When the task size of a user in
uplink is Lu bits, the uplink transmission time is be given
by Tul =
Lu
ruB
seconds. Similarly, for the processed data size
of Ld bits in the downlink, the downlink transmission time is
Tdl =
Ld
rdB
seconds. Therefore, the total communication energy
consumption is given by
Ecomm(R, ϑ, t) = Pul
Lu
ruB
+ Pdl
Ld
rdB
. (46)
From (43)-(46), we observe that Ecomp(R, ϑ, t) depends
only on ϑ, while Ecomm(R, ϑ, t) monotonically increases on
R. Therefore in order to solve the problem in (41), we need to
choose the minimum R that satisfies the SECP constraint, i.e.,
R = R⋆, such that psecp(R
⋆, ϑ, t) = ξ. Following this, we can
now choose ϑ⋆ = ϑ(R⋆), so that E(R, ϑ, t) ≥ E(R⋆, ϑ⋆, t),
for all (R, ϑ).
B. Impact of SECP on E(R⋆, ϑ⋆, t)
In Fig. 7, we finally plot the minimum required total average
energy consumption, E(R⋆, ϑ⋆, t), as computed from solving
the optimization problem in (41), as a function of the minimum
desired SECP, ξ, for the computation scenario in Fig. 4. For
this figure, we use the following system parameter values: α =
3.7, B = 1 MHz, λd = 100/km
2, target computation latency
t = 12 ms, and γ̂ = γ˜ = 2.62 dB (i.e. the target information
rate for uplink and downlink transmission is 1.5 bps/Hz). The
values of the PCPs and computation parameters are provided
in Table II and Table III respectively [7], [42]–[44], [47].
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Fig. 7. Minimum required total average energy consumption,
E(R⋆, ϑ⋆, t), as a function of minimum desired SECP, ξ.
From Table III, we also note that fcsfmec >
(
κm/κc
)1/(δ−1)
, i.e.,
Ecomp(R, ϑ, t) monotonically increases with ϑ, for a given R
and t. Clearly, to compute E(R⋆, ϑ⋆, t), the required ϑ⋆ is
given by
ϑ⋆ = min
psecp(R⋆,ϑ,t)≥ξ
ϑ(R⋆) . (47)
From Fig. 7, we observe that the total energy consumption,
E(R⋆, ϑ⋆, t), first decreases and then increases with ξ (see
the blue curve with diamonds). This is due to the fact that
with sufficiently large ξ, the increase in the required R⋆
with ξ is significantly large and therefore Ecomm(R
⋆, ϑ⋆, t)
increases rapidly with ξ. We also observe that the required
ϑ⋆ decreases with R⋆ for the same value of the SECP
in this regime (see Fig. 6), and therefore, the computation
energy consumption, Ecomp(R
⋆, ϑ⋆, t), decreases with ξ and
converges to a small value. Consequently, in the large ξ regime,
Ecomm(R
⋆, ϑ⋆, t) dominates the total energy consumption and
therefore, E(R⋆, ϑ⋆, t) increases with ξ.
On the other hand, when ξ is sufficiently small, the required
R⋆ is also small and consequently, the required ϑ⋆ that satisfies
the SECP constraint is significantly high (see Fig. 6). Since,
in this regime, the increase in R⋆ with the minimum desired
SECP, ξ, is small, the overall increase in Ecomm(R
⋆, ϑ⋆, t)
is also small. On the other hand, due to large value of
ϑ⋆, the computation energy consumption, Ecomp(R
⋆, ϑ⋆, t), is
significantly large in this regime. Consequently, in the small
ξ regime, E(R⋆, ϑ⋆, t) is dominated by Ecomp(R
⋆, ϑ⋆, t) and
since ϑ⋆ rapidly decreases with ξ, Ecomp(R
⋆, ϑ⋆, t) also de-
creases significantly. Consequently, E(R⋆, ϑ⋆, t) is observed
to decrease with ξ in this regime. We also note that for a
fixed AP density, λb, E(R
⋆, ϑ⋆, t) increases with M (see
the curve with red squares and the curve with black circles).
This is due to the fact that the impact of M being negligible
on the SECP, the computation energy consumption does not
change significantly with M , while the communication energy
consumption increases linearly with M .
Next, we analyze the impact of AP density for a fixed
antenna density, Mλb = 1600/km
2, in the system (see the
curve with blue diamonds and the curve with black circles).
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We observe that E(R⋆, ϑ⋆, t) with higher AP density (i.e.,
λb = 1600/km
2) is smaller than the scenario with lower AP
density (i.e., λb = 400/km
2) and this gap in E(R⋆, ϑ⋆, t)
increases with ξ. This shows that in edge computing-enabled
CF massive MIMO systems, it is more energy efficient, if we
deploy APs with higher density and small number of antennas,
instead of deploying APs with smaller density and with larger
number of antennas.
VII. CONCLUSION
In this paper, we introduce novel edge computing-enabled
cell-free massive MIMO systems. Considering the presence
of computing servers at each AP and cloud server at the
CS of the system, we firstly devise suitable communication
and task computation strategies and analyze their respective
performances in terms of the successful edge computing
probability (SECP). Finally, using the SECP, we numerically
characterize the total minimum energy consumption, required
for guaranteeing a certain level of SECP. It is observed that
for a given SECP, the energy consumption is minimized when
we have higher AP density, i.e., it is more energy efficient
to have additional APs, instead of having more antennas
at each AP. The outcomes of our work provides insights
into the energy efficient design of the MEC enabled CF
massive MIMO systems, and also opens several issues for
future work, including transmission power control for our joint
transmission strategy in the downlink, performance analysis
with other forms of cooperation strategies (e.g., collaborative
beamforming) etc.
APPENDIX
A. Proof of Theorem 1
From the expression of outage probability in (12), we have
po,ul(R)
(a)
=
∞∑
n=0
N¯n
n!
e−N¯ P
[
max
k∈{1,2,...,n}
SIRk0,ul < γ̂|N = n
]
,
(48)
where step (a) follows from the fact that the number of APs
connected to the 0-th user is a Poisson random variable, with
mean N¯
∆
= E [N ] = λbπR
2. Assuming that the SIR at different
APs are independent, we have
P
[
max
k∈{1,2,...,n}
SIRk0,ul < γ̂|N = n
]
=
n∏
k=1
P[SIRk0,ul < γ̂]
= (1− p0(R))n , (49)
where p0(R)
∆
= P[SIRk0,ul ≥ γ̂] = 1− P[SIRk0,ul < γ̂]. Using
(49) in (48) we have
po,ul(R) =
∞∑
n=0
(λbπR
2)n
n!
e−λbπR
2
(1 − p0(R))n = e−λbπR
2p0(R) .
(50)
Using the definition of SIRk0,ul from (1) in the definition
of p0(R), we have
p0(R) =
∫ R
0
fxk0(r)P[gk0 ≥ l−1(r)γ̂I|xk0 = r] dr
(b)
=
∫ R
0
fxk0(r)E
[
Γ(M, l−1(r)γ̂I)
Γ(M)
]
dr
(c)
=
M−1∑
m=0
(−1)m
m!
∫ R
0
fxk0(r)l
−m(r)L(m)(γ̂l−1(r)) dr ,
(51)
where fxk0(r) denotes the distribution of the link dis-
tance between the 0-th user and the kth AP and I
∆
=∑
q∈Φd\{0}
g˜kql(xkq) is the total interference power. Note that
the user distribution follows a homogeneous PPP and the kth
AP can connect to all users within a radius R. Therefore,
fxk0(r) is given by
fxk0(r) =
{
2r
R2 , 0 ≤ r ≤ R,
0, elsewhere.
(52)
Furthermore, in (51), the step (b) follows from the fact that
gk0 is Γ(M, 1) distributed and the step (c) follows from the
following equality
Γ(w, x) = Γ(w)
w−1∑
k=0
xk
k!
e−x , (53)
where w ∈ Z+. Note that in the last line of (51), we
have L(s) ∆= E [e−sI], the Laplace transform of the total
interference power, I . Using (51) and (52) in (50) we obtain
(13).
Finally, to compute L(s), using the PGFL [48], we have
L(s) = E [e−sI] = E
 ∏
q∈Φd\{0}
e−sg˜kq

= exp
{
−2πλd
∫ ∞
0
(
1− 1
1 + sl(r)
)
r dr
}
= exp
{
−πλd
∫ ∞
0
(
1− 1
1 + sl(
√
z)
)
dz
}
= F1(s) exp
{
−πλd
∫ ∞
d20
(
1− 1
1 + sz−
α
2
)
dz
}
= F1(s) exp
{
−πλd
∫ ∞
d20
1
1 + 1sz
α
2
dz
}
= F1(s)F2(s) ,
(54)
where F1(s) is given by
F1(s) = exp
{
−πλd
∫ d20
0
(
1− 1
1 + sl(
√
z)
)
dz
}
= exp
{
−πλd
∫ d20
0
(
1− 1
1 + sd−α0
)
dz
}
= e
−πλdd
2
0
(
1− 1
1+sd
−α
0
)
. (55)
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Similarly, F2(s) is given by
F2(s) = exp
{
−πλd
∫ ∞
d20
1
1 + 1sz
α
2
dz
}
(d)
= exp
{
−
2πλd
α sd
2−α
0
1− 2α
2F1
(
1, 1− 2
α
; 2− 2
α
;−sd−α0
)}
(56)
where step (d) follows from the result 3.194 in [49]. Differ-
entiating (54) on both sides m times, with respect to s, we
obtain (14).
Using (55), we can easily compute the mth order derivatives
of F1(s) as given in (15). Similarly, using the definition of
F2(s) in (56) and differentiating it with respect to s, we have
F
(m)
2 (s) = πλd
m−1∑
i=0
(
m− 1
i
)
(−1)m−i(m− i)!F (i)2 (s)
×
∫ ∞
d20
(z
−α
2 )m−i
(1 + sz
−α
2 )m−i+1
dz︸ ︷︷ ︸
∆
= km−i
= πλd
m∑
i=1
(
m− 1
m− i
)
(−1)ii!F (m−i)2 (s)ki , (57)
where km =
∫∞
d20
(z
−α
2 )m
(1+sz
−α
2 )m+1
dz = 2αd
2−mα
0
(
m −
2
α
)−1
2F1
(
m+ 1,m− 2α ;m− 2α + 1;−sd−α0
)
. Note that
L(m)(s) is given by (14), which can be computed using (15)
and (55)-(57).
B. Proof of Theorem 2
From (20), we have
po,dl(R) = P
[
P
Idl
≤ γ˜
]
= P
[
Idl ≥ P
γ˜
]
(a)
= E
[
Γ(ζ(R), Pηγ˜ )
Γ(ζ(R))
]
k0=⌊ζ(R)⌋
≥
<
k0=⌈ζ(R)⌉
k0−1∑
m=0
(−1)m(γ˜η)−m
m!
L(m)P
( 1
γ˜η
)
, (58)
where step (a) follows from the approximation of Idl in
Proposition 2, and the last step follows from (53). Here
L(m)P (s) is defined in Theorem 2.
Now, from the definition of LP (s) we have LP (s) =
e−2πλb̺(s), where ̺(s) is given by
̺(s)
∆
=
R∫
0
(
1− E
[
e−s g l(r)
])
r dr
=
∞∫
0
R∫
0
(1− e−s g l(r))r dr fg(g) dg
=
1
2
R2 − d
2
0
2
E
[
e−s g d
−α
0
]
− E
[∫ R
d0
r e−s g r
−α
dr
]
=
1
2
R2 − d
2
0
2
E
[
e−s g d
−α
0
]
− E
[
1
α
(s g)
2
α
∫ s g d−α0
s g R−α
e−uu−1−
2
α du
]
=
1
2
R2 − d
2
0
2
E
[
e−s g d
−α
0
]
− 1
2
E
[
R2 e−s g R
−α − d20e−s g d
−α
0
]
+
1
2
E
[
(s g)
2
α
∫ s g d−α0
s g R−α
e−uu−
2
α du
)]
=
1
2
E
[
R2(1− e−sgR−α)
]
+
1
2
E
[
(s g)
2
α
{
Γ(1− 2
α
, sgR−α)− Γ(1− 2
α
, sgd−α0 )
}]
=
1
2
R2
(
1− 1
(1 + sR−α)M
)
+
1
2
s
2
α E
[
g
2
α
{
Γ
(
1− 2
α
, sgR−α
)
−Γ
(
1− 2
α
, sgd−α0
)}]
. (59)
Note that LP (s) and its mth order derivatives are given by
(26), where ̺(m)(s) denotes the mth order derivative of ̺(s).
Using the definition of ̺(s) in (59), we have
̺(m)(s) = (−1)m−1E
gm R∫
0
rlm(r)e−s g l(r) dr

= (−1)m−1E
[
gm
1
2
d2−mα0 e
−s g d−α0
]
+ (−1)m−1E
gm R∫
d0
r−mα+1 e−s gr
−α
dr

= (−1)m−1 1
2
d2−mα0
Γ(M +m)
Γ(M)(1 + sd−α0 )
M+m
+
1
α
E [gmH(R, d0, α, s)] (60)
whereH(R, d0, α, s) = (s g)
2
α
−m
[
Γ(m− 2α , sgR−α)−Γ(m−
2
α , sgd
−α
0 )
]
.
C. Proof of Theorem 3
Using the definition of Tcomp from (5), in (9), we have
P[Tcomp ≤ t] = ϑP[Tcomp ≤ t|E1]
+ (1− ϑ)P[Tcomp ≤ t|Ec1]
= ϑP[Tc ≤ t] + (1− ϑ)P[Tmec ≤ t]
= ϑ
t∫
0
fTc(u)du+ (1− ϑ)P[Tmec ≤ t] , (61)
where E1 is the event that the computation takes place at
the CS, P[E1] = ϑ and P[E
c
1] = 1 − ϑ. Here, the pdf of Tc,
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fTc(u), is computed from its Laplace transform, obtain from
the P-K formula of M/G/1 queues [39], as
fTc(u) = L−1Tc
[
(1− ρc) sLτc(s)
s− λc + λcLτc(s)
]
, (62)
where Lτc(s) =
I∑
i=1
piµc,i
s+µc,i
is the Laplace transform of the
service time distribution at the CS (see (7)). Using this in
(62), we obtain (34).
In (61), P[Tmec ≤ t] can be given as
P[Tmec ≤ t] =
∞∑
n=1
P[N = n]P[Tmec ≤ t|N = n]
(a)
=
∞∑
n=1
(λbπR
2)n
n!
e−λbπR
2
P[Tmec ≤ t|N = n] ,
(63)
where (a) is from the Poisson distribution of N , with mean
λbπR
2. Since in case of processing at the MEC servers,
the task is processed at the server with minimum load (i.e.,
minimum queue length), we define the minimum queue length
among n connected MEC servers, N¯m(n), as follows
N¯m(n) = Nm,k̂ ,where k̂
∆
= arg min
k∈{1,2,...,n}
Nm,k , (64)
where Nm,k is the queue length of the k
th MEC server. From
(64), it is clear that Tmec = Tm,k̂ =
N¯m(n)+1∑
l=1
τ
m,k̂,l, where τm,k̂,l
is the service time for the lth task at the k̂-th MEC server, for
a given N¯m(n). Clearly, P[Tmec ≤ t|N = n] is given by
P[Tmec ≤ t|N = n] =
∞∑
v=0
P[N¯m(n) = v]
×
t∫
0
fTmec|N¯m(n)=v(u) du , (65)
where fTmec|N¯m(n)=v(u) denotes the probability density function
of Tmec for a given N¯m(n) and it is computed as
fTmec|N¯m(n)=v(u) = L−1Tmec|N¯m(n)=v
[
v+1∏
l=1
Lτ
m,k̂,l
(s)
]
(b)
= L−1
Tmec|N¯m(n)=v
( I∑
i=1
piµm,i
s+ µm,i
)v+1 .
(66)
where (b) follows from (7). To compute P[N¯m(n) = v], we
define it as
P[N¯m(n) = v)] = P[N¯m(n) ≤ v)]− P[N¯m(n) ≤ v − 1)] .
(67)
To evaluate (67), we first compute the moment generating
function (MGF) of Nm,k using the P-K formula [39], as
Gm,k(z) =
(1 − ρm)(1 − z)Lτm(λm − λmz)
Lτm(λm − λmz)− z
=
I∑
i=1
ǫi
1− ωiz ,
(68)
where Lτm(s) is computed using (7) and ǫi and ωi, ∀i =
1, 2, . . . , I, are defined in (37) and (38), respectively. From
(68), we have P[Nm,k = v] =
I∑
i=1
ǫiω
v
i . From the definition of
N¯m(n), we have
P[N¯m(n) ≤ v)] = 1− P[N¯m(n) > v)] = 1−
n∏
k=1
P[Nm,k > v]
= 1−
(
I∑
i=1
ǫiω
v+1
i
1− ωi
)n
. (69)
Using (69) in (67), we obtain P[N¯m(n) = v] =[(
I∑
i=1
ǫiω
v
i
1−ωi
)n
−
(
I∑
i=1
ǫiω
v+1
i
1−ωi
)n]
, and finally, using it in
(65), we obtain (35).
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