Introduction
Modeling and forecasting the volatility of time series has become a popular research area. Currently, this topic attracts the attention of scientists, researchers and economists who are focused on creating models, analytical tools to describe mathematically changes in real world. Process of data gathering is very complicated and exposed to many distortions. Nevertheless, modelling of data becomes more and more popular. It is worth mentioning that government, economic and engineering data are usually published as time series. Time series are the measurements of variable taken at regular intervals over time. Observations are made sequentially over time at regular intervals, such as daily, weekly, monthly, quarterly or hourly. Some time series data are incomplete, contain many missing observations, which may affect the estimation of the model and the result of its estimation. Commonly dataset has missing values that impacts on the model correctness. What is more, data is susceptible to change due to noise and exceptions. Statistical noise is an unexplained variability within a given data sample, which impairs the model's correctness. An outlier is an observation that is inconsistent with the remainder of the given data set. Another definition says that an outlier is an important kind of deviation, which occurs in the data set as a result of measurement error. Outliers existence also in case of heavy-tailed distribution of population. [2] An outlier can be perceived as a valid data point or a representative of a noise. Identification of the outlier's nature positively impacts on the process of fitting the best model to the given sample. Using the visualization methods is the best solution to discover outliers as these observations lie outside the overall pattern of distribution. Usually the distribution of observations differs from the normal distribution, which is perceived as one of the characteristics of the time series. [3] The rise and the fall of values are linked to a number of reasons, such as example: economic growth, international trends, general business conditions, product demand. Outliers lie outside the overall pattern of a distribution, so can be discovered using the visualization methods. Charts like an example: scatter diagram or histogram, may be used to illustrate the distribution in each dataset and indicate this way the outliers. It is easy to compare examined data distribution and normal distribution via scatter diagram. What is more, visualization of the data sets is a good example of a tool to distinguish between two main types of exceptions, namely, univariate and multivariate. A univariate outlier is a data point that is significantly different from the other values of only one variable. A multivariate outlier is a combination of unusual scores that may be observed for at least two variables. [2] Outliers can take different forms, depending on the distribution of the examined dataset: [6]  an extreme value, very high or small in comparison to others observation  a contaminant, understood as observation from other distribution  a legitimate, allowed but also surprising observation  an incorrectly measured observation
Review of literature
Usually models are used to explain the cause of changes visible in the economy and predict its changes in the future. Analytical tools are used specially to predict future values of the time series data. Process of data gathering is complicated and can be exposed to many distortions. Many studies focus on testing the dynamic properties of time series, generally on volatility clustering. Detecting this effect may ease prediction of the unpredictable time series behaviors. C. Hafner presented the financial time series as the accumulation of independent, identically distributed, random variables. He discovered that usually the size of changes is similar in the whole examined period, namely large changes are followed by large changes, small changes are followed by small changes. This effect is visible for time series data and impacts directly on the entire model. Model correctness may be affected also by outliers' appearance. The occurrence of outliers in a given time series was carried out by A. J. Fox in 1972. An article entitled "Outliers in Time Series" mentions unexpected, extraordinary observations and methods for detecting outliers in each set. It was the first publication describingthe problem of exceptions. Furthermore, A. J. Fox defined two types of the outliers: additive and innovative. In the following years, number of researches were publish which try to identify and explain the role of outliers in statistical analysis. J. W. Osborne and A. Overbay summarized in their publication the potential causes of occurrence the extreme scores, outliers, in a data set. The reasons for the occurrence of outliers were indicated, namely: data errors, deliberate or justified incorrect reporting, sampling error, standardization error. [7] Both the origin of outliers and the impact on the entire data set have been examined to this day. Some researchers preferred visual inspection of the data. E. N. Lornez in 1987 said that outlier detection is only a special case of the data examination for influential data points.Guttmanand Tiao (1978), Miller (1980) and Chang (1982) presented in their work that the effect of outliers' occurrence is a partial autocorrelations and autoregressive moving average parameters. [2] This topic is investigated by many authors, because the problem of detecting outliers is one of the most import research problem. Despite the many studies conducted, there is no unambiguous way to detect outliers in a dataset. A rich overview of the topic is presented by S. Panigrahi and H.S. Beher in [9] . One of the proposed methods by polish researches is detecting outliers by using linguistic summaries, it is described in detail in [15] . The second currently investigated method is use a multicriteria optimization. More details about this method can be found in [14] [16] [17] .
Methods used for Time series volatility modelling
The question, at is the best way to describe the data that makes up the outliers is still open. Engle in 1982 presented Autoregressive Conditional Heteroskedasticity (ARCH) model.[1] He focused on the modelling financial time series that exhibit time varying conditional variance. In 1986, Bollerslev created a generalized arch (GARCH), which is the ARCH model extended with a function that is estimating stochastic volatility. Both mentioned models are generally used in various branches of econometrics, especially in a financial time series analysis. J. Caiado in publication [8] examined the volatility of daily and weekly returns of the Portuguese Stock Index PSI-20 using simple GARCH, GARCH-M, Exponential GARCH (EGARCH) and Threshold ARCH (TARCH) models. Based on the research presented in the mentioned article, there were discovered significant asymmetric shocks to volatility in a daily stock returns and smaller shocks, when monthly returns were examined. [8] Time series showing nuclear energy production examination
The process of outlier analysis was carried out on the information found on the U.S. Energy Information Administrationpage.Analysis of data regarding production areas, electricity or nuclear energy production, what is the topic of this essay, is not often examined. Nevertheless, nuclear electricity is perceived as one of the most efficient source of energy and the demand for nuclear energy is still growing. Data that is examined in this research shows the value of Nuclear Electricity Net Generation in Million Kilowatthours from February 1973 to March 2018. This data set was downloaded from U.S. Energy Information Administration, report was entitled: Monthly Energy Review June 2018. As was indicated by J. Caiado in [8] , examination of the monthly returns relates to less significant asymmetric shocks to volatility than in case of a daily stock returns. Therefore, due to the benefits associated with the analysis of returns, instead of the value of nuclear electricity production, new variables were created, namely simple rates of returns. The advantage of using return rates instead of the given instruments values is the normalization of all variables. Most classical statistics assume the normality of the distribution of the examined feature.
After the normalization, missing values in a given sample, was identified and removed. The examined data, showing nuclear energy production changes, is presented using selected graphical methods. Outliers lie outside the overall pattern of a distribution, so it is easy to spot them using histograms or scatter diagrams. In figure 1 is showed the timeplot illustrating the nuclear energy production changes over the time. It is visible that the variance of the model is not constant in the examined period. Based on publication of J. Caiado, [8] , it was decided to test different ARCH and GARCH models.What is more selected ARIMA models were created. Then the forecasts were created and the quality of all models were checked. Usingthemost popular error measures and penalizedlikelihood criterion (AIC), five models were selected and presented below. Akaike Information Criterion (AIC) is criterion for choosing between statistical models with a different number of variables explaining the model. [12] Mentioned above models are: ARIMA(0,1,1) ARCH(1) ARMA(1,2) with GARCH(1,1) Threshold ARCH GJR-GARCH Autoregressive Integrated Moving Average (ARIMA) is one of the most popular models for forecasting a time series. Time series data can be transformed into "stationary data" by differencing, nonlinear transformations or deflating. ARIMA models can be used to check stationarity of the examined data set. In this model, it is assumed that autocorrelations, correlations with its own prior deviations from the mean, remain constant over time and a random variable in this model is combination of signal and noise. ARIMA model consists of three elements [9] : autoregressive process -AR, moving average process -MA, degree of integration -I.
The problem of autocorrelated errors in a random walk model was fixed in two different ways: by adding a lagged value of the differenced series to the equation or adding a lagged value of the forecast error. The best way to correct an autocorrelation is addition to the model the AR term in case of positive autocorrelation and in the opposite situation, negative autocorrelation, it is usually good to adding an MA term. Usually in analysis of the business and economic time series, negative autocorrelation often arises, as an artifact of differencing. [5] ARIMA(0,1,1) with constant is a simple exponential smoothing with growth. It is abasic model that considers a parameterization of the conditional variance of the time series,which is based on the order one lag on squared past recent perturbations.
Engle's ARCH test, which is a Lagrange multiplier test, was executed. It used to assess the significance of ARCH effects. This tests indicated the occurrence of the ARCH effect. Therefore, the results of the ARIMA estimation are very weak. ARIMA models are not able to consider the effect of variance grouping.
ARCH (Autoregressive Conditional Heteroscedastic process) is a model based on the autoregressive process with conditional heteroscedasticity, in which the variance of the random component in the autoregressive model is explained by the appropriate equation. The ARCH (q) model was introduced by Engle in 1982. It allows to describe the inhomogeneity of a random component in time, namely heterogeneity of conditional variance over time [1] . The disadvantage of the model is assumption that positive and negative shocks have the same effect on variability, because they depend on the square of previous shocks. In fact, the value of production may react differently to positive and negative shocks in economy. The same problem is related to the GARCH modelsassuming the positive and negative error terms have a symmetric effect on the volatility. [10] [11] [12] As the ARCH effect is found to be significant, it was decided to test also other models based on the ARCH. The Threshold GARCH (TGARCH) model was created by JeanMichel Zakoian in 1994. This model's specification is based on the ARCH model with conditional standard deviation instead of conditional variance. [4] [5] GJR-GARCH (1,1) models were introduced independently by Glosten, Jaganathan and Runkle (1993) to take into account the leverage effect. This is a GARCH model with the addition of a dummy variable which is multiplied by the square of the error term of time spent in the conditional variance equation. [10] [11] Results of prediction using all listed above methods are shown in table 1. Criterions measures, AIC and BIC values are very low in case of modelling using ARCH and GARCH models, as well ARMA(1,2) with GARCH(1,1) model. Table 2 shows the percentage change of the nuclear enegy production value in next 15 months, including mean squared prediction error for the best fitted model -GJR-GARCH (1,1).
After completing the process of outlier detection and correction of the data obtained using an iterative method, the GJR-GARCH model is best suited to forecasting examined time series. The model with the lowest value of AIC and BIC is the best fitted, in this research it is a GJR-GARCH (1,1) model. What is worth to be mentioned, all selected ARCH and GARCH models, which including modelling of the ARCH effect have good statistical properties. ARIMA models, which does not include volatility clustering, has bad statistical properties, AIC and BIC indicators have high values.
Conclusion
In this study, volatility of time series data showing nuclear energy production changes has been tested by using the ARIMA, ARCH and GARCH models. Examination of the simple returns showing nuclear energy production changes indicated the need to use models dedicated for ARCH effect modelling, as this phenomenon is visible for the residuals. GJR-GARCH(1,1) model is the most appropriate model to describe the persistence of volatility showing nuclear electricity production changes -data converted to simple returns from February 1973 to March 2018. We will also check outlier detection methods for data obtained in [16, 17] . 
