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　管理会計情報の有用性（7）
一価イジェンシ・一・モデルによる検証一
　　　　　　　　　　　　　　　佐　藤　紘　光
XV　多期間契約とモラル・ハザード
　　1　研究目的
　モラル・ハザードの発生を除去ないしは軽減して組織の効率性を高める
手段として，われわれはこれまで，エイジェントに対するプリソシパルの
モニタリング活動に焦点を当て，情報評価の側面からその有効性の程度を
論じてきた。本節では，これとは異なる観点から組織の効率性を高める方
法を検討する。その具体的な手段として，単一期間を前提とするこれまで
のエイジェンシー関係を多期間に拡張する。
　プリソシパルとエイジェントの契約関係が1期間だけで終了せずに複数
期間にわたって継続する場合には，それに応じて業績測定と評価の機会が
拡大する。毎期の業績はそのときどきの環境要因の不確実性に影響される
が，長期闇の平均業績をとれば，ランダム要因が洗い流されてシステマテ
ィックな要因を検出する能力が高まる。つまり，多期間の平均業績はより
精確にエイジェントの行動をキャッチするようになると思われるから，そ
れに基づく業績評価は，単一期間評価に比べて，モラル・ハザードの発生
を抑制すると推論される1）。本節の主たる研究目的は，多期間の業績評価
ルールを分析しながらこの推論の妥当性を確かめることにある。
　周知のように，実際に多くのエイジェンシー関係が，単年度ベースでは
なく，多期間ベースで結ばれている。われわれの研究対象である経営者と
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管理者の間の契約関係も，明示的であれ暗示的であれ，多期間にまたがる
ことを前提にしている。実務がそのような多期間契約を多用する理由を明
らかにするためにもモデルの拡張が必要と思われる。それによって，これ
までの1期間モデルの結論がどのように修正されるべきかも明らかになる
であろう。
　　2　反復ゲーム
　最初に，1期間モデルを多期間に拡張する最も自然な方法として，1回
限りのゲームを同一条件の下で何度も繰り返してプレーする反復ゲーム
（repeated　game）を取り上げ，この領域での研究成果をサーベイしてお
こう。反復ゲームでは，三期に選択される行動は期間的に独立ではなく，
それ以前に収集された過去情報に依存して決定される2）。そうでなければ，
ただ単に1回限りのゲームにおける均衡解が反復して選ばれるにすぎず，
多期間に拡張する本来の意義が生れない。反復ゲームの均衡解は単一期間
ゲームのそれとどのように異なるであろうか。
　（イ）　囚人のジレンマ　　まず最初にこの点を「囚人のジレンマ」の名
で広く知られる非協力の2人丁零和ゲームで見てみよう。ここで非協力と
は，エイジェンシー・モデルが仮定してきたように，ゲームのプレイヤー
が行動選択に際して互いに意思疎通をできない情況における関係をいう。
仮設例として15－1表のペイオフ（効用）をもたらすゲームを考えよう。
たとえぽ，プレイヤー1とHがそれぞれ行動α1とβ2を選んだ場合，そ
れぞれに0と15のペイオフが生じる。さて，このゲームを1回しかプレー
15－1表　囚人のジレンマ
　　　プレイヤー皿
プレイヤー1
行動β、 行動β2
行動　α、 （10，10） （0，15）
行動　α2 （15，0） （5，5）
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しないと仮定した場合には，行動ペアー（α2，β2）が唯一の非協力（ある
いはナッシュ）均衡解となる。これが効率的ではないのは，そのペイオフ
（5，5）を（α1，β1）のそれ（10，10）と比較すれぽ明白である。しか
し，効率解（α1，β1）は均衡点ではない。なぜならば，相手が手を変えな
ければ自分が手を変えることによって10よりも高い効用15を獲得できるた
めに，双方が効率解から離脱して相手を裏切ろうとする動機をもち，しか
も一方的に裏切られたときは最悪の効用0を押しつけられるからである。
それゆえに，双方がセカンド・ベストであることを承知しつつも（α2，β2）
を選択せざるを得ないというジレンマに陥る。（α1，β1）はお互いが裏切ら
ないという意思の疎通が可能なときだけに採択されるという意味におい
て，協力解と呼ばれる。
　そこで，非協力の条件下でこのジレンマを解決する方法を考えよう。そ
のためにこのゲームを無限に反復させる。その際，各プレイヤーは各期の
ペイオフを毎期一定の複利率γで割引くものとする。例示として以下で
はγに0．9という値を指定する。
　さて，この反復ゲームにおいてもペアー（α2，β2）は依然として1つの
均衡解であって，5（1＋γ＋γ2＋……）＝5／（1一γ）＝50という累積効用を各
プレイヤーにもたらす。これと比較するために，次の戦略を考えよう3）。
プレイヤー1が最初はα1を選択してプレイヤー皿の反応を待つ。そして，
ペアー（α1，βDが選択されていることが確認される限りα1を選択し続
ける。しかし，一度でもプレイヤー皿がβ1から離脱した場合には，その
直後のイテレーショソからは報復措置としてα2を選ぶ。Radnerはこれ
をトリガー戦略（trigger　strategy）と命名している4）。プレイヤー1のこ
のトリガー戦略に対してプレイヤー皿はいかなる対抗措置をとるのが最適
であろうか。
　最初に，プレイヤー皿もプレイヤー1と同一のトリガー戦略をとったと
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ぎの効用を求めよう。その場合には，永久にファースト・ベスト解（α1，
β1）が選択され続けるから，双方には10／（1一γ）＝100の累積効用が実現
する。明らかに，この値は均衡解（α2，β2）から得られる効用を上回わっ
ている。
　それでは，これとは対照的にプレイヤー皿が最初からβ2を選んだとぎ
はどうなるであろうか。その場合には，初回は15のペイオフを得られる
が，その後はプレイヤー1の報復にあうため，せいぜい5のペイオフしか
得られなくなる。したがって，累積効用は，15＋5（γ＋γ2＋……）＝60ホこ減
少する。また，最初はβ1を選ぶが第2期にβ2に変更する場合には，累
積効用は，10＋15γ＋5（γ2＋γ3＋……）二64となる。以上から類推すると，
本例の条件下では，β1をできるだけ長期間採用するのが得策であること
がわかる。つまり，トリガー戦略がプレイヤー皿にとって最適決定になる
のである5）。プレイヤー1から見ても全く同一のことが言えるから，結局，
トリガー戦略がこの反復ゲームにおけるもう1つの均衡解となることがわ
かる。しかも，それはパレート最適でもある。
　このように効率的な均衡解が得られたのは，ゲームの反復によって協力
解からの離脱が結局は自分にとって不利になるという情況が作り出された
ことに帰因する。しかし，そのためにはゲームは無限に繰り返されなけれ
ぽならない。そうでなければ，つまり，ゲームが有限である場合には必然
的に「最後」のイテレーショソが生じて，その回はまぎれもなく1回限り
のゲームになるから，最後の選択は（α2，β2）に落ち着く。そうだとする
と，その直前期についても同一の選択に帰着する。後戻り帰納的にこの論
理を適用していくと，結局，すべての繰り返しにおいて選択される均衡解
は（α2，β2）だけになる6）。
　（ロ）　ε均衡　　このように有限回の反復ゲームでは効率解が均衡点で
なくなるとすると，効率解にでぎるだけ近似する擬似的な均衡解を作り上
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げる工夫が必要となる。Radnerはその手段として次のような期限付きの
トリガー戦略を提示している7）。これを本例のプレイヤー1の立場から述
べると次のようになる。ゲームが丁回繰り返されるとして，第1期から
騒々期（々≦：T）までの間は，プレイヤー皿がβ1を選択し続けるかぎり，
α1を選択するが，ん＋1期以降はα2を選ぶ。また，プレイヤー皿が∫’期
αノ≦：のにβ1から離脱したときは〆＋1期以降はα2を選択する。Radner
はこれを第ん次のトリガー戦略と呼んでいる。以下，これをα⑭＝0，1，
……CT）と表わそう。
　プレイヤー1がCκを選択すると仮定した場合，これに対するフ．レイヤ
ー皿の最適反応（best　response）はいかなる選択になるであろうか。　C南
を所与とすれば，プレイヤー皿は第ん＋1期以降はβ2を選択する以外に
はない。したがって，G－1（ただし，た≦のを採用したとき，つまり，第
オー1期までβ1を選択し続け，f期以降はβ2を選択するとした場合には，
丁期間を通算した1期当りの平均ペイオフは，
　　（10（’一1）＋15＋5（T一’））／T　　　　　　　　　　　　　　　　　　　　　　　（15－1）
となる。これは∫の増加関数であるから，’≦々の条件下では，∫＊＝ん，す
なわち，C‘・一1＝q．1がCκに対するプレイヤー皿の最適反応となる8）。
　他方，プレイヤー皿もプレイヤー1と同様にC㌃を採用したときの平均
ペイオフは，
　　（10た十5（T一々））／T　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（15－2）
となる。その定義から明らかなように（15－1）の値は（15－2）の値を
上回わるが，その差がε（＞0）以下であるならば，Radnerがε均衡と呼
ぶ解集合の構成要素となる9）。仁んを前提にして両式の差を求めると，ト
リガー戦略がε均衡となる条件は
　　（10－5）／T≦三ε　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（15－3）
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となる。上式が々から独立していることに注意しよう。つまり，々がいか
なる値をとろうとGはε均衡となりうるのである。ただし，（15－2）が
示すように平均ペイオフがんの増加関数であるから，ε均衡の中でもC7
が最も高いペイオフをもたらすことになる。したがって，偏差εが無視
できるほどに微小であるならば，双方がC7を採用することが可能とな
るゆ。これによって，効率解に近似する均衡が得られる。ただし，εが微
小であるためには（15－3）が示すように，反復回数丁は十分に大ぎく
なければならない。
　次に，エイジェンシー・モデルを前提とする反復ゲームを検討しよう。
この議論に入るために1期間エイジェンシー・ゲームの結論を記号化して
要約しておこう。プリソシパルとエイジェントの決定変数はそれぞれ報酬
関数7と行動（努力）関数αであり，ゲームにはファースト・ベストの
一協力解（デ，のとセカンド・ベストの非協力解（7＊，α＊）が存在し11），そ
れらがプリンシパルとエイジェントにもたらす期待効用をそれぞれ＠，
の，（κ＊，η＊）で表わすと，露≧κ＊，∂≧0＊という関係において，（デ，のは
効率的ではあるが，均衡解ではなく，ナッシュ均衡条件を満足する（γ＊，
α＊jだけが履行可能な解となる12）。以下のわれわれの関心事はこのエイジ
ェンシー・ゲームを反復することによって協力解（ヂ，のを均衡解にさせ
られるかどうかという点にある。
　Radnerは，前述と同様の方法を用いて，反復回数丁が有限であっても
それが十分大ぎければ，（諺，のに近似する，少くとも（銘一ε，∂一ε）を上
回る期待効用を保証するε均衡が存在することを証明している13）。それを
達成するにはゲームの各プレイヤーは次のトリガー戦略をとることが必要
になる。エイジェントは，プリソシパルがヂを適用するかぎり毎期6を
選択する。ただし，デ以外の報酬関数がアナウンスされたとき，およびそ
れ以降のすべてにおいて提示された報酬関数に最適に反応する行動関数を
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選ぶ14＞。以下，エイジェントのこのトリガー戦略をC且で表わす。
　C滋を所与とすれぽ，プリソシパルは丁回のすべての繰り返しにおいて
ヂを適用するのが最適反応となるのは明白である。しかしながら，エイジ
ェントがC且を採択するとは限らないので，フ．リソシパルがとるべきトリ
ガー戦略は若千複雑となる。というのは，15－1表の反復ゲームでは確実
性が前提にされていたので，行動選択の結果は誤りなくペイオフに反映さ
れ，それゆえにゲームのプレイヤーは相手がいかなる行動を選んだかを事
後的にではあるが確実に知ることができた。しかし，エイジェンシー・ゲ
ームでは，行動と結果を結びつける環境要因に不確実性が存在するため
に，かりにある期にエイジェントが6から離脱していたとしても，プリ
ソシパルはその事実を直接的には知りえないために，その後もずっとデを
適用し続けるという事態が生じうる15）。これを予防するには何らかの統計
的方法を用いてできるだけ早くそうした事実を検出して，適切な措置を工
ずる仕組みが必要になる。
　そこで次のような業績評価を考える。エイジェントが渉期に選択した行
動の結果はその期の業績貌だけに反映されるとすると，第1期からη期
　　　　　　　　　　　　　ハまでの観察値の累計額S。（＝Σκε）と，これに対応する理論的期待値城
　　　　　　　　　　　　ドユ
とを比較する（ここで，行動関数6が選択されたときの’期の業績を島
で表わすとき16），確率変数名は毎期独立に同一分布に従うと仮定し，そ
の期待値をρ，分散をσ2で表わす）。それによってπ期までのエイジェ
ントの行動についてなんらかの推定をなしうるであろう。そこで，
N＝〃珈｛π≧11Sバ峨≦一6。｝
N＝〃励｛N，η
（15－4）
と定義すると，プリソシパルがとるべきトリガー戦略は第1期からN期
までは継続して介を適用し，N＋1期以降は7＊を適用するという戦略と
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なる17）。要するに・実績値5噛・が始めて理論的期待値城よりも許容額6．
を超過して下回ったときは，虜からの離脱が起こっていると推定するにた
る証拠が得られたものとして，！＞＋1期にヂから7＊へのスイッチをトリ
ガーするわけである。
　ここで，（δ・）は強い意味で増加する正の値からなる級数であって，推定
誤差に対するスラック（あそび）の役割を果たす。この変数にいかなる値
を指定するかが重要な意味をもつ。その理由は次のように説明される。δ、
が大ぎ過ぎるとプリソシパルの反応がルーズになり，報復措置7＊をとる
タイミングが遅れて，C4からの離脱がエイジェントに十分な超過効用を
与える結果，そのような行動を誘発させる可能性が大きくなる。逆に，ゐπ
が小さ過ぎると，反応が厳格になり過ぎて，場合によっては，実際にはC減
がとられているにもかかわらず報復措置が発動されてしまい，双方が得べ
かりし利得を失うといういわぽタイプ皿の誤りを犯す危険が増大する。こ
のような二律背反が次式に定義される∂、によって適切に調整される。
δ。＝（2λ参2η1n1瑚）1／2 （15－5）
　ただし，λ＞1である。この6，、には，πの増加につれて，非常にゆっく
りとゼロに近づき収束するという性質がある。したがって期間当りの平均
業績5・／πは，（15－4）が示すように，期待値βに限りなく近づかなけ
ればならなくなる。その意味でプリンシパルの評価は十分厳格であって，
エイジェントが介の下で超過効用を得ようとして少しでも6から離脱し
ようとするならば，確実に当該行動はキャッチされ，報復措置を受けるこ
とになる。したがって，エイジェントにとってδからの離脱は有利な選
択ではなくなる。他方，前述したようにδ。は収束速度が非常に遅いの
で，推定誤差に対して十分な許容範囲を確保することができる。したがっ
　　　　　て，Prob｛5ゼηρ〉一ゐ，、｝，つまり誤って報復措置をとる確率は，ゼロには
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でぎないとしても，決して1にはならないことが重複対数の法則によって
知られている。しかも，Radnerはεの値を小さくすればするほどタイプ
Hの誤りを犯す確率を微小にでぎるという望ましい関係があることを明ら
かにしている18）。したがって，エイジェントに対しては安心してC護をと
らせることが可能となる。
　（ハ）　無限の反復ゲーム　　エイジェンシー・ゲームが無限に繰り返さ
れるならば，報酬関数声の下で常に最適行動δをとらせる効率的均衡解
が存在する。この事実をRubinstein　and　Yarriは保険会社と被保険人の
間のエイジェンシー関係を前提にして証明している19）。われわれの記号を
彼らの枠組みにあてはめると，S。／πはπ期までに生じた事故に対する期
間当りの平均損害補償額を表わし，ρは望ましい事故防止措置6をとっ
たときの期待補償額を表わすものと解される。6を均衡点とさせる保険契
約の更改ルールは次のように記述される。すなわち，S。／πとρとを比較
してその偏差が（15－5）で定義される許容範囲6。を超えていなけれぽ，
諺が選択されているとの推定に基いてπ＋1期の保険料としてファースト
・ベストのそれヂを適用し，ゐ．を超過しておれぽ，セカンド・ベストの
保険料7＊を適用する20）。当然にγ＊〉タとなることを考え合わせると，こ
のルールは損害補償額の過去の平均実績をみて，それが良好であれば保険
料を割引くという制度に他ならない。被保険人に与えられるこのインセン
ティブによって協力解（ヂ，のが均衡解となるのである。
　次に，株式会社における資本提供者でありリスク負担者でもある証券所
有者と経営者の間のエイジェンシー関係を多期間モデルでとらえたFama
の研究を概観しておこう21）。株式市場に公開されている現代の大企業にお
いて所有と経営が分離していることの必然性を経済学的に説明するには，
両者の分離というエイジェンシー関係から生じるモラル・ハザードをう
まく解決する制度的仕組みが備わっていることを論証しなければならな
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い22）。Famaはそのために，短期的視点ではなく，長期的視点で両者の関
係をとらえようとする。企業の実体を，生産要素の提供者が相互にとり結
ぶ契約のネクサスであると見る企業観に立つならば，資本提供者が資本市
場の構成メンバーであると同様に，経営管理サービスを提供する経営者は
彼の経営能力を評価し，価格づけを行う経営労働市場の構成メンバーと見
なされる。経営者は彼があげる成績如何によって企業内外の他の構成メン
バーにその地位を代替される危険ないしはそうした競争圧力に絶えずさら
されている。経営労働市場は経営者の評価を行うために，彼が’期に生産
した業績娩（限界生産力）に応じて経営能力に関する市場の期待を修正し
て，賃金改訂を行う。かか賃金改訂プロセスが存在するために，経営者は
役どくなどの非金銭的報酬を過度に求めようとする行動を自制せざるを得
なくなる。成績が悪ければ他の経営者にと’って代わられるからである。し
たがって，Famaは，このような多期間情況下ではモラル・ハザード問題
は自然に消滅すると主張する。彼のモデルによれぽその論拠は次のように
説明される。
　f期の実績κ‘を次のように定義する。
銑＝銑十ε‘ （15－6）
　ここで，島はそれ自体がランダム・ウォークに従うκεの期待値であり，
ε‘は独立な撹乱項（ホワイト・ノイズ）を表わす。κ‘の配分として，リス
ク負担者である証券所有者はε‘を，経営者は限界生産力の期待値銑をそ
れぞれ受け取るシェアリング契約が結ばれているとしよう。その限りで
は，経営者が過度に怠慢や役どくを享受して劣悪な実績貌をアウトプッ
トしたとしても，所有者の取得分ε‘が悪化するだけであって，経営者に
は確定報酬島が保証されているから，f期だけを考えると彼はそのよう
な行動に動機づけられるように思われる。しかし，多期間情況ではそれを
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押しとどめる力が働く。というのは，飾がランダム・ウォークに従うとさ
れているので，次式に示されるように，次期（以降）の期待値（したがっ
て報酬）が一部当期の実績に依存して決まるという関係があるからであ
る。
　　5元r‘÷1＝死ε十（1一φ）εε　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（15－7）
　なお，φは，0＜φ＜1なるパラメータである。（15－6）と上式より，次
式が導かれる。
　　κ亡＝（1一φ）κ亡＿1十亨5（1一φ）x‘＿2十φ2（1一φ）κ‘＿3＋・・・…　十ε‘　　　（15－8）
　さらに，これに（15－6）をあてはめると，
　　死‘＝（1一φ）κ占＿1＋φ（1一φ）κ占＿2十φ2（1一φ）κε＿3＋・・・…　　　　　（15－9）
となる。かくして，経営者の報酬を規定する島は過去の実績を加重合計
したものに他ならないことがわかる。別の観点からすれぽ次のように言え
る。f－1期の実績κ‘．1は（1一φ）の重みで’期の報酬島を構成し，φ
（1一φ）の重みで云十1期の報酬死‘＋1を構成し，さらにφ2（1一φ）の重み
で’＋2期の報酬死・＋2を規定する。このように将来の報酬に及ぼす影響を
累積すると（1一φ）（1＋φ＋φ2＋……）＝1となって，実績κ・一1は余すとこ
ろなく完全に将来の報酬流列に吸収される。つまり，どの期の実績もその
良し悪しが確実に将来の報酬にはね返るという自己責任ないしは因果応報
のルールが働くことになる。これによって，フリー・ライドの機会が奪わ
れて，モラル・ハザードの発生が回避されるというのである。
　Famaの結論は次のようないくつかの点でRadnerやRubinstein　and
Yarriの結論と共通している。
i）（15－9）が示すように，f期の評価の対象になるのは’一1期までの
実績であって，’期の実績κ‘は除外される。したがって，κεを改善しよ
うとする∫期の動機づけは，f期の報酬ではなく，妊1期以降の将来の報
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酬から与えられる。つまり，将来の報酬を改善するべく’期の動機づけが
なされるのである23）。
n）いずれのモデルも，将来と現在の効用を等価に扱っている。つまり，
将来の効用を割引いていない。この割引要因を考慮に入れなけれぽならな
い場合は，（注）5で指摘したように，将来のインセンティブによって現在
の行動を動機づける能力は必然的に低下する。したがって，モラル・ハザ
ードは上で見た程にはうまく解決されない場合が生じうる24）。
iii）効率解ないしはその近似解に到達するにはゲームは無限に繰り返され
るか，有限であるとしても莫大な回数の反復が必要である。そのような前
提がどれほど現実的であるか否かが問われなければならない。
　したがって，契約期間が短期に限定されている場合には，均衡点は効率
解から離れることが予想される。現実の経営実践においてはそれほど長期
の業績評価をなし得ないとすると，より短期の複数期間モデルによる検討
が必要となる。
　　3　2期間エイジェンシー・モデル
　そこで，第臣節で論じた単一期間エイジェンシー・モデル（3－4）～
（3－6）を丁魁町に拡張しよう。そのために■ambertに従って次の仮
定を設ける25）。
　（α）プリソシパルとエイジェントの効用関数は各期に分割可能であり，
　　　　　　　　　　　　　　　　　　　　　ア　　　　　　　　　　　　　グ加法性をもつ。丁期間の累積効用は，それぞれΣG‘（κ‘一γ‘），Σ（研（7‘）
　　　　　　　　　　　　　　　　　　　　　　　　　　　ご　ユ　　　　　　　　　じコ　
一γ‘（α‘））と表わされる。ここで，G，α，　y彦はそれぞれf期の効用関数
を表わす。
　（の’期の業績κ彦は，κ・＝ω6（θ・，θ∂に従って生じる。θ6は’期の環
境状態を表わし，その確率密度をP（θ‘）で表わすと，P（θ1，θ2，……，θの
；P（θ1）P（θ2）……P（θのという意味において，θ‘は期間的に独立である。
　（のこれまでと同様に一次の確率優位を仮定する。すなわち，臣1，……，
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Tのすべてのθ‘に対して，∂ω5（α‘，θの／∂α‘≧0が成立し，あるθδに対し
ては，強い意味でこの不等式が成立する。
　（4）ただし，すべてのτキ’に対して，∂κ・／∂α。＝0。つまり，オ期の努力
σ‘は業績κ‘だけに影響を及ぼす。
　（の丁期間ゲームにおいて，プリソシパルは，ゲームの開始時に，1か
らTまでの全期間にわたって適用する各期の報酬関数7‘をアナウンスす
る。γ‘を規定する業績変数としては，実績銑だけでなく，ト1期までの
過去の実績の系列｛κ1，　芳2，　　”●’。●，　κ‘一1｝を入手できる。この系列をX・一1
で表わすと，’期の報酬関数はγKX・一1，κε）と定義される。つまり，プリ
ソシパルはその時系列r＝｛γ‘（X‘一1，κの｝をアナウンスするわけである。
一方，エイジェントもf期の行動σ‘を決定する情報としてXMを利用
することができるから，その行動関数は娠X‘一1）と定義される。その時
系列α＝｛σ‘（X‘一1）｝はプリソシパルがアナウンスしたrに対する最適反
応として求められる。
　（∫）エイジェントが外部の雇用機会を利用したときに得られるf期の効
用をび‘で表わすと，プリソシパルとの丁期間契約から得られる事前の
期待効用がΣび‘を上回る限りは，エイジェントは途中で契約を破棄しな
　　　　　ε麟1
いことを確約する。
　（9）プリソシパルはエイジェントの行動のを観察できない。
　以上の仮定の下で，Lambertに従って，1期間エイジェンシー・モデル
を2期間に拡張しよう。その定式は次のように示される。
謂㍍嘱lq（・・一・・（・・））ア（・・1・・）…＋∬・・（・・一・・（・・…））
α1…（κk）　　ア（κ21σ2（κ1））∫α、1α1）4κ2ゴκ1
・・（・）∫研（・・（・・））∫（・・1・・）…＋∬の（・・（・…））
　　　！（・・1・・（・・））∫（・・1・・）4・幽一γ・（・・）一ly・（・・（・・））
　　　ノ「（メ1｛σ1）4κ1》び1十び2　　　　　　　　　　　　　　　　　　　　　　　（15－10）
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　　　　（・・）∫防（・・（・・））ル1（・・【・・）…＋∬ら（施・・））∫（・・1・・（・・））
　　　　　　焔i・・）励r・ゴ（・・）一∫％（・・（・・））焔1・・）…一・
　　　　（・・）∫ら（勉（刷・））鳥（・・【・・ω）…一瑠（・・ω）一・
　　　　　　　　　　　　　　　　　for　eachκ1
　ここで，∫α11α1）と！（κ21σ2（多1））はそれぞれ行動σ1とσ2（κ1）を実行
したときにん1とん2が生じる確率密度関数である。
　制約式（のは個人的合理性の条件式を示し，他の2つの制約式（6・）は
f期の動機づけ条件式を示す。（62）は行動σ2が72に対して最適反応と
なるべぎことを要求している。さきに仮定したとおり，72がκ1にも従属
する場合にはσ2の選択はκ1に依存することになるので，この最適性条
件はκ1がとる値のそれぞれについて成立しなければならない。これによ
って最適行動σ2＊（κ1）が決まると，制約式（ゐ1）は，これを所与とする2
期間の期待効用が最大になるようにα1が決定されるべぎことを要求する。
　（5－10）の問題に対するラグランジュ関数は次のように定義される。
L一轣oG・（・一・・（・・））・∫G・（・・一・・（・…））
　　∫（・・1・・（・・））4・・｝！（・・1・・）4・・＋λ｛∫｛研（・・（・・））
　　　・∫砺（プ2（κ1，κ2））！（・・1・・（・・））…
　　　一y2（α2（κ1））｝∫（κ、1σ1）4κ1－y、（α1）一（ひ1＋U2）｝
　　　…｛∫｛・・（・・（・・））・∫吼・（・…））∫（・・　・・（・・））…
　　　一y2（α2（κ1））｝ん1（κ1iσ1）4κry1’（α1）｝
　　　・∫ρ・（・・）｛∫砺（・・（・…））鳥（・・1・・（・・））…
　　　一y2’（α2（κ1））｝4κ1
ここで，2，
（15－11）
　　　　　　μ1，ρ2（κDはそれぞれ制約式（の，（ゐ1），（δ2）に対するラグ
ランジュ乗数を表わす。Lをプ1（κ1）とア2（κ1，κ2）で偏微分して最適性条
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件を求め，整理すると次式を得る。
顎緩守L禍難耀
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G畿諾警1窃ΣLλω・腕（栴）笠〒諺鶴）
（15－12）
（15－13、
　ただし，λ（κ1）は（15－12）の右辺であり，μ2（κ1）＝ρ2（κ1）／ア（矧α1）で
ある。HolmstrQmと同様の方法を用いて，　Lambertは，μ1＞0，各κ1に
ついてμ2（劣1）＞0となることを証明している26）。また，さぎの仮定（c）
によって，∫α1（κ11α1）／！（ズ11α1）と∫α2（κ21α1（κ1））／！（κ21σ2（κ1））はそれぞれ
κ1とん2の強い意味の増加関数になる27）から，71（κ1）はん1の増加関数に
なり，γ2（κ1，κ2）はん2の増加関数：になることがわかる。これによって，
それぞれ，α1とσ2を動機づけるインセンティブが与えられる。
　ところで，α1の動機づけには，γ1（・）だけでなく，以下に述べるよう
にプ2（・）も寄与することが留意されなければならない。業績評価を多期
間に拡大する意義はこの点に求められる。エイジェントがσ2を選択する
第2期の始めには，κ1の実現値が既に観察されているから，λ（κ1）もμ2
（ズ1）も特定値として確定している。それゆえに最適報酬関数γ2＊（・）の
構造はγ1＊（・）と同一になり，第V節で論じた一期間モデルの場合の構造
（5－2）に一致する。したがって，λ（κ1）はプリソシパルとエイジェン
トが第2期に受け取る期待効用を規定する。前者と後者を∬2とG2で表
わすとその加重合計を最大にするペアーはウエイトの値に応じて15－1図
のような凹のフロンティアを形成する28）。02のウエイトを1に固定する
と，砺に割り当てるウエイトがλ（κ1）であって，G2＋λ（κ1）E2を最大
にする効用ペアーのなかからどの点が選ばれるかを規定するのが接線の傾
き一λ（κ1）である。第2期の時点ではこれは確定値になるが，第1期のス
タート時点では，κ1が確率変数であるからλ（κ1）も確率変数の状態にあ
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A・、　　＼、　　一λ（　　ノκエ）
　　　C戦、
　　　　　　ぢ
一え（κ、”）
H2
15－1図　効率的フロンティア
る。15－1図に示したように，かりにκ1’とん1”がそれぞれ0．5の等確
率で生じるとすると，効用の配分が七五になるか点βになるかは完全に
無作為化（randomize）される。このような不確実性の追加は，リスクを
嫌悪するエイジェントだけでなくプリソシパルにとっても好ましくない。
無作為化によって事前の期待効用はAとβを結ぶ線分上の中点Cにな
って，フ戸ソティァの内側に入るからである29。
　このようなマイナスの影響要因があるにもかかわらず芳1をγ2（・）の
中に含めるのを妥当とする根拠は，既述のように，λ（κ1、がん1の増加関
数になっているのでπ2もん1の増加関数になるという関係に求められ
る30）。15－1図はκ1”がん1’よりも大きいので，点Aよりも点Bの方
が砺が増大することを示している。このように第1期の業績の良し悪し
が第1期の効用だけでなく第2期にまで影響が波及するという因果関係の
拡大を通じて，第1期の行動α1に対する動機づけが二次強化されるので
ある。
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　ここで（15－10）の2期間モデルの意義を簡単な離散型の数値例で検討
しよう31）。雨期の行動代替砥砺は2つ（f＝1，2）あり，その結果，2種
類の業績κ妖ん＝1，2）が生じるものとし，κ11＝κ21二13，000，κ12＝κ22ニ
10，000と仮定する。砺を選択したときに堀が生じる確率P（κ副αのと
γ‘（α‘f）を15－2表のように仮定する。また，プリソシパルはリスク中立
的であり，エイジェントはリスク回避的であり0‘（の＝7‘1／2という効用関
数をもち，研＝50（∫＝1，2）と仮定する。
　　　　　　　　　15－2表P（κ圃αのと琉（αの
P圃・、ゆi・、1
　　　　　1
κ12
y、（・の「
α11
α12
0．7
0．4
0．3
0．6
?1
P（∫2κ1α2の　　κ2、 ・・21晦）
α21
α22
0．6
0．5
0．4
0．5
?1
　［ケース1］まず最初に，せっかく多期間契約を結んでおぎながら，各
期の業績評価を相互に独立に行う場合，つまり∫期の報酬関数η（・）を
堀だけに依存させる場合のパフォマンスを求めておこう。本例のように
離散型モデルの下では最適行動砺を解析的に発見することはでぎないの
で，試行錯誤でこれを求めると，σ11とα22を選択するのが最適であるこ
とが事後的に判明する32）。この場合のf期の最適報酬関数堀を発見する
問題は次の定式となる。
　　　〃zακ　　　　0．7（κ11－711）十〇．3（κ12－712）十〇．5（κ21－721）
　　プ11，プ12，　ア21，プ22
　　　　　　　　十〇．5（κ22－722）
　　s．ム　（α）　0．7～／漏「＋0．3～／屍『＋0．5～／易「＋0．5・〉／ア；；『
　　　　　　一18⊇≧100　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（15－14）
　　　　（61）　0．7へ／ア正＋0．3～／雍『一10≧0．4～／拓［一＋0・6～／ア｛を『
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　　　　（δ2）　0・5（～／毎「＋～／砺一）一8こ≧0．6へ／石「＋0．4へ／石一10
　これに対する最適解と目的関数値Gは次のとおりになる。
　　プ11＊＝4，761　　　／12＊＝1，272．1　　　721＊＝4，761　　　プ22＊＝2，401
　　テ1＝0．7711＊＋0．32r12＊＝3，7ユ4．3　　　死1＝0，7κ11十〇．3方エ2＝12，100
　　ア2＝0．5（721＊十γ22＊）＝3，581　　　死2こ0．5（劣21＋κ22）＝11，500
　　G1＝死1一デ1＝8，385，7　　　G2；死2一テ2＝7，919
　　G二G1十G2＝16，304．7
　ちなみに，この最適解の下で，エイジェントが受け取る三期の期待効用
私は，斑＝49，角＝51となる。いずれの私も砿＝50を上回らなければな
らないという完全な意味での期間的独立性を仮定すると，（61）の制約式が
さらに厳しくなるから，経営者の期待効用Gは上記の値よりも低くなる。
　［ケース2コ　さて，第1期の業績κRを第2期の報酬関数にも組み入れ
る多期間業績評価の結果を導こう。この場合には前述したように第2期の
行動選択は毎に依存する。ここでも試行錯誤で最適行動を求めると，α1ユ
とα2（κ11）＝α22，σ2（κ12）＝α21となることが判明する。この一連の行動選択
を動機づける最適報酬関数を発見する問題は次のように定式化される。た
だし，為はκμに対応する第1期の報酬，砺は第1期と第2期の業績が
それぞれ毎とκ2ノであるとぎの第2期の報酬を表わす。
　　　〃zαメ　　　　0．7（（久r11一γ1）＋0，5（κ21－711）十〇．5（κ22－712））
　　ア　リプ　ナプ　ヒ　ハ　
　　72h　722　　　　　　＋0．3（（κ12一γ2）十〇．6（κ21－721）＋0．4（κ22－722））
　　s．∫．　（σ）　　ル1＝0．7（～／ア≡「十〇．5～／アヨ7十〇．5～／屍『一）
　　　　　　＋0，3（～／石一＋0．6～／砺一十〇．4～／砺）一10一（0．7×8
　　　　　　＋0．3×10）≧100　　　　　　　　　　　　　　　　　　　　　（15－15）
　　　　（61）　1レf⊇≧0．4（～／名「→一〇．5へ／ア五『』＋0．5へ／沖つ
　　　　　　十〇．6（～／ろ一＋0．6～／易「＋0，4～／痂一）一（0．4×8
　　　　　　＋0．6×10）
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　　　　（δ21）0．5～／葛［一十〇．5～／扇一一8≧0．6～／アヨ『十〇．4～／屍一一10
　　　　（δ22）0．6～／瓶『＋0．4～／玩「一10》0．5～／壕「＋0．5～／；死一一8
　これに対する最適解は次のようになる。
　　71＊＝4，096　　　　72＊＝2，336．1　　　　711＊＝γ12＊＝4，096
　　γ21＊＝3，173．4　　　722＊＝1，320．1
　　λ（κ11）＝128　　　　λ（κ12）＝96．7
　　ア1＝0．771＊＋0．3γ2＊＝3，568．0　　　　死1＝0．7κ11＋0．3κ12＝12，100
　　テ2＝0．7（0．5γエ1＊＋0．5γ12＊）＋0．3（0．6γ21＊＋0．4722＊）＝3，596．8
　　死2＝0．7（0．5κ21＋0，5κ22）＋0．3（0．6κ21＋0．4κ22）＝11，590
　　G1＝死1一ア1＝8，532　　　　G2＝死2一ア2＝7，993．2
　　G＝G1＋G2＝16，525．2
　　」留＝0．7～／斎＋0．3～／葎一一10＝49，3
　　瑞＝0．7（0．5～／ア歪”＋0．5～／ヲ7一一8）＋0．3（0，6～／721＊＋0．4～／γ22＊
　　　　一10）＝0．7×56＋0．3×38．33＝50．7
　　H＝璃＋亀＝100
　前述したように，κ11＞κ12の下でλ（κ11）〉λ（κ12）という関係が成立して
おり，上記の瑞の計算過程が示すように，エ・イジェソトの第2期の期待
効用は，κ11が実現したときは56，”12が実現したときは38．33となり，
前者が後者を上回わる33＞。触＊〉毎＊（々＝1，2）は，Famaが指摘したよう
に，業績に応じて賃金改訂が行われることを示唆する。
　［ケース3］　プリソシパルがエイジェントの行動を観察できるときは
（δ1）以下の動機づけの条件式は不要となる。その場合には，次のファース
ト・ベスト解が得られる。
　　チ㍉＝3，516．49　　　　　（’＝1，　2）
　　G1＝死1一ヂ1＝8，583．51　　　　G2＝死2一ヂ2＝8，073．51
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　　0＝σ1十G2＝16，657．02
　　111＝デ11／2－10＝49．3　　」偽＝デ21／2一（0．7×8＋0．3×10）＝50．7
　　∬＝H1＋」亀＝100
　以上，3つのケースを分析すると次のコメントをなしうる。
　（α）ケース2のGはケース1のGを上回わっている。業績の多期間評
価がパフォマソスを改善したわけであるが，2つの要因がそれに寄与して
いる。1つは第2期の行動選択を触に依存させたことによって期待業績
貌が増加したことによる34）。その意味において，実績情報は意思決定情報
としても機能していると言える。もう1つは，動機づけのコスト，すなわ
ち報酬の期待値（プ1十r2）が減少したことによる。これは，業績を複数期間
にわたって測定・評価することによって，冒頭で述べたようにエイジェン
トの行動をおおい隠してきたノイズの一部が取り除かれて，業績情報の精
度が高まったことによる。たとえば，2期間のいずれの業績も悪かったと
きは，最適行動からの離脱が起っている可能性が高いために報酬γ22＊は
非常に低い値になっている。
　（のしかし，ケース2のGはケース3のGにはなお及ばない。その意
味では，ケース2はさらに動機づけを必要とする情況にある。ただし，業
績評価の期間をさらに拡張して行けば，ファースト・ベストとの差は縮小
するであろう。
　（の理論上はいくらでも長期間の業績評価を考えることはできるが，現
実には，ケース2で論じた2期間評価をスライドさせて将来に延長してい
くやり方が支配的な実務になっている。前期実績と今期実績との比較であ
るとか，あるいは実績基準で予算が設定せられる場合の予算と実績との比
較などがその例である。その意味では，2期間モデルは現実に対するかな
りの説明力をもつと解しうる。しかしながら，さらに長期の意思決定を分
析対象に含めようとする場合には，当然のことながら多期間モデルの一層
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の拡大が必要となる。その点の検討については別の機会に譲る。
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