Many real applications have the imbalanced class distribution problem, where one of the classes is represented by a very small number of cases compared to the other classes. One of the systems affected are those related to the recovery and classification of scientific documentation. Sampling strategies such as Oversampling and Subsampling are popular in tackling the problem of class imbalance. In this work, we study their effects on three types of classifiers (Knn, SVM and Naive-Bayes) when they are applied to search on the PubMed scientific database. Another purpose of this paper is to study the use of dictionaries in the classification of biomedical texts. Experiments are conducted with three different dictionaries (BioCreative, NLPBA, and an ad-hoc subset of the UniProt database named Protein) using the mentioned classifiers and sampling strategies. Best results were obtained with NLPBA and Protein dictionaries and the SVM classifier using the Subsampling balancing technique. These results were compared with those obtained by other authors using the TREC Genomics 2005 public corpus.
Introduction
Due to the ever-increasing amount of scientific articles in the biomedical domain, Text Mining has been recognized as one of the key technologies for future research. With an overwhelming amount of textual information in biomedicine, there is a need for effective and efficient literature mining and knowledge discovery that can help to gather and make use of the knowledge encoded in text documents.
Scientific papers are a primary source of information for investigators to know the current status in a topic or compare their results with other colleagues. However, mining of biomedical texts remains to be a great challenge. Firstly by the huge volume of scientific databases. Secondly, their imbalanced nature which only a small number of relevant papers to each user query.
The imbalance problem exists in a broad range of experimental data, but only recently has attracted close attention for researchers [8, 35] . Data imbalance occurs when the majority class is represented by a large portion of all the examples, while the other, the minority one, has only a small percentage [31] . When a text classifier encounters an imbalanced document corpus, the performance of machine learning algorithms often decreases [22] .
Sampling strategies such as over-and Subsampling are popular in tackling the problem of class imbalance [3, 12, 32, 40] . The Subsampling algorithm decreases artificially the number of samples that belongs to majority class, while the Oversampling algorithm redistributes the number of samples that belongs to minority taking into account the majority class. In this work, we study effects of Subsampling and Oversampling on three classifiers widely used in the field of text mining (K nearest neighbours (Knn), Support Vector Machine (SVM) and Naive-Bayes).
Another purpose of this paper is to analyse the behaviour of dictionaries when classifying biomedical texts. Synonymy is one of the most important relations found between different terminologies and is critical for building text mining systems of high quality. Dictionaries which list synonymous terms, likes WordNet [25] , Longman's dictionary [9] or NLPBA dictionary [13] have been found to be useful for improving the results of information retrieval systems [24] . Several authors have used dictionaries in the process of classification of biomedical texts [1, 7, 23, 30] obtaining good results.
In our case, a comparison is made using three different dictionaries (BioCreative [19] , NLPBA [13] and an ad-hoc subset of UniProt named Protein) [5] with the classifiers mentioned above.
To perform tests and to compare results with those obtained by other authors we have used the Text Retrieval Conferences (TREC) [34] public corpus. In 2005, TREC provided a set of evaluation tasks to know the state of the art of applying information extraction techniques to problems in biology. Specifically, the goal of the TREC Genomics Track was to create test collections for evaluation of information retrieval and related tasks in the genomics domain [18] .
The rest of this paper is constructed as follows: Section 2 describes the architectural model proposed to scientific text classification. Experimental results are given in Section 3, and in Section 4 a comparative with other authors is made. Finally Section 5 concludes this paper. The entity recognizer (Abner-Tagger) allows to use different dictionaries in order to preprocess the documents and to tag entities. The available dictionaries for the current distribution are based on the NLPBA [13] and the BioCreative [19] corpora.
NLPBA (Natural Language Processing in Biomedical Applications) corpus contains articles extracted from MEDLINE database using the MeSH terms human, blood cells and transcription factors. Abstracts were annotated for the entity classes protein, DNA, RNA, cell line and cell type [28] .
BioCreative is an annotation passage retrieval corpus of human proteins and contains one entity subsuming genes and gene products (proteins, RNA, etc.). The annotations are based on Gene Ontology (GO) terms. The passages were extracted from full text articles of the Journal of Biological Chemistry, and evaluated regarding the context of each passage within the whole document, meaning that those passages where highlighted within the full text articles.
On the other hand, we also have generated an ad-hoc protein-based dictionary using a subset of the UniProt database [5] , named Protein. In short, only proteins known to be associated with lung, colon and breast cancer are being included. They should also appear in the UniProt Knowledge-base (UniProtKB), the central hub for the collection of functional information on proteins, with accurate, consistent and rich annotation.
As a result of the annotation task, a dataset compounded by vectors (named sparse matrix) is generated. In this matrix, each row is a mathematical representation of a document. Inside of the matrix generation process we have used the well-known normalization technique called tfidf. This normalization process tries to weight a single attribute taking in account its relevance over a document and the corpus.
As mentioned, regarding the corpus the provided by TREC 2005 competition [4] was selected.
Test and train sparse matrices were generated for scientific articles about alleles of mutant phenotypes in combination with BioCreative, NLPBA and Protein dictionaries.
Operation sets
Once the test and train sparse matrices are generated, it is necessary to analyse their similarity and computational cost. During the classification process, the train and test matrices must include the same number of attributes in a particular order. When dictionaries are too large, as in our case, it may occur that during the re-annotation process (train matrix headers), most of the relevant attributes belonging to the train matrix do not belong to the second one. This situation generates a second matrix with useless data. We have solved this problem applying a mathematical intersection over the matrices in order to reduce their dimensionalities and make them computable.
Instance Filtering
Before classification we apply balancing techniques in order to make an improvement about the results and try to reduce the over-fitting. As mentioned, instance filtering represents a powerful tool in case of over-training over a single class, i.e. if the dataset is represented by a very small number of samples compared to the other classes, which is usually of great interest.
Subsampling and Oversampling techniques are tested here, because they allow to balance the number of instances that belongs to each class, and apply algorithms in order to decrease the number of attributes.
Classification
Different machine learning methods have been used for document classification: K-nearest neighbour (Knn) [2, 6, 37] , Logistic regression [29] , Support Vector Machines (SVM) [6, 10, 21, 29, 39] , Naive Bayes classification [6, 10, 38] , neural networks [36] , instance-based learning [20] , and a number of other machine learning technique [27] .
Different implementations of the various machine learning methods are available. For example, the Weka toolkit [17] comprises a suite of machine learning tools that can be used for classification [33] . As mentioned, our tests were carried with three types of classifiers: Knn, Naive-Bayes and SVM.
The K-nearest neighbour algorithm is a supervised machine learning technique where each new instance is classified based on majority of K-nearest neighbour category. It bases that estimation calculating the distance between instances that belongs to the learned data model against the second one. In our implementation we have taken in account options like neighbour distances, the number of them, or the nearest neighbour search algorithm to use.
The Naive Bayes classifier technique is based on the Bayesian theorem. It results particularly useful when the data dimensionality is really high. Despite its simplicity, Naive Bayes can often outperform more sophisticated classification methods. There are multiple versions of the Naive Bayes classifier that provide support for different options regarding the data distribution: normal (Gaussian), kernel, multinomial, and multivariate multinomial. In our approach, a simple classifier with capabilities for data discretization and kernel distributions is used.
SVM method is a supervised learning algorithm proposed by Vladimir Vapnik and his coworkers [14] . For a binary classification task with classes {+1, -1}, given a train set with n classlabeled instances, (x 1 , y 1 ), (x 2 , y 2 ), ..., (x i , y i ), ..., (x n , y n ), where x i is a feature vector for the ith instance, and y i indicates the class. A SVM classifier learns a linear decision rule, which is represented using a hyper-plane. The tag of an unlabelled instance x is determined by the side of the hyperplane on which x lies [6] .
We have used an implementation of a SVM with four kernels (lineal, polynomial, radial and sigmoid).
Model Evaluation
To represent the results in the whole process we employed the well-known recall, precision and F-measure (harmonic mean between Recall and Precision) evaluation measures applied in text categorization [16] . We also calculate the Utility measure (1) that contains coefficients for the utility of retrieving a relevant and a non relevant document. It is composed by the best possible score U max and the raw score U raw (2) , where U r (3) is the relative utility of relevant document, and U nr is the relative utility of non relevant document. For our purposes, we assume that U nr is −1.
U r = all possible negatives all possible positives (3)
Experimental Results
In this section, results using different dictionaries in the annotation process and their impact over classification algorithms are discussed.
The annotation process is supported by GATE and Abner-tagger pluggings. As commented, we generate models training two dictionaries, BioCreative and NLPBA, and producing a group of annotations per document. On the other hand, we generate manually another model based on proteins. Regarding balancing techniques (filtering task) we use a random selection algorithm to remove instances in order to accomplish the distribution factor between each class.
As mentioned, in the classification process we have used an implementation of a SVM with four kernels (lineal, polynomial, radial and sigmoid). In order to support the software part we have tested different implementations, but finally a library called LibSVM [11] that implements a kernel method based on costs (C-SVM) is used.
Furthermore, we use some parameters like probability estimates which means that it will be generated probabilities instead of [− K-nearest neighbour implementation was supported using the same software package like NBayes. We consider to use a KDTree search algorithm combined with an Euclidean distance in order to provide an algorithm core support. On the other hand, distances between neighbours were weighted using the inverse of the distance. At last, we got the best results using seven neighbours.
Our results, based on a contrast between the classification process and the impact using different dictionaries in the annotation task, are now presented. In order to represent results, some plots will be shown. They have been grouped by filtering tecniques: umbalanced data, Subsampling, and Oversampling.
To understand signatures used in horizontal axis, the following acronyms for SVM are used: N means Normalize, P means Probabilistic, N P is equal to both Normalize and Probabilistic, and G[X] is Gamma parameter with X corresponding to values of its parameter.Tests for others classifiers do not have any parameter attached.
In addition, we have added statistical significance tables in order to justify the results obtained in tests. These tables use the same signatures related to dictionaries and classifiers commented, and include statistical tests based on χ 2 and F isher correlation.
Unbalanced process
Using an unbalanced classification process means that the number of instances which belongs to each class does not suffer any modification before to apply the reasoning model.
These tests are not remarked with plots because results were poor. Utility results were equal to zero using almost all classifiers, except Naive Bayes which got some positive responses with the three dictionaries.results were less than 0.1 due to obtain few relevant documents identified as itself. It explains why using the other measure(F-measure) we got these results.
Subsampling filtering
For Subsampling distribution values we use different scale factors (10:1, 5:1, 4:1, 3:1, 2:1, 1:1), getting best results per method setting parameters to an uniform distribution (factor equal to 1:1).
In Fig. 2 , results based on Utility measure are represented. Best results were achieved using Protein and NLPBA dictionaries, with 0.7762 and 0.7238 values respectively, and the peaks were obtained using a Knn classifier. However, in some cases the Utility measure may not be conclusive, like this situation, because these results are based on a precision close to 0, 051. Tanking a look to the SVM polynomial normalized, a bit poor results were achieved but with a more high precision. Figure 2 : Utility values using the subsampling balance technique Fig. 3 compares results in the same way that previous ones but using F-measure. In the Figure, only results for relevant documents are included.
The result peaks for Utility and related to Protein and NLPBA dictionaries were obtained using a SVM polynomial kernel normalized and the K-nearest neighbour. But, if we take a look to Fmeasure, conclusions are different. In case of Knn, 100% of relevant documents were correctly classified but having a Precision equal to 0.051. This means that we have a lot of false positives for both dictionaries, Protein and NLPBA.
Best results were achieved by classifiers and dictionaries which have gotten balanced results between F-measure and Utility. In general, it is difficult to explain results in which the test dataset has problems about unbalanced instances, because Precision and Recall oscillate too much. From a point of view of F-measure, normalized SVM based on a linear kernel got best results, followed by the same SVM but with a polynomial kernel.It means that the mean between Recall and Precision is good, but we know that it is not a guaranty of quality.In order to justify statistically these results, correlation values in table 1 are less than 0.0001 and therefore extremely statistic significant. Following the same reasoning with the sigmoid kernel, it got a bit poor results compared with others, but the balance between each measures were good(χ 2 values between 70.629 to 60.031 for NLPBA), achieving results between 0.52 and 0.6 in case of Utility, and 0.139 to 0.144 regarding F-measure. That means accuracy for this kernel type was good even obtaining good results with all dictionaries (see table 3 for statistical significance). A final consideration for this kernel is that it got good results in almost all situations with small variations. In other words, changing parameters values its results were pretty much stable or similar. 
Oversampling filtering
In our experiments, the Oversampling process provided by Weka is used with a distribution bias values between 1.0, 0.75, 0.5, 0, 25, 0.0. Best results were obtained when the number of instances per class are near to an uniform distribution.
Like Subsampling, first of all we are going to talk about the Utility Measure. Fig. 4 shows that best results were achieved using the Protein dictionary with 0.7174 value, but not much better than using Subsampling. In addition, K-nearest neighbour got some positive results only for the Protein dictionary, but in any case it was never better than other classifiers. Regarding F-measure, relevant results are shown in Fig. 5 . Result peaks using Utility were justified by Protein and NLPBA dictionaries using a SVM polynomial kernel normalized and Naive Bayes.Taking a look to the table 1, most p-values for Proteins and NLPBA are extremely statistically significant,less than 0.0001.
But, focusing on F-measure different results are obtained. As Subsampling, best results were archived by classifiers and dictionaries which have gotten balanced results between F-measure and Utility.
Finally, we would like to remark again the results gotten by Sigmoid kernel. It obtains a bit poor results compared with the peaks denoted by lineal kernel, but stable results in all tests (Utility 
Comparative with another studies
In order to know how good our results are, we have analysed the results published by other authors. Initially we looked for approaches as similar as possible to our work. That is to say, works with a preprocess data (with the same dictionaries) and data balanced (sampling) similar to ours. As we did not find any work gathering these characteristics, we also researched on similar works published in the TREC Genomics 2005 Communications. As discussed before, the use of sampling strategies considerably improved our results. Therefore, will be chosen these results to compare our work with another contributions.
The Table 3 shows results in the TREC competition and those more important obtained in our experiments (marked in gray). The first two entries in the table correspond to the best values obtained in the competition, and the last three ones correspond to minimum, average and maximum values considering all participants. [6, 29] , but in any case balance techniques have been used.
As observed in the table, the classification and balancing techniques chosen for the approach presented here are effective, since better results that similar research works are obtained.
Conclusions
In this study we have used three different dictionaries, two balancing algorithms and several reasoning models. These tools were used in order to classify biomedical texts.
First of all, we can say that the use of dictionaries during the preprocessing task is positive. We made tests using only some data mining techniques, such as stemming, tokenizing and a mix between them, getting disappointment results or even uncomputable.
Although in some occasions the dictionaries did not improve the results, as in the case of SVM classifier with Polynomial kernel and NLPBA dictionary, generally their use is essential to get good results. Therefore, best results were obtained with dictionaries NLPBA and nearly Protein. However BioCreative dictionary was disappointed by almost all classifiers.
Regarding balancing techniques, Subsampling and Oversampling algorithms to solve the unbalanced nature of this information, and improve the classification results were applied. We got best results using the Subsampling technique for almost all scenarios, except for Naive Bayes which got better results using Oversampling. Anyway, the use of class-balancing techniques permits to obtain better results than without it.
At last, reasoning models got different results depending on the preprocessing techniques used. We used a Cost-SVM classifier with several kernels, Naive Bayes and Knn, showing their results through F-measure and Utility measures. As commented, it is necessary to observe them at the same time, because they are not conclusive individually.
The experimental results show that, regarding to the utility measure, the best classifier is based on the Polynomial kernel. On the other hand, taking in account other measures (precision, recall and f-measure) the best balanced result were achieved by the probabilistic SVM with linear and sigmoid kernels.
