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a b s t r a c t
We consider a general boundary layer equation f ′′′ + ff ′′ − βf ′2 = 0 with the boundary
condition f (0) = a, f ′(0) = 1, f ′(∞) := limt→∞ f ′(t) = 0, where β is a real constant.
In this work, the structure of solutions for the case β ≥ 2 is studied. Combining with the
previous results in the literature, the structure of solutions of the given problem can be
determined completely.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Consider the following nonlinear differential equation (Pa,β ):
f ′′′ + ff ′′ − βf ′ 2 = 0, (1.1)
where β is a real constant with general boundary conditions
f (0) = a, f ′(0) = 1, f ′(∞) := 0. (1.2)
The problem (Pa,β ) arises either from boundary layer flows over a vertical semi-infinite flat plate in a porous medium, or
the study of a boundary layer flow over a vertical stretching wall (see [1]). The parameter a is related to the conditions
imposed on the wall. Specifically, the case a = 0 corresponds to an impermeable sheet, while the cases a > 0 and a < 0
correspond to the lateral suction and injection of mass flux through the permeable sheet, respectively. If the parameter
β = 2m/(m+ 1) for somem 6= −1, then the problem (Pa,β ) corresponds to power-law variations of the stretching velocity
on the wall. Mathematical analysis of (Pa,β ) has been reported in [2–4]. We can summarize the results in [2–4] as follows:
• For β ∈ (−∞,−2], there exists an a∗ > 0 such that the problem (Pa,β ) has no solution for a ∈ (−∞, a∗), a unique
solution which is bounded for a = a∗, and two bounded solutions and infinitely many unbounded solutions for a > a∗.
• For β ∈ (−2, 0) and a ∈ R, the problem (Pa,β ) has a unique bounded solution and infinitely many unbounded solutions.
• For β ∈ [0, 1] and a ∈ R, the problem (Pa,β ) has a unique solution.
• Forβ ∈ (1, 2) and a ∈ R, the problem (Pa,β ) has a unique concave solution and infinitelymany concave–convex solutions.
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However, for the case β ≥ 2, which corresponds to the so-called backward boundary layer flows as pointed out by
Goldstein [5] and Kuiken [6], the structure of solutions remains open. Therefore, in this work we are focusing on the case
β ≥ 2 for problem (Pa,β ).
For convenience, we further denote the initial value problems of Eq. (1.1) with f ′(0) = a, f ′(0) = 1 and f ′′(0) = c by
(Pa,β,c). As in [3], we will show in Section 2 that if f is the solution of (Pa,β,c) defined on right maximal interval of existence
[0, T ), then f ′′ has at most one zero (see Proposition 2.1). Therefore, f has at most two critical points. Using this, we can
classify solutions of (Pa,β,c) into the following types:
(A) f ′ > 0 and f ′′ < 0 on [0, T ).
(B) f ′ > 0 on [0, T ) and there exists a t2 ≥ 0 such that f ′′ < 0 on (0, t2) and f ′′ > 0 on (t2, T ).
(C) There exist 0 < t1 such that f ′ > 0 on [0, t1), f ′ < 0 on (t1, T ), and f ′′ < 0 on [0, T ).
(D) There exist 0 < t1 < t2 such that f ′ > 0 on [0, t1), f ′ < 0 on (t1, T ), and f ′′ < 0 on [0, t2), f ′′ > 0 on (t2, T ).
(E) There exist 0 < t11 < t2 < t12 such that f ′ > 0 on [0, t11), f ′ < 0 on (t11, t12), f ′ > 0 on [t12, T ), and f ′′ < 0 on [0, t2),
f ′′ > 0 on (t2, T ).
We remark that the problem (Pa,β ) can only possess the type (A) or (D) solutions (see Lemma 2.1).
The work is organized as follows. In Section 2, we first introduce some properties of the solutions of (Pa,β,c) which forms
the basis of our discussion. Then the existence and uniqueness of a type (A) solution is established in Section 3. In Section 4,
the non-existence of a type (D) solution is verified. A short conclusion is given in Section 5.
2. Preliminary
Let f be a solution of (1.1) and F be an anti-derivative of f , then we have
(f ′′eF )′ = βf ′2eF . (2.1)
It is easy to verify the following propositions.
Proposition 2.1. Let f be a non-constant solution of (Pa,β,c), β > 0, on some interval I. If f ′′(t0) ≥ 0 for some t0 ∈ I , then we
have f ′′(t) > 0 for t > t0 and t ∈ I .
Proof. If there is a t0 ∈ [0, T ) such that f ′′(t0) ≥ 0, then it follows from (2.1) that we have
f ′′eF = f ′′(t0)eF(t0) +
∫ t
t0
β(f ′)2eF(s)ds > 0,
for t ∈ (t0, T ). Thus f ′′(t) > 0 as t ∈ (t0, T ). This proves the proposition. 
From Proposition 2.1, if f is a solution of (Pa,β,c) and c > 0, then f ′ > 0 and f ′′ > 0 on [0, T ). That is, (Pa,β ) possesses no
solution with f ′′(0) = c > 0, and, therefore, we restrict the study of solutions of (Pa,β,c) to the case c < 0.
Proposition 2.2. Let β > 0, a ∈ R, c < 0 and f be the solution of (Pa,β,c) with right maximal interval of existence [0, T ). The
following properties hold:
(i) Hf (t) := f ′′(t)+ f (t)f ′(t)− c + a = (β + 1)
∫ t
0 f
′(s)2ds holds for t ∈ [0, T ).
(ii) If f is a solution of (Pa,β ), then f must be bounded and f ′′ → 0 as t →∞.
(iii) If f is a type (D) solution of (Pa,β ), then f > 0 on (t¯,∞) for some t¯.
Proof. The proofs of (i) and (ii) are similar to those in [7], and so we omit them.
Now we turn to the proof of (iii). Since f is of type (D), there exists a t2 > 0 such that f ′ < 0 and f ′′ > 0 on (t2, T ). For a
contradiction, we may assume that f < 0 on (s1,∞) for some s1 ∈ (t2,∞). From (1.1) and the fact that β > 0, we have
f ′′′ = −ff ′′ + βf ′2 > 0 on (s1,∞).
Since f is a solution of (Pa,β ), from (ii), we have that f ′′(t)→ 0 as t →∞. This is a contradiction to the fact that f ′′ > 0
and f ′′′ > 0 on (s1,∞). The proof is thus completed. 
Proposition 2.3 ([3, Lemma 2.2]). Let f be a solution of (1.1), β 6= 0 defined on [0, T ). If f ′′ is of constant sign on (s0, T ) for
some s0 ≥ 0 and limt→T− f (t) = ±∞, then we have f ′ → 0 or ±∞.
Now, the solutions of type (A) or (D) for (Pa,β,c) and (Pa,β ) can be linked directly in the next lemma.
Lemma 2.1. For a, β ∈ R, β 6= 0, let fc be the solution of (Pa,β,c) and of type (A) or (D). Then fc is a solution of (Pa,β ).
Proof. We only consider the case where fc is of type (D), since the other case follows similar arguments.
Since fc is of type (D), it follows that f ′c < 0 and f ′′c > 0 on (s0, T ) for some s0 ≥ 0, where [0, T ) is the maximal interval of
fc . Then l := limt→T− fc(t) is well-defined. If l > −∞, then we have T = ∞ and f ′c (+∞) = 0. Thus fc is a solution of (Pa,β ).
It remains to consider the case l = −∞. For this case, using Proposition 2.3 and the fact that f ′′c > 0 on (s0, T ), it follows
that limt→T− f ′c (t) = 0. Hence T = ∞ and fc is a solution. The proof of the lemma is complete. 
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3. The existence and uniqueness of type (A) solutions
In this section, we prove that for given a ∈ R and β ≥ 2, the solution of (Pa,β,c) is of type (A) if and only if c = c∗ for
some c∗ = c∗(a, β).
Lemma 3.1. Let a ∈ R and β > 0. Then there exists ca,β ∈ (−∞, 0) such that for each c < ca,β , the solution fc of (Pa,β,c) has at
least a critical point.
Proof. Let [0, T ) be the right maximal interval of existence of f . Set ca,β := −(β + 2(|a| + 1)). For a contradiction, we
assume that f ′c > 0 on its maximal interval [0, T ). Since c is negative, f ′′c is negative for sufficiently small positive t . Define
s2 := sup{t ∈ (0, T )| f ′′c < 0 on [0, t]}. Note that s2 may be infinite.
We now claim that s2 > 1. Indeed, by the equality in part (i) of Proposition 2.2, we have
f ′′c (t) = (c − a)− fc(t)f ′c (t)+ (β + 1)
∫ t
0
f ′(s)2ds
for t ∈ [0, T ), which, together with the above fact, yields that f ′c ∈ (0, 1) on [0, s2),
f ′′c (t) < (c − a)+ (|a| + t)+ (β + 1)t ≤ (c + 2|a|)+ (β + 2)t (3.1)
for t ∈ [0, s2). Since c < −(β + 2(|a| + 1)), it follows from (3.1) that s2 > 1. This establishes the assertion of this claim.
Now integrating (3.1) over [0,1], we then obtain f ′(1) < (c + 2|a|) + (β + 2)/2 which is negative since c <
−(β + 2(|a| + 1)). This is a contradiction. Thus the proof of this lemma is complete. 
Theorem 3.1. For a ∈ R, β ≥ 2, the problem (Pa,β ) admits a unique type (A) solution.
Proof. The proof will be divided into two steps.
First, we show the existence of a type (A) solution of (Pa,β ). Define the following sets:
S1 := {c ∈ R|fc is of type (B)},
S2 := {c ∈ R|fc has at least one critical point}.
From Proposition 2.1, we have S1 ⊃ [0,+∞). Moreover, S1 is open by the continuous dependence on the initial value of
differential equations and Proposition 2.1. On the other hand, by Lemma 3.1, S2 ⊃ (−∞, ca,β) for some negative ca,β . It is
easy to see that S2 is open. Note that S1 ∩ S2 = ∅ by the definitions of S1, S2, and type (B). Then there exists a cˆ ∈ R such that
cˆ 6∈ S1 ∪ S2. Since type (C), (D), and (E) solutions have at least one critical point, this implies that fcˆ must be of type (A).
Second, it remains to show that (Pa,β) has at most one solution of type (A). The proof is a slight modification of that of
[4, Theorem 1]. Suppose that (Pa,β ) has two distinct solutions f1, f2 where f1 and f2 are both of type (A). Set ci := f ′′i (0) and
Ri := fi(∞), i = 1, 2, and assume that c1 < c2. Note that Ri < +∞ by part (ii) of Proposition 2.2.
For given fi, i = 1, 2, we set
yi(x) := [f ′i (t)]2 and x := fi(t) for t ∈ [0,∞), i = 1, 2.
By a simple calculation, this yields
y′i :=
dy
dx
= 2f ′′i (t), y′′i = 2f ′′′i /f ′i , i = 1, 2.
Since fi is a type (A) solution of (P+a,β ) with f ′′i (0) = ci, it follows that yi, i = 1, 2, satisfy
y′′i +
xy′i√
yi
− 2β√yi = 0, (3.2)
with the boundary conditions
yi(a) = 1, y′i(a) = 2ci,
yi(R−i ) := lim
x→R−i
yi(x) = 0, y′i(R−i ) := lim
x→R−i
y′i(x) = 0.
Consider
Gi(x) := y
′
i(x)
2
+ x√yi(x), i = 1, 2. (3.3)
Then from (3.2) and noticing β > 0 we have
G′i(x) = (β + 1)
√
yi(x) > 0 for x ∈ [a, Ri) and i = 1, 2. (3.4)
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Fig. 1. The phase plane of system (4.2) for β = 2.5.
Following arguments similar to those of [4, Theorem 1], we first claim that y1 < y2 on (a, R) where R = min{R1, R2}. If
not, then there exists an s ∈ (a, R) such that y1 < y2 on (a, s), y1(s) = y2(s) and y′1(s) ≥ y′2(s). From the boundary conditions
of yi, i = 1, 2, (3.3) and (3.4) we have
G1(a) < G2(a) and G′1 < G
′
2 on (a, s),
from which it follows that G1(s) < G2(s). Together with the fact that y1(s) = y2(s), this leads to y′1(s) < y′2(s), a
contradiction. Therefore, we have y1(x) < y2(x) for x ∈ (a, R). Combining with y2(R−2 ) = 0, we have R1 ≤ R2.
Now we claim that y′1(R
−
1 ) < y
′
2(R
−
2 ). Since y1 < y2 on (a, R1), we have G
′
1 < G
′
2 on (a, R1). Together with the fact that
G1(a) < G2(a) and R1 ≤ R2, this yields G1(R−1 ) < G2(R−2 ). Using this and noticing that yi(R−i ) for i = 1, 2, we can conclude
that y′1(R
−
1 ) < y
′
2(R
−
2 ). However, this contradicts the fact that y
′
i(R
−
i ) = 0 for i = 1, 2, and so the theorem follows. 
4. The non-existence of type (D) solutions
To show the non-existence of type (D) solutions of (Pa,β ) for β ≥ 2, we consider the blow-up coordinate transformation
in [8] for the solution of (Pa,β,c)
u(s) = f ′(t)/(f (t)2), v(s) = f ′′(t)/(f (t)3), s = s(t) :=
∫ t
τ
f (ξ)dξ, (4.1)
for t ∈ I = [τ , τ + T ) on which f does not vanish. Then (u, v) satisfies the following system of differential equations
(see [8]):{
u˙ = P(u, v) := v − 2u2,
v˙ = Q (u, v) := −v + βu2 − 3uv. (4.2)
By the phase plane analysis of the system (4.2), we have the following lemma.
Lemma 4.1. Let β ≥ 2 and (u(s), v(s)) be a solution of system (4.2) on [s0,∞)with the initial condition u(s0) < 0, v(s0) > 0. If
the orbit {(u(s), v(s))| s ≥ s0} stays in the set {(u, v)| u < 0, v > 0}, then we have the limit lims→∞(u(s), v(s)) = (−∞,∞).
Proof. For β ≥ 2, we define the following sets (see Fig. 1):
D0 := {(u, v)|u < 0, 0 < v < 2u2}.
L0 := {(u, v)|u < 0, v = 2u2}.
D1 := {(u, v)| −
√
v/2 < u < (3v −
√
9v2 + 4βv)/(2β), v > 0}.
L1 :=
{
(u, v)| − 1/3 < u < 0, v > 0, v = βu
2
3u+ 1
}
.
D2 :=
{
(u, v)| − 1/3 < u < 0, v > βu
2
3u+ 1
}
.
It is easy to see that if (u(s), v(s)) is a solution of the system (4.2), then (u(s), v(s)) satisfies the following:
(i) u˙(s) < 0, v˙(s) > 0 for (u(s), v(s))∈ D0,
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(ii) u˙(s) = 0, v˙(s) > 0 for (u(s), v(s))∈ L0,
(iii) u˙(s) > 0, v˙(s) > 0 for (u(s), v(s))∈ D1,
(iv) u˙(s) > 0, v˙(s) = 0 for (u(s), v(s))∈ L1,
(v) u˙(s) > 0, v˙(s) < 0 for (u(s), v(s))∈ D2.
Now we claim that if (u(s), v(s)) stays in the set {(u, v)| u < 0, v > 0} for s ≥ s0, then the orbit {(u(s), v(s))| s ≥ s0}
will stay in the region D0. Suppose that the orbit Cβ := {(u(s), v(s))| s ∈ [s0,∞)} enters D1 at some finite time s1 ≥ s0,
then we have u˙(s1) > 0 and v˙(s1) > 0. For convenience, we define (u0, v0) := (u(s0), v(s0)). Combining this with the
fact that u˙ = v − 2u2, we obtain u˙ > v0 − 2u20 > 0 as long as Cβ stays in the region D1. This implies that Cβ will
intersect L1 and then enter D2. Then by using an argument similar to the above, Cβ will intersect the positive v-axis and
enter {(u, v) ∈ R2| u > 0, v > 0}. From the above analysis, we can conclude that if the orbit {(u(s), v(s))| s ≥ s0} stays in
the set {(u, v)|u < 0, v > 0}, then it will stay in the region D0.
Finally, since Cβ stays in the region D0, by a simple phase plane analysis, we have that lims→∞(u(s), v(s)) = (−∞,∞).
Thus we complete the proofs. 
Now, we derive the asymptotic behavior of a type (D) solution in the following lemma.
Lemma 4.2. For β ≥ 2, if f is a type (D) solution of (Pa,β ), then
lim
t→∞(f
′(t)/f 2(t), f ′′(t)/f (t)3) = (−∞,∞).
Proof. Since f is a type (D) solution of (Pa,β ), by part (iii) of Proposition 2.2 and Lemma 2.1, there exists a τ > 0 such that
f > 0, f ′ < 0 and f ′′ > 0 on (τ ,∞). Set I = [τ ,∞) and define s(t) := ∫ t
τ
f (ξ)dξ on I . Let (u(s), v(s)) be the blow-
up coordinate defined as in (4.1) which corresponds to f on I . Since f > 0 on [τ ,∞), s(t) is increasing. Thus the limit
l := limt→∞ s(t) is well-defined.
Now to prove l = +∞, we assume that l < +∞ on the contrary. From (2.1), we have
f ′′(t)es(t) − f ′′(τ ) =
∫ t
τ
βf ′(ξ)2es(ξ)dξ .
Note that f ′′(τ ) ≥ 0, f ′′(t)→ 0 and s(t)↗ l as t →∞. Thus the left hand side of the above equation tends to−f ′′(τ ) ≤ 0
as t →∞. On the other hand, from the fact that s(t) is positive, the limit limt→∞
∫ t
τ
βf ′(ξ)2es(ξ)dξ has a positive low bound.
We thus arrive at a contradiction, thereby completing the proof of this claim.
Next, we turn to considering the orbit of (u(s), v(s)). Since f > 0, f ′ < 0 and f ′′ > 0 on [τ ,∞), and l = +∞,
then the corresponding blow-up coordinate (u(s), v(s)) is defined on [0,∞) and the orbit {(u(s), v(s))| s ≥ 0} stays
in the set {(u, v) ∈ R2| u < 0, v > 0}. Finally, by applying phase plane analysis for system (4.2), we have the limit
lims→∞(u(s), v(s)) = (−∞,∞). Transferring back to the original variable f , the assertion of this lemma follows. 
To prove the next theorem, we consider the change of variables in [7] for the solution f of (Pa,β,c) in I = [τ , τ + T ) on
which f and f ′′ do not vanish and f ′ < 0. Define
X(ξ) = f (t)f ′(t)/f ′′(t), Y (ξ) = f ′(t)2/[f (t)f ′′(t)], ξ = − ln(−f ′(t)). (4.3)
Then (X, Y ) satisfies the following system of differential equations (see [7]):{
X ′ = −X(1+ X + Y − βXY ),
Y ′ = −Y (2+ X − Y − βXY ). (4.4)
Theorem 4.1. For β ≥ 2, a ∈ R, the problem (Pa,β ) possesses no type (D) solution.
Proof. For a contradiction, we assume that f is a type (D) solution of (Pa,β ). Since f ′′ → 0, f ′ → 0 as t → ∞, and f is
bounded by part (ii) of Proposition 2.2, we have limt→∞ Hf (t) = −c + a, where Hf is defined in Proposition 2.2. Since Hf is
increasing, we have Hf (t) < −c + a for t ∈ [0,+∞). Combining this with the fact that f ′ < 0, f ′′ > 0 on (t2,∞) for some
t2 > 0 and the definition of Hf , it yields
f (t)f ′(t)/f ′′(t) < −1, t ∈ (t2,∞). (4.5)
Next, we claim that the limit limt→∞ f (t)f ′(t)/f ′′(t) exists. Indeed, let (X(ξ), Y (ξ)) be the solution of the system (4.4)
which corresponds to f on (t2,∞). From (4.5) it follows that X(ξ) < −1 for all ξ > − ln(f ′(t2)). Then by the phase plane
analysis for system (4.4),we can conclude that the limit limξ→∞(X(ξ), Y (ξ)) exists. Transferring back to the original variable
f , the assertion of this lemma holds.
Now, by Lemma 4.2, we have the limit limt→∞ f ′(t)/f (t)2 = −∞, which together with the fact that f ′ → 0 as t →∞,
yields f → 0 as t →∞. Finally, by applying l’Hospital’s rule and using (4.5), we obtain
lim
t→∞(f
′(t)/f (t)2) = lim
t→∞(f
′′(t)/2f (t)f ′(t)) ≥ −1/2.
This is a contradiction to Lemma 4.2, and hence the proof is completed. 
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5. Conclusion
Nowwe can summarize our results. Indeed, from Proposition 2.2, Theorems 3.1 and 4.1, the problem (Pa,β ) has a unique
solution for a ∈ R, β ≥ 2, and such a solution is concave, increasing and bounded. Moreover, combining the results of [2–4],
the structure of solutions of the problem (Pa,β ) is solved completely.
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