We propose non-local analysis of functional magnetic resonance imaging (fMRI) data in order to detect more brain activity. Our non-local approach combines the ideas of regular fMRI analysis with those of functional connectivity analysis, and was inspired by the non-local means algorithm that commonly is used for image denoising. We extend canonical correlation analysis (CCA) based fMRI analysis to handle more than one activity area, such that information from different parts of the brain can be combined. Our non-local approach is compared to fMRI analysis by the general linear model (GLM) and local CCA, by using simulated as well as real data.
INTRODUCTION
It is a well known fact that many parts of the brain work together to solve a given task. Motor tasks often result in bilateral activation of the primary motor cortex, the supplementary motor area and the somatosensory cortex. A reading task normally results in activation of the visual cortex, Wernicke's area and Broca's area. Despite this fact, present methods for analysis of functional magnetic resonance imaging (fMRI) data are normally local. We therefore propose to combine information from different parts of the brain, in contrast to only using local averaging, to detect more brain activity.
It has been mentioned [1] that linear multi-voxel pattern analysis (MVPA) approaches to fMRI analysis [2, 3, 4] only use information from neighbouring voxels, and are thereby blind to non-local connections. One way to solve this problem is to use all the brain voxels in the analysis and, for example, calculate a weight that represents how important each voxel is for a classifier. If we however know that there only is activity in two areas, to use information from the whole brain will give a sub-optimal result. Consider a similar comparison, if we know the size of an activity area we also know the optimal filter, according to the matched filter theorem, to use a different filter would give worse results.
In this work we present an approach for non-local fMRI analysis, that combines the ideas for functional connectivity analysis [5] and regular fMRI analysis. Our work is based on the previous work on using canonical correlation analysis (CCA) [6] for fMRI analysis [7, 8, 9] . The algorithm is also inspired by the non-local means (NLM) algorithm [10] that is commonly used for image denoising. The main idea of NLM is to average pixels that are local in a feature space, rather than to average pixels that are local in a spatial sense. We will refer to our new approach for non-local CCA as NL CCA.
METHODS

Non-local CCA
The most common approach for statistical analysis of fMRI data is to apply the general linear model independently (GLM) to each voxel timeseries separately and then calculate a t-test or a F-test value [11] . One statistical approach that provides more adaptivity to the data is CCA [6] . While the GLM works with one multidimensional variable (e.g. temporal basis functions [11] ), CCA works with two multidimensional variables (e.g. temporal and spatial basis functions [7, 8] ). The canonical correlation is defined as
where C xy , C xx , C yy are covariance matrices, β and γ are the two weight vectors that determine the linear combination of the multidimensional variables x and y.
In previous work about CCA based fMRI analysis [7, 8, 9] , the two weight vectors were defined as the temporal and the spatial weight vectors for one activity area, e.g.
T if there are two temporal basis functions (t) and two spatial basis functions (s). The temporal basis functions are the same as for the GLM (the stimulus paradigm convolved with the hemodynamic response function and its temporal derivative) while the spatial basis functions can be neighbouring pixels [7, 9] or filter responses from a number of filters [8] .
In this work we modify the spatial weight vector γ to contain weights for more than one activity area, e.g.
T for two areas a and b. Non-local CCA can thereby find the weight vectors that give the highest canonical correlation between the combination of two areas and the stimulus paradigm. Two isotropic Gaussian filters are used for each activity area, an ordinary lowpass filter and its derivative (with respect to the width parameter sigma) [12] . This makes it possible for CCA to combine filters of different size in different parts of the brain, for example a large filter in the primary motor cortex and a small filter in the somatosensory cortex. Our approach to non-local fMRI analysis might seem similar to ordinary correlation analysis for resting state fMRI [5, 13] . In our case the timeseries in the two areas also have to be correlated to the stimulus paradigm, and not only to each other.
One question still remains: How should the two activity areas be selected? The most straight forward approach to deal with this is to simply go through all the pairwise area combinations. One voxel is considered as the reference, the canonical correlation is calculated for all the other voxels and the highest correlation is saved in the reference voxel. This procedure is then repeated for all the brain voxels. There are two problems with this approach. First, the maximum correlation of a large number of area combinations is, by random chance, always likely to be very high and we would get a high correlation in every part of the brain. Second, to investigate all possible combinations would require the calculation of N v (N v −1) canonical correlations, where N v is the number of brain voxels. For an fMRI dataset with 20 000 brain voxels, this gives a total of 400 million canonical correlations. The solution that we propose is to first apply local CCA and then apply nonlocal CCA to the voxels that survive an initial thresholding of the activity map (e.g. half the maximum test value). This significantly reduces the processing time and the probability of always finding a high correlation. The final activity map is then calculated as the maximum of the two activity maps.
To exclude cases when CCA uses more information from the second area than the reference area, the length of the two sub-vectors
T of the spatial weight vector γ are compared. If the weight vector for the reference area, γ a , is shorter than the weight vector for the second area, γ b , the correlation is set to zero. It is the reference area, where the found correlation is saved, that should have the highest contribution to the found activity. A distance threshold is also used (e.g. 10 voxels), such that CCA really combines information from different brain areas.
Computational complexity
One problem with CCA based fMRI analysis is how to calculate the significance threshold, as the distribution of canonical correlations is rather complicated. In order to calculate significance thresholds and p-values that are corrected for the multiple testing, a random permutation test with 1000 permutations is used, which has been proven to perform better than standard parametric approaches [14] . The double CCA approach (first local CCA, then non-local CCA) is applied in every permutation, each time with an initial threshold calculated from the local CCA approach. If 1000 voxels survive the first activity threshold, one million canonical correlations have to be calculated in each permutation, which gives a total of one billion canonical correlations (if all area combinations would be investigated, 400 billion canonical correlations would have to be calculated). In order to make this practicable, we implemented the algorithm on the graphics processing unit (GPU) [13, 15, 16] . For our multi-GPU implementation with 1440 processor cores, 1000 permutations with NL CCA takes about 3 minutes.
RESULTS
A comparison between GLM, CCA and NL CCA was made, first on simulated data and then on real data.
Simulated data
In order to compare the different approaches in an objective way, a simulated dataset was created. Activity was put into a number of boxes with varying signal strength. A comparison of the activity maps for the simulated data is given in Figure 1 . ROC curves indicated that the non-local approach was better in some cases. The general problem with simulated data, is that it is easy to change the simulation in order to fit a new algorithm.
Real data
Two single subject datasets were also used to compare the algorithms, the test subject was a 50 year old healthy male. The data was collected with a 1.5 T Philips Achieva MR scanner. The following settings were used: repetition time 2 s, echo Figure 2 , an example of combined brain areas is given in Figure 3 . The significance thresholds and number of significantly active voxels are given in Table 1 .
DISCUSSION
We have presented an algorithm for non-local analysis of fMRI data. One obvious idea for future work is to extend the algorithm to more than two activity areas. The principle for three activity areas is the same as for two, but the drawback is that the number of possible area combinations increases exponentially. One solution to this could be to use connectivity information as a prior to which combinations to try [17] . While non-local fMRI analysis can be more sensitive, it will be harder to interpret the activity maps.
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