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Capitolo 1
Introduzione
Negli ultimi anni si e` osservato un sempre crescente utilizzo di sistemi di-
stribuiti che, con l’avvento di internet, sono arrivati a interessare migliaia di
unita`, anche molto distanti fra loro. Lo sviluppo di applicazioni che opera-
no in tale scenario richiede l’introduzione di nuovi modelli di comunicazione
che superino i vincoli imposti dal tradizionale paradigma “punto a punto”,
che presuppone una forte sincronizzazione fra le parti in causa. Per rendere
piu` agevole il lavoro degli ideatori e sviluppatori di applicazioni distribuite
e` necessario prevedere uno “strato software” (o middleware) che realizzi un
adeguato meccanismo di comunicazione.
Nei sistemi publish-subscribe il meccanismo di interazione e` nel principio
molto semplice: nella rete ci sono alcune unita` (publishers) che pubblicano
informazioni (definite anche eventi) e altre unita` (subscribers) che sono in-
teressate a ricevere tali informazioni. Affinche´ un evento possa raggiungere
un subscriber interessato deve essere presente un sistema, definito Event No-
tification Service, che si occupi di consegnare un evento a chiunque ne sia
interessato.
Lo scopo del lavoro presentato in questa tesi e` stato quello di sviluppare
in software un Event Notification Service per un sistema publish-subscribe
che operi su una mobile ad-hoc network e che sia utilizzabile da sviluppatori
di applicazioni distribuite.
In questo capitolo verranno introdotti tutti i concetti fondamentali delle
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mobile ad-hoc network e dei sistemi publish-subscribe, necessari per capire
da dove si e` partiti nello sviluppo del sistema proposto, le caratteristiche
utilizzate e le assunzioni fatte.
1.1 Mobile Ad-hoc Networks
Una mobile ad-hoc network e` un insieme di host forniti di interfaccia di rete
wireless che formano una rete dalla topologia temporanea senza l’aiuto di
alcuna infrastruttura fissa e senza la necessita` di amministrazione centraliz-
zata. Non ci sono restrizioni sulla mobilita` dei calcolatori che si possono
organizzare autonomamente provocando cambiamenti rapidi e impredicibili
della topologia della rete. Una mobile ad-hoc network puo` operare sia in
modo isolato che connessa a internet. La proprieta` che rende questo tipo di
reti particolarmente interessante e` che non richiedono alcun investimento in
termini di infrastrutture fisse, infatti i nodi che partecipano alla rete forma-
no una infrastruttura cooperando fra loro (vedi figura 1.1). In una MANET
tutti i nodi agiscono da router: i messaggi generati da un certo nodo mittente
M e destinati ad un nodo destinatario D sono ritrasmessi dai nodi intermedi
eliminando il bisogno di una infrastruttura di rete centralizzata composta da
router.
Figura 1.1: Insieme di nodi che cooperano fra loro per consegnare a D un
messaggio spedito da M. I collegamenti fra nodi indicano la presenza di
connettivita` wireless.
Oggi e` possibile costruire grandi reti di nodi fissi, come internet o la rete
telefonica. La rete di telefoni cellulari costituisce un esempio di come le reti
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fisse e cablate possano essere estese in modo da includere un grande numero di
nodi mobili. Queste reti pero` richiedono un grande investimento in termini di
infrastrutture, si pensi alle centraline telefoniche, dorsali, ripetitori (nel caso
di rete per telefoni cellulari), il cui aggiornamento, per far fronte a richieste
di banda sempre maggiori, risulta lento e molto costoso.
Le reti MANET possono risultare utili in queste situazioni: per reti in
cui il numero di utenti e` molto basso, ad esempio, la costruzione di una
infrastruttura fissa potrebbe risultare economicamente svantaggiosa, oppure
come sostituta di una LAN cablata in un edificio in cui non sia possibile
stendere cavi, e ci sono anche situazioni, come durante un disaster recovery,
in cui una infrastruttura fissa non e` nemmeno proponibile.
Il rovescio della medaglia sta nel fatto che le MANET sono piu` difficili
da implementare rispetto alle reti tradizionali perche´ e` necessario gestire un
meccanismo di comunicazione critico: la mancanza di una infrastruttura di
comunicazione centralizzata obbliga il progettista a spostare sui calcolatori
stessi della rete le operazioni di instradamento dei messaggi circolanti, tenen-
do ben presente che questi possono muoversi, rendendo dinamica la topologia
della rete.
In una rete MANET la densita` dei nodi costituisce un fattore fondamen-
tale per l’efficienza della rete stessa: se la rete e` molto densa (molti nodi
ravvicinati), ogni nodo deve condividere una sempre maggiore quantita` di
banda per la ritrasmissione di pacchetti provenienti da e verso i nodi vicini
e deve mettere a disposizione una sempre maggiore potenza di calcolo per
aggiornare le informazioni delle tabelle di routing, provocando un calo delle
prestazioni medie della rete stessa. D’altro canto, se la rete e` particolarmente
povera di nodi, la probabilita` che un messaggio raggiunga la sua destinazione
diminuisce, perche´, in caso di crash di un nodo, e` molto alta la probabilita`
che non esistano percorsi alternativi per portare il messaggio a destinazione.
1.1.1 Algoritmi di routing
In una MANET, nel caso in cui non esista connettivita` diretta fra due nodi
della rete, un messaggio deve percorrere un certo numero di nodi intermedi
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che si comportano come router e ritrasmettono il messaggio in modo da
avvicinarlo alla destinzaione.
La figura 1.2 mostra un esempio: i nodi A e B non possono comunicare
direttamente perche´ non rientrano nei rispettivi range di trasmissione. La
presenza del nodo C che ritrasmette il messaggio garantisce la corretta co-
municazione. In una rete ad-hoc il costo della comunicazione dipende dal
numero di nodi intermedi alle parti comunicanti.
Figura 1.2: esempio di comunicazione multi-hop
Questo meccanismo di comunicazione e` definito multi-hop, la successione
di nodi che vengono percorsi e` chiamata route e l’istante in cui tale route e`
calcolata discrimina i tipi di algoritmi di routing:
Algoritmi proattivi : Tutti i nodi della rete mantengono sempre una rou-
te verso tutti gli altri nodi della rete indipendentemente dal fatto che
ci sia traffico o meno. Questa tecnica richiede banda per lo scam-
bio delle informazioni di routing e provoca un utilizzo di potenza sui
nodi, alimentati a batteria, che devono dedicare del tempo di calcolo
all’aggiornamento delle informazioni di routing.
Algoritmi reattivi : Una route per raggiungere un certo della rete e` calcola-
ta on demand ovvero soltanto nell’istante in cui un certo messaggio deve
essere spedito a tale nodo. Questa tecnica e` generalmente piu` vantag-
giosa della precedente in termini di banda utilizzata ma puo` introdurre
un ritardo non trascurabile nell’invio del primo messaggio destinato ad
un certo nodo perche´ prima dell’invio deve essere determinata la route.
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Dynamic Source Routing
Nello sviluppo del sistema presentato in questa tesi si e` supposto di avere a
disposizione un algoritmo DSR (Dynamic Source Routing protocol) apparte-
nente alla categoria degli algoritmi reattivi. Tale algoritmo e` stato progettato
proprio per essere utilizzato in reti wireless ad-hoc in cui l’utilizzo delle risorse
banda e potenza e` critico.
DSR utilizza due meccanismi che permettono la determinazione e il man-
tenimento di route nella rete ad-hoc:
Route Discovery: e` il meccanismo attraverso il quale un certo nodo mit-
tente M, che desideri spedire un messaggio ad un nodo destinatario D,
ottiene una route verso D. Questo meccanismo e` usato solo se M non
conosce ancora una route verso il nodo destinatario.
Route Maintenance: e` il meccanismo attraverso il quale il nodo M e` in
grado di capire se la topologia della rete e` cambiata in modo tale che la
route conosciuta verso D non sia piu` utilizzabile, ovvero, uno dei nodi
appartenenti alla route conosciuta non fa piu` parte della rete. Quando
questa condizione si verifica il nodo M puo` decidere di usare eventual-
mente una route alternativa gia` conosciuta oppure di trovare una nuova
route facendo partire il meccanismo di Route discovery. Anche questo
meccanismo e` usato solo nel caso in cui M voglia spedire un messaggio
a D.
I messaggi spediti dopo aver ricavato la route richiesta contengono in
un particolare header la lista ordinata di tutti nodi che i messaggi stessi
devono attraversare. In questo modo, i nodi che inoltrano i messaggi, possono
ricavare da essi informazioni di routing utili per un uso futuro.
Entrambi i meccanismi appena descritti operano in modalita` on-demand,
questo permette ad un algoritmo di routing DSR di non introdurre alcun
overhead negli intervalli di tempo in cui i nodi non devono effettuare tra-
smissioni.
Un altro grande vantaggio introdotto da DSR e` che, una volta scoperte
tutte le route fra i nodi coinvolti nella comunicazione, in intervalli di tempo
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in cui la rete rimane stazionaria, l’overhead e` nullo; quando la rete cambia
topologia l’overhead introdotto si riduce alla scoperta delle route verso i soli
nodi coinvolti nella comunicazione.
1.2 Sistemi Publish/Subscribe
Con il diffondersi di sistemi distribuiti a larga scala, lo schema di interazione
publish/subscribe ha ricevuto una attenzione sempre maggiore perche´ sod-
disfa i requisiti di basso accoppiamento fra le parti comunicanti richiesto in
tali tipi di sistemi. I sottoscrittori possono esprimere interesse in una cer-
ta informazione e, ogni volta che un publisher pubblica tale informazione,
il sistema provvedera` a consegnarla a tutti i subscriber interessati. L’atto
della pubblicazione da parte di un publisher e` chiamata evento, mentre la
consegna al subscriber si definisce notifica dell’evento.
1.2.1 Paradigma d’interazione
Il meccanismo appena descritto si basa sulla presenza di un sistema interme-
dio, l’Event Notification Service, che riceve gli eventi (prodotti dai publisher)
e li notifica ai subscriber, che si comportano come consumatori di eventi. L’e-
vent notification service costituisce il middleware e deve fornire delle funzioni
con le quali publisher e subscriber possano effettuare la sottoscrizione, la pub-
blicazione o la revoca di una sottoscrizione. Nel caso piu` semplice un Event
Notification Service puo` essere realizzato come un componente centralizzato
(figura 1.3).
Figura 1.3: Schema di interazione base
In realta`, in un sistema publish/subscribe per reti ad-hoc, l’event notifi-
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cation service e` costituito da un insieme di nodi cooperanti fra loro secondo
le modalita` trattate nel paragrafo 1.1 (figura 1.4).
Figura 1.4: Event notification service per reti ad hoc
La forza di tale meccanismo di interazione event-based permette un to-
tale disaccoppiamento delle parti comunicanti (publishers e subscribers) nel
tempo, nello spazio e in sincronizzazione (vedi [5]). In particolare:
disaccoppiamento temporale: le parti comunicanti non e` necessario che
siano attive negli stessi intervalli di tempo. Un publisher puo` pubblicare
eventi quando un certo sottoscrittore e` oﬄine, tale sottoscrittore potra`
essere notificato di tali eventi dall’event notifiction service in un secondo
momento in cui il publisher potrebbe a sua volta essere oﬄine.
disaccoppiamento spaziale: I publisher non conoscono ne´ l’identita` ne´ il
numero dei subscriber interessati e viceversa. Gli eventi vengono con-
segnati dall’event notification service che garantisce quindi l’anonimato
delle parti in causa.
disaccoppiamento in sincronizzazione: i publisher possono produrre even-
ti senza aspettare che qualcuno li riceva. Gli eventi vengono immessi
nell’event notification service che provvede a notificarli ai subscriber in
modo asincrono, mentre essi svolgono altre operazioni.
1.2.2 Varianti principali
I subscriber sono interessati a particolari eventi o ad un insieme di eventi
che soddisfino certe caratteristiche. Il modo con cui i sottoscrittori possono
specificare tali caratteristiche costituisce lo schema di sottoscrizione. Gli
schemi di sottoscrizione principali sono tre:
13
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topic based: E` stato il primo schema di sottoscrizione usato nei sistemi pu-
blish/subscribe e si basa sulla nozione di soggetto (topic). Gli eventi
sono catalogati in base al loro topic (una etichetta) e i sottoscrittori si
sottoscrivono usando semplicemente il topic come caratteristica che de-
ve soddisfare l’evento. Ad esempio, se un publisher produce eventi con
topic definito dalla stringa “temperatura termostato A”, i sottoscritto-
ri possono sottoscriversi specificando all’event notification service tale
stringa.
content based: In questo schema di sottoscrizione i subscriber hanno la
possibilita` di specificare piu` approfonditamente le caratteristiche che
gli eventi devono soddisfare in base al loro contenuto. All’atto della
sottoscrizione un subscriber puo` specificare all’event notification ser-
vice un filtro che definisce vincoli e proprieta` che gli eventi a cui e`
interessato devono verificare. Tornando all’esempio precedente, un
sottoscrittore puo` raffinare i requisiti che devono soddisfare gli even-
ti “temperatura termostato A” (supponendo che tale tipo di evento
porti con se un valore intero “temperatura”) specificando un filtro del
tipo “temperatura > 300”: l’event notification service notifichera` al
subscriber solo eventi in cui il valore “temperatura” sia maggiore di
300.
type based: Secondo questo schema di sottoscrizione gli eventi non solo
devono soddisfare certe caratteristiche nel loro contenuto ma anche
nella loro struttura. Gli eventi sono filtrati non piu` in base al loro topic
ma in base al loro tipo. Questo permette di definire gerarchie di tipi
di eventi: un sottotipo estende o aggiunge caratteristiche al tipo base.
Un sottoscrittore che si sottoscrive ad eventi di un certo tipo A ricevera`
anche eventi di tutti sottotipi che estendono A. Queste caratteristiche
permettono di integrare piu` facilmente la semantica delle operazioni
svolte dal middleware con un linguaggio di programmazione orientato
agli oggetti.
Nello sviluppo del sistema publish/subscribe qui presentato si e` utilizzato
lo schema di sottoscrizione type based in cui i sottoscrittori, oltre a specificare
14
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il tipo dell’evento a cui sono interessati, forniscono un filtro. Tale filtro viene
applicato dall’event notification service a tutti gli eventi del tipo sottoscritto
prima di essere notificati al sottoscrittore.
1.2.3 Paradigmi d’interazione tradizionali
Nel paragrafo 1.2.1 si e` visto come il paradigma di interazione basato su un
event notification service introduca il disaccoppiamento spaziale, temporale
e di sincronizzazione. Ci sono alcuni schemi di interazioni alternativi che
hanno punti in comune e differenze sostanziali rispetto all’event notification
service:
Message passing: Il producer invia messaggi in modo asincrono tramite
un canale di comunicazione. Il subscriber riceve messaggi direttamente
dal publisher restando in ascolto su tale canale. La ricezione avviene
quindi in modo sincrono. Inoltre sia publisher che subscriber devono
essere entrambi online nello stesso intervallo di tempo. Publisher e
subscriber sono quindi accoppiati sia nel tempo che nello spazio.
RPC: Il meccanismo delle Remote Procedure Call permette di far apparire
la chiamata di un metodo remoto come se fosse una chiamata ad un
metodo locale. Questo permette di sviluppare applicazioni distribui-
te molto semplicemente ma introduce un vincolo di sincronizzazione:
quando una entita` A chiama una procedura residente su una entita`
remota B, A deve attendere che B abbia terminato l’esecuzione della
procedura e che i risultati gli siano ritornati.
Notifications: E` una estensione del meccanismo di RPC in cui l’invocazio-
ne remota sincrona e` suddivisa in due invocazioni asincrone. Il client
esegue la prima invocazione asincrona e, senza aspettare il risultato
della chiamata, continua altre operazioni. Successivamente il server
risponde al client con una ulteriore chiamata asincrona contenente la
risposta. Questo permette di disaccoppiare le parti comunicanti dai vin-
coli di sincronizzazione ma rimangono sempre l’accoppiamento spaziale
e temporale.
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Capitolo 2
Algoritmo Q
In questo capitolo verra` introdotto Q [6], un algoritmo cross-layer per reti ad-
hoc che realizza un event notification service. Verrano descritti tutti i dettagli
dell’architettura, i modi con cui i vari nodi entrano ed escono dalla rete,
come comunicano fra loro. Verra` inoltre affrontato nel dettaglio il concetto
di algoritmo cross layer e perche´ Q si puo` definire tale.
2.1 Introduzione
Nelle reti MANET la comunicazione e` particolarmente critica: non esistono
componenti centralizzati, i nodi sono mobili e i collegamenti fra loro sono
temporanei, la comunicazione e` garantita perche´ i nodi (tutti funzionalmente
equivalenti) si comportano come una rete di server che cooperano fra loro
ritrasmettendo i messaggi di altri.
Il paradigma di comunicazione publish-subscribe che utilizza un sistema
di Event Notification Service completamente distribuito si adatta partico-
larmente bene ad uno scenario di questo tipo, in quanto permette di disac-
coppiare le entita` coinvolte nella comunicazione nel tempo, nello spazio e in
sincronizzazione.
Un Event Notification Service opera su una rete di livello applicativo
avente una certa topologia, mentre, in una MANET, i nodi sono mobili e la
topologia di rete cambia nel tempo. Se non fosse previsto un meccanismo di
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interazione fra Event Notification Service e il livello di rete, i dispatcher del
sistema publish-subscribe sarebbero completamente all’oscuro della topologia
delle rete sottostante e la consegna di un messaggio ad un nodo lontano
fisicamente sarebbe eseguita nello stesso modo con cui il messaggio sarebbe
consegnato ad un nodo vicino. Questo comporterebbe un pessimo utilizzo
della risorsa rete a disposizione violando uno dei principi basilari delle reti
ad-hoc secondo cui il costo di comunicazione dipende dal numero di hop
intermedi tra le parti comunicanti.
L’algoritmo Q propone una infrastruttura di event notification completa-
mente distribuita e rispetta l’idea di base di un rete MANET in cui ogni nodo
e` funzionalmente equivalente ad ogni altro, ovvero, ogni nodo e` in grado di
distribuire i messaggi provenienti dalla rete. Per far questo e` necessario che
su ogni nodo sia in esecuzione un server che ascolta e interpreta in modo di-
verso i vari tipi di messaggi che possono arrivare, ed eventualmente, attivare
o disattivare dall’attivita` di dispatcher il nodo stesso.
Un event notification service basato su Q offre un servizio di tipo best
effort. Un messaggio che un nodo spedisce puo` arrivare o no a destinazione
a causa di qualche problema intercorso nella consegna del messaggio stesso.
In tal caso la rete di dispatcher non fara` alcun tipo di recupero da errore
(un meccanismo di questo tipo puo` eventualmente essere realizzato al di
sopra dell’Event Notification Service, direttamente a livello applicativo). Un
sistema di questo tipo e` utile in reti (come nel nostro caso) in cui gli utenti
finali non richiedono alcun requisito minimo, si aspettano di ricevere piu` dati
possibili nel minor tempo possibile.
Prima di cominciare e` bene dare qualche definizione:
• Physical network e` la rete fisica, costituita da collegamenti wireless
fra i vari nodi. Nodi che stanno all’interno del range di trasmissione
dell’interfaccia wireless stessa si considerano connessi direttamente.
• Overlay network e` la rete di livello applicazione, sulla quale si co-
struisce l’event notification service basato su Q.
• ID di un nodo: e` un identificativo univoco di nodo all’interno della
MANET.
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2.2 Architettura cross-layer
L’introduzone delle MANET ha reso necessario rivedere la stretta divisione
fra livelli di rete presente nell’architettura OSI. Questa architettura permette
al progettista di un certo livello di rete di lavorare senza preoccuparsi di come
si comportano gli altri livelli.
L’architettura cross-layer si propone di rompere parzialmente questa stret-
ta divisione e di permettere a livelli di rete diversi di cooperare. Lo scopo per
cui sono state introdotte architetture cross-layer e` quello di rendere possibile
l’ottimizzazione di alcune operazioni tipiche di reti con nodi mobili, come,
per esempio, la gestione delle batterie. Operazioni di questo tipo non posso-
no essere assegnate ad un unico livello all’oscuro di quanto accade nel resto
dello stack di rete.
In Q esiste una interazione cross-layer tra lo strato di routing e l’overlay
network. Quest’ultima, grazie alla conoscenza delle tabelle di routing, e` in
grado di riconfigurarsi, adattandosi alla topologia della rete ad-hoc sottostan-
te. Questo permette di migliorare l’utilizzo della risorsa rete evitando che un
messaggio destinato ad un nodo vicino a livello della rete overlay percorra in
realta` molti nodi server della rete fisica prima di raggiungere la destinazione.
2.3 Disseminazione dei tipi di evento
In un sistema publish-subscribe la comunicazione e` anonima, ovvero, avviene
senza specificare il destinatario in modo esplicito. Il publisher introduce il
suo messaggio all’interno dell’event notification service il quale provvede a
recapitarlo ai nodi interessati.
Non avrebbe senso pero` che un publisher cominciasse a pubblicare eventi
appartenenti ad un tipo di cui nessun nodo conosce l’esistenza.
Supponiamo di essere al tempo zero in cui ci sono un certo numero di
nodi mobili che costituiscono una MANET, nessun nodo e` a conoscenza di
publisher per un qualche tipo di evento. Un nodo che intende comportarsi co-
me publisher deve quindi informare la rete di questo, immettendo nell’Event
Notification Service un messaggio di Advertise attraverso una trasmissione in
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broadcast, col quale comunica di essere pronto a emettere eventi di un certo
tipo. L’Advertise deve contenere una informazione sull’identita` del publisher
(che si puo` esprimere tramite un ID univoco nella rete, vedi 4.2.1) e il tipo di
evento che intende pubblicare. Ogni nodo che riceve l’Advertise a sua volta
dovra` inoltrarlo ad ogni suo vicino tramite una trasmissione in broadcast.
Cos`ı facendo l’Advertise raggiungera` anche nodi molto distanti fisicamente
dal publisher. Ovviamente la consegna e l’inoltro degli advertise deve es-
sere fatto in modo da non sprecare le risorse della rete, ovvero, l’Advertise
non dove essere ulteriormente inoltrato nel caso in cui si sia gia` ricevuto e
inoltrato in precedenza.
In particolare ogni nodo che riceve l’Advertise deve inserire una riga in
una opportuna tabella (Advertise table) contenente:
• ID del publisher che ha inviato il messaggio di Advertise
• Il tipo dell’evento (EventType)
• ID del vicino da cui ha ricevuto il messaggio di Advertise
Mantenere una informazione su ogni publisher che pubblica un certo tipo di
evento risultera` utile, come vedremo fra breve, ad informare un eventuale
sottoscrittore richiedente dell’esistenza di uno o piu` publisher per l’evento a
cui e` interessato. L’ID del vicino da cui si e` ricevuto il messaggio di Advertise
e` necessario per rendere possibile il meccanismo di sottoscrizione.
Le entry relative ai messaggi di Advertise provenienti dal publisher P
vengono eliminate dopo un certo tempo. Il publisher, quindi, se vuole con-
tinuare a mantenere valide tali informazioni nella rete, deve spedire regolar-
mente (con periodo Tadvertise) un nuovo Advertise message. Generalmente,
su ogni nodo, si fa in modo che le righe della tabella degli Advertise vengano
eliminate dopo 3 ∗ Tadvertise.
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Figura 2.1: Schematizzazione di un possibile flusso di un Advertise message
nella rete. Gli archi tratteggiati indicano connettivita` fra i nodi. Gli advertise
indicati in rosso saranno scartati dai nodi riceventi perche´ gia` ricevuti in
precedenza.
2.4 Sottoscrizione
2.4.1 Subscribe
Quando un nodo S e` interessato ad un certo tipo di evento pubblicato da un
publisher P e` necessario stabilire una catena di dispatcher che permettano
di inoltrare i messaggi da P ad S. Per far questo devono essere compiute le
seguenti operazioni:
1. S si sottoscrive come consumatore dell’evento a cui e` interessato presso
il nodo da cui ha ricevuto l’Advertise message. Questo nodo (ipotiz-
zando che la sottoscrizione venga accettata) si attivera` come dispatcher
per eventi del tipo sottoscritto da S e provenienti da P. Il nodo che si
e` appena attivato come dispatcher costituira` l’Upper Level Dispatcher
di S (in breve, ULD).
2. ULD a sua volta deve sottoscriversi come consumer di eventi prove-
nienti da P spedendo un messaggio di sottoscrizione al nodo da cui ha
ricevuto l’Advertise message.
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Il punto 2 dell’algoritmo sopra deve essere ripetuto da tutti i nodi inter-
medi che ricevono messaggi di sottoscrizione fino ad arrivare al publisher.
Solo a questo punto la procedura di sottoscrizione puo` definirsi conclusa, un
percorso di dispatcher e` stato stabilito fra S e P.
Se un nodo che riceve un messaggio di sottoscrizione per un certo tipo di
evento proveniente da P e` gia` attivato come dispatcher e` inutile che inoltri
ulteriormente il messaggio di sottoscrizione. Questo comportamento, noto
come aggregazione dei dispatcher, e` necessario per evitare che sulla rete viag-
gino messaggi di sottoscrizione inutili: dal dispatcher in questione in poi,
infatti, e` gia` attivo un percorso di nodi attivati come dispatcher per quel
tipo di evento.
Figura 2.2: percorso dei subscribe message
In figura 2.2 e` mostrato un esempio di sottoscrizione. S1 intende sottoscri-
versi ad un evento di un certo tipo pubblicato da P e spedisce un messaggio
di sottoscrizione ad N3. Quest’ultimo si attiva come dispatcher e spedisce ad
N2 un messaggio di sottoscrizione. N2 ed N1 eseguiranno le stesse oprazioni
compiute da N3. A questo punto si e` stabilito un percorso di dispatcher che
permette ad eventi pubblicati da P di raggiungere S1.
Se poi in un momento successivo S2 intende sottoscriversi allo stesso tipo
di evento, spedira` una sottocrizione ad N2. N2 pero` si e` gia` attivato in
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precedenza come dispatcher e quindi non inoltrera` alcun subscribe message
ad N1.
In una MANET qualche advertise message puo` andar perso e quindi un
potenziale nodo sottoscrittore potrebbe non venire a conoscenza di alcun
publisher per il tipo di evento a cui e` interessato. In una MANET e` anche
possibile che i percorsi fra i nodi cambino a causa dell’alta dinamicita` della to-
pologia di rete. In queste condizioni, inoltrare un messaggio di sottoscrizione
verso un publisher usando lo stesso percorso fatto dagli Advertise significhe-
rebbe costituire una route poco efficiente. Per risolvere questi problemi, Q
include alcuni meccanismo illustrati di seguito.
2.4.2 Subscribe and Forward
Se il sottoscrittore S ritiene di avere informazioni obsolete nella sua Advertise
table puo` sottoscriversi ad un certo evento specificando la lista di nodi che
dovranno essere attraversati per raggiungere il publisher P. Una informazione
del genere il subscriber la puo` richiedere e ottenere dal livello di routing (in-
terazione cross layer), puo` quindi confezionare e spedire al primo nodo nella
lista ottenuta (quello che secondo il livello di routing e` il nodo piu` vicino
fisicamente) un messaggio di Subscribe&Forward contenente la lista stessa.
Un nodo che si vede recapitare un Subscribe&Forward message registra S
come consumatore per il tipo di evento a cui e` interessato (che sara` indicato
nel messaggio stesso) ed inoltra il messaggio ricevuto al prossimo nodo nella
lista. Ripetendo questa procedura fino a raggiungere il publisher P si stabi-
lisce un percorso di dispatcher fra P ed S. Come nel caso di un messaggio di
sottoscrizione standard, se il nodo che riceve il messaggio e` gia` dispatcher per
quel tipo di evento, il messaggio stesso non viene ulteriormente propagato.
Nei paragrafi che seguono un Subscribe&Forward message sara` anche in-
dicato come SF(lista), in cui lista indica la lista dei nodi che dovranno essere
attraversati per raggiungere il publisher.
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2.4.3 Richiesta di publisher sconosciuti
Se subscriber si rende conto di non aver ricevuto alcuna informazione riguardo
ad un tipo di evento a cui e` interessato puo` ricercare un pubblicatore di suo
interesse come segue:
1. S spedisce ai suoi vicini un messaggio (Discovery message) in cui ri-
chiede l’ID di uno o piu` publisher di eventi di un certo tipo. Questo
puo` essere ripetuto ad intervalli regolari dal subscriber per scoprire
publisher di cui non ha ricevuto alcun Advertise.
2. I nodi che ricevono il Discovery message possono rispondere nei seguenti
modi:
(a) Il nodo ricevente e` un publisher per il tipo di evento richesto e
risponde al richiedente con un messaggio contenente il suo ID. Il
subscriber si sottoscrivera` direttamente a lui.
(b) Il nodo ricevente e` un dispatcher per il tipo di evento richiesto. In
questo caso e` sicuramente a conoscenza di almeno un publisher.
In generale, se e` a conoscenza di n publisher, rispondera` con un
messaggio contenente tutti gli n ID.
(c) Il nodo ricevente non e` ne´ dispatcher ne´ publisher. Se comunque
e` a conoscenza di uno o piu` publisher informera` il subscriber in
modo opportuno, altrimenti non deve far nulla.
Una volta che il subscriber ha informazioni su un publisher dovra` spe-
dire un messaggio di sottoscrizione al nodo opportuno usando un Subscribe
message o un Subscribe&Forward message.
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2.5 Riconfigurazione
Poiche´ la topologia della rete fisica cambia nel tempo la rete di dispatcher
usata a livello applicativo per la notifica degli eventi tende a divergere da
quella a livello fisico. Deve essere previsto un meccanismo di riconfigurazione
col quale la topologia dell’overlay network possa essere riorganizzata in modo
da convergere alla rete fisica sottostante. Il meccanismo di riconfigurazione
si basa sull’invio di messaggi periodici: ogni publisher, con periodo Tping,
pubblica un evento chiamato PING e lo inoltra a tutti i suoi consumatori
(e solo a quelli). Tutti i dispatcher o subscriber della rete sono interessati
a questo evento. Quando un dispatcher della rete riceve un PING aggiunge
il proprio ID alla lista di dispatcher contenuta nel PING stesso e lo inoltra
a tutti i suoi consumer. La lista di dispatcher contenuta nel PING message
permette ai nodi riceventi di capire qual’e` il proprio livello nella catena di
dispatcher, e confrontando questa lista con quella dal livello di routing il
nodo puo` o meno far partire l’algoritmo di riconfigurazione.
In particolare, sia N il nodo che riceve il PING message. N chiede al
proprio livello di routing una lista contenente i nodi che costituiscono il cam-
mino piu` breve necessario per raggiungere il publisher. Chiamiamo drouting la
cardinalita` della lista ritornata dal livello di routing e chiamiamo doverlay la
cardinalita` dell’insieme di dispatcher contenuto nel PING message. Nel caso
in cui drouting = doverlay non e` necessario operare alcuna riconfigurazione.
Non e` necessario operare riconfigurazione nemmeno nel caso in cui l’ID
del nodo adiacente ad N nella lista restituita dal livello di routing sia uguale
all’ID del nodo adiacente ad N nella lista di dispatcher contenuta nel PING
message. Questo e` vero perche´ ogni nodo puo` operare la riconfigurazione
solo fra se e il suo Upper Level Dispatcher (nodo col quale e` sottoscritto), se
sia necessario riconfigurare l’overlay network oltre il suo ULD sara` compito
di ULD stesso verificarlo.
Quindi, se le due condizioni sopra non sono verificate e drouting < doverlay,
e` necessario operare riconfigurazione procedendo nel modo seguente:
• Eliminare la propria sottoscrizione con l’upper level dispatcher corrente.
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• Confezionare un nuovo Subscribe&Forward message contenente, fra i
vari parametri, il publisher ID e il tipo di evento di cui si e` appena
cancellata la sottoscrizione.
• Inserire nell’SF message appena confezionato la lista di nodi ritornata
dal livello di routing.
• Spedire l’SF appena costruito al nodo opportuno, ovvero al nodo il cui
ID e` il successivo a quello di N nella lista ritornata dal livello di routing.
In realta` non e` strettamente necessario spedire un Subscribe&Forward
message, un subscribe message e` sufficiente, ma con un SF si “suggerisce” al
destinatario quale percorso seguire per raggiungere il publisher.
In tutti i casi, un nodo che riceve un PING message deve spedire al mit-
tente un semplice messaggio di ack, col quale informa il dispatcher mittente
del PING dell’avvenuta ricezione.
Figura 2.3: In rosso sono indicati i PING message, in blu il percorso
attualmente stabilito per raggiungere P.
La figura 2.3 mostra un esempio di una rete in cui e` necessario operare
riconfigurazione. Il percorso di dispatcher attivo che collega S e P e` N1, N2,
N3. All’arrivo di un PING message, S1 si accorge, accedendo alla propria ta-
bella di routing, che esiste un cammino piu` breve fra lui e il publisher: quello
costituito dai nodi N6, N7. S1 cancella la sua sottoscrizione dal dispatcher
N3 e invia un SF(N6, N7) al nodo N7. N7 nel gestire il Subscribe&Forward
ricevuto si attivera` come dispatcher e inoltrera` il messaggio a N6. Alla fine la
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nuova configurazione sara` quella di figura 2.4 in cui si puo` notare che i nodi
N1, N2, N3 si sono disattivati dall’essere dispatcher in quanto non hanno piu`
alcun sottoscrittore.
Figura 2.4: In blu e` indicato il nuovo percorso stabilito una volta terminata
la riconfigurazione
In figura 2.5 e` mostrato un esempio in cui S1 non puo` effettuare riconfi-
gurazione. All’arrivo di un PING message il nodo S1 capisce (accedendo al
livello di routing) che c’e` un cammino migliore per raggiungere P: il cammino
N6, N3, invece dell’attuale N1, N2, N3. Nonostante questo il suo upper level
dispatcher e` lo stesso di quello che avrebbe nella rete riconfigurata, S1 non
puo` far nulla, sara` compito di N3 riconfigurare opportunamente la rete.
Figura 2.5: Esempio di una rete in cui la riconfigurazione non e` attuabile
Una situazione che puo` verificarsi comunemente in una MANET sui cui
nodi viene eseguito Q e` quella illustrata in figura 2.6a. A causa della va-
riazione della topologia della rete, due nodi adiacenti sull’overlay network,
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sulla rete fisica potrebbero invece comunicare solo tramite un nodo interme-
dio (in figura D1 e D2 possono comunicare solo tramite N3). Quando D2
riceve un ping proveniente da D1, grazie ad una chiamata al proprio livello
di routing, capisce che D1 e` raggiungibile solo tramite un nodo intermedio,
che non e` ancora stato attivato come dispatcher. Per risolvere questa situa-
zione D2 puo` cancellare la propria sottoscrizione da D1 e spedire ad N3 un
Subscribe&Forward message (SF(D1, N3)) (figura 2.6b). N3 si attivera` come
dispatcher e inoltrera` il Subscribe&Forward a D1. In questo modo tutti i no-
di che a livello fisico inoltrano eventi di un certo tipo finiscono per diventare
dispatcher di eventi di quel tipo stesso.
Figura 2.6: un nodo che inoltra messaggi a livello rete (a) finisce per diventare
dispatcher nel livello overlay (b)
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2.6 Uscita di nodi dalla rete
Un nodo puo` uscire dalla rete per due motivi: terminazione voluta o termi-
nazione forzata. Nel caso di terminazione volontaria di un certo nodo N il
comportamento che esso deve tenere dipende dal ruolo che ricopre all’interno
della rete:
Subscriber In questo caso il nodo sottoscrittore S spedisce al suo upper
level dispatcher un messaggio di Unsubscribe contenente, fra gli altri
dati, l’ID del publisher e il tipo di evento. Con tale messaggio intende
comunicare di non essere piu` interessato a ricevere messaggi del tipo
specificato dal publisher in questione. Un upper level dispatcher D1
deve togliere S dalla lista dei consumatori attivi. Nel caso in cui S
fosse l’ultimo subscriber nella lista di subscriber attivi per quel tipo di
evento, D1 deve a sua volta cancellare la propria sottoscrizione presso
il proprio upper level dispatcher. Questo algoritmo verra` eseguito da
tutti i dispatcher riceventi un unsubscribe message fino alla cancella-
zione di tutta la catena di dispatcher che era stata attivata in fase di
sottoscrizione. Le figure 2.7 e 2.8 mostrano due esempi di unsubscribe
e del comportamento che tengono i dispatcher intermedi nei due casi.
Publisher Per informare la rete che non pubblichera` piu` eventi di un certo
tipo, un publisher inoltrera` a tutti i suoi consumer un messaggio di Stop
Publish. I nodi riceventi lo Stop Publish, se dispatcher, si disattiveranno
e inoltreranno tale messaggio a tutti i nodi appartenenti alla lista dei
consumer di eventi pubblicati dal publisher mittente. Questo provoca la
terminazione della catena di dispatcher procedendo da publisher verso
il subscriber.
La terminazione forzata di un nodo si puo` verificare, ad esempio, nel caso
in cui il nodo vada in crash. Per capire cosa succede nella rete occorre sapere
quale ruolo assumeva il nodo che e` terminato:
Subscriber l’upper level dispatcher del nodo che e` terminato (sia N) non
ricevera` piu` alcun ping ack, e dopo un certo tempo, eliminera` N dalla
lista dei sottoscrittori per quel tipo di evento.
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Dispatcher tutti i dispatcher a valle del nodo che e` terminato nella catena
che collega publisher e subscriber non ricevono piu` messaggi di PING.
In tal caso i subscriber interessati a ricevere il tipo di evento a cui erano
sottoscritti dovranno cercare un nuovo percorso verso il publisher.
Publisher tutti i nodi sottoscritti alla ricezione di eventi pubblicati dal pu-
blisher non ricevono piu` i messaggi di PING. Per gestire una discon-
nessione involonataria dei publisher, un nodo attivo come dispatcher
termina di esserlo quando non riceve notizie dal publisher per un tempo
dell’ordine di 3Tping.
Figura 2.7: N2 ha due consumer attivi: S1 ed S2. Quando S2 spedisce l’un-
subscribe message ad N2, questi non deve ulteriormente propagarlo poiche´
ha ancora almeno un subscriber attivo.
Figura 2.8: N2 ha solo un subscriber attivo: S1. Un unsubscribe da parte
di S1 provoca la terminazione di N2 dal ruolo di dispatcher. N2 inoltrera`
l’unsubscribe al suo upper level dispatcher e cos`ı via fino ad eliminare tutta
la catena di dispatcher.
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2.7 Filtri
In assenza di un meccanismo di filtraggio, in una rete publish-subscribe, gli
eventi pubblicati dai publisher sarebbero inoltrati senza alcun controllo su
nodi che non sono interessati a ricevere certe informazioni, peggiorando dra-
sticamente le prestazioni della rete che si vedrebbe inondata da traffico del
tutto superfluo. Il meccanismo di sottoscrizione visto sopra, quindi, deve
anche prevedere il passaggio di un oggetto filtro insieme al tipo di evento (da
qui in avanti EventType) a cui il subscriber stesso e` interessato. Un filtro
specifica le proprieta` o le condizioni che un certo evento deve soddisfare af-
finche´ l’evento stesso possa essere inoltrato sul nodo interessato. La politica
con cui i dispatcher della rete publish-subscribe si scambiano informazioni ri-
guardanti i filtri influenza profondamente il modo in cui le notifiche di evento
circolano all’interno della rete. Operativamente dunque un dispatcher inoltra
un data message ai sui consumer se e solo se il data message stesso soddi-
sfa i requisiti specificati dal subscriber all’atto della sottoscrizione attraverso
l’oggetto filtro fornito.
Saranno ora presentate due diverse politiche di filtraggio, esponendo van-
taggi e svantaggi di ognuna, dando particolare risalto alla politica implemen-
tata, la near-publisher.
2.7.1 Filtraggio near-subscriber
Supponiamo di avere la semplice configurazione illustrata in figura 2.9.
Il nodo S1 e` correttamente sottoscritto ad eventi provenienti da un publi-
sher a monte di D1. Al momento della sottoscrizione S1 ha spedito un oggetto
filtro a D2 e questo, nell’attivarsi come dispatcher per il tipo di evento avra`
inoltrato a D1 un subscribe message.
Ma quale filtro deve spedire D2 a D1 nel suo messaggio di sottoscrizio-
ne? Nella politica near-subscriber filtering, D2, nel suo subscribe message
(relativo all’EventType richiesto da S1), inserisce un DummyFilter ovvero un
oggetto filtro portante l’informazione: “sono interessato a qualunque evento
di tipo EventType”. A sua volta D1 dovra` inoltrare un subscribe message
ad un suo upper level dispatcher e cos`ı via fino ad aver stabilito un percor-
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Figura 2.9: Uso del Dummyfilter
so verso il publisher dell’evento. Ogni nodo intermedio che si attiva come
dispatcher spedisce al suo upper level dispatcher un DummyFilter. Cos`ı fa-
cendo un data message pubblicato dal publisher percorrera` tutta la catena
di dispatcher intermedi fino a D2, questo e` l’unico nodo della rete che puo`
decidere se inoltrare il data message al suo subscriber o meno.
Supponiamo ora che il nodo S2 si sottoscriva con D2 allo stesso tipo di
evento a cui S1 e` sottoscritto, fornendo pero` un filtro diverso da quello di S1
(in altre parole i dettagli a cui S2 e` interessato sono diversi da quelli a cui e`
interessato S1). Il nodo D2 e` gia` attivato come dispatcher, e con la tecnica
del near-subscriber filtering non deve propagare a D1 alcuna informazione
aggiuntiva, all’arrivo di un data message dovra` semplicemente controllare se
sia opportuno inoltrare il messaggio a S1 e/o S2.
Il vantaggio di questa tecnica e` quello di semplificare notevolmente la pro-
cedura di sottoscrizione, riducendo nella rete l’overhead dovuto a messaggi di
sottoscrizione o aggiornamento del filtro. D’altro canto pero` i data message
(che costituiscono la maggior parte del traffico in una rete publish-subscribe)
percorrono tutta la catena di nodi attivati come dispatcher anche se i sotto-
scrittori finali non sono interessati ad essi. Per evitare questo inconveniente
e` necessario effettuare il filtraggio il piu` possibile vicino al publisher.
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2.7.2 Filtraggio near-publisher
Considerando la configurazione di figura 2.10
Figura 2.10: Uso di AggregateFilter
Anche qui si suppone S1 correttamente sottoscritto con D2 ad eventi
provenienti da un publisher a monte di D1 e anche qui S1 al momento della
sottoscrizione ha spedito a D2 un proprio filtro.
Al momento di attivarsi come dispatcher per eventi del tipo EventType
richiesto da S1, il nodo D2 spedisce a D1 un AggregateFilter ovvero un filtro
costituito dall’aggregato di tutti i filtri passati dai propri consumer, in questo
semplice caso il filtro aggregato e` composto dal solo filtro passato da S1.
Un AggregateFilter e` un oggetto che gli utenti vedono come un normale
filtro ma che al suo interno e` costituito da un aggregato di molti filtri. L’ap-
plicazione del filtro aggregato su un evento di un certo tipo si traduce quindi
nell’applicazione di tutti i filtri costituenti l’aggregato. Questa procedura
e` fatto in modo totalmente trasparente all’utente (i dettagli implementati-
vi saranno esposti in 4.5), per questo motivo i filtri costituenti l’aggregato
possono a loro volta essere dei filtri aggregati, dando vita a strutture anche
molto complesse.
Il nodo D1, nell’attivarsi come dispatcher, nel messaggio di sottoscrizione
che spedira` al suo upper level dispatcher, inserira` il filtro aggregato costituito
aggregando tutti i filtri passati dai propri consumer, in questo caso costituito
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dal solo filtro passato da D2. Questo procedimento e` ripetuto da tutti i nodi
che si attivano come dispatcher fino ad arrivare il publisher.
Con questa tecnica, ogni dispatcher della rete ha tutte le informazioni
necessarie per capire se un certo data message e` interessante per un qualsi-
voglia nodo a valle, e puo` quindi decidere se inoltrare o meno il data message
stesso.
Risulta quindi chiaro che con questa tecnica un data message non per-
correra` l’intera catena di dispatcher come nella tecnica near-subscriber ma,
se non necessario, verra` scartato il prima possibile.
L’esempio seguente (figura 2.11) chiarisce quanto appena esposto. Il pu-
blisher P pubblica eventi di un semplice tipo EventInteger. Ogni data messa-
ge di questo tipo contiene un intero appartenente al range 0 - 49. I subscriber
S1 . . . S5 sono tutti interessati ad eventi di tipo EventInteger ma ognuno di
essi intende ricevere solo data message che rispettino i seguenti criteri:
S1 l’intero deve appartenere al range 0 - 9
S2 l’intero deve appartenere al range 10 - 19
S3 l’intero deve appartenere al range 20 - 29
S4 l’intero deve appartenere al range 30 - 39
S5 l’intero deve appartenere al range 40 - 49
Supponiamo che i subscriber siano tutti correttamente sottoscritti ai re-
lativi dispatcher, e che sia finito il trasferimento degli aggregate filter tra i
vari dispatcher. Quando P pubblica un evento contenente un intero compre-
so tra 0 e 19 il dispatcher D1 non inoltra il data message verso D2 poiche´
l’AggregateFilter da questi passato non lo permette (nessun nodo a valle e`
interessato) e quindi la rete a valle del link D1-D2 non e` inondata da data
message inutili.
Se invece S3 fosse interessato anche ad eventi contenenti un intero com-
preso nel range 10 - 19, D1 dovrebbe inoltrare il data message verso D2,
perche´ a valle di esso c’e` almeno un nodo interessato.
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Figura 2.11: Esempio di uso di AggregateFilter
2.8 Problema del Loop
In Q e` possibile il verificarsi di una condizione anomala in cui alcuni nodi,
pur comportandosi correttamente e rispettando le specifiche del protocollo
di comunicazione, si isolano (logicamente e non fisicamente) dal resto del-
la rete continuando a credere di esservi connessi. Si consideri la seguente
configurazione (gli archi tratteggiati indicano connettivita` fra i nodi):
All’arrivo di un Ping sul nodo n4, questo capisce, tramite la sua routing
table, che esiste un cammino migliore per raggiungere il nodo n1, cancella
la/le sottoscrizione/i al nodo n3 e spedisce un SF(N6, N1) al nodo n6. Se
n6 e` gia` dispatcher per il tipo di evento indicato dal Subscribe&Forward,
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secondo le regole suddette, non inoltra ulteriormente l’SF. Si raggiunge la
seguente configurazione:
Come si vede si e` creato un loop fra i nodi n4, n5, n6 che ora sono isolati
dal resto della rete.
Nel paragrafo 3.2.2 verranno presentate alcune possibili soluzioni a questo
problema e verra` descritta quella effettivamente utilizzata.
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Algoritmo Q: Specifiche
Dopo aver affrontato la descrizione ad alto livello di Q e` necessario analizzare
ogni singolo tipo di messaggio che due nodi all’interno della rete possono
scambiarsi. L’analisi di ognuno di questi tipi di messaggio puo` introdurre
l’esigenza di una o piu` nuove strutture dati.
3.1 Tipi di messaggi scambiati e loro gestione
3.1.1 Advertise message
E’ generato periodicamente dai publisher con periodo TADV ed ha la seguente
struttura:
Type
AdvertiseID
PublisherID
EventType EventType Definition
NeighborID
In cui:
• Type E` un intero che identifica univocamente il tipo di messaggio
Advertise.
• AdvertiseID E` un intero che insieme al PublisherID identifica univoca-
mente l’Advertise all’interno della rete. Un publisher non emettera` mai
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piu` di un Advertise con lo stesso AdvertiseID. Questo campo e` stato
introdotto perche´ la coppia [PublisherID, EventType] non e` sufficiente
per determinare se l’Advertise stesso sia duplicato o meno. Senza que-
sto campo, per un generico nodo all’interno della rete, due Advertise
A e B pubblicati in tempi diversi da uno stesso publisher sarebbero
indistinguibili da un solo Advertise, ad esempio A, proveniente da due
vicini diversi.
• PublisherID E` l’ID del publisher che ha emesso il messaggio.
• EventType E` una istanza (il cui contenuto informativo e` non significa-
tivo) di un tipo di evento che il publisher intende pubblicare.
• EventType Definition E` il vettore di byte contente la definizione del-
la classe di cui l’oggetto EventType sopra descritto ne e` una istanza.
Includendo la definizione del tipo di evento all’interno di un Advertise
message si permette al publisher di disseminare all’interno della rete il
tipo di evento da lui creato.
• NeighborID E` l’ID del nodo mittente del messaggio corrente
L’ID di un nodo e` un identificatore (codificato come IP ADDRESS:PORT)
univoco all’interno della rete.
Comportamento
Se l’Advertise e` stato gia` ricevuto in precedenza deve essere scartato, altri-
menti, il nodo deve fare le seguenti cose:
• Registrare l’Advertise in una entry di una struttura dati opportuna
(chiamiamola AdvertiseTable) e far partire un timer con scadenza 3TADV
• Confezionare un nuovo Advertise message copiando i campi da quello
ricevuto e inserendo l’ID del nodo corrente nel campo NeighborID
Allo scattare del timer relativo ad un certo Advertise questo deve essere
eliminato dalla AdvertiseTable.
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Se il nodo si vede recapitare un nuovo Advertise del tipo EventType pro-
veniente da PublisherID entro un tempo TADV , il timer deve essere resettato
e fatto ripartire.
Strutture dati coinvolte
Sul generico nodo all’interno della rete occorre una struttura dati le cui entry
siano fatte in questo modo:
AdvertiseID PublisherID EventType NeighborID Timer
Alla luce di questo, la condizione ”advertise messagge gia` ricevuto” ovvero
”advertise messagge duplicato” si puo` codificare in questo modo:
Un Advertise si dice duplicato se in AdvertiseTable e` gia` presente
una entry identificata dalla coppia [PublisherID, EventType] e se
per tale entry AdvertiseID coincide con l’AdvertiseID contenuto
nel messaggio proveniente dalla rete.
3.1.2 Ping message
E` generato dai publisher e inoltrato su ogni consumer. Ha la seguente
struttura:
Type
PingID
PublisherID
ID0
. . .
IDj (nodo k)
. . .
IDn-2
In cui:
• Type e` un intero che identifica il messaggio corrente come messaggio di
tipo Ping
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• PingID e` un contatore (impostato dal publisher che emette il Ping
message) che insieme a PublisherID identifica univocamente il Ping
nella rete. Un publisher non emettera` mai due Ping con lo stesso
PingID. Questo campo e` necessario per gestire i PingAck message (vedi
3.1.2)
• PublisherID e` l’ID del nodo publisher che ha emesso il Ping
• ID0 . . . IDn-2 e` la lista di identificatori dei nodi (dispatcher) che il Ping
message ha attraversato prima di raggiungere il nodo corrente. Questo
insieme di nodi e` chiamato DispatcherList.
Un ping message porta una informazione sulla route attualmente stabilita
per raggiungere PublisherID. Il nodo su cui arriva il Ping deve quindi veri-
ficare l’esistenza di una route migliore a causa di un possibile cambiamento
della topologia della rete fisica sottostante. Nel caso in cui questo sia vero
deve partire il meccanismo di riconfigurazione dell’overlay network.
Si ricava la distanza fra il nodo corrente e il publisher in termini di hop
intermedi semplicemente calcolando la cardinalita` dell’insieme DispatcherLi-
st :
doverlay = #{DispatcherList}
Si accede alla routing table (tramite opportune API) e si ottiene il cam-
mino piu` breve fra il nodo corrente e il nodo publisher. In particolare, il
livello di routing ritornera` una lista contenente gli ID dei nodi che costitui-
scono il cammino tra il Publisher e il nodo corrente, sia drouting la lunghezza
di questa lista.
Definisco UpperLevelDispatcher il nodo dal quale ho ricevuto il Ping che
coincide al nodo il cui ID e` l’ultimo nella dispatcher list sopra (posizione
n− 2).
Definisco NextHop il nodo il cui ID precede l’ID del nodo corrente nella
lista ritornata dal livello di routing.
Se NextHop = UpperLevelDispatcher oppure
drouting = doverlay e NextHop 6= UpperLevelDispatcher
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allora Non c’e` bisogno di eseguire alcuna riconfigurazione, sara` compito del-
l’Upper Level Dispatcher eventualmente riconfigurare la rete in modo
opportuno.
altrimenti Per ogni sottoscrizione attiva con PublisherID si fanno le se-
guenti operazioni:
1. creare un nuovo filtro aggregando tutti i filtri spediti dai nodi che
si sono sottoscritti a EventType.
2. creare una lista contenente le definizioni dei filtri suddetti ovvero
un aggregato di definizioni.
3. confezionare e spedire a NextHop un nuovo SF message (vedi 3.1.6)
contenente PublisherID e EventType, il filtro aggregato e la lista
di definizioni aggregate.
4. attendere di un eventuale SubscriptionError proveniente da Next-
Hop facendo le seguenti cose:
(a) attivare un timer con timeout pari a Ttimeout = Tping/2, al-
lo scattare del quale, se nessun SubscriptionError e` arrivato,
considero la sottoscrizione avvenuta con successo.
(b) interrompere temporaneamente la procedura di riconfigura-
zione e continuare a gestire altri messaggi provenienti dalla
rete.
5. Una volta ripreso il controllo dell’esecuzione, se nessun Subscrip-
tionError e` arrivato:
(a) confezionare e spedire a UpperLevelDispatcher un Unsubscribe
message (vedi 3.1.7) contenente PublisherID e EventType.
(b) impostare NextHop come nuovo upper level dispatcher per la
sottoscrizione.
(c) Confezionare un nuovo Ping message contenente la lista di
nodi ritornata dal livello di routing come dispatcher list.
(d) Concludere la procedura di riconfigurazione.
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6. Se invece un SubscriptionError e` stato ricevuto mantengo la sot-
toscrizione corrente e si annulla la procedura di riconfigurazione.
In ogni caso, sia che abbia ricevuto o meno un SubscriptionError si inoltra il
Ping message ricevuto a tutti i sottoscrittori interessati ad eventi provenienti
da PublisherID.
E` necessario che il nodo che sta eseguendo la riconfigurazione attenda un
eventuale SubscriptionError. Il nodo NextHop a cui e` stato spedito il Sub-
scribe&Forward potrebbe non aver ancora ricevuto alcun Advertise message
proveniente da PublisherID e quindi potrebbe non conoscere la definizione
di EventType. Cos`ı facendo si introduce un meccanismo di sicurezza, ga-
rantendo sempre una route verso PublisherID alla fine della procedura di
ricunfigurazione.
E` da notare che nel caso migliore, in cui NextHop accetta la sottoscrizione,
esiste un intervallo di tempo Tdup ≤ Ttimeout in cui i Data message (vedi 3.1.9)
provenienti da PublisherID arrivano tutti duplicati. Questo si verifica perche´
il nodo che e` bloccato in attesa dello scattare del timer ha attive due sotto-
scrizione allo stesso EventType: la sottoscrizione con UpperLevelDispatcher
e quella con NextHop.
Strutture dati coinvolte
Supponendo di avere a disposizione le API di comunicazioni con il livel-
lo di routing (vedi 4.6), e` necessaria una lista contenente informazioni sui
sottoscrittori, chiamiamola ConsumerList :
ConsumerID Filter Filter definition
In cui:
• ConsumerID ID del nodo sottoscrittore
• Filter Un oggetto di tipo Filter
• Filter definition La definizione del suddetto filtro.
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E` necessaria una tabella in cui ogni entry rappresenta un tipo di evento di
cui il nodo corrente e` dispatcher, sia DispatchedEvents. Ogni entry di questa
struttura e` siffatta:
PublisherID EventType ULD ID ConsumerList
In cui:
• PublisherID ID del publisher.
• EventType tipo di evento pubblicato
• ULD ID e` l’ID dell’upper level dispatcher, ovvero del nodo dal quale
giungono i Data e i Ping message emessi da PublisherID
• ConsumerList reference ad una istanza della ConsumerList vista sopra.
Avendo a disposizione questa struttura dati, la condizione ”essere di-
spatcher per il tipo di evento E” risulta verificata se in DispatchedEvents e`
presente una entry in cui il campo EventType contiene E.
Serve anche una struttura dati in cui, per ogni consumer, mantengo un ti-
mer, allo scattare del quale suppongo il consumer stesso non piu` disponibile.
Chiamo questa struttura ConsumerTimerList. Una entry di ConsumerTi-
merList e` relativa solo ad un certo consumer, indipendentemente dal tipo di
evento a cui il consumer stesso e` interessato. Ogni ConsumerID e` univoco
in questa tabella:
ConsumerID Timer
Allo scattare del timer si considera il consumer non piu` disponibile e si
devono fare le seguenti cose:
• Eliminare la entry relatima a ConsumerID da ConsumerTimerList.
• Accedere a tutte le ConsumerList in DispatchedEvents e, in ognuna di
esse, eliminare, se presente, l’entry relativa a ConsumerID.
43
3.1. Tipi di messaggio CAPITOLO 3. Algoritmo Q: Specifiche
Il timer all’interno di una entry di ConsumerTimerList deve essere fatto
partire ogni volta che il nodo corrente spedisce un Ping message a Consu-
merID. Un valore possibile da utilizzare come timeout dei suddetti timer
potrebbe essere Ttimeout = 3 ∗ Tping.
Occorre una ulteriore struttura dati, sia PingTimerList, in cui associare
ad ogni publisher un Timer, allo scattare del quale considero il publisher
stesso non piu` disponibile:
PublisherID Timer
Quando il nodo corrente si vede recapitare un Ping o un Data message
proveniente da PublisherID deve reimpostare il timer relativo a 3 ∗ Tping. Lo
scattare di uno di questi timer significa che non si hanno notizie dal publisher
da troppo tempo. Si devono fare le seguenti cose:
• Eliminare la entry relativa a PublisherID da PingTimerList
• Eliminare tutte le entry relative a PublisherID da DispatchedEvents,
in questo modo ho anche cancellato tutte le sottoscrizioni ad eventi
pubblicati da quel particolare publisher.
• Eliminare da AdvertiseTable tutte le entry relative a PublisherID
Cos`ı facendo il nodo corrente non ha pia` alcuna informazione relativa
a PublisherID. Per saperne qualcosa di piu` dovra` aspettare un Advertise
message o un Subscribe&Forward proveniente da qualche nodo.
3.1.3 PingAck message
E` un semplice messaggio di risposta ad un Ping message che ogni nodo deve
spedire per informare il mittente del Ping della propria esistenza sulla rete.
Struttura del messaggio:
Type
SenderID
PingID
In cui:
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• Type e` un intero che identifica il messaggio corrente come messaggio di
tipo PingAck.
• SenderID e` l’ID del nodo che ha spedito il PingAck.
• PingID e` lo stesso valore contenuto nel Ping message di cui questo
PingAck e` la risposta.
Comportamento
All’arrivo di un PingAck il dispatcher capisce che il subscriber il cui ID e`
SenderID e` ancora attivo all’interno della rete. Il dispatcher deve quindi
effettuare un accesso a ConsumerTimerList, selezionare la entry relativa a
SenderID e fermare il timer in essa contenuto senza farlo ripartire.
3.1.4 Discovery message
E` un tipo di messaggio spedito da un nodo della rete che non ha informazioni
su producer per un certo EventType oppure ritiene che le informazioni in suo
possesso siano obsolete. Struttura del messaggio:
Type
SenderID
EventType
In cui:
• Type e` un intero che identifica il messaggio corrente come messaggio di
tipo Discovery
• SenderID e` l’ID del nodo che ha spedito il Discovery message.
• EventType e` il tipo di evento sul quale SenderID vuole informazioni
riguardanti eventuali publisher.
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Comportamento
Quando un qualsiasi nodo all’interno della rete si vede recapitare un messag-
gio di questo tipo deve accedere a AdvertiseTable e confezionare una lista i
cui elementi sono gli ID dei nodi registrati come publisher per EventType.
Se la lista e` vuota non si e` in grado di fornire alcuna informazione utile al
richiedente e si termina.
Altrimenti Si confeziona un nuovo DiscoveryAnswer message (vedi 3.1.4)
avente le seguenti proprieta`:
1. nella producer list del DiscoveryAnswer appena confezionato si
inserisce la lista di nodi ritornata da AdvertiseTable
2. nel campo SenderID si inserisce l’ID del nodo corrente.
3. nel campo intero Status si inserisce:
0 : nel caso il nodo corrente non sia ne` un dispatcher ne` un
publisher di EventType
1 : nel caso sia dispatcher
2 : nel caso sia publisher
Come ultima operazione si spedisce il DiscoveryAnswer al nodo il cui ID e`
SenderID.
3.1.5 DiscoveryAnswer message
E` il messaggio di risposta ad un Discovery message che un certo nodo puo`
mandare al richiedente informazioni.
Type
SenderID
Status
PublisherID0
. . .
PublisherIDn-1
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In cui:
• Type e` un intero che identifica il messaggio corrente come messaggio di
tipo DiscoveryAnswer
• SenderID e` l’ID del nodo che ha spedito il DiscoveryAnswer message.
• Status e` un intero il cui significato e` spiegato in 3.1.3
• PublisherID0 . . . PublisherIDn-1 e` una ProducerList ovvero una lista
di n ID di publisher per EventType di cui SenderID e` a conoscenza.
3.1.6 Subscribe message
La ricezione di un messaggio di questo tipo indica che il mittente intende sot-
toscriversi ad eventi di tipo EventType provenienti da PublisherID. Struttura
del messaggio:
Type
SenderID
EventType Filter Filter definition
PublisherID
In cui:
• Type e` un intero che identifica il messaggio corrente come messaggio di
tipo Subscribe
• SenderID e` l’ID del nodo che ha spedito il Subscribe message.
• EventType e` il tipo di evento al quale SenderID intende sottoscriversi.
• Filter e` l’istanza di un filtro fornita dal sottoscrittore.
• Filter definition e` la definizione dell’oggetto filtro di cui sopra.
• PublisherID e` l’ID del publisher che emette eventi del tipo a cui Sen-
derID e` interessato.
Si suppone che lo stesso tipo di evento possa essere pubblicato da publisher
differenti.
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Comportamento
Supponiamo che in AdvertiseTable esista una entry contenente la coppia
[PublisherID, EventType] e chiamiamola AdvEntry.
1. si cerca in DispatchedEvents una entry contenente PublisherID, Event-
Type, chiamiamola DispatchedEventsEntry. Se tale entry non esiste
significa che il nodo corrente non e` ancora dispatcher per EventType
pubblicato da PublisherID, deve quindi diventarlo in questo modo:
• Si inserisce in DispatchedEvents una nuova entry, DispatchedE-
ventsEntry.
• Nei campi opportuni di DispatchedEventsEntry si inserisce Event-
Type e PublisherID contenuti nel subscribe message.
• Nel campo ULD ID di DispatchedEventsEntry si inserisce l’ID del
nodo contenuto nel campo NeighborID di AdvEntry.
postcondizione di questo primo step e` che il nodo corrente sia attivato
come dispatcher per il tipo di evento EventType proveniente da Publi-
sherID ovvero esiste una una entry DispatchedEventsEntry contenente
[PublisherID, EventType] in DispatchedEvents.
2. Se la ConsumerList in DispatchedEventsEntry contiene gia` una entry
relativa a SenderID allora il subscribe message ricevuto e` un tentativo
di aggiornamento dei parametri di sottoscrizione (filtro o filtro aggre-
gato e relative definizioni). Si rimuove tale entry da ConsumerList.
3. Si aggiunge alla ConsumerList in DispatchedEventsEntry una nuova
entry contenente tutti i parametri specificati da SenderID.
4. Si confeziona un nuovo Subscribe message contenente i seguenti campi:
• l’ID del nodo corrente nel campo SenderID
• PublisherID e EventType dell’evento a cui ci si vuole sottoscrivere
nei rispettivi campi.
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• l’aggregazione dei filtri contenuti nella ConsumerList in Dispat-
chedEventsEntry
• l’aggregazione delle rispettive definizioni.
5. Si spedisce il subscribe appena confezionato al nodo il cui ID sta nel
campo UpperLevelDispatcher in DispatchedEventsEntry.
Caso particolare
Fino ad ora si e` supposto che in AdvertiseTable esista una entry relativa alla
coppia [PublisherID, EventType]. Esiste la possibilita` che tale condizione non
sia verificata, in quanto, nel lasso di tempo intercorso tra l’arrivo sul subscri-
ber dell’Advertise message (inoltratogli dal nodo corrente o da un’altro nodo
della rete) e l’arrivo della corrente richesta di sottoscrizione, potrebbe essere
scattato il timer relativo alla entry di AdvertiseTable contenente [Publisher-
ID, EventType]. In queste condizioni il nodo che riceve il Subscribe message
deve ritornare al potenziale sottoscrittore un messaggio di errore contenente
l’informazione: ”Sottoscrizione non effettuabile”.
3.1.7 Subscribe&Forward message
E` un messaggio spedito da un nodo che vuole sottoscriversi ad un tipo di
evento pubblicato da un certo publisher e intende ”suggerire” un percorso di
nodi di intermedi da attivare come dispatcher per raggiungere il publisher
stesso. Il messaggio e` di questo tipo:
Type
SenderID
EventType Filter Filter definition
PublisherID
Nodo n
Nodo n-1
. . .
In cui:
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• Type e` un intero che identifica il messaggio corrente come messaggio di
tipo Subscribe&Forward
• SenderID e` l’ID del nodo che ha spedito il Subscribe message.
• EventType e` il tipo di evento al quale SenderID intende sottoscriversi.
• PublisherID e` l’ID del publisher che emette eventi del tipo EventType
a cui SenderID e` interessato.
• Nodo n, Nodo n-1, . . . e` la lista dei nodi che dovranno essere attra-
versati per raggiungere il publisher. In particolare il Nodo n e` il nodo
piu` fisicamente vicino al publisher. Al termine della procedura di sot-
toscrizione, i nodi di questa lista saranno attivati come dispatcher di
eventi di tipo EventType pubblicati da PublisherID.
Comportamento
Quando un nodo della rete si vede recapitare questo tipo di messaggio si
comporta nel seguente modo:
Se in DispatchedEvents esiste gia` una entry (la chiamo DispatchedEvent-
sEntry relativa alla coppia [PublisherID, EventType] significa che il nodo
corrente e` gia` stato attivato precedentemente come dispatcher. Il nodo deve
aggiornare la sua sottiscrizione con l’upper level dispatcher:
1. Aggiungere una nuova entry nella ConsumerList in DispatchedEvent-
sEntry con le seguenti proprieta`:
• l’ID del nodo corrente come SenderID.
• nel campo filtro e nella sua definizione inserisco i parametri tra-
sportato dal Subscribe&Forward in arrivo.
2. Confezionare un nuovo Subscribe message contenente i seguenti campi:
• l’ID del nodo corrente nel campo SenderID
• PublisherID e EventType nei rispettivi campi.
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• l’aggregazione dei filtri contenuti nella ConsumerList in Dispat-
chedEventsEntry
• l’aggregazione delle rispettive definizioni.
3. spedire il Subscribe message all’upper level dispatcher (il cui ID e`
reperibile nel campo opportuno di DispatchedEventsEntry e uscire.
Nel caso in cui il nodo corrente non fosse ancora attivato come dispatcher
deve fare le seguenti cose:
1. Aggiungere una nuova DispatchedEventsEntry in DispatchedEvents (l’ID
da porre nel campo UpperLevelDispatcher e` ancora sconosciuto)
2. Aggiungere una nuova entry nella ConsumerList in DispatchedEvent-
sEntry con le seguenti proprieta`:
• l’ID del nodo corrente come SenderID.
• nel campo filtro e nella sua definizione inserisco i parametri tra-
sportato dal Subscribe&Forward in arrivo.
3. Confezionare un nuovo Subscribe&Forward message (sia fwSF ) conte-
nente i seguenti campi:
• l’ID del nodo corrente nel campo SenderID
• PublisherID e EventType nei rispettivi campi.
• l’aggregazione dei filtri contenuti nella ConsumerList in Dispat-
chedEventsEntry
• l’aggregazione delle rispettive definizioni.
4. Cercare in AdvertiseTable una entry relativa alla coppia [PublisherID,
EventType], se esiste:
• inserire in fwSF la lista di nodi contenuta nel Subscribe&Forward
message in arrivo.
altrimenti:
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• effettuare una chiamata ad una opportuna routine della route ca-
che che ritorna una lista di nodi che costituisce la route piu` breve
fra PublisherID e SenderID.
• inserire tale lista in fwSF.
5. Inserire l’ID dell’ultimo nodo nella lista appena inserita in fwSF (sia
ULD) nel campo upper level dispatcher di DispatchedEventsEntry.
6. spedire fwSF al nodo ULD.
Si e` dato per scontato che sia possibile che in AdvertiseTable non sia
presente una entry individuata dalla coppia PublisherID, EventType. La
possibilita` esiste e la spiegazione e` questa:
• per qualche motivo gli advertise potrebbero non aver raggiunto il nodo
corrente.
• il subscriber dal messaggio di DiscoveryAnswer riceve solo una lista di
producer e poi, tramite la propria routing table, sceglie il cammino mi-
gliore per raggiungere un certo publisher. Se uno dei nodi del cammino
e` proprio il nodo corrente ecco che la condizione e` verificata.
3.1.8 Unsubscribe message
Viene spedito da un nodo che non intende piu` ricevere eventi di un certo tipo
provenienti da un publisher. Ha la seguente struttura:
Type
SenderID
EventType
PublisherID
In cui:
• Type e` un intero che identifica il messaggio corrente come messaggio di
tipo Unsubscribe
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• SenderID e` l’ID del nodo che intende cancellare la sottoscrizione.
• EventType tipo di evento di cui SenderID non intende piu` ricevere
messaggi.
• PublisherID e` l’ID del publisher che pubblica eventi del tipo di cui
SenderID vuole cancellare la sottoscrizione.
Comportamento
All’arrivo di un Unsubscribe message il nodo deve cercare una entry conten-
tente la coppia PublisherID, EventType all’interno di DispatchedEvents, sia
DispatchedEventsEntry. Una entry di questo tipo esiste sicuramente a meno
che nel frattempo non sia scattato qualche timer. Le operazioni da compiere
per gestire un unsubscribe sono le seguenti:
• Eliminare dalla ConsumerList contenuta in DispatchedEventsEntry la
entry relativa a SenderID.
Se la ConsumerList cos`ı modificata e` vuota significa che il consumer che e`
appena stato eliminato era l’ultimo della lista. Il nodo corrente quindi non e`
piu` necessario che si comporti come dispatcher per quel tipo di evento, deve
fare le seguenti cose:
• inoltrare un unsubscribe message al suo Upper level dispatcher con i
seguenti parametri:
– l’ID del nodo corrente nel campo SenderID
– in EventType e PublisherID deve avere i valori contenuti nell’un-
subscribe ricevuto.
• eliminare DispatchedEventsEntry da DispatchedEvents.
In entrambi i casi (sia che ConsumerList sia vuota che non) si deve controllare
che SenderID non compaia piu` in alcuna ConsumerList. In tal caso si puo`
eliminare una entry da ConsumerTimerList.
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3.1.9 StopPublishing message
E` un tipo di messaggio che viene spedito da un publisher quando intende
comunicare ai nodi della rete interessati che non pubblichera` piu` eventi di un
certo tipo. Struttura del messaggio:
Type
EventType
PublisherID
In cui:
• Type e` un intero che identifica il messaggio corrente come StopPubli-
shing
• EventType tipo di evento di cui non verranno piu` emessi data messagge.
• PublisherID ID del publisher che ha spedito lo StopPublishing message
corrente.
Comportamento
Un messaggio di questo tipo puo` essere solo inoltrato da nodo ad un suo cu-
stomer. Di conseguenza uno StopPublishing message puo` essere solo ricevuto
da consumer finali o da nodi intermedi che si comportano come dispatcher.
Nel caso in cui il nodo ricevente sia appunto un dispatcher, questo deve
cercare all’interno di DispatchedEvents una entry relativa alla coppia [Publi-
sherID, EventType], chiamiamola DispatchedEventsEntry, e con essa fare le
seguenti cose:
1. inoltrare lo StopPublishing message ricevuto a tutti i nodi il cui ID e`
contenuto all’interno della ConsumerList di DispatchedEventsEntry.
2. rimuovere DispatchedEventsEntry da DispatchedEvents.
3. rimuovere tutti i nodi in ConsumerTimerList il cui ID non e` piu` con-
tenuto in alcuna ConsumerList.
4. rimuovere da AdvertiseTable la entry individuata dalla coppia [Publi-
sherID, EventType].
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3.1.10 DataMessage
E` il tipo di messaggio contenente le informazioni vere e proprie pubblicate
dai publisher. La sua struttura e` molto semplice:
Type
PublisherID
EventType
In cui:
• Type e` un intero che identifica il messaggio corrente come Data
• EventType evento pubblicato.
• PublisherID ID del publisher che ha spedito il Data message corrente.
Comportamento
All’arrivo di un Data message un dispatcher deve cercare in DispatchedE-
vents una entry relativa alla coppia [PublisherID, EventType], chiamiamola
DispatchedEventsEntry. Per ogni entry della ConsumerList (ovvero, per ogni
consumer) di DispatchedEventsEntry devono essre fatte le seguenti cose:
1. prelevare l’istanza del filtro relativo al consumer.
2. applicare il filtro passato dal consumer al data message in arrivo.
3. spedire il data message al consumer se il filtro ritorna true, altrimenti,
passare al consumer successivo.
E` necessario anche recuperare da PingTimerList la entry relativa a Pu-
blisherID e far ripartire il timer corrispondente.
3.2 Filtri
Un filtro e` un oggetto avente dei requisiti fortemente dipendenti dall’applica-
zione che verra` progettata per usare il sistema Publish-Subscribe presentato.
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Il sistema dunque deve essere in grado di gestire quasiasi tipo di filtro, qual-
siasi sia l’applicazione soprastante, qualunque siano i suoi scopi. E` chiaro
quindi che tutti i filtri definiti dagli utenti devono rispettare una interfaccia
comune attraverso la quale il sistema Publish-Subscribe sia in grado di mani-
polarli e di trasmetterli sulla rete. Questa interfaccia Filter sara` presentata
in 4.5.
Nell’analisi fatta del comportamento di un dispatcher all’arrivo dei vari
tipi di messaggio si e` sempre dato per scontato che il filtro e la sua definizio-
ne vengano trasmessi sempre congiuntamente; questo perche´, un subscriber,
prima di sottoscriversi, e` l’unica entita` all’interno della rete a conoscere a
quale tipo di evento e` interessato e quali siano le condizioni che tale tipo
di evento deve soddisfare. Le dette condizioni verranno implementate dallo
sviluppatore dell’applicazione, che conosce anche i dettagli relativi ai tipi di
evento che verranno trasmessi all’interno della rete.
Un filtro sara` dunque un oggetto avente proprieta` e metodi e l’applicazio-
ne del filtro si tradurra` nell’esecuzione di uno di questi metodi su un oggetto
di tipo evento da parte di un dispatcher. Un subscriber, dunque, deve istan-
ziare un oggetto filtro e passarlo al proprio upper level dispatcher, insieme al
codice eseguibile necessario per eseguire il filtaggio di un evento.
Il codice del filtro viene trasmesso sulla rete sotto forma di vettore di byte
in questo modo: il subscriber ricava da file system il file contenente il codice
eseguibile del filtro i cui dati grezzi vengono trattati come vettore di byte;
questo sara` poi immesso all’interno del campo opportuno del messaggio di
sottoscrizione.
3.2.1 Aggregazione dei filtri
Occorre un oggetto AggregateFilter che implementi l’interfaccia Filter e che
contenga una lista o array dinamico di Filtri ovvero una lista o array dinamico
di oggetti di tipo Filter.
Filter0 Filter1 . . .
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Nel momento in cui e` necessario eseguire l’aggregazione dei filtri, supponendo
di avere una DispatchedEventsEntry e la ConsumerList associata contenente
i filtri da aggregare, si procede in questo modo:
• si crea una nuova istanza di un oggetto AggregateFilter.
• per ogni entry di ConsumerList :
– prelevare il campo Filter, sia consFilter
– aggiungere consFilter nella lista di filtri contenuta nell’oggetto
AggregateFilter sopra istanziato.
Ora si ha a disposizione un Filter su cui si possono eseguire tutte le opera-
zioni necessarie per il corretto funzionamento del sistema. Maggiori dettagli
riguardo ai filtri aggregati saranno esposti nel paragrafo 4.5.
3.2.2 Aggregazione delle definizioni
L’aggregazione delle definizioni dei filtri e` leggermente piu` complicata perche´
si presenta un problema ulteriore. Come si e` detto la definizione e` tra-
smessa come vettore byte, vettore che puo` anche raggiungere dimensioni
considerevoli in funzione di quanto e` complesso e lungo il codice del filtro
stesso.
All’interno di una ConsumerList e` presente un oggetto Filter che puo` an-
che essere un filtro aggregato, in questo caso la definizione del filtro aggregato
e` un aggregato di definizioni, un oggetto che puo` essere anche piuttosto gros-
so. A differenza delle istanze dei filtri, le definizioni dei filtri possono essere
le stesse per molti consumer ovvero tanti consumer istanziano diversamente
lo stesso oggetto filtro.
Questo significa che aggregando le definizioni dei filtri semplicemente in-
serendo in un array tutte le definizioni dei filtri passati dai consumer (che pos-
sono anche essere aggregati, con definizioni aggregate) si finirebbe per avere
un oggetto contenente tante definizioni di filtri, molte delle quali duplicate.
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Per ovviare a questo problema, ogni volta che si inserisce una nuova de-
finizione all’interno dell’aggregazione, e` necessario controllare che quella non
sia gia` presente nell’aggregazione stessa. Si procede in questo modo:
• si crea una istanza di un oggetto lista, sia AggregateDefinitions
• per ogni entry di ConsumerList :
– estrarre il vettore con le definizioni dei filtri dal campo opportuno
della entry in esame, sia consAggregate.
– per ogni entry ”i” di consAggregate, sia consAggregate[i], se Ag-
gregateDefinitions non contiene consAggregate[i] si aggiunge con-
sAggregate[i] ad AggregateDefinitions.
In questo modo si attiene un vettore di definizioni di filtri, AggregateDefini-
tions, privo di duplicati e decisamente piu` piccolo in dimensione di quello che
si otterrebbe aggregando stupidamente tutte le definizioni dei filtri.
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3.3 Soluzioni al problema del loop
Si vuole ora proporre alcune soluzioni al problema del loop descritto nel
paragrafo 2.7.2.
Ogni nodo mantiene una lista, chimiamola DispatcherChain, contenente
tutti gli upper level dispatcher tra il nodo stesso e il publisher che pubblica
gli eventi di interesse.
Sia DispatcherChainTable
PublisherID DispatcherChain
Quando un dispatcher si vede recapitare un Subscribe&Forward prove-
niente da un nodo contenuto nella DispatcherChain relativa PublisherID (ov-
vero l’SF proviene da un suo Upper Level Dispatche) deve fare le seguenti
cose:
• Cancellare tutte le sottoscrizioni relative ad eventi provenienti da Pu-
blisherID dall’upper level dispatcher corrente
• Confezionare e spedire al nodo opportuno un Subscribe&Forward.
Alla luce di questo:
1. n4 riceve un ping e si accorge che e` necessario riconfigurare l’overlay
network fino ad n1.
2. n4 cancella da n3 tutte le sottoscrizioni ad eventi pubblicati da n1.
59
3.3. Soluzioni al problema del loop CAPITOLO 3. Algoritmo Q: Specifiche
3. n4 confeziona e spedisce ad n6 un SF(N6, N1) (o piu` di uno se sono
state cancellate molte sottoscrizioni).
4. n6 si accorge che l’SF ricevuto proviene da un suo upper level dispat-
cher, quindi:
• Cancella la/le sottoscrizioni da n5.
• spedisce SF(N1) (o piu` di uno se da n5 ha cancellato piu` di una
sottoscrizione) ad n1.
Quando un nodo della rete diventa dispatcher per un evento pubblicato
da un certo publisher, si crea una nuova DispatcherChain e si inserisce una
nuova entry in DispatcherChainTable.
La DispacherChain deve essere aggiornata all’arrivo di un Ping message
nel seguente modo:
• il nodo elabora il Ping in arrivo ed eventualmente riconfigura l’overlay
network nel modo opportuno
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• esegue il forward del Ping a tutti i consumer.
• inserisce in DispatcherChain gli ID dei nodi contenuti nella dispat-
cher list contenuta nel Ping message che e` stato appena inoltrato ai
consumer.
DispatcherChain deve essere inizializzata nell’istante in cui un nodo di-
venta dispatcher per un tipo di evento. In quell’istante un nodo conosce solo
il suo upper level dispatcher di livello 1, degli altri non sa ancora niente. Si
hanno due possibili soluzioni:
• si inserisce solo l’upper level dispatcher conosciuto e, per un certo inter-
vallo di tempo (al massimo Tping), si corre il rischio che si formino loop.
In questo caso, i nodi che rimangono isolati dal resto della rete smetto-
no di ricevere Ping dal publisher, quindi prima o poi scattera` il timer
corrispondente, la/le sottoscrizioni ad eventi pubblicati dal publisher
saranno automaticamente cancellate.
• si prevede un meccanismo tramite il quale il destinatario della sottoscri-
zione ritorni al sottoscrittore (che si e` appena attivato come dispatcher)
la lista dei suoi upper level dispatcher.
3.3.1 Soluzione adottatta
Nella implementazione di Q proposta in questa tesi il problema del loop in
realta` non e` stato affrontato nel modo appena descritto. Supponendo di im-
plementare tutti i meccanismi di timer esposti in questo capitolo, una volta
che un certo numero di nodi si isola dal resto della rete, prima o poi, su
ognuno di questi nodi, scattera` il timer relativo al publisher rispetto al quale
si e` creato il loop. Allo scattare del suddetto timer, da tutte le strutture
dati sui nodi che sono rimasti isolati, verra` cancellata ogni traccia del publi-
sher, successivamente un nodo interessato ad eventi pubblicati dal publisher
cerchera` di sottoscriversi nuovamente seguendo le regole gia` esposte.
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Capitolo 4
Architettura e
Implementazione
In questo capitolo verranno discusse le scelte che sono state fatte a livello
implementativo per realizzare il sistema Publish-Subscribe presentato e ana-
lizzato nei capitoli 2 e 3. Verranno presentate le interfacce esportate dalle
classi che potranno essere utilizzate dall’implementatore di una applicazione
che utilizzi Q.
4.1 Informazioni generali
Per la realizzazione del sistema Publish-Subscribe e` stato scelto di usare il
linguaggio Java. Fondamentalmente si richiedeva un linguaggio che offris-
se tutte le peculiarita` di un linguaggio orientato agli oggetti (polimorfismo,
ereditarieta`, RTTI ecc) ma anche dei meccanismi che semplificassero la tra-
smissione di oggetti (nell’accezione che questo termine assume all’interno di
un linguaggio di programmazione) tra entita` diverse su una rete. Nell’im-
plementazione qui presentata e` stato fatto largamente uso del meccanismo
di serializzazione proprio di Java ed e` stato necessario studiare a fondo il
non banale meccanismo dei ClassLoader per realizzare il trasferimento e l’e-
secuzione di codice tra JVM residenti in diversi spazi di indirizzamento (in
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pratica, nodi diversi sulla rete). Se le informazioni qui fornite non fossero
sufficienti si rimanda alla documentazione JavaDoc che accompagna il codice.
Le classi create sono state distribuite su un certo numero di package java
in relazione alla funzione da loro espletata all’interno del sistema. Di seguito
verranno presentate tutte le classi principali. Per ogni classe verra` anche
specificato il package in cui risiedono.
Package utilizzati:
datatypes package contenente tutte le strutture dati basilari presentate nel
capitolo 3 e alcune classi necessarie al funzionamento del meccanismo
di disseminazione degli eventi e dei filtri all’interno della rete.
events package contenente l’interfaccia EventType che tutti i tipi di evento
devono implementare.
exceptions package contenente eccezioni specifiche di questo sistema Publish-
Subscribe
filters package contenente l’interfaccia Filter e la classe AggregateFilter.
Questo package fornisce anche un esempio banale di realizzazione di
un filtro che sia compliant con le specifiche richieste dal sistema, Dum-
myFilter, il cui funzionamento e` gia` stato presentato in 2.7.1.
messages contiene l’interfaccia Message e tutti i tipi di messaggio presentati
nel capitolo 3 che di essa sono una implementazione.
messages private contiene tipi di messaggio che implementano l’interfaccia
Message ma che il loro utilizzo e` strettamente privato e se ne sconsiglia
vivamente l’uso esplicito.
nodes contiene le classi che realizzano il dispatcher vero e proprio ed al-
cuni esempi di come potrebbero essere realizzati dei publisher e dei
subscriber.
routing package contenente le classi che implementano il livello di routing
fittizio che sara` presentato in 4.6.
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transport package contenente le classi che implementano il livello di tra-
sporto utilizzato nel sistema Publish-Subscribe.
4.2 Strutture dati
Verranno presentate ora, una per una, le classi che implementano le strutture
dati presentate nel capitolo 3. Si deve tener presente che tutte le strutture
dati che nel capitolo delle specifiche sono state presentate come liste o ta-
belle sono state realizzate tramite l’uso di due classi: una si comporta da
“Contenitore” per oggetti appartenenti ad un secondo tipo, l’oggetto Entry,
che implementa la struttura dati vera e propria. Ad esempio, AdvertiseTable
e` un contenitore, AdvertiseTableEntry e` l’oggetto entry che implementa la
struttura dati in modo conforme alle specifiche.
4.2.1 NodeID
E` la classe che realizza l’identificatore di nodo che e` stato ampiamente usato
nella descrizione delle specifiche nel capitolo 3. E` semplicemente l’aggrega-
zione di una stringa rappresentante l’indirizzo e un intero rappresentante la
porta su cui il nodo e` in ascolto per la ricezione di messaggi. Esporta un cer-
to numero di costruttori per rendere agevole l’istanziazione, reimplementa i
metodi equals() e hashCode() necessari per comparare due NodeID fra loro e
per immagazzinare in modo opportuno un oggetto di questo tipo all’interno
di un HashSet.
package datatypes;
public class NodeID {
...
public NodeID(String address, String port);
public NodeID(NodeID s);
// accetta una stringa nel formato address:port
public NodeID(String address_port);
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public synchronized int hashCode();
public synchronized boolean equals(Object o);
}
Per una descrizione piu` dettagliata dell’interfaccia si rimanda alla docu-
mentazione JavaDoc.
4.2.2 AdvertiseTable
Cos`ı come altre classi che implementano i tipi di dato presentati nel capitolo
3, questa classe e` suddivisa in due classi, la prima composta da un sem-
plice oggetto di tipo Collection destinato a contenere un insieme di istanze
di oggetti di un secondo tipo, AdvertiseTableEntry. Ha il solo costrutto-
re di default che si limita ad inizializzarre la Collection con un HashSet.
Per questo motivo sara` di fontamentale importanza che AdvertiseTableEntry
reimplementi hashCode() affinche´ la si possa indicizzare univocamente all’in-
terno dell’HashSet. AdvertiseTable fornisce alcune funzioni che permettono
di aggiungere elementi alla collezione, determinare se la Collection contiene
o meno un certo elemento, di rimuovere elementi. Sono forniti anche metodi
che semplificano la realizzazione di alcune funzionalita` presentate nel capi-
tolo 3, come l’ottenere una lista di tutti i publisher che pubblicano eventi
di un certo tipo, rimuovere dalla tabella tutte le entry contenenti un certo
publisher o controllare che una certa entry sia duplicata o meno:
package datatypes;
public class AdvertiseTable {
private Collection advTable;
public AdvertiseTable();
// aggiunge una nuova entry, nel caso fosse
// gia` presente nella collezione lancia una
// eccezione opportuna
public synchronized boolean
add(AdvertiseTableEntry advte)
66
CAPITOLO 4. Architettura e Implementazione 4.2. Strutture dati
throws AdvertiseDuplicateException;
/* funzioni utili per controllare l’esistenza di
* una certa entry all’interno della collezione
*/
public synchronized boolean
contains(AdvertiseTableEntry advte);
public synchronized AdvertiseTableEntry
contains(NodeID publisherID, EventType eventType);
public synchronized AdvertiseTableEntry
contains(EventType eventType);
public synchronized boolean
isDuplicate(AdvertiseTableEntry advte);
public synchronized boolean
remove(AdvertiseTableEntry advte);
// ritorna una lista di Advertise spediti
// provenienti dal publisher
public synchronized ArrayList
getAllAdvertiseFromPublisher(NodeID publ);
// rimuove tutte le entry della collezione
// contenenti publ
public synchronized void
removeAllEntriesFromPublisher(NodeID publisher);
// ritorna una lista di tutti i publisher c
// onosciuti per ’event’
public synchronized ArrayList
getAllPublishersFor(EventType event);
}
AdvertiseTableEntry
Una entry di AdvertiseTable implementa fedelmente le specifiche viste nel
paragrafo 3.1.1. Oltre a reimplementare hashCode() e la equals() come gia`
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detto fornisce la seguente interfaccia:
package datatypes:
public class AdvertiseTableEntry {
public AdvertiseTableEntry(NodeID publID,
EventType evType,
NodeID Neighbor,
Integer advID);
public synchronized NodeID get_publID();
public synchronized EventType get_evType();
public synchronized Integer get_advID();
public synchronized NodeID get_Neighbor();
public void stopTimer();
}
In cui le funzioni get* sono auto esplicative e in cui il costruttore richiede
le informazioni gia` viste nel capitolo 3. Il metodo stopTimer() si limita a
fermare il timer attivo per l’advertise corrente. Il meccanismo di gestione dei
Timer sara` esposto in 4.10.
4.2.3 DispatchedEvents
Come si e` gia` avuto modo di dire questa struttura dati mantiene una lista di
elementi in cui ognuno rappresenta la condizione “essere Dispatcher per un
tipo di evento pubblicato da un certo publisher”.
DispatchedEvents implementa solo un contenitore, estende la classe Hash-
Set e fornisce dei metodi utili a gestire entry di tipo DispatchedEventsEntry.
package datatypes;
public class DispatchedEvents extends HashSet{
public synchronized boolean
add(NodeID publ,
EventType ev,
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ConsumerListEntry cle,
NodeID uld);
public synchronized boolean
addConsumer(NodeID publ,
EventType ev,
ConsumerListEntry cle);
...
}
In particolare il metodo add() crea una nuova istanza di DispatchedEvent-
sEntry e la inserisce nell’HashSet, mentre addConsumer() aggiunge il con-
sumer specificato all’interno della ConsumerListEntry contenuta nella entry
dell’HashSet identificabile univocamente tramite la coppia [publ, ev]. Per
l’interfaccia completa di DispatchedEvents si rimanda alla documentazione
JavaDoc allegata.
DispatchedEventsEntry
Una istanza di questo tipo di oggetto e` sempre (e solo) contenuta all’interno
di un HashSet e quindi deve reimplementare opportunamente i metodi hash-
Set() e equals(). Tutti gli altri metodi, utili alla gestione di una entry, non
sono qui riportati, si rimanda alla documentazione javadoc inclusa al codice
sorgente.
package datatypes;
public class DispatchedEventsEntry {
public DispatchedEventsEntry(NodeID publ,
EventType ev,
ConsumerListEntry cle,
NodeID uld);
public synchronized boolean equals(Object o);
public synchronized int hashCode();
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}
Il costruttore, oltre al publisherID e al tipo di evento, accetta un elemento
che sara` aggiunto alla ConsumerList e il NodeID dell’upper level dispatcher.
Da notare che cle e uld possono anche essere valori null.
4.2.4 ConsumerList
La classe ConsumerList implementa il contenitore, ed e` dunque composta da
un oggetto di tipo Collection. Ogni entrata della Collection e` un oggetto di
tipo ConsumerListEntry. Queste due classi non hanno alcuna caratteristica
interessante da presentare. Per consultare l’interfaccia esportata si rimanda
alla documentazione JavaDoc allegata al codice sorgente.
4.2.5 ConsumerTimerList
Anque questa struttura dati e` implementata da una classe omonima che
estende HashSet. Gli elementi dell’insieme sono istanze della classe Consu-
merTimerListEntry. Per quanto riguarda ConsumerTimerList non c’e` nulla
di interessante da segnalare. ConsumerTimerListEntry e` interessante per-
che´ deve gestire un timer e tutte le operazioni ad esso correlate. La sua
implementazione sara` affrontata nel dettaglio nel paragrafo 4.10.
4.2.6 PingTimerList
Cos`ı come per la classe ConsumerList, la PingTimerList implementa un con-
tenitore, e` composta da un oggetto di tipo Collection che conterra` istanze di
una classe PingTimerListEntry. PingTimerList non presenta alcuna carat-
teristica interessante, mentre l’implementazione di PingTimerListEntry sara`
discussa nel paragrafo 4.10.
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4.3 Messaggi
In questo paragrafo sara` discussa l’implementazione dei vari tipi di messaggi
che possono circolare all’interno della rete come visto nel capitolo 3.
Si e` usato il polimorfismo offerto da Java per semplificare tutto il codice
che all’interno del sistema e` indipendente dall’implementazione di un parti-
colare tipo messaggio: si e` creata una classe astratta Message e tutti i tipi
di messaggio sono stati implementati tramite classi da essa estese.
4.3.1 Message
Message e` una classe astratta composta da un membro intero che rappresenta
il tipo di messaggio, definito usando la keyword protected (e` quindi accessibile
da tutte le classi che implementano Message), e fornisce un metodo attraverso
il quale tale tipo puo` essere ritornato.
Questa architettura permette di gestire tutti i tipi di messaggio alla stessa
maniera. Ad esempio, un DispatcherThread, che ha innanzitutto il compito
di stabilire di che tipo sia il messaggio in ingresso, basta che prenda l’istanza
dell’oggetto di tipo Message che gli e` stato passato e invochi su di esso il
metodo getMessageType().
public abstract class Message implements Serializable {
protected int mes;
public int getMessageType(){
return mes;
}
}
Ogni classe che implementi un nuovo tipo di messaggio apparira` come:
public class MessageName extends Message {
...
}
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4.3.2 Subscribe, SubscribeForward, Unsubscribe
In generale tutti i tipi di messaggio implementano l’interfaccia Message, ma
non tutti lo fanno direttamente. Nel corso dell’implementazione del sistema
e` apparso chiaro che i tre tipi di messaggio Subscribe, SubscribeForward e
Unsubscribe avevano in comune molti comportamenti per cui si e` preferito
inserire la maggior parte del codice in una classe, Subscribe, e derivare le
altre due da essa, estendendo opportunamente il loro comportamento. La
gerarchia e` quella mostrata in figura 4.1.
Figura 4.1: Gerarchia dei messaggi
4.4 Eventi
Tutti gli eventi creati, disseminati e pubblicati sulla rete da un nodo publisher
devono estendere la classe astratta EventType che definisce un tipo di dato
attraverso il quale gestire correttamente tutti i tipi di evento user-defined
senza doverne conoscere i dettagli implementativi. L’interfaccia di EventType
si presenta cos`ı:
package events;
public abstract class EventType implements Serializable {
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public final boolean equals(Object o);
public final int hashCode();
}
L’unico costruttore della classe astratta e` quello di default. Quello che e`
importante notare e` che i metodi equals() e hashCode() sono dichiarati final,
ovvero, si e` imposto che tali metodi non possano essere ridefiniti da classi che
estendono la EventType. Questo perche´ una istanza di una classe di tale tipo
(EventType o qualsiasi sua estensione), in tutte le strutture dati presentate,
e` parte della chiave che identifica univocamente una entry all’interno della
struttura dati stessa. Le strutture dati sono sempre collezioni implementate
tramite un HashSet contenente elementi di un tipo Entry, specifico per ogni
struttura dati. Modificare il comportamento della hashCode() di EventType
in modo non opportuno rischierebbe di compromettere l’univocita` di una cer-
ta entry all’interno dell’HashSet, mentre, ridefinire erroneamente la equals()
comprometterebbe il risultato del test di uguaglianza fra due entry di una
certa struttura dati, in tutte le porzioni di codice in cui questo avviene. Per
assicurare che tutto funzioni correttamente, si e` dunque preferito imporre
che tali metodi non possano essere ridefiniti.
Il codice binario di un oggetto di tipo EventType user-defined e` creato su
un nodo ma deve essere eseguito su moltri altri nodi della rete. I dettagli e le
modalita` con cui il passaggio di codice avviene sara` illustrato nel paragrafo
4.9.
4.5 Filtri
Analogamente a quanto e` stato fatto per i tipi di evento, i filtri creati sui
subscriber e che accompagnano i messaggi di sottoscrizione devono estendere
una classe astratta: Filter. L’interfaccia di Filter e` molto semplice e si
presenta cos`ı:
package filters;
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public abstract class Filter implements Serializable {
public abstract boolean matches(EventType e);
}
L’unico metodo che compare e` matches(EventType) ed e` dichiarato ab-
stract. Con questa dichiarazione si impone ai filtri user-defined di ridefinire
tale metodo coerentemente ai dettagli implementativi del filtro stesso. Il
metodo matches() viene chiamato da un dispatcher nel momento in cui que-
sti deve decidere se inoltrare o meno un oggetto di tipo EventType ad un
subscriber: solo se l’invocazione della matches() dell’oggetto di tipo Filter
passato dal subscriber ritorna true il data message sara` inoltrato.
4.5.1 Filtri aggregati
Come e` gia` stato illustrato nel capitolo 3 in alcune condizioni e` necessario
trasferire non un solo oggetto filtro ma un insieme di filtri. Per ridurre
la complessita` introdotta dal dover gestire, su un dispatcher, un numero
arbitrario di filtri, si e` creata la classe AggregateFilter (che estende la classe
astratta Filter) e mantiene e gestisce un insieme di filtri fornendo all’esterno
la stessa interfaccia offerta da un filtro semplice.
package filters;
public class AggregateFilter extends Filter {
public boolean matches(EventType e);
public boolean addFilter(Filter instance);
}
L’insieme dei filtri e` mantenuto usando una qualche struttura che imple-
menti una Collection, il metodo addFilter() e` quello che permette l’aggiunta
di una istanza di un certo filtro all’insieme stesso.
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Il comportamento del metodo matches() in questo caso assume un signi-
ficato leggermente diverso. Nel caso di filtro semplice il comportamento di
tale metodo e` fortemente dipendente dall’implementazione del filtro stesso.
Nel caso di filtro aggregato, la classe AggregateFilter non conosce alcun det-
taglio dell’implementazione dei filtri che essa incapsula. Il metodo matches(),
dunque, deve semplicemente invocare iterativamente il metodo matches() di
ogni classe Filter incapsulata e resituire true se almeno una della chiamate
ritorna true, false altrimenti.
4.6 Livello routing
Il livello di routing utilizzato e` una sostituzione fittizia di un vero livello di
routing che implementi un algoritmo di routing adatto a reti Ad-hoc.
Le operazioni eseguite da questo livello sono:
• leggere la configurazione della rete fisica da un file di configurazione
precedentemente preparato.
• crearne una rappresentazione opportuna in memoria.
• ritornare uno o piu` percorsi possibili che connettono due nodi qualsiasi
della rete o il percorso piu` breve che connette tali nodi.
Il file di configurazione viene riletto regolarmente in modo da rendere pos-
sibile la simulazione di una rete con topologia dinamica quale una MANET.
Infatti, se fra due letture successive del file di configurazione questo viene in
qualche modo modificato dall’esterno, si puo` modificare la rappresentazione
in memoria della rete fisica.
E` da notare che il sistema Publish-Subscribe e` del tutto all’oscuro del-
l’implementazione del livello di routing. Implementando un vero livello di
routing che presenta la stessa interfaccia di TrivialRouteCache, il sistema
Publish-Subscribe proposto sara` facilmente estendibile.
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4.6.1 TrivialRouteCache
E` la classe che implementa il livello di routing, composta da due strutture
dati di tipo TreeMap:
• nodeNames : mantiene una mappatura tra una stringa rappresentante
il nome del nodo (es. n1, n2, . . . ) e il NodeID del nodo.
• netMap: mantiene una mappatura fra il NodeID di un nodo e una lista
contenente i NodeID di tutti i neighbor del nodo stesso.
All’interno di TrivialRouteCache sono annidate due classi:
• RouteCacheConfigParser e` la classe che si occupa di eseguire il parsing
del file di configurazione e di riempire le strutture dati di TrivialRou-
teCache nel modo opportuno.
• RouteCacheRefresherTimerTask si occupa di lanciare la procedura di
ricaricamento del file di configurazione allo scattare di un timer.
Il costruttore di TrivialRouteCache dovra` semplicemente inizializzare le
strutture dati e far partire un timer (associato ad una istanza di RouteCa-
cheRefresherTimerTask) che scatta immediatamente e si rischedula automa-
ticamente ad ogni scadenza.
Di seguito e` riportata l’interfaccia della classe TrivialRouteCache omet-
tendo tutti i metodi privati, funzionali solo alla corretta esecuzione di questa
implementazione del livello di routing.
// TrivialRouteCache.java
package routing;
public class TrivialRouteCache {
...
private class RouteCacheRefresherTimerTask
extends TimerTask {
...
}
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private class RouteCacheConfigParser {
...
}
// costruttore: vuole il nome del
// file di configurazione
public TrivialRouteCache(String fileName);
// ritorna una lista di nodi neighbohr
// del nodo ’n’ escludendo tutti i nodi
// inclusi nella lista ’excludeNodes’
public synchronized ArrayList
effNeighbors(NodeID n, ArrayList excludeNodes);
// ritorna una lista di route possibili
// fra il nodo ’fromNode’ e il nodo ’toNode’
public synchronized ArrayList
routes(NodeID fromNode, NodeID toNode);
// seleziona a ritorna la route piu` breve fra
// quelle ritornate da routes(...)
public synchronized ArrayList
getShortestRoute(NodeID fromNode, NodeID toNode);
}
4.6.2 File di configurazione
La struttura adottata per il file di configurazione di TrivialRouteCache e`
molto semplice e intuitiva. E` composto da due sezioni, [nodes] e [map].
All’interno della sezione [nodes], per ogni nodo della rete, si associa al
NodeID un nome di fantasia. La sintassi e` la seguente:
nodename=ipaddress:port
Nella sezione [map] si deve elencare, per ogni nodo, la lista dei neighbor per
il nodo stesso, secondo la seguente sintassi:
nodename0=nameneighbor00,nameneighbor01,. . .
nodename1=nameneighbor10,nameneighbor11,. . .
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dove sia nodename* che nameneighbor* sono nomi di nodi specificati nella
sezione [nodes]. In figura 4.2 e` riportato un esempio di file di configurazione.
Figura 4.2: esempio di file di configurazione e della rete che rappresenta
4.7 Livello trasporto
Il sistema implementato, offre un servizio di tipo best-effort ai propri clien-
ti. A livello implementativo questo significa che il protocollo di trasporto
utilizzato deve essere l’UDP. Utilizzare un protocollo tipo TCP, infatti, in-
trodurrebbe un grosso overhead dovuto al recupero da errori di trasmissione,
servizi non rischiesti nel tipo di sistema presentato.
Il protocollo di trasporto UDP e` messo a disposizione da Java tramite
la classe DatagramSocket, che realizza il punto di arrivo e di partenza per
datagrammi che circolano su una rete che offre un servizio tipo best effort.
In particolare tale classe permette l’invio e la ricezione in broadcast. Que-
st’ultima caratteristica si rivela utile, ad esempio, nell’invio degli Advertise
da parte dei publisher.
La classe DatagramSocket offerta da Java non e` pero` sufficiente a soddi-
sfare tutti i requisiti richiesti dal sistema publish/subscribe in analisi. Data-
gramSocket, infatti, si limita ad inviare sulla rete oggetti di tipo Datagram-
Packet mentre tutte le classi del sistema presentato manipolano e gestiscono
oggetti di tipo Message. Si e` reso quindi necessario reimplementare un livel-
lo di trasporto che nascondesse agli utilizzatori le complicazioni introdotte
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da DatagramSocket e offrisse una semplice interfaccia per spedire e ricevere
oggetti di tipo Message. In particolare la send del livello di routing richiesto
dovrebbe fare le seguenti cose:
• Trasformare l’oggetto Message in un array di byte.
• Incapsulare tale array di byte in un DatagramPacket.
• Inviare tale DatagramPacket sulla rete utilizzando il metodo send()
offerta di DatagramSocket
Dualmente, la receive dovrebbe fare le seguenti cose:
• Ricevere dalla rete un DatagramPacket.
• Estrarre dal datagramma l’oggetto di tipo Message.
• Ritornare il messaggio ricevuto al richiedente.
4.7.1 PublishSubscribeDatagramSocket
La classe PublishSubscribeDatagramSocket si occupa di implementare la send
e la receive sopra analizzate. Questa classe estende DatagramSocket, fornendo
una send e una receive aventi la seguente interfaccia:
package transport;
public class PublishSubscribeDatagramSocket
extends DatagramSocket {
public void broadcast(Message mes)
throws IOException;
// accetta il messaggio da spedire
// e il destinatario
public void send(Message mes, NodeID destination)
throws IOException;
// ritorna il messaggio ricevuto e,
// come effetto collaterale,
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// il NodeID del mittente ’sender’
// del messaggio ricevuto
public Message receive(NodeID sender)
throws IOException, ClassNotFoundException;
}
E` interessante notare che la receive puo` anche lanciare eccezioni di tipo
ClassNotFoundException. Entrando un po’ piu` nel dettaglio, la receive deve
fare le seguenti cose:
• Ricevere un DatagramPacket chiamando la receive di DatagramSocket.
• Estrarre dal datagram un vettore di byte ed incapsularlo in un ByteAr-
rayInputStream.
• Al fine di caricare sulla JVM del ricevente una eventuale nuova clas-
se contenuta nel messaggio ricevuto deve creare una nuova istanza
di PublishSubscribeObjectInputStream passando come parametro del
costruttore il ByteArrayInputStream
• Invocare readObject() sull’oggetto di tipo PublishSubscribeObjectInput-
Stream appena istanziato.
Se sulla JVM del ricevente non e` possibile in nessun modo caricare la classe
contenuta nel messaggio, il metodo readObject() lancia una eccezione di tipo
ClassNotFoundException, che chi ha chiamato la receive() sapra` gestire in
qualche modo (vedere il paragrafo 4.9 per tutti i dettagli sul meccanismo di
trasferimento di codice fra JVM diverse).
E` da notare che il nodo che riceve un messaggio non conosce a priori
la sua dimensione in byte. Per non complicare troppo il codice di Publish-
SubscribeDatagramSocket si e` deciso di non gestire direttamente messaggi di
lunghezza variabile ma si e` pensato di ricevere messaggi in DatagramPac-
ket di dimensione costante di 64kb (dimensione massima di un Datagram in
UDP).
L’implementazione del metodo send() e` meno complicata a livello con-
cettuale perche´ il nodo che spedisce un messaggio conosce a priori la dimen-
sione del messaggio e non ha problemi di caricamento di codice esterno nella
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propria JVM. L’implementazione segue quindi fedelmente quanto detto nel
paragrafo precedente.
4.8 Architettura di un Dispatcher
L’implementazione fornita di un dispatcher e` fortemente multi-threaded. La
classe Dispatcher e` quella attraverso cui viene lanciata l’esecuzione del dispat-
cher stesso. L’unico compito di questa classe e` quella di creare e far partire
un oggetto thread, istanza della classe DispatcherServerThread, dopodiche´
termina.
Un DispatcherServerThread e` unico all’interno di un nodo, e, fra le altre
cose, alla sua inizializzazione si preoccupa di creare una istanza delle strutture
dati principali, in particolare delle seguenti:
• currNodeID a cui verra` assegnato indirizzo IP dell’host e porta su cui
il nodo dovra` ascoltare l’arrivo dei messaggi (specificata dall’utente)
• AdvertiseTable, sia advertiseTable
• DispatchedEvents, sia dispatchedEvents
• ConsumerTimerList, sia consumerTimerList
• TrivialRouteCache, sia routeCache
• PingTimerList, sia pingTimerList
Tutte le istanze appena create sono uniche all’interno del dispatcher e ver-
ranno usate in modo concorrente, come sara` chiaro fra breve.
A questo punto DispatcherServerThread puo` mettersi in ascolto di mes-
saggi provenienti dalla rete bloccandosi su una istanza di PublishSubscribe-
DatagramSocket. All’arrivo di un messaggio dalla rete il thread si sveglia ed
esegue le seguenti operazioni:
• crea un nuovo vettore di Object, sia vobj.
• inserisce il messaggio ricevuto dal socket in vobj.
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• inserisce un riferimento a tutte le strutture dati appena create in vobj.
• crea un nuovo thread gestore, DispatcherThread, passandogli vobj come
parametro.
• lancia il thread gestore invocando il metodo Thread.start()
• si rimette in ascolto di messaggi provenienti dalla rete.
In questo modo si parallelizza la gestione dei messaggi in ingresso, rendendo
il dispatcher nel suo complesso altamente responsive nei confronti della rete
sottostante. La figura 4.3 mostra graficamente l’architettura appena esposta.
Figura 4.3: Dispatcher crea un DispatcherServerThread il quale genera un
nuovo DisptacherThread per ogni messaggio in ingresso che riceve
4.8.1 DispatcherThread
Un oggetto di questo tipo si occupa di gestire il messaggio in ingresso se-
guendo le specifiche descritte nel capitolo 3. Per prima cosa pero` deve capire
di che tipo di messaggio si tratta invocando getMessageType() sull’oggetto
Message ricevuto nei parametri passati dal DispatcherServerThread. In base
al valore ritornato da questa chiamata verra` eseguito l’handler appropriato:
package nodes;
public class DispatcherThread extends Thread {
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...
public DispatcherThread(Object[] vobj){
// inizializzazione strutture dati
}
// handler section
private void
AdvertiseHandler(Advertise mes) throws IOException;
private void
AdvertiseTableEntryTimerExpiredHandler
(AdvertiseTableEntryTimerExpired mes);
private void
ConsumerListEntryTimerExpiredHandler
(ConsumerListEntryTimerExpired mes)
throws IOException;
private void
DataHandler(Data mes) throws IOException;
private void
DiscoveryHandler(Discovery mes) throws IOException;
private void PingAckHandler(PingAck mes);
private void
PingHandler(Ping mes)
throws IOException, ReconfigurationErrorException;
private void
StopPublishingHandler(StopPublish mes)
throws IOException;
private void
SubscribeForwardHandler(SubscribeForward mes)
throws IOException;
private void
SubscribeForwardHandler(SubscribeForward mes)
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throws IOException;
private void
SubscriptionErrorHandler(ErrorMessage mes);
private void
UnsubscribeHandler(Unsubscribe mes)
throws IOException;
// helper functions
private ArrayList
aggregateBytecodes(DispatchedEventsEntry dee);
private Filter
aggregateFilters(DispatchedEventsEntry dee);
private void
clearUnnecessaryConsumerTimerListEntries();
private int
UnsubscribeCommonOperations(NodeID victim,
DispatchedEventsEntry dee)
throws IOException;
void run(){
...
}
}
Da notare come tutti i metodi di DispatcherThread siano dichiarati pri-
vate, questo perche` il loro utilizzo ha significato solo all’interno della classe
DispatcherThread.
4.9 Trasferimento di codice tra JVM diverse
Come gia` detto piu` volte, nel sistema Publish-Subscribe affrontato si presenta
la necessita` di trasferire del codice tra JVM residenti su nodi distinti della
rete e su di essi eseguire tale codice. Questo problema e` gia` risolto da RMI
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(Remote Method Invocation) il cui utilizzo pero` non e` stato possibile per
evitare di introdurre tutti i vincoli tipici delle chiamate a procedure remote.
Il passaggio di classi si rende necessario sia all’atto della sottoscrizione
(in cui un cliente trasferisce un filtro con la sua definizione), sia all’atto della
disseminazione di un EventType da parte di un publisher.
L’idea di base e` quella prendere il codice della classe che deve essere tra-
sferita, incapsularlo all’interno di un DatagramPacket e spedirlo sulla rete
usando la tecnica esposta in 4.7. Il lato sender in effetti non presenta alcun
tipo di complicazione, ma dal lato receiver, l’ultilizzo di una classe prove-
niente dalla rete significa far in modo che la JVM locale venga a conoscenza
dell’esistenza di una nuova classe, non presente sul filesystem. Per far questo
occorre comprendere bene come funziona il meccanismo di caricamento delle
classi proprio di Java.
Dopo aver spiegato a grandi linee il meccanismo di funzionamento dei
class loader e del delegation model, verranno analizzate singolarmente le
classi coinvolte nel trasferimento di codice tra JVM diverse e al termine verra`
esposto il funzionamento del meccanismo implementato nel suo complesso
fornendo un esempio che chiarifica in modo pratico.
4.9.1 ClassLoader e Delegation model
Ogni classe java e` caricata usando un ClassLoader. Questo si occupa di lo-
calizzare o generare le strutture dati che costituiscono la definizione della
classe. Normalmente partendo dal nome della classe si genera il nome del ri-
spettivo “class file” contenente la rappresentazione binaria della classe ovvero
il bytecode eseguibile e tutti i riferimenti a classi usate da quella classe.
Tutte le classi che sevono all’esecuzione di un programma vengono caricate
a runtime man mano che vengono incontrate nell’esecuzione (lazy binding).
Senza addentrarsi troppo nei dettagli che esulano dagli scopi di questa
tesi basta sapere che, di default, una JVM fornisce un class loader chiamato
bootstrap e due user-defined class loader: extension e system. Il bootstrap
class loader si occupa di caricare le classi java fondamentali (es java.* e
javax.*) nella VM. L’extension class loader si occupa di caricare tipi di classi
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di cui non e` importante tener di conto in questa sede e il system class loader
e` quello incaricato di caricare le classi presenti nel classpath del sistema. La
gerarchia typica dei class loader puo` essere rappresentata come in figura 4.4.
I class loader user-defined sono generalmente architettati in modo che ogni
Figura 4.4: gerarchia dei classloader
tentativo di caricamento di una classe sia delegato al class loader padre prima
che il class loader stesso tenti di caricare la classe. Questo comportamento e`
comunque personalizzabile al fine di implementare politiche di caricamento
particolari come si e` reso necessario nell’implementazione del sistema publish-
subscribe presentato.
E` da tener presente che al fine di creare dei domini di sicurezza del codice,
per ogni nodo della rete da cui si riceve una nuova classe fino a prima sco-
nosciuta si crea un nuovo class loader. Sara` esso a gestire il caricamento di
classi provenienti da quel particolare nodo. Questo comportamento in realta`
si tiene solo nel caso in cui la classe da caricare sia di tipo filtro. Nel caso in
cui la classe in ingresso sia un evento, il ClassLoader deve essere associato al
NodeID del publisher, non a quello del vicino da cui si e` ricevuto il messaggio.
4.9.2 PublishSubscribeObjectInputStream
La reimplementazione di ObjectInputStream si e` resa necessaria per poter
gestire il meccanismo di ricerca della definizione di una classe non ancora
caricata nel momento in cui viene eseguita la deserializzazione del messaggio
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contenente la classe stessa. Normalmente infatti, usando un ObjectInput-
Stream per deserializzare un oggetto di cui non si ha la definizione, il class
loader deputato al caricamento della classe e` il System class loader. Questi
pero` e` solo in grado di caricare classi presenti nel classpath (su filesystem) del-
la macchina su cui risiede la JVM in esecuzione, e il tentativo di caricamento
di una classe la cui definizione risiede in qualche struttura dati in memoria
porterebbe al lancio di una eccezione di tipo ClassNotFoundException.
Effettuando la deserializzazione su un ObjectInputStream personalizzato
come il PublishSubscribeObjectInputStream, che redifinisce il metodo resol-
veClass(), e` possibile controllare quale sia il ClassLoader da usare per il
caricamento della classe. L’interfaccia offerta da PublishSubscribeObjectIn-
putStream e` la seguente:
package datatypes;
public class PublishSubscribeObjectInputStream
extends ObjectInputStream {
public PublishSubscribeObjectInputStream(NodeID senderID)
throws IOException;
public PublishSubscribeObjectInputStream(NodeID senderID,
InputStream is)
throws IOException;
protected Class resolveClass(ObjectStreamClass classDesc)
throws ClassNotFoundException;
public void setPublisherID(NodeID publisher);
}
I due costruttori accettano un NodeID che rappresenta il mittente del
codice di cui si vuole caricare la classe. Questo parametro e` importante
proprio per sapere quale ClassLoader utilizzare visto che, come si e` detto in
4.9.1, ad ogni nodo da cui proviene del codice e` associato un diverso class
loader.
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Il metodo resolveClass() e` invocato dalla JVM che tenta di sapere dall’
ObjectInputStream quale sia l’oggetto Class da usare. Tale metodo dovra`
fare le seguenti cose:
1. Provare a caricare la classe usando il System class loader in modo da
rispettare il delegation model gia` descritto. Tale tentativo di carica-
mento dovra` essere effettuato all’interno di una clausola try-catch in
modo da gestire una eventuale ClassNotFoundException nel caso in cui
System class loader non sia in grado di caricare la classe. In partico-
lare, System class loader lancera` tale eccezione tutte le volte che non
trovera` nel classpath la classe da caricare, ovvero, tutte le volte che si
tentera` di caricare una classe proveniente da un altro nodo della re-
te. Invece, nel caso in cui System class loader sia in grado di caricare
la classe, findClass() ritorna immediatamente e il comportamento di
PublishSubscribeObjectInputStream coincide con quello che avrebbe un
semplice ObjectInputStream.
2. Nel caso in cui sia stata lanciata una ClassNotFoundException e` neces-
sario capire se la classe che si cerca di caricare sia una classe evento
o una classe filtro. Si inserisce una nuova entry all’interno di Publish-
SubscribeClassLoaderMap tramite il metodo add() (vedi 4.9.4) usando
come chiave:
• senderID nel caso si tratti di una classe filtro.
• publisherID nel caso si tratti di una classe evento.
3. si chiama loadClass() sul PublishSubscribeClassLoader restituito dalla
add() e si ritorna l’oggetto Class restituito dalla chiamata.
Nel caso in cui loadClass() lanci una ClassNotFoundException c’e` ben
poco da fare: per qualche motivo non si e` stati in grado di caricare la classe
e non c’e` nulla che sia possible fare per recuperare l’errore.
E` importante sottolineare il modo in cui si riesce a capire se la classe sia
di tipo EventType o di tipo Filter. All’interno di resolveClass(), in Publish-
SubscribeObjectInputStream, le uniche informazioni disponibili sulla classe da
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deserializzare sono contenute in classDesc, istanza della classe ObjectStream-
Class. Un oggetto di questo tipo contiene il nome ed un numero seriale della
classe e fra queste due informazioni l’unica utile e` il nome della classe. La
distinzione puo` quindi essere fatta esclusivamente basandosi sul nome della
classe, usando la convenzione seguente:
• La classe e` di tipo EventType se il nome contiene la stringa events.
• La classe e` di tipo Filter se il nome contiene la stringa filter.
Questo puo` apparire come una limitazione imposta ad uno sviluppatore di
una applicazione che faccia uso del sistema publish-subscribe presentato. In
realta` il nome della classe contenuto in un oggetto ObjectStreamClass e` nella
forma packageName.className, quindi, se lo sviluppatore inserisce sempre
le classi evento e filtro nei package (rispettivamente) events e filter il vincolo
sopra menzionato e` pienamente rispettato.
4.9.3 PublishSubscribeClassLoader
E` una classe estensione di ClassLoader ed e` stata pensata per comportarsi
da class loader per classi la cui definizione proviene da un altro nodo della
rete. Mantiene una lista di vettori di byte (classDataList) ognuno dei quali
rappresenta il bytecode di tutte le classi di cui l’oggetto stesso e` il ClassLoader
attivo, ed una mappa (classMap) in cui si associa una stringa rappresentante
il nome di una classe con l’oggetto Class che rappresenta la classe caricata
sulla JVM, avente come nome quello specificato dalla stringa suddetta. Si
tratta di un meccanismo di caching dei bytecode e delle classi gia` caricate,
utile per evitare ricaricamenti inutili.
L’interfaccia di un PublishSubscribeClassLoader e` il seguente:
package classloader;
public class PublishSubscribeClassLoader
extends ClassLoader {
private ArrayList classDataList;
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private HashMap classMap;
public synchronized Class
findClass(String className)
throws ClassNotFoundException;
public synchronized void
setClassData(byte[] data);
public synchronized void
cleanup();
}
Il metodo piu` importante e` findClass(String className) che ridefinisce
findClass(String className) di ClassLoader. Questo metodo viene chiamato
da loadClass() di ClassLoader.
Nel momento in cui il meccanismo Java di caricamento delle classi pro-
voca la chiamata di findClass() su un oggetto PublishSubscribeClassLoader
questo oggetto avra` precedentemente raccolto in classDataList un certo nu-
mero di vettori di byte rappresentanti i bytecode di classi che potrebbero non
essere state ancora caricate (il meccanismo con cui i vettori di byte vengono
“iniettati” all’interno di un PublishSubscribeClassLoader e` esposto in 4.9.5 e
4.9.6).
Dopo aver verificato la non esistenza di una associazione in classMap di
cui className e` la chiave (che significherebbe che la classe e` gia` stata caricata
precedentemente), findClass() deve provare a caricare la classe usando una
delle definizioni presenti in classDataList, quale usare pero` e` ignoto a priori.
classDataList, infatti, contiene un insieme di vettori di byte il cui significato
non e` interpretabile, occorre provare a definire la classe di nome className
usando uno dei vettori di byte presenti in classDataList, ad esempio il primo.
Se nell’operazione di definizione della classe viene lanciata una NoClassDef-
FoundError, la si ignora e si prova nuovamente a definire la classe usando il
vettore di byte successivo in classDataList. Questo procedimento continua
finche´ la definizione della classe non avviene senza che venga lanciata alcuna
eccezione, in quel caso si aggiunge una nuova associazione in classMap e si
ritorna l’oggetto Class.
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E` possibile che alla fine della procedura descritta non sia stato possibile
definire opportunamente la classe. In tal caso si delega a PublishSubscribe-
ClassLoaderMap il caricamento della classe, come illustrato in 4.9.4.
4.9.4 PublishSubscribeClassLoaderMap
NodeID PublishSubscribeClassLoader
E` una lista di associazioni tra un NodeID ed un PublishSubscribeClassLoader.
Ogni associazione e` una istanza di una classe PublishSubscribeClassLoader-
MapEntry annidata in PublishSubscribeClassLoaderMap.
Un oggetto di questo tipo deve essere unico all’interno della JVM di un
nodo e non deve essere possibile crearne nuove istanze.
PublishSubscribeClassLoaderMap e` stata implementata ricorrendo al desi-
gn pattern Singleton che offre tutte le caratteristiche e le restrizioni richieste.
Questa classe fornisce la seguente interfaccia:
package classloader;
public class PublishSubscribeClassLoaderMap{
// lista di associazioni
// NodeID-PublishSubscribeClassLoader
private ArrayList almap;
public static synchronized
PublishSubscribeClassLoaderMap
getInstance();
public synchronized
PublishSubscribeClassLoaderMapEntry
contains(NodeID key);
public synchronized
PublishSubscribeClassLoader
add(NodeID key);
public synchronized
Class
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findClass(String className,
PublishSubscribeClassLoader caller)
throws ClassNotFoundException;
}
Il metodo add(NodeID key) inserisce una nuova associazione NodeID-
PublishSubscribeClassLoader all’interno della lista e ritorna il nuovo Publi-
shSubscribeClassLoader associato a key o quello gia` presente nel caso in cui
nella lista ci fosse gia` una associazione con key come chiave.
Il metodo findClass() non e` la reimplementazione dell’omonimo metodo
di ClassLoader (perche´ PublishSubscribeClassLoaderMap non ne e` una esten-
sione) ma si tratta di un metodo dal nome evocativo che cerca la definizione
(l’oggetto Class) della classe di nome className in uno dei PublishSubscri-
beClassLoader mantenuti all’interno della lista, escludendo dalla ricerca il
ClassLoader di nome caller per evitare di finire in un loop infinito di chia-
mate fra la findClass() di PublishSubscribeClassLoader e la findClass() di
PublishSubscribeClassLoaderMap.
In particolare findClass(), per ogni elemento della lista di associazioni,
esegue le seguenti operazioni:
1. Prende il reference al PublishSubscribeClassLoader.
2. Se tale reference non e` uguale a caller, all’interno di una clausola try-
catch chiama il metodo findClass(className).
3. Se viene lanciata una ClassNotFoundException significa che quel parti-
colare class loader non conosce o non e` in grado di ricavare la definizione
di tale classe, passa alla entry successiva nella lista e torna al punto 1.
4. Se il metodo findClass() di PublishSubscribeClassLoader non ha lancia-
to alcuna eccezione significa che e` stata trovata la definizione cercata
per la classe. Si ritorna l’oggetto Class e si termina.
Se dopo aver iterato su tutti i ClassLoader contenuti nelle entry della lista
non si e` trovata alcuna definizione per la classe className si lancia una
ClassNotFoundException che il chiamante si preoccupera` di gestire.
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4.9.5 Trasferimento di filtri
Il meccanismo di sottoscrizione, come si e` visto, prevede il trasferimento
di un filtro tra nodi diversi. Il filtro trasferito e` in realta` costituito da una
istanza della classe filtro preventivamente creata sul sottoscrittore e dal byte-
code della classe filtro, ovvero, l’array di byte costituenti la rappresentazione
binaria della classe. Si e` deciso di inserire questi parametri all’interno di
un oggetto, SubscriptionParameters. Sul nodo ricevente, alla ricezione del
subscribe, il meccanismo di deserializzazione applicato all’oggetto Message
cerchera` di deserializzare ricorsivamente tutti gli oggetti contenuti all’interno
del messaggio, incluso l’oggetto SubscriptionParameters. Quest’ultimo pero`
contiene l’istanza di una classe derivata da Filter di cui non se ne conosce
l’implementazione. La deserializzazione deve essere fatta su un oggetto di ti-
po PublishSubscribeObjectInputStream che reimplementa findClass() affinche`
la JVM sia in grado di ricevere l’oggetto Class opportuno.
Deserializzare il Message invocando semplicemente readObject() su un
PublishSubscribeObjectInputStream non e` pero` sufficiente, perche´, affinche´
la classe venga correttamente caricata, e` necessario “iniettare” all’interno
di un PublishSubscribeClassLoader opportuno il bytecode della classe stes-
sa. Il bytecode (o i bytecode, nel caso sia un filtro aggregato) e` contenuto
proprio all’interno dell’oggetto SubscriptionParameters, la cui serializzazio-
ne/deserializzazione deve quindi essere gestita manualmente grazie all’inter-
faccia Externalizable. All’interno dei metodi writeExternal() e readExternal()
sara` quindi possibile eseguire tutte le operazioni necessarie per il corretto ca-
ricamento del filtro sulla JVM corrente. L’interfaccia (a meno di alcune
funzioni meno importanti) e` la seguente:
package datatypes;
public class SubscriptionParameters
implements Externalizable {
public SubscriptionParameters(NodeID sender,
NodeID publisherID,
EventType ev,
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byte[] filter,
Filter fi);
public SubscriptionParameters(NodeID sender,
NodeID publisherID,
EventType ev,
ArrayList bytecode,
Filter fi);
public void readExternal(ObjectInput in)
throws IOException, ClassNotFoundException;
public void writeExternal(ObjectOutput out)
throws IOException;
}
Il secondo costruttore e` fornito per poter costruire facilmente un Subscribe
message usando un filtro aggregato.
In fase di invio di un messaggio, nel metodo writeExternal() si faranno,
fra le altre, le seguenti operazioni:
• Serializzare il NodeID del sender.
• Serializzare un intero che indica il numero di bytecode che verranno
serializzati. Utile nel caso di filtri aggregati.
• Serializzare tutti i bytecode componenti l’oggetto filtro.
• Serializzare l’istanza del filtro.
In fase di ricezione, nel metodo readExternal() si faranno, fra le altre, le
seguenti operazioni:
• Deserializzare il NodeID del sender.
• Eseguire il downcast dell’oggetto in a PublishSubscribeObjectInputStream.
• Deserializzare l’intero contenente il numero di bytecode che verranno
ricevuti fra poco, sia N.
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• Deserializzare N array di byte.
• Iniettare tutti gli N array di byte appena prelevati nel PublishSubscri-
beClassLoader opportuno, ricavabile facilmente tramite l’ID del nodo
sorgente e PublishSubscribeClassLoaderMap.
• Deserializzare l’istanza dell’oggetto filtro.
L’ultimo punto descritto sopra inneschera` tutto il meccanismo di carica-
mento e definizione della classe (o piu` di una nel caso di filtro aggregato) che
portera` alla corretta deserializzazione del filtro.
4.9.6 Trasferimento di tipi di evento
In fase di disseminazione dei tipi di evento e` necessario, come nel caso di
sottoscrizione, trasferire del codice tra JVM diverse, in questo caso un oggetto
derivato da EventType. Anche in questo caso deve essere possibile iniettare
un vettore di byte (in questo caso si tratta sempre un solo vettore di byte,
viene meno la complicazione introdotta dai filtri aggregati) all’interno di un
PublishSubscribeClassLoader che, come gia` visto, su ogni nodo della rete e`
associato al NodeID del publisher. L’interfaccia e` la seguente:
package datatypes;
public class PublicationParameters
implements Externalizable {
public PublicationParameters(NodeID publisher,
EventType event,
byte[] bytecode);
public void readExternal(ObjectInput in)
throws IOException, ClassNotFoundException;
public void writeExternal(ObjectOutput out)
throws IOException;
}
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In fase di invio, nel metodo writeExternal(), sara` sufficiente fare le se-
guenti operazioni:
• Serializzare il NodeID del publisher.
• Serializzare il bytecode della classe derivata da EventType.
• Serializzare una istanza di quel tipo di evento.
In fase di ricezione, nel metodo readExternal(), dovranno essere compiute
le seguenti operazioni:
• Eseguire il downcast di in a PublishSubscribeObjectInputStream.
• Deserializzare il NodeID del publisher.
• Deserializzare il bytecode.
• Iniettare il bytecode ricavato al punto precedente all’interno di un
opportuno PublishSubscribeClassLoader ricavato semplicemente cono-
scendo il NodeID del publisher e PublishSubscribeClassLoaderMap.
• Deserializzare il tipo di evento.
L’ultimo punto sopra descritto inneschera` tutto il meccanismo di carica-
mento e definizione della classe richiesta che portera` alla corretta deserializ-
zazione del tipo di evento.
4.9.7 Visione d’insieme
Si propone ora un esempio per comprendere meglio il meccanismo di trasfe-
rimento di codice fra JVM diverse. L’esempio tratta il trasferimento di un
Filter da un subscriber ad un dispatcher. Il meccanismo di trasferimento di
un EventType e` del tutto analogo.
Figura 4.5: esempio trasferimento codice
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Il subscriber prepara un Subscribe message mes (o un SubscribeForward, e`
equivalente) contenente una istanza della classe SubscriptionParameters, al-
l’interno della quale c’e` una istanza di una classe DummyFilter che potrebbe
essere fatta in questo modo:
package filters;
public class DummyFilter extends Filter {
public DummyFilter() {
}
public boolean matches(events.EventType e) {
return true;
}
}
All’interno della istanza di SubscriptionParameters preparata dal sub-
scriber c’e` anche un vettore di byte contenente la rappresentazione binaria di
DummyFilter, ovvero i dati grezzi che costituiscono il file DummyFilter.class
presente nel filesystem di S.
L’esecuzione del metodo send() di PublishSubscribeDatagramSocket da
parte di S comporta la serializzazione di mes in un ObjectOutputStream
e il successivo invio sulla rete tramite la funzionalita` offerte dalla classe
DatagramSocket.
Sul dispatcher, si riceve il messaggio tramite il metodo receive() di Publi-
shSubscribeDatagramSocket che:
• estrae il buffer contenuto nel DatagramPacket ricevuto
• costruisce un PublishSubscribeObjectInputStream, sia MsgObjectInput-
Stream
• esegue la deserializzazione dei dati contenuti nel buffer invocando MsgO-
bjectInputStream.readObject()
Questo provoca la deserializzazione ricorsiva di tutti gli oggetti contenuti
nel messaggio ricevuto. In particolare, il Subscribe message ricevuto contie-
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ne una istanza di SubscriptionParameters, la cui deserializzazione, come gia`
visto, e` gestita tramite la readExternal(ObjectInput in). L’oggetto in e` in
realta` una istanza di PublishSubscribeObjectInputStream perche´ e` su di un
oggetto di questo tipo (MsgObjectInputStream) che si esegue la deserializza-
zione a livello trasporto. Il metodo readExternal(ObjectInput in) compie i
seguenti passi logici:
• esegue il downcast di in a PublishSubscribeObjectInputStream (sia psOI-
Stream) per poter lavorare direttamente su una istanza di quella classe.
• estrae il bytecode della classe che dovra` essere caricata.
• inietta tale bytecode in un opportuno PublishSubscribeClassLoader il
cui reference e` ottenibile da PublishSubscribeClassLoaderMap (che e` un
singleton e quindi sempre disponibile).
• prova a deserializzare l’istanza del filtro eseguendo una ulteriore invo-
cazione di psOIStream.readObject()
Il tentativo di caricamento del filtro fallisce da parte del system class
loader, la JVM provera` ad usare il class loader di PublishSubscribeObjectIn-
putStream per caricare la classe. PublishSubscribeObjectInputStream fornisce
una propria implementazione di resolveClass(), tale metodo, se presente, e`
invocato automaticamente dalla JVM per eseguire il fetch di classi la cui
definizione e` situata in una sede alternativa a quella normalmente utilizzata.
All’interno di tale metodo si decide se la classe da caricare sia di tipo
EventType o, come in questo caso, Filter. Tramite PublishSubscribeClassLoa-
derMap e il NodeID del sender del subscribe message si ottiene un riferimento
al PublishSubscribeClassLoader incaricato del caricamento della classe. L’ul-
tima operazione da fare e` quindi invocare la loadClass() sul reference appena
ottenuto.
Se tale chiamata non genera alcuna ClassNotFoundException significa che
la classe e` stata caricata e pronta per l’uso. Il metodo loadClass() di Publi-
shSubscribeClassLoader ritorna un oggetto Class che rappresenta la classe
appena caricata. Questo oggetto e` ritornato dal metodo resolveClass() di
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PublishSubscribeObjectInputStream alla JVM chiamante e questo permettera`
alla readObject() invocata nella readExternal() di SubscriptionParameters di
ritornare con successo e completare la deserializzazione del filtro.
4.10 Gestione dei Timer
E` interessante soffermarsi sul meccanismo adottato per realizzare tutti i timer
presenti all’interno del sistema. Ogni struttura dati al cui interno (secondo
le specifiche del capitolo 3) e` presente un timer, e` realizzata tramite una
classe al cui interno e` annidata un’altra classe che estende la TimerTask
fornita da Java. L’oggetto derivato da TimerTask e` di tipo Runnable e
deve quindi reimplementare il metodo run(), invocato automaticamente dalla
JVM quando il timer scade.
Per gestire opportunamente un timer secondo le specifiche, all’interno
di tale metodo si crea una istanza di un particolare tipo di messaggio (ap-
partenente al package messages private) che viene spedito al nodo corrente
tramite un meccanismo di loopback. Come si e` visto, infatti, sul nodo c’e`
sempre in ascolto di messaggi un DispatcherServerThread, che all’arrivo di
un nuovo messaggio genera un DispatcherThread che lo gestisce. In questo
modo, in funzione del tipo del messaggio spedito dal TimerTask, Dispatcher-
Thread potra` compiere le operazioni richieste dalla scadenza del particolare
timer.
Di seguito vengono riportate le classi che rappresentano le strutture dati
che necessitano di un timer, la classe TimerTask ad esse associate e il tipo di
messaggio associato al particolare timer.
AdvertiseTableEntry
// AdvertiseTableEntry.java
package datatypes;
public class AdvertiseTableEntry {
...
public class AdvertiseTimerTask extends TimerTask {
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...
}
}
// AdvertiseTableEntryTimerExpired.java
package messages_private;
public class AdvertiseTableEntryTimerExpired extends Message {
public AdvertiseTableEntryTimerExpired(Integer id,
NodeID publ,
EventType ev);
...
}
Il costruttore di AdvertiseTableEntryTimerExpired prende i parametri che
dovranno essere passati a DispatcherThread per eseguire tutte le operazioni
del caso.
ConsumerTimerListEntry
// ConsumerTimerListEntry.java
package datatypes;
public class ConsumerTimerListEntry {
...
private class ConsumerTimerListEntryTimerTask extends TimerTask {
...
}
}
// ConsumerListEntryTimerExpired.java
package messages_private;
public class ConsumerListEntryTimerExpired extends Message {
public ConsumerListEntryTimerExpired(NodeID sender);
...
}
100
CAPITOLO 4. Architettura e Implementazione 4.10. Gestione dei Timer
PingTimerListEntry
// PingTimerListEntry.java
package datatypes;
public class PingTimerListEntry {
private class PingTimerListEntryTimerTask extends TimerTask {
...
}
}
// PingTimerListEntryTimerExpired.java
package messages_private;
public class PingTimerListEntryTimerExpired extends Message {
public PingTimerListEntryTimerExpired(NodeID publisher);
...
}
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Capitolo 5
Verifica delle funzionalita`
In questo capitolo verranno elencati tutti i test che sono stati effettuati sul
sistema implementato per verificarne la funzionalita` e l’attinenza con le spe-
cifiche dell’algoritmo Q. Prima si affrontera` la verifica delle funzionalita` di
base che deve avere un nodo all’interno di un event notification service ba-
sato su Q e successivamente si effettuera` una verifica piu` estesa, simulando
una rete composta da piu` nodi interagenti fra loro in modo complesso in cui
alcuni nodi entrano nella rete mentre il sistema publish-subscribe e` gia` in
esecuzione.
Il sistema implementato costituisce un “framework” attraverso cui co-
struire applicazioni di alto livello. Per eseguire tutti i test che seguono sono
quindi stati creati “ad arte” dei publisher e dei subscriber opportuni al fine
di verificare le funzionalita` richieste. In particolare, i subscriber, oltre al no-
me del file di configurazione del livello di routing e la porta su cui devono
stare in ascolto di messaggi, accettano un parametro che discrimina il loro
comportamento. Questa caratteristica risultera` utile per eseguire test che
coinvolgono piu` subscriber con comportamenti diversi.
Tutti i test sono stati eseguiti includendo nel classpath i percorsi conte-
nenti il numero minimo di classi sufficiente ad eseguire una certa entita`. Ad
esempio, nel classpath di un dispatcher si e` fatta attenzione a non includere
il percorso contenente le classi filtro e le classi evento proprie di subscriber e
publisher, in modo da non compromettere il test di validita` del meccanismo
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di migrazione del codice descritto.
Invocazione di un Publisher:
java nodes.Publisher <port> <config file>
In cui Publisher e` il nome della classe contenente il codice del publisher
user-defined.
Invocazione di un Dispatcher:
java nodes.Dispatcher <port> <config file>
Invocazione di un subscriber:
java nodes.Subscriber <port> <config file> <par>
In cui Subscriber e` il nome della classe contenente il codice del subscri-
ber user-defined e par e` il parametro che discrimina il comportamento del
subscriber.
5.1 Funzionalita` di base
5.1.1 Ping e PingAck handler
Senza riconfigurazione
Supponiamo di avere la seguente semplice rete:
Figura 5.1: Semplice rete con 1 publisher, 1 subscriber ed 1 dispatcher
Il cui file di configurazione per il routing level e` il seguente:
[nodes]
n1=addr1:port1
n2=addr2:port2
n3=addr3:port3
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[map]
n1=n2
n2=n1,n3
n3=n2
Coerentemente con il comportamento aspettato, il risultato del test e` il
seguente:
1. publisher N1 comincia a spedire Avertise message per un certo tipo di
evento con cadenza periodica.
2. All’arrivo del primo Advertise su N3 questi invia un Subscribe message
o un SubscribeForward message ad N2.
3. N2 diventa dispatcher per il tipo di evento sottoscritto da N3 e spedisce
un messaggio di sottoscrizione ad N1.
4. N1 riceve la sottoscrizione, aspetta qualche secondo e spedisce un Ping
ad N2.
5. N2 riceve il Ping, spedisce un PingAck ad N1, esegue semplicemente il
forward del Ping ricevuto su N3 perche` si accorge che non e` necessaria
alcuna riconfigurazione. N2 fa partire il timer relativo ad N3.
6. N1 riceve il PingAck da N2.
7. N3 riceve il Ping da N2, spedisce un PingAck ad N2.
8. N2 riceve il PingAck da N3, ferma il timer relativo ad N2.
Nel caso in cui N3 non spedisse, per qualche motivo, il PingAck ad N2,
dopo un certo intervallo di tempo su N2 scatta il timer relativo ad N3. Signi-
fica che N3 non e` piu` disponibile, N2 cancella ogni informazione relativa a tale
nodo dalle sue strutture dati, ed avendo cancellato l’ultimo consumer dalla
ConsumerList, termina di essere Dispatcher spedendo ad N1 un Unsubscribe
message opportuno.
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Con riconfigurazione
Si ha la rete 1 (vedi figura 5.2) che dopo un certo tempo cambia configurazione
assumendo quella illustrata dalla rete 2:
Figura 5.2: Esempio di rete dinamica
Il risultato del test e` il seguente:
1. N1 spedisce un Advertise in broadcast, verra` ricevuto solo da N2
2. All’arrivo dell’advertise N4 spedisce ad N3 un Subscribe o Subscribe-
Forward per sottoscriversi all’evento pubblicato da N1.
3. N3 registra N4 come consumer e si sottoscrive ad N2 con un Subscribe
message.
4. N2 registra N3 come consumer e si sottoscrive ad N1 con un Subscribe
message.
5. N1 spedisce un Ping ad N2.
6. N2 capisce che non c’e` bisogno di riconfigurazione, spedisce un PingAck
ad N1 e fa il forward del Ping ad N3.
7. N3 riceve il Ping, capisce che non c’e` bisogno di riconfigurazione, spe-
disce ad N2 il PingAck e inoltra il Ping ad N4.
Passa un po’ di tempo nel quale la rete conosciuta dalla route cache
diventa la rete 2.
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8. N1 spedisce un Ping ad N2, il quale risponde con un PingAck, capisce
che non c’e` bisogno di riconfigurazione e inoltra il Ping ad N3.
9. N3 riceve il Ping, spedisce PingAck ad N2, capisce che e` necessario
effettuare riconfigurazione.
10. N3 spedisce un Unsubscribe relativo ad N2 relativo al (solo) evento
sottoscritto.
11. N3 spedisce un Subscribe message ad N1.
12. N2 riceve l’Unsubscribe di N3, lo cancella dai sui consumer ed essendo
l’ultimo spedisce un Unsubscribe ad N1.
13. N3 spedisce il nuovo Ping secondo la nuova rete riconfigurata ad N4.
14. N4 spedisce un PingAck ad N3.
5.1.2 Advertise, Subscribe, SubscribeForward, Unsub-
scribe
I test presentati nel paragreafo 5.1.1 sono sufficienti per verificare il corretto
funzionamento anche degli handler di questi tipi di messaggi.
5.1.3 Discovery e DiscoveryAnswer handler
Supponiamo di avere la semplice rete di figura 5.1:
1. N1 comincia a spedire Advertise message in broadcast relativi ad eventi
di tipo A.
2. N2 riceve l’Advertise ed inserisce una entry opportuna nella Advertise-
Table.
3. N3 riceve l’Advertise message, ma in questo caso lo butta via, la sua
AdvertiseTable non contiene alcuna informazione.
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4. N3 spedisce un Discovery message ad N2, in cui richiede di conoscere
i NodeID di publisher che pubblicano eventi di tipo A.
5. N2 riceve il Discovery message, confeziona un DiscoveryAnswer mes-
sage contenente l’ID del publisher N1 e con il campo status pari a
zero.
6. N3 riceve il DiscoveryAnswer correttamente.
5.1.4 Data message & StopPublishing message
Per eseguire i test finora effettuato non e` stato importante specificare quale
fosse il tipo di evento pubblicato dal publisher, ne´ la struttura del filtro
fornito dal subscriber all’atto della sottoscrizione.
Supponiamo di avere un tipo di evento definito nella classe TempEvent al
cui interno e` contenuto un valore intero. Supponiamo anche di avere oggetti
filtro del tipo TempFilter e che il subscriber sia interessato solo ad eventi di
tipo TempEvent in cui il valore intero supera una certa soglia.
Considerando sempre la rete di figura 5.1:
1. N1 comincia a spedire messaggi di Advertise in broadcast relativi ad
eventi del tipo TempEvent.
2. N2 riceve l’Advertise ed inserisce una entry opportuna nella Advertise-
Table.
3. N3 riceve l’advertise message, spedice a N2 un Subscribe message per
il tipo di evento TempEvent contenente una istanza e la definizione di
TempFilter.
4. N2 riceve il messaggio di sottoscrizione, registra N3 come consumer,
spedisce ad N1 un subscribe message contenente un AggregateFilter,
filtro aggregato composto da tutti i filtri passati dai suoi consumer, in
questo caso solo il filtro fornito da N3.
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5. N1 riceve il messaggio di sottoscrizione da N2, comincia a spedire Data
message ad intervalli regolari, contenenti istanze della classe TempEvent
inizializzate con un valore intero casuale.
6. N2 ad ogni Data message ricevuto da N1 applica il filtro fornito da N3
e, nel caso in cui il metodo matches() ritorni il valore true, esegue il
forward del Data message al subscriber N3.
7. N1 smette di spedire Data Message, confeziona e spedisce ad N2 uno
StopPublish message.
8. N2 alla ricezione dello StopPublish cessa di comportarsi da dispatcher,
cancellando la sottoscrizione di N3, e esegue il forward dello StopPublish
message ad N3.
9. N3 riceve lo StopPublish message.
5.2 Simulazione rete dinamica
Nel prossimo esempio si verifichera` il funzionamento del sistema proposto
nel caso in cui nella rete entri un nuovo nodo. In particolare, l’ingresso del
nuovo nodo provochera` la riconfigurazione dell’overlay network, al termine
della quale, si verifichera` che i data message raggiungeranno correttamente i
subscriber seguendo un nuovo percorso.
Figura 5.3: simulazione di una rete dinamica
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Considerando la rete indicata come rete 1 in figura 5.3, questa e` la
successione degli eventi che accadono nella rete:
• N1 comincia a spedire advertise message in cui notifica la rete che pub-
blichera` eventi di tipo TempEvent contenenti un valore intero, pseudo-
casuale compreso fra 0 e 50.
• L’advertise message e` ritrasmesso dai nodi intermedi fino a raggiungere
N6 e N7.
• N7 si sottoscive con N2 ad eventi di tipo TempEvent pubblicati da N1
fornendo un filtro TempFilter2. In particolare TempFilter2 specifica
che N7 e` interessato ad eventi in cui il valore temperatura sia maggiore
o uguale del valore 32.
• Il nodo N6 si sottoscrive con N5 fornendo un filtro TempFilter in cui
specifica di essere interessato ad eventi in cui il campo temperatura sia
minore del valore 22.
• I nodi N2, N3, N4, N5 si attivano come dispatcher, formando una
catena che permette ai Data Message provenienti da N1 di raggiungere
N6 ed N7.
In un qualsiasi istante la rete cambia configurazione e diventa quella in-
dicata come rete 2 in figura 5.3. Al primo Ping message proveniente da N1
il nodo N5 capisce che e` necessario effettuare riconfigurazione: spedisce un
Subscribe&Forward a N8 senza cancellare la propria sottoscrizione da N4 ed
attende per un tempo Tping/2 (impostando un timer opportuno) un eventuale
messaggio di errore proveniente da N8. Si possono verificare due casi:
• N8 non ha ancora ricevuto un Advertise message proveniente da N1.
In tal caso non e` in grado di accettare la sottoscrizione proveniente
da N5 perche´ non ha ancora ricevuto e definito la classe che descrive
TempEvent. N8 confeziona e spedisce ad N5 un messaggio di erro-
re contente l’informazione “sottoscrizione non effettuabile”. N5, alla
ricezione di tale messaggio, termina la procedura di riconfigurazione
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interrotta e mantiene la propria sottoscrizione ad N4. Il percorso che
i data message seguono per raggiungere N6 non varia rispetto a quello
della rete1.
• N8 accetta il messaggio di sottoscrizione e a sua volta si sottoscrive
con N2 per la ricezione di data message provenienti da N1. Lo scattare
del timer su N5 viene interpretato come “sottoscrizione accettata”, N5
spedisce un messaggio di Unsubscribe ad N4.
Supponendo che si verifichi il caso in cui N8 accetta la sottoscrizione, in
figura 5.4 e` riportato il risultato del test eseguito nel caso in cui N1 pubblichi
20 data message.
La colonna “valore” indica il valore trasportato dal TempEvent contenuto
nel data message, le colonne N6 e N7 indicano se tali subscriber sono interes-
sati tipo al tipo di evento pubblicato, in particolare, se e` presente il simbolo
«•» significa che il subscriber e` interessato al particolare evento.
Nelle righe “sottoscrizioni attive” si indicano le sottoscrizioni presenti
nella rete quando vengono pubblicati i data message elencati nelle righe suc-
cessive. Una sottoscrizione scritta nella forma N6 → N5 indica che il nodo
N6 e` sottoscritto con N5.
Nella colonna “ritrasmesso da/a” si indica da chi e verso chi vengono fatte
le ritrasmissioni del data message, mentre, nella colonna “bloccato da/a” si
indica il nodo che blocca la ritrasmissione del messaggio e la direzione in cui
avviene il blocco.
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valore N6 N7 ritrasmesso da/a bloccato da/a
Sottoscrizioni
attive:
       
 
17           
26      
42     
33     
15           
2           
40     
17           
22      
31      
Entra il nodo N8 che accetta la sottoscrizione spedita da N5.  C'è un intervallo di tempo in cui N5
ha attive due sottoscrizioni, una con N8 e l'altra con N4. In questo intervallo di tempo il publisher
pubblica i due Data message seguenti.
Sottoscrizioni
attive:
       
 	    
 
36       	  
11
  	    
       
 
Sottoscrizioni
attive:
 	    
 
24    	  
7   	      
49     	
16   	      
31    	  
20   	      
11   	      
29    	  
Figura 5.4: risultato test3
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E` stato presentato un sistema di notifica degli eventi per sistemi publish-
subscribe basato su un algoritmo cross-layer pensato per funzionare su reti
ad-hoc.
L’obiettivo e` stato quello di progettare e sviluppare uno strato software
che offra i servizi tipici di un event notification service che semplifichi lo
sviluppo di applicazioni distribuite che utilizzino lo schema d’interazione
publish-subscribe.
L’event notification service realizzato si basa sull’algoritmo distribuito Q
ed ha le seguenti caratteristiche:
Architettura cross-layer: interagisce con il livello di routing sottostante
tramite una opportuna interfaccia di comunicazione esportata dal livel-
lo di routing stesso. Lo scambio di informazioni col livello di routing
permette di ottimizzare alcune operazioni critiche su calcolatori mobili
come la gestione della banda e della potenza.
Type based: lo schema di sottoscrizione si basa sul tipo dell’evento e non sul
contenuto o sul soggetto. Questo permette di integrare in modo piu` ef-
ficiente l’event notification service con il linguaggio di programmazione
con cui e` sviluppato.
Advertisements: I publisher informano il resto della rete sul tipo degli
eventi che intendono pubblicare tramite degli opportuni messaggi, detti
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Advertise. Questa operazione e` anche chiamata disseminazione dei tipi
di evento.
Filtraggio: i subscriber, all’atto della loro sottoscrizione, forniscono un og-
getto filtro. Tali filtri sono applicati dai nodi intermedi agli eventi
pubblicati dal publisher. Il filtraggio avviene secondo il paradigma
near publisher, in cui il filtro e` applicato da un dispatcher il piu` vicino
possibile al publisher, in modo da ridurre al minimo la circolazione di
eventi inutili che peggiorerebbero le prestazioni della rete. Il filtraggio
e` stato possibile grazie ad un meccanismo di trasferimento ed esecu-
zione remota di codice: un subscriber costruisce un oggetto filtro e la
sua esecuzione avviene su un nodo remoto, un dispatcher, il piu` vicino
possibile al publisher.
Riconfigurazione: il sistema implementato, per svolgere le sue operazioni,
lavora sua una astrazione della rete fisica sottostante. Tale astrazione,
definita Overlay network, dopo un certo intervallo di tempo puo` non
risultare piu` consistente con la vera topologia della rete fisica a causa
dell’alta mobilita` dei nodi. La descrizione della vera topologia della
rete, su ogni nodo, e` presente solo a livello di routing. Il meccanismo
di riconfigurazione sfrutta la natura cross-layer del sistema presentato
in modo da riadattare l’everlay network alla rete fisica sottostante.
Tolleranza ai guasti: Se un qualsiasi nodo della rete si comporta in modo
non conforme o va in crash, gli altri nodi dell’event notification service
sono in grado di riorganizzare l’overlay network nel modo opportuno.
In mancanza di un livello di routing che implementasse un algoritmo di
routing per reti ad-hoc, si e` implementata una versione molto semplificata di
algoritmo di tipo DSR in cui si suppone, ad ogni istante, di conoscere le route
per raggiungere qualsiasi altro nodo della rete. Tale livello fittizio legge la
struttura della rete fisica da un file di configurazione la cui sintassi e` esposta
in 4.6 ed esporta una semplice interfaccia con cui e` possibile richiedere un
insieme di route esistenti fra due nodi o la route migliore fra essi. E` da
tener presente che il sistema sviluppato e` del tutto indipendente dai dettagli
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implementativi del livello di routing fittizio proposto, sara` quindi possibile
affiancarvi un livello di routing piu` opportuno senza alcuna modifica al codice.
L’implementazione del sistema presentato e` stata effettuata utilizzando il
linguaggio Java.
I risultati dei test hanno infine dimostrato la conformita` del sistema svi-
luppato con le specifiche elaborate in fase di progettazione. E` da tener pre-
sente che, a causa dell’assenza di un vero livello di routing adatto a reti
ad-hoc, tutti i test sono stati condotti sulla stessa macchina o, per piccoli
esempi, su poche macchine residenti sulla stessa LAN. La validita` dei test
eseguiti sulla stessa macchina e` garantita dal confinamento di ogni nodo in
spazi di indirizzamento distinti, su JVM distinte.
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