Abstract. We prove that if a symplectic diffeomorphism is not partially hyperbolic, then with an arbitrarily small C 1 perturbation we can create a totally elliptic periodic point inside any given open set. As a consequence, a C 1 -generic symplectic diffeomorphism is either partially hyperbolic or it has dense elliptic periodic points. This extends the similar results of S. Newhouse in dimension 2 and M.-C. Arnaud in dimension 4. Another interesting consequence is that stably ergodic symplectic diffeomorphisms must be partially hyperbolic, a converse to Shub-Pugh's stable ergodicity conjecture for the symplectic case.
Introduction and statement of results
We consider M to be a 2n-dimensional compact connected Riemannian manifold and ω a symplectic form on M , i.e. a non-degenerate closed 2-form. Taking n times the wedge product of ω with itself we obtain a volume form on M . A C r diffeomorphism f of M , r ≥ 1, is called symplectic if it preserves the symplectic form, f * ω = ω. The set of C r symplectic diffeomorphisms of M will be denoted Diff r ω (M ), and we consider it to have uniform C r topology. In the 2-dimensional case this is the same as the set of area-preserving C r diffeomorphisms. In higher dimensions this is just a subset of the set of C r volume-preserving diffeomorphisms (the volume form corresponding to ω).
A point p ∈ M is a periodic point of period k for f if f k (p) = p. If all the eigenvalues of Df k (p) have the norm different than 1, then we will say that p is a hyperbolic periodic point. In this case we have well-defined stable and unstable manifolds,
, f l (p)) = 0} and
where d is the Riemannian metric on the manifold. In the case of symplectic maps the eigenvalues come in pairs, and λ is an eigenvalue of Df k (p) if and only if λ −1 is an eigenvalue, so the dimension of both the stable and unstable manifolds will be n in our case. there is an l > 0 such that for any x ∈ M and any two unit vectors u ∈ A x , v ∈ B x , we have Df l (u) ≥ 2 Df l (v) . We will also say that A dominates B. If we want to emphasize the importance of l, we say that A l-dominates B, or the splitting is l-dominated.
A map f is called partially hyperbolic if there is an invariant splitting of the tangent bundle of M , T M = A ⊕ B ⊕ C, with at least two of them non-trivial, such that (i) A is uniformly expanding: there exist α > 1 and C > 0 such that
(ii) C is uniformly contracting: there exist β > 1 and D > 0 such that
(iii) A dominates B, and B dominates C.
One can prove that a dominated splitting is continuous, so the angle between the two subbundles is bounded away from 0, and a small C 1 -perturbation of a map with a dominated splitting also has a dominated splitting. So the set of partially hyperbolic maps is open in Diff 1 ω (M ). Also we make the remark that the property of dominance is independent of the Riemannian structure on the manifold, but two different structures can have different constants of dominance l. If B is trivial, then f is called uniformly hyperbolic or Anosov. This definitions can be extended to an invariant subset N of M .
A periodic point p of f of period k is called elliptic if all the eigenvalues of Df k (p) are simple, non-real and of norm 1. Obviously the existence of an elliptic periodic point is an obstruction for partial hyperbolicity. We prove here that the converse is also true generically, i.e. if a C 1 -generic symplectic diffeomorphism is not partially hyperbolic, then it has an elliptic periodic point (actually it has a dense set of elliptic periodic points). Here we say that a property is C r -generic if it is true for a residual subset of Diff r ω (M ). Hyperbolicity and ellipticity are responsible for completely different dynamics. A hyperbolic map is on one hand chaotic-it is transitive, it has sensitive dependence on the initial conditions-but on the other hand it has good statistical properties (it is ergodic if it is smooth enough-C 1+α ) and it has a Markov partition, and thus is similar to a subshift of finite type. The Anosov maps are structurally stable and stably ergodic (again, if they are smooth enough). Shub-Pugh's stable ergodicity conjecture states that among the partially hyperbolic diffeomorphisms, the stable ergodic ones form an open set in the C 1 topology, dense in the C 2 topology (see [21] ). Here we give an answer to the converse of this for symplectic diffeomorphisms; we show that a form of stable ergodicity implies partial hyperbolicity. The dynamics in a neighborhood of an elliptic periodic point are different. We know from KAM theory that if the map is smooth enough, then close to the elliptic point we have many invariant tori (possibly a positive measure set) on which the map is conjugated to a strongly irrational rotation. Also the elliptic point is accumulated by other quasi-elliptic and hyperbolic periodic points, as well as homoclinic points (see [26] ).
If for a periodic point p of period k the tangent map Df k (p) has exactly 2l simple non-real eigenvalues of norm 1 and the other ones have norm different from 1, then we say that p is an l-elliptic periodic point. Sometimes it is also called quasielliptic. S. Newhouse proved that a C 1 -generic symplectic diffeomorphism is either Anosov or it has dense 1-elliptic periodic points (see [17] ). He concluded from this
that a symplectic diffeomorphism is structurally stable if and only if it is uniformly hyperbolic. In dimension 2 the 1-elliptic periodic points are actually elliptic. M.-C. Arnaud proved (see [1] , [2] ) that a C 1 generic symplectic diffeomorphism in dimension 4 is either hyperbolic or partially hyperbolic, or it has an elliptic periodic point (in our paper we consider hyperbolicity as a particular case of partial hyperbolicity for simplicity). Our result generalizes this for any dimension. [27] ), we can get the following similar result for stable ergodicity.
Corollary 4. If a function
We conclude by mentioning some related results. C. Bonatti, L. J. Diaz and E. R. Pujals obtained similar results for the case of general and volume-preserving diffeomorphisms (see [11] ). For general diffeomorphisms the elliptic points are substituted by sinks and sources, and the partial hyperbolicity by the existence of a dominated splitting. Also the result is restricted to homoclinic classes of hyperbolic periodic points, because transitivity is needed. For the case of volume-preserving maps the elliptic points are not stable under perturbations, and an arbitrarily small one can make them hyperbolic, so they get a weaker result without the genericity: if a map does not have a dominated splitting, with an arbitrarily small perturbation one can create periodic points with all the eigenvalues equal to 1. We can get our stronger result for symplectic diffeomorphisms because of three reasons: the elliptic points are stable under perturbations if there are no multiple eigenvalues (which is a generic property)-this is not true for volume-preserving maps, but is true for sinks and sources for general diffeomorphisms; generically the symplectic maps are transitive-this is true in the volume-preserving case but not in the general one; and only in the symplectic case the existence of a dominated splitting implies partial hyperbolicity.
Other related results, obtained by J. Bochi and M. Viana (some of them announced before by R. Mañé), take into consideration the Lyapunov exponents of almost all the points instead of looking at the types of the periodic points (see [6] , [7] , [8] , [15] ). They prove that for a generic volume-preserving diffeomorphism for almost all the points either all the Lyapunov exponents are equal to 0 or their Oseledets splitting along the orbit is dominated. Also, a generic symplectic diffeomorphism is either Anosov or almost all the points have 0 as a Lyapunov exponent (with multiplicity at least 2).
We will give the proof of Theorem 2 in the last section. In Section 2 we give a perturbation result from linear algebra. In Section 3 we present some generic properties of symplectic diffeomorphisms. Section 4 is dedicated to Lyapunov exponents and Lyapunov filtrations for homoclinic points. In Section 5 we prove that dominated splitting implies partial hyperbolicity in the symplectic case, and in Section 6 we give the main perturbation proposition which shows how to lower the Lyapunov exponents in the absence of dominance.
A lemma from linear algebra
We present here a result we need from linear algebra. We will first give the motivation of the result.
We consider R 2n with the canonical symplectic structure given by the 2-form
. . , n}, are the coordinates on R 2n . The norm of the vectors is the euclidean norm in R 2n , and the norm of matrices is the norm of the corresponding linear operators on R 2n . There exist local coordinates
). These will be called symplectic coordinates. In these coordinates the tangent map Df x : T x M → T f (x) M can be seen as a symplectic matrix. For each x ∈ M we fix coordinates φ j with j the smallest number such that x ∈ V j and write Df x using these coordinates at x and f (x). From now on when we talk about l-dominance we use the euclidean norm in these coordinates. We also use them when we talk about the distance between two functions, or the size of a perturbation. Now the question we ask is the following: suppose we have two unit vectors u, v ∈ T x M and Ru does not l-dominate Rv, Df
Obviously we can perturb the tangent map along the first l iterates of x moving u in the direction of v. Now using Frank's lemma (see [12] ) we can realize these purely algebraic perturbations as the tangent map of a perturbation f of f and get that Df x l (u) = cDf l x (v) for some real constant c. This perturbation is supported in an arbitrarily small neighborhood of the first l iterates of x and leaves these iterates unchanged, and the size of the perturbation is proportional to the size of the algebraic perturbations of the tangent map. The question is, how small will this
perturbation be? We prove that it depends only on l and on the upper bound of the norms of the derivatives K. If l is arbitrarily large, then the perturbation needed can be arbitrarily small. For the 2-dimensional case or the non-symplectic case the result is known (see [14] , [15] ).
Lemma 5. For any
for some non-zero real number c.
Proof. We will define A j as compositions of A j with symplectic matrices close to the identity, which clearly will work in all the three cases. We give the proof for n ≥ 2; for the case n = 1 the result is known.
We will choose l later in the proof. Denote
For every such k we will consider an orthonormal symplectic basis in
and
We can also make this choice such that a k2 and b k1 have the same sign. By symplectic basis we mean that ω(e
We divide the proof in two steps. In the first one we prove that if the angle between the iterates of u and v is small at some point, then we can use a small rotation moving one into another. In the second step, if the angles between the iterates of u and v are bounded away from 0, then at the first step we make a small rotation of u toward v, then we make small perturbations along the orbit contracting u and expanding v, thus the new orbit of u will move toward v in long enough time, and then we complete with another small rotation in the end to move this new orbit of u to a multiple of B l (v).
Step 1. If the angle between B j (u) and B j (v) is small enough for some j ∈ {0, 1, . . . , l}, then we can construct a perturbation moving B j (u) to the direction of B j (v) only at the j'th step: if a j1 > 0 let A j = RA j , where R is a symplectic linear map such that
and R leaves the other vectors of the basis unchanged. This map moves B j (u) to a multiple of B j (v) . If a j1 < 0 we can just replace B j (v) by −B j (v). Clearly R−Id tends to 0 as a j1 tends to 1, so we can find α ∈ (0, 1) depending on and
. . , l} \ {j} we get the desired sequence of perturbation.
Step 2. Now we can suppose that |a k1 | ≤ α for any k. Then we get that |
For a σ > 1 we can consider the symplectic linear map T k such that
and all the other vectors of the basis are unchanged. This map has the property that on compact sets, so there exist a σ 0 > 1 depending on and
the angle between u and u + δv is small enough so we can find a symplectic map R such that R(u) = u + δv and R − Id < K (see the first step of the proof of the lemma).
From the construction of the perturbations we have that
and consequently
and we use the hypothesis of non-dominance,
for some real number c and R − Id < K . Now if we let A l = A l R , then we get the conclusion of the lemma.
Remark. The lemma is also true for the odd-dimensional case (not for symplectic matrices). The proof is easier; the perturbations required are restricted to a twodimensional subspace.
Definition. For a fixed K > 0 we define a decreasing function e : N → R as follows: given an l ∈ N, we define e(l) to be the smallest positive number such that for any sequence of 2n-dimensional symplectic matrices
. , l}, and any two unit vectors
for some non-zero real number c. The lemma says that lim l→∞ e(l) = 0.
In the same way for a given symplectic manifold M with fixed symplectic charts and for a fixed K > 0 we define a decreasing function E : N → R as follows: for
any l ∈ N we define E(l) to be the smallest positive number such that for any f ∈ Diff 1 ω (M ) with Df x ≤ K, ∀x ∈ M , in the given charts and any two unit
for some real number c. Because of Frank's lemma mentioned above we also have that lim l→∞ E(l) = 0.
Some generic properties of symplectic diffeomorphisms
Here we state some of the known C 1 generic properties of symplectic diffeomorphisms. There exists a residual subset R of Diff 1 ω (M ) such that for any f ∈ R we have:
1. The periodic points of f are dense in M . 2. Every periodic point of f is either quasi-elliptic or hyperbolic.
3. The hyperbolic periodic points of f are dense in M . 4. The stable and unstable manifolds of hyperbolic periodic points of f intersect transversally.
5. Every hyperbolic periodic point of f has homoclinic orbits. 6. The homoclinic points of f are dense in M . 7. The homoclinic points of a hyperbolic periodic point of f are dense in both the stable and unstable manifolds of the periodic point.
8. The map f is transitive. Property 1 is a direct consequence of the C 1 closing lemma of Pugh and Robinson (see [20] ). Properties 2 and 4 were proved by Robinson (see [22] ). Property 3 is a direct consequence of property 1, because we cane make a periodic point hyperbolic with a small perturbation if the period is large enough. An alternate proof can use properties 1 and 2 and the fact that a quasi-elliptic periodic point is generically accumulated by hyperbolic ones from KAM theory (see [17] ). Property 5 was proved by Takens (see [23] ), which is also a consequence of Hayashi's connecting lemma and the fact that the C r generically stable (unstable) manifolds accumulate on themselves, so also on the unstable (stable) manifolds -this proof gives also property 7 (see [24] , [25] ). Property 6 is a consequence of properties 3 and 5. Property 8 is another application of Hayashi's connecting lemma, and it was proved by Bonatti and Crovisier (see [3] ).
The next lemma presents another generic property of symplectic (or volumepreserving) diffeomorphisms. The main consequence we use from it is the fact that there is an arbitrarily small C 1 perturbation of f such that the set of homoclinic points of (the continuation of) a hyperbolic periodic point x is dense in M . 
Lemma 6. There exist a residual R ∈ Diff
, and so on. Then cl(U k ) is a decreasing sequence of compact sets inside U , so there is a point y U in their intersection and its orbit accumulates on p. Because p is not periodic, we can use the connection lemma to find an arbitrarily small perturbation of f such that p is a positive iterate of y U and the positive orbit of p is unchanged, so y U ∈ W s (y). So the stable manifold of y intersects U , and obviously this is also true for small perturbations (replacing y by its continuation). Now let us denote by R(k, U ) the set of diffeomorphisms with the property that the stable manifold of any hyperbolic periodic point with period less than k intersects U . From what we proved before and from the fact that for an open dense set of diffeomorphisms there are finitely many periodic points of period less than k, we get that R(k, U ) is an open dense subset of Diff 1 ω (M ) (or the volume preserving diffeomorphisms). But there is a countable base of the topology, so taking the intersection over k ∈ N and U in the countable basis we get the residual we are looking for. For W u (y) the proof is similar.
Lyapunov filtrations for the invariant manifolds of hyperbolic periodic points
For a measure-preserving diffeomorphism almost all the points of the manifold have well-defined Lyapunov exponents and a corresponding Oseledets splitting that give the exponential rate of expansion of the vectors in the tangent bundle under the tangent map. More specific, if f ∈ Diff 1 (M ) preserves a measure µ, then
and for any two disjoint subsets I and J of {1, 2, . . . , k(x)} we have 
x .
In this case
We consider
In the symplectic case the Lyapunov exponents come in pairs. If λ is an exponent with multiplicity m, then −λ is also an exponent with the same multiplicity m. If the dimension of the manifold M is 2n, then when we count the eigenvalue with their multiplicity we will denote them
The following lemma proves that the points on the stable manifold of a hyperbolic periodic point have a forward Lyapunov filtration and the points on the unstable manifold have a backward Lyapunov filtration, with the same exponents as the ones of the periodic point. As a consequence the homoclinic points will have both forward and backward Lyapunov filtrations. 
and for any j ∈ {1, 2, . . . , k} and any basis 
Proof. First we observe that it is enough to define this filtration on small local stable and unstable manifolds of x and extend them later by invariance. So we suppose p and q are on W u (x), respectively W s (x), for some small and inside a chart around x. If the map is linear or C 1 conjugated to a linear map in a neighborhood of x the proof is trivial. In general we denote
, and for any y close to x we denote A j x (y) the translation of A j x to T y M using the given chart. We define
. Now one can prove that this is well defined and verifies the required properties using some cone fields in a neighborhood of x. So let us define the cones Df by a factor between eΛ j −δ and eΛ j +δ . Then we can find > 0 such thatλ
x . Because f is C 1 , we can construct a strictly invariant continuous cone field C j, y for y on a small neighborhood of x extending C j, x and having the properties mentioned above. For l large enough A
, and because the cones are contracting in a neighborhood of x we get that A j p is well defined and obviously
for all large enough l sô
Taking the limit for δ → 0 we get the desired equality for the
We can see from the definition that A Remark. This result can be extended for the partially hyperbolic periodic pointswe can allow some 0 Lyapunov exponents and consider the points on the strong stable and strong unstable manifolds.
Dominated splittings for symplectic diffeomorphisms
In this section we prove that for a symplectic diffeomorphism the existence of a dominated splitting implies partial hyperbolicity.
Suppose we have a symplectic structure on a 2n-dimensional vector space V , i.e. there is a non-degenerate skew symmetric bilinear functional on V × V denoted ω. 
Here we used the dominance hypothesis. Now if we take k large enough so that
M > 1 we get that A must be uniformly expanding.
For any x ∈ M and a 1 , a 2 ∈ A x we have
because A is expanding, so ω restricted to A is trivial. Then A ⊂ A ω and the dimension of C = A ω ∩B must be 2n−2i. Now A ⊂ (A⊕C) ω and the dimension of (A ⊕ C) ω is i, so A = (A ⊕ C) ω , and consequently C ∩ C ω = ∅, so C is symplectic. Also we know that A ⊂ C ω and the dimension of C ω is 2i, so the dimension of D = C ω ∩ B must be i. From construction we have that C and A ⊕ D are skew orthogonal. Also the fact that C is symplectic also implies that A⊕D is symplectic and ω restricted to D is trivial.
What is now left to prove is that D is uniformly contracting and C dominates D. As we remarked before A, C and D are continuous, M is compact and C, A ⊕ D are symplectic, omega restricted to A and D is trivial, so there exists m > 0 such that for any any
Suppose we have x ∈ M, d ∈ D x . As we saw before we can find
d , and because A is uniformly expanding, if we take k large enough we get that D must be uniformly contracting.
We know that A l-dominates C because C ⊂ B. So let us take
There exist c ∈ C x , c = 1 such that
From the fact that A l-dominates C we get that
c ) . Combining these two inequalities we get
M 2 , which proves that C also dominates D if we again take k large enough, and we are done.
Second case: i = n. In this case we only have to prove that A is uniformly expanding and B is uniformly contracting. For any x ∈ M we have that either ω restricted to B x is trivial or ω restricted to B x is not trivial, and as in the proof of the first case we get that A x is expanded, so ω restricted to A x must be trivial. If we take any x ∈ M and a ∈ A x , because ω restricted to A x or to B x is trivial, we can find an b ∈ B x such that ω(a, b) = 0 and vice-versa. These observations, together with the continuity of A and B and the compactness of M , show that there must be again an m > 0 such that for any x ∈ M and for any a ∈ A x (b ∈ B x ) there exist b ∈ B x (a ∈ A x ) such that ω(a, b) ≥ m a b . Now let us suppose that A is not uniformly expanding, so for any large k there exist x ∈ M and a ∈ A x such that Df kl (a) < 2. From the dominance condition we get that B x must be contracting, Df
and from here we find that Df
M . But we can take k arbitrarily large so 2 k−1 m M becomes larger than 2, and we get a contradiction. The proof that B is uniformly contracting is similar. In particular in this case we get that A and B must be Lagrangian.
The main perturbation result
We say that a splitting T M = A ⊕ B has index k if the dimension of A is k.
Then there is a perturbation of f of size less than E(l), say g, and y ∈ M a hyperbolic periodic point for g arbitrarily close to x such that
Proof. First we remark that if f does not have an l-dominated decomposition of index n − i, then the same must be true for any other function in a small C 1 neighborhood of f . Indeed, if this is not true, we can find a sequence of diffeomorphisms f n converging to f with l-dominated splittings of index n − i. For a subsequence the corresponding subbundles will converge to invariant subbundles for f , and by taking the limit we get that this must also be an l-dominated splitting, which is a contradiction.
The strategy is the following: first we make an arbitrarily small perturbation f 1 of f in order to create dense homoclinic points for (the continuation of) x using Lemma 6. We can choose the perturbation small enough so that the continuation of x and its new Lyapunov exponents are arbitrarily close to the old ones and there is no l-dominated splitting of index n − i. Let H(x) be the set of homoclinic points of x which is dense in M . Then we use Lemma 7 to define the invariant subbundles A and B for the points in H(x) corresponding to the Lyapunov exponents greater than or equal to λ i+1 (f 1 , x) (using the backward iterates), respectively smaller or equal to λ i (f 1 , x) (using the forward iterates). If A l-dominates B, then we can extend these subbundles by continuity to the whole manifold M and get an l-dominated splitting, which is a contradiction. So we can suppose that A does not l-dominate B, which means that there exist a homoclinic point p of x and unit vectors u ∈ A p , v ∈ B p such that Df v) . The perturbation is supported on an arbitrarily small neighborhood of the first l iterates of p, and it does not change the orbit of p, so we can suppose that the orbit and the Lyapunov exponents of x are unchanged and p is still an homoclinic point of x. Also A is unchanged for the backward iterates of p and B is unchanged for the forward iterates of f
Without loss of generality we will denote f 2 = f .
In order to finish the proof, we want to close the orbit of p with another arbitrarily small perturbation supported on a small neighborhood of x and thus get the desired hyperbolic periodic orbit with smaller Λ i+1 . In the end we have a perturbation of size
E(l)
2 and finitely many arbitrarily small perturbations, so the total the size of the perturbation will be smaller than E(l).
The next lemma shows how to close the orbit of the homoclinic point p of x. Proof. Let V be a neighborhood of f in Diff r (M ) (or Diff r ω (M )). We know that there is a small neighborhood U of x, where f k is C 0 -conjugated to the linear map Df k (x) on a neighborhood of the origin, where k is the period of x. By eventually shrinking the neighborhood we can suppose that the orbit of p intersected with U is inside the -stable and -unstable manifolds of x for some small > 0. Let
, s, t > 0, be a forward and a backward iterate of p contained in U . Using the perturbation lemma we can find small neighborhoods U y ⊂Û y ⊂ U of y such thatÛ y ∩ f (Û y ) = ∅, and for any y ∈ U y there exist f ∈ V with f (y) = f (y ) and f = f outsideÛ y . In the same way we can find neighborhoods U z ⊂Û z ⊂ U of z using f −1 . Now because of the conjugacy to the linear map there is a point y ∈ U y such that a forward iterate of y , say f a (y ), is in U z . Now let g ∈ V be a function such that g(y) = f (y ), g(f a−1 (y )) = z and g = f outsidê U y ∪ f −1 (Û z ) as before. Then p is a periodic point for g. Obviously U can be taken arbitrarily small.
We observe that the perturbation we made consists basically of two translations on small neighborhoods of a positive and a negative iterate of p. Also the new orbit of p spends an arbitrarily long time in the neighborhood of x because we can take as many iterates of p (positive and negative) as we want before making the required translations. So the period of p for the perturbation g N will be 2N + k, where k is the number of iterates away from x (which is fixed) and 2N is the number of iterates close to x (which can be arbitrarily large). By changing the notation we can suppose that g arbitrarily small neighborhood and f is C 1 , using another small perturbation we can suppose that 
Now we will estimate Λ i+1 (g N , p). We know that
We want to choose a convenient basis {e −n , e −n+1 , . . . , e −1 , e 1 , . . . , e n } of T p M such that e j expands on the first N iterates of Dg N with an exponential rate close to λ j (f, x), and consequently e j 1 ∧ e j 2 ∧ · · ·∧ e j n−i expands on the first iterates of Dg N with an exponential rate not much bigger than λ j 1 (f, x)+λ j 2 (f, x)+· · ·+λ j n−i (f, x) (the reason we get an estimation only from above for the volume growth is because the angles between vectors may decrease, but that is all that we actually need).
For simplicity from now on we denote λ j = λ j (x, f ). We start by supposing that the Lyapunov subspaces at x are orthogonal (this can be done by a change of coordinates; a change of basis does not change the eigenvalues or the Lyapunov exponents). Then we choose an orthonormal basis {e −n , e −n+1 , . . . , e −1 , e 1 , . . . , e n } of T g N N (p) M such that it agrees with the backward Lyapunov filtration for f :
if λ j+1 > λ j (this can be done using Lemma 7). Also if e j , . . . , e k are the vectors corresponding to a (possible multiple) exponent, then the pullback under Df of the subspace generated by this vector will converge to the corresponding Lyapunov subspace at x. Now if a Lyapunov exponent λ j is simple, then we take e j = . If λ j−1 < λ j = · · · = λ k < λ k+1 , then we take {e j , e j+1 , . . . , e k } to be an orthonormal basis of Dg −N N (span{e j , . . . , e k }). Then this basis of T p M is 'almost' orthonormal, e j , e k is small for large N , and satisfies our requirements. 
where K is a constant which does not depend on N .
In order to evaluate the last N iterates we consider an orthonormal basis
M which agrees with the forward Lyapunov filtration for f : lim l→∞ log Df l (ē j ) l = λ j (this can be done again using Lemma 7). Then we get that
So for large enough N we have
. Taking the log and combining with the inequality for the first N + k iterates we get
for all large enough N , where again K does not depend on N . Dividing by 2N + k and taking N sufficiently large we get
Second case: the estimation for e i+1 ∧ e i+2 ∧ · · · ∧ e n . As in the first case we get for large enough N that
We know that there is a unit vector u ∈ span{e i+1 , e i+2 , . . . , e n } = A i+1 p such that
This implies that Dg
In the same way as for the first case we get that the norm of
restricted to this subspace is bounded from above by ( n n−i )e N (Λ i+1 −δ+ ) for large N . Again combining and taking N sufficiently large we get
To conclude, we have the inequality for all the elements of the basis, which is 'almost' orthonormal, so by taking N big enough we get the inequality for any unit vector (in
. Now we can do the same thing for a slightly larger δ and arbitrarily small , so eventually we get
The proof of the second inequality of the proposition is similar, but we do not have to use two separate cases. It is enough to remark that the exponential rate of growth of any vector is bounded from above by λ n around x, so it is enough to take N large, and we get λ n (g N , p) < λ n (f, x) + . But again can be chosen arbitrarily small, so with another small perturbation we get
As a last remark, because the period of p is arbitrarily large we can easily make sure that the point p is actually hyperbolic, so it does not have 0 Lyapunov exponents. Proof. We denote by Per(g) the set of hyperbolic periodic points of g. Suppose that the result is not true, so there exist a C 1 neighborhood V of f and a δ > 0 such that for any function g ∈ V and any x ∈ Per(g) we have
We can suppose that g n ∈ V for all n > 0.
We will denote d to be the C 1 distance on Diff 1 ω (M ) using the fixed symplectic charts. Now for any l ∈ N there exist n l > l such that g n l does not have an ldominated splitting of index n − i (otherwise we can pass the decomposition to the limit and get one for f ). We also know that
which is a contradiction.
Remark. One case in which λ i = λ i+1 is when the corresponding eigenvalues are complex conjugate. Periodic points of this type are used in [11] to construct sinks or sources in the case of general diffeomorphisms or periodic points with all the eigenvalues of modulus 1 for volume-preserving diffeomorphisms in the absence of dominance.
Proof of Theorem 2
Now we will give the proof of Theorem 2.
Proof of Theorem 2. We will use the proposition to prove that for any open set U in M we can find an arbitrarily small perturbation of f with an elliptic periodic point in U . So let us fix an open set U in M . Lemma 8 shows that for symplectic diffeomorphisms the existence of a dominated splitting is equivalent to partial hyperbolicity, so we know that there are no dominated splittings for f . We define the decreasing function L : R + → N as follows: for any > 0 we let L( ) be the largest integer such that all the perturbations of f of size at most do not have a L( )-dominated decomposition. Because for any l > 0 there are no sequences of diffeomorphisms with l-dominated splittings converging to f , there is a neighborhood V l of f such that no function in V l has an l-dominated splitting. This proves that lim →0 L( ) = ∞.
For any g ∈ Diff 1 ω (M ) we define λ n (g) = inf x∈Per(g)∩U λ n (g, x) and λ = liminf g→f λ n (g). Because of the C 1 closing lemma λ must be finite. If λ = 0 we are done. An arbitrarily small perturbation will make all the Lyapunov exponents of a periodic point zero, and consequently we get an elliptic periodic point (making sure there are no multiple eigenvalues). So we can suppose that λ > 0.
There exist f k → f (in the C 1 topology), x k ∈ Per(f k ) ∩ U , such that λ k n := λ n (f k , x k ) → λ. Our goal is to use the proposition several times to construct a sequence of perturbations g k , still converging to f , and having some periodic points y k ∈ Per(g k ) ∩ U with lim k→∞ λ n (g k , y k ) ≤ (1 − α)λ, which is a contradiction. We will choose α > 0 later.
Suppose that d(f, f k ) = k for k > 0 small. This means that f k does not have any L( k )-dominated splitting. We denote f k = f k1 , x k = x k1 . There exists an i 1 ∈ {−1, 1, 2, . . . , n − 1} such that
Applying the proposition we can construct f k2 ∈ Diff 1 ω (M ), d(f k2 , f k1 ) < EL( k ), with x k2 ∈ Per(f k2 ) ∩ U such that
We will denote φ( ) = + EL( ) and then we can rewrite this as d(f k2 , f) < φ( k ). If λ n (f k2 , x k2 ) ≤ (1 − α)λ k n , then we stop and take g k = f k2 and y k = x k2 . Otherwise there is j 2 ∈ {i 1 + 1, i 1 + 2, . . . , n − 1} such that Because d(f k2 , f) < φ( k ) we get that f k2 has no L(φ( k ))-dominance. Again applying the proposition we get that there is an f k3 ∈ Diff 1 ω (M ), with x k3 ∈ Per(f k3 ) ∩ U such that
and d(f k3 , f k2 ) < EL(φ( k )). We observe again that
Again if λ n (f k3 , x k3 ) ≤ (1 − α)λ k n , then we let g k = f k3 and y k = x k3 , and we stop. Otherwise, again under the condition that α is sufficiently small, there will be a gap of size at least δ 3 = δ 2 2n 2 − αλ k n n between λ i 3 +1 (f k3 , x k3 ) and λ i 3 (f k3 , x k3 ) for some i 3 > i 2 , and we again apply the proposition to lower Λ i 3 +1 by at least δ 3 2 for a perturbation f k4 and a hyperbolic periodic point x k4 in U . The distance from f k4 to f will be less than φ 3 ( k ). We can repeat this argument, and in the end α can be chosen sufficiently small (depends only on n) such that after a finite number of such perturbations (at most n) we actually lower λ n by αλ We also know that lim →0 L( ) = ∞, lim l→∞ E(l) = 0 so lim →0 φ( ) = 0 and furthermore lim →0 φ n ( ) = 0 which shows that g k converges to f in Diff 1 ω (M ), and we are done because we reached a contradiction.
