This paper presents a simple solution to the robust H 1 unbiased functional reduced order filtering problem in the case of uncertain systems described by Integral Quadratic Constraint (IQC). The existence condition of the unbiased filter is expressed through a rank relation. Then the filter is designed via Linear Matrix Inequalities coupled with an equality constraint. The results obtained in this paper are applicable to unstable systems. The approach is illustrated by a numerical example.
Introduction
This paper concerns the synthesis of robust reduced order H 1 filter for uncertain systems where the uncertain variables are described by Integral Quadratic Constraints (IQC). The robust filtering gets its importance from the necessity to still keep good performances even when uncertainties affect the nominal system. These uncertainties can result from system identification, model reduction, time delays, non-linearities, . . . IQC are shown to describe these types of uncertainties in numerous papers well, notably for signal processing applications (Xie et al. 1998 ). Due to computational or real-time implementation reasons, reduced order filter should be prefered to the full order one, specially in practical applications for large scale systems (Nagpal et al. 1987 , Kim et al. 1992 , Watson and Grigoriadis 1998 .
Hence, we deal with the estimation of the functional zðtÞ ¼ LxðtÞ, where zðtÞ 2 R r , r 4 n and xðtÞ 2 R n is the state of the system under consideration.
The functional unbiased filter is designed such that the H 1 norm from the disturbance inputs to the estimation error is smaller than a given prescribed value. The problem of H 1 filtering has been widely studied in the full order case (Shaked 1990 , Nagpal and Khargonekar 1991 , Shaked and Theodor 1992 and even in the reduced order one (Kim et al. 1992 , Grigoriadis and Watson 1997 , Watson and Grigoriadis 1998 ). The advantage of the H 1 filtering is that it does not require any knowledge on the statiscal properties of the disturbances, they must only be of finite energy. Recall that this is not the case in the standard Kalman filtering which needs statistical informations about the disturbances.
When nominal systems are affected by uncertainties, robust filters must be designed to ensure the stability of the reconstruction error in spite of the presence of uncertainties (see Bolzern et al. (1996) , Savkin and Petersen (1996) , Li and Fu (1997) , Geromel (1999) , Geromel et al. (2000) , El Ghaoui and Calafiore (2001) , Wang and Balakrishnan (2002) ) for the full order robust filter and Savkin and Petersen (1997) , Tuan et al. (2001) for the reduced order one). Note that all these robust filters are biased, i.e. the error dynamics contains a term depending directly on the system state in the nominal case. The advantage of the robust unbiased filtering in comparison to the biased one is that it ensures a best performance in the nominal case (Shaked and de Souza 1995) . The unbiasedness condition is derived from the error dynamics. Its goal is to suppress the direct effect of the system state in this dynamics. The unbiased robust filtering has been treated in Shaked and de Souza (1995) with a filter of order greater than that of the system and in Bittanti and Cuzzola (2000) with a filter of the same order as the system.
In this paper, our goal is twofold. First, we establish existence and stability conditions for the robust functional filter of order r in presence of uncertainties described by IQC. These conditions are given in such a way to avoid bilinearities between the filter parameters. As in Darouach (2000) and Darouach et al. (2001) , the presence of a direct feedthrough term in the filter state-space realization allows us to generalize the condition given in Watson and Grigoriadis (1998) . A Linear Matrix Inequality (LMI) method is thus applied to solve the filtering problem as a static output feedback problem. As inherent to the later problem, the solution implies to solve also a non-convex (equality) constraint (Tuan et al. 2001) . This is the main difference with the full order robust filtering. Under appropriate condition, we show that the presence of unstable modes can be taken into account since their effects on the estimation error vanish because of the unbiasedness condition (see Xie et al. (1994) for the full order case). Note that the choice of an H 1 filtering performance is not intrinsic. In fact, the approach can be easily extended to the robust L 2 À L 1 filtering case.
This paper is organized as follows. Section 2 gives necessary and sufficient conditions for the unbiasedness of a functional filter for both continuous-time and discrete-time uncertain systems. Then x 3 gives the solution to the robust H 1 filtering problem whereas x 4 presents an illustrative example. Section 5 concludes the paper.
Unbiasedness and stability conditions

Problem statement
Consider the following uncertain linear system
where xðtÞ ¼ x 1 ðtÞ T x 2 ðtÞ T Â Ã T 2 R n (with x 1 ðtÞ 2 R n 1 and x 2 ðtÞ 2 R n 2 ) is the state vector, yðtÞ 2 R p is the measured output and zðtÞ 2 R r is the vector of variables to be estimated where r 4 n. The vectors wðtÞ 2 R m and p i ðtÞ 2 R k i represent the disturbance and the uncertain variables respectively. We have " k k ¼ P s i¼1 k i where k i is the number of columns of matrices H 11i , H 12i and H 2i . xðtÞ ¼ _ x xðtÞ is used for the continuous-time case and xðtÞ ¼ xðt þ 1Þ for the discrete-time one. Assume without loss of generality that rank L ¼ r.
To describe the effect of uncertainties on system (1), we consider s fictitious outputs q i ðtÞ given by
The following notations will be used in the sequel where b z z ðtÞ 2 R r is the estimate of z(t). This filter differs from that of Watson and Grigoriadis (1998) and has the form given in Darouach (2000) and Darouach et al. (2001) . Matrices N, J and E are of appropriate dimensions. From remark 3.1 in de Souza (2000), we note an interest to consider a proper filter i.e. a filter with direct feedforward (matrix E ) from y to b z z. Generally, the smallest level of disturbance attenuation that can be achieved with a strictly proper filter is larger than that achieved with a proper filter.
Before proceeding, let us make the following assumption on system (1) (or (5)).
Assumption 1:
(i) The sub-system (1a) is quadratically stable (Xie et al. 1994; Xie 1996; Li and Fu 1997) . (ii) Matrix A 2 may be unstable.
Let the filtering error be given by
where
From (10), notice that the time derivative of the error e(t) is a function of the time derivative of the disturbances w(t). To avoid the use of wðtÞ in the dynamics of the error e(t), consider "(t) as a new ''state vector''. Then the transfer function T we from w(t) to e(t) has the following state space realization
As in Watson and Grigoriadis (1998) , the filter is said to be unbiased if the error dynamics is independent of the system state x in the nominal case.
The problem of the robust unbiased functional H 1 filtering can now be stated as follows.
Problem 1: Determine the filter matrices N, J and E (with É ¼ L À EC) such that (i) the filter (8) is unbiased, (ii) the filtering error (13) is stable and a given > 0 is an upper bound to the L 2 À L 2 gain with zero initial condition, i.e.
where assumption 2.1 holds and the dynamics of the estimation error e is given by relation (13) for any admissible IQC (see (6) or (7)).
On the interest of the unbiasedness in filtering
We show here the meaning of the biased and the unbiased filters in robust filtering for uncertain continuous-time systems (the discrete-time case is similar). For simplicity, consider the following system with norm-bounded uncertainties
Notice that system (15) can be rewritten in the following IQC form (see (5))
where s ¼ 1. The fictituous output q is given by
with p ¼ ÁðtÞq.
Robust reduced order unbiased filtering
From (16), the uncertain variable p of (17) satisfies the following IQC
Then the estimation error eðtÞ ¼ zðtÞ À b z z ðtÞ has the following uncertain dynamics (see (13))
If È ¼ 0 (this relation is also called the Sylvester equation (see (21)), then the estimation error e(t) is unbiased in the nominal case (Á A ðtÞ ¼ 0 and Á C ðtÞ ¼ 0) since its dynamics does not depend on the state x(t). In this case, if matrix N is stable, the estimation error e(t) converges asymptotically to zero even if matrix A is unstable. This is not the case when È 6 ¼ 0 (i.e. if the Sylvester equation is not satisfied), and, in this case, the filter is a biased one. Thus, it is obvious that in the nominal case the unbiased filter has a better behaviour than the biased one. Consider now the case where there are uncertainties in the system (Á A ðtÞ 6 ¼ 0 and Á C ðtÞ 6 ¼ 0). Then the error dynamics (20) has an additional term depending on x(t) and matrices É, N and J must be chosen such that the term ÈxðtÞ in (20) fights against the effect of x(t) introduced by the uncertainties through ðÉÁ A ðtÞ À JÁ C ðtÞÞxðtÞ. The ideal case is when È ¼ ÀðÉÁ A ðtÞ À JÁ C ðtÞÞ, thus the estimation error e(t) will not have any term depending explicitely on x(t) in (20). This situation cannot be guaranteed as the uncertainties are unknown. But, the unbiased filter can still be used in the uncertain case as it will be the best one in the nominal case and may reduce the effect of x(t) on the error dynamics even in the uncertain case. Moreover, the unbiasedness condition will permit to parameterize all the filter matrices through a single gain matrix in the sequel and to consider an unstable matrix A 2 as in item (ii) of Assumption 1.
Derivation of the unbiased functional filter conditions
The unbiasedness of the filter (8) is achieved if and only if the following Sylvester equation
holds (O 'Reilly 1983) , while the stability requirement of the filter is satisfied if the matrix N is Hurwitz.
Since matrix L is of full row rank, equation (21) is equivalent to
Using the definition of É, relation (22a) can be rewritten as
Then using relations (12) and (25c), equation (22b) can be rewritten as
and a general solution to equation (26), if it exists, is given by
where Z is an arbitrary matrix of appropriate dimensions. From the definition of É and using (25) and (28), relation (24) can be rewritten as
The transfer function T we from w(t) to e(t), given by (13), becomes
where E and K are given by (28).
In system (31), the filtering error is bilinear in the gain parameter Z due to the product Z e C CE. This bilinearity is intrinsically linked to the unbiasedness condition (21). Indeed, the ''bilinearity'' NÉ in (21) yields a gain K (see (25c)) containing the product NE. In order to avoid this kind of ''bilinearity'', we consider the following constraint (26), (27) and (28) become
Notice that with E ½H 2 D ¼ 0, the transfer function T we from w(t) to e(t), given by (31), has no feedthrough term and becomes
From relations (33a), the necessary and sufficient condition for the existence of an unbiased filter (8) verifying E ½H 2 D ¼ 0 is given by the following theorem.
Theorem 1: Under constraint (32), the unbiasedness of filter (8) for system (1) (or (5)) is guaranteed if and only if
Proof: From the linear algebra theory (Lancaster and Tismenetsky 1985) , there exists a solution ½E K to equation (33a) if and only if
Then, right-multiplying each side of equation (36) by
gives (37). oe
Remark 1:
The case E ¼ 0 in the filter equation (8), considered in Watson and Grigoriadis (1998) , is a special case. Indeed, if E ¼ 0, equations (25c) and (33b)
This condition is contained in that of Theorem 1. So, it is interesting to consider the general case where E 6 ¼ 0 for a global approach. oe
According to the previous developments, the augmented state vector given by 
where the matrix É given by (see (12))
satisfies the unbiasedness condition (21) for the nominal system (1) with H 1 ¼ 0 and
Robust reduced order unbiased H 1 filtering
This section is dedicated to the design of a robust functional unbiased filter. Here, we assumed that the existence condition of filter (8) 
where 2 R þ is given and
is a fictitious output, and
where the i > 0, i ¼ 1, 2, . . . , s, are scaling parameters to be chosen and bdiagðÁÞ represents a block-diagonal matrix. Note that Å 2 R " k kÂ " k k with " k k ¼ P s i¼1 k i . Using this parametrized system and problem 1, let us give the following lemma.
Lemma 1: Under Assumption 1 and assuming that relation (36) is verified, the filter (8) solves the robust H 1 filtering stated in Problem 1 for any admissible IQC (see (6) or (7)) if, for a given > 0, there exists Å > 0 given by (45) such that the system (8) is a -suboptimal H 1 stable unbiased functional filter for the parametrized system (43) achieving the following
Proof: From relation (36) and using (1), (41) and (42), the dynamics of the state vector (t) defined in (39) is given by system (40) which is associated to the parametrized system (43).
Since the filter (8) is unbiased, then relation (21) holds. As the existence and stability conditions of the filter (8) are assumed to be fulfilled, there exists a stable matrix N which is solution to the unbiasedness equation (21). By rewriting this relation as (42), we have
Recall that A 2 may be unstable. Then in systems (40) and (43), the unstable subspace spanned by ½ 0 x T 2 ðtÞ 0 T has no effect on the outputs q(t) and e(t). To evaluate the induced gain given by
x 2 ðtÞ can be cancelled in systems (40) and (43) which become
respectively, where b ðtÞ is of the same dimension as ðtÞ and
Since the uncertain subsystem given by (1a) is quadratically stable from Assumption 1, the lemma is proved by applying Theorem 3 and Theorem 4 of Li and Fu (1997) . oe
Note that relation (49) can be rewritten as
In system (51), the determination of the gain matrix Z can be transformed into the following static output feedback control problem
where Z is the static output feedback controller to be designed in order to achieve stability and the attenuation from the perturbation wðtÞ to the controlled output zðtÞ. The vectors uðtÞ and yðtÞ are the ''control input'' and the ''measured output'', respectively. The matrices and the vectors introduced in (53) are given by
Before proceeding, let us decompose some of the above matrices as follows
In order to unify the notations, we also put B u ¼ B u and C y ¼ C y . Then the following Theorems 2 and 3 give the solution, in terms of the gain matrix Z, to the robust H 1 filtering problem in the continuous and discretetime cases, respectively. Theorem 2: Robust functional H 1 filtering: continuoustime case. Consider that Assumption 1 holds. Under relation (36), there exists a continuous-time -suboptimal robust H 1 functional unbiased filter (8) for the uncertain system (1) if there exist matrices P ¼ P T > 0 and Q ¼ Q T > 0, P, Q 2 R ðn 1 þrÞÂðn 1 þrÞ such that where K y and K u are two matrices whose columns span the null spaces of ½ C y D yp D yw and ½ B T u 0 0 , respectively. All gains Z are given by
and R 1 , R 2 and Z are arbitrary matrices of appropriate dimensions satisfying R 1 ¼ R T 1 > 0 and kR 2 k < 1.
Proof: Recall that Assumption 1 holds and relation (36) is verified. From Lemma 1, Problem 1 is solved if the closed-loop system (53)- (54) given by
is stable with an H 1 norm less than 1. From the bounded real lemma (Xie 1996) , this is verified if and only if there exists a matrix P ¼ P T > 0 such that
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Using Q ¼ P À1 (see (57c)), the inequality (61) is equivalent to
The LMI (57a) and (57b) are then obtained by applying the projection lemma (Iwasaki and Skelton 1994) to the above inequality, whereas equations (58) and (59) are deduced from relation (22) in Iwasaki and Skelton (1994) .
The filter (8) is finally obtained by using relations (33) and (35) 
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Robust reduced order unbiased filteringP, Q 2 R ðn 1 þrÞÂðn 1 þrÞ such that where K y and K u are two matrices whose columns span the null spaces of ½C y D yp D yw and ½ B T u 0 0, respectively. All gains Z are given by (58) where matrices K, S 1 , S 2 are given by (59a), (59b) and (59c). Matrices " B B, " C C and " Q Q are given by R 1 , R 2 and Z are arbitrary matrices of appropriate dimensions satisfying
The proof is similar to that of Theorem 2.
Remark 2: Notice that the constraints (57c) and (62c) are not convex. The relation is a bilinearity but it is of different form from that of the filter derivation (see x 2.3, equation (31)). In x 2.3 we have intrinsic bilinearity (in fact it is a non-linearity of ''type Z 2 '') without any well-known tool for solving it whereas in the case of the static output feedback (see equations (57c) and (62c)), there exists some heuristic which can be applied to try to solve the bilinearity. Thus in x 4, the matrices P and Q are obtained by using the cone complementary linearization technique (El Ghaoui et al. 1997) . oe
Numerical example
In this section, we give a numerical example in the continuous-time case to illustrate our approach for the synthesis of an unbiased robust reduced order H 1 filter for a linear system having uncertain variables described by IQC. Let us consider the following uncertain linear system (see (1) for constant values of 2 À1, 1 ½ . Then, the maximum singular values of the transfer between the reconstruction error e(t) and the disturbance w(t) are drawn in figure 1 .
The maximal L 2 gain of the filter defined by (67) is given by ¼ 11:0775. This values is lower than ¼ 17:3 which was used during the filter synthesis. It is probably possible to solve the problem with < 17:3 but there is some conservatism due to the use of the cone complementary heuristic (El Ghaoui et al. 1997) .
For the simulations purpose, we use ¼ À1 in the uncertain case and ¼ 0 in the nominal one. The disturbance w(t) is given by figure 2.
For scaling reasons, the reconstruction error e(t) obtained with the robust H 1 filter is described by figures 3 and 4 for the uncertain system (Á 6 ¼ 0) and the nominal one (Á ¼ 0).
Conclusion
A method to design a robust unbiased H 1 reduced order filter is given in this paper. The uncertainties of the system are described by Integral Quadratic Constraints (IQC). The filter is of the same order as the functional to be estimated. The unbiasedness of the proposed filter is obtained from the error dynamics and permits to parameterize all the filter matrices through a single gain matrix. An additional constraint on the filter structure is added to avoid bilinearities in the filtering error and the unbiased filter is shown to converge despite the presence of unstable mode in the system state. Then the robust filtering problem is transformed into a static output feedback one. So, LMI method is applied with the cone complementary linearization heuristic to obtain the filter matrices. A numerical example is given to show the effectiveness of the proposed approach. Robust reduced order unbiased filtering 105
