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ABSTRACT  
In this paper we consider the problem of grouping machine and human resources in mixed model 
assembly process so that sequencing and scheduling decisions may be performed more efficiently. 
Resource aggregation can potentially and significantly improve production efficiency and throughput by 
balancing production rates, and by minimising resource deficiencies and idle time inefficiencies. This 
resource aggregation problem in particular involves determining how many groups to have and what 
number of machines and workers should be assigned to each. Not only is the number important in the 
aggregation but also the type (identity). Hence which specific machines and workers should be assigned 
to each group must also be answered. There are numerous factors that affect the aggregation. For example 
worker experience level and preferences, job processing requirements, current and future jobs and 
workloads, travelling distances and adjacency conditions. Very little theory however exists to indicate 
what a good resource aggregation is. Few if any experimental results exist to indicate what level of 
improvement is also possible. In this paper we therefore provide a mathematical framework for answering 
these questions that includes an analysis of the complexity of the problem. A general mathematical model 
is formulated that is suitable for any machine scheduling environment and for any combination of distinct 
and indistinct resources. A number of alternative measures of performance may be used as the objective 
function for this model.  These include workload and experience balancing and minimal travelling time 
and distance objectives, although the choice of objective is very much dependant on the particular process 
being addressed. However, due to the complexity of the problem, significant numerical investigations are 
left as a source of continuing research. 
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1. INTRODUCTION 
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 In many industrial applications, issues relating to the grouping (or aggregation) of renewable and non-
renewable resources arise frequently that affect sequencing and scheduling. In this paper we primarily 
address those issues found in a type of mixed model assembly environment in which operations are 
performed exclusively by (renewable) human labour.  Note that an operation is a collection of activities 
performed on a machine for a particular job. This assembly environment in particular is classified as the 
permutation flow shop which results when N jobs are to be processed on M machines, such that the job 
processing order (sequence) on each machine is the same, and each job has the same routing (path) 
through the machines. For more information on classical flow shops we refer the reader to [1], and for 
recent solution techniques and variations of the classical flow shop, [2]-[4]. 
 When human resources are incorporated this process is defined as a resource constrained permutation 
flow shop (RCF) or a flow shop with resource flexibility according to [5]. The aim of the RCF problem is 
to find a sequence, schedule and resource allocation that optimises some measure of performance. The 
most common objective is the minimisation of the makespan however. In particular, the resource 
allocation defines how many workers should perform each operation, while the sequence and schedule 
ensures that resource limits are not violated and idle time inefficiencies caused by variations in the 
processing times are reduced. Typically each operation requires a minimum number of workers but 
additional workers may also be allocated until an upper limit is reached. For each additional worker, the 
processing time is reduced in a given way. Workers are also allocated to operations from specific groups 
(pools) of workers that service only a specific set of machines. Workers may be allocated to a variety of 
machines because they are multi-skilled.  
 The RCF problem however is dependent upon a number of static parameters. These are the number of 
groups (G), the number of machines ( gm ) in each group g, the number of workers ( )gw in each group, 
which machines are assigned to each group, and which workers are assigned to each group. It is not 
known however, how these factors affect the quality of solution in practice. For example, different 
parameters may be better for different sets of jobs. Large improvements in the solution of the RCF may 
be possible if these parameters are chosen more efficiently. Human and machine resources are either 
distributed when the process is first built or redistributed at predetermined intervals, i.e. per time period or 
production plan. In this paper we use the terms distribute and aggregate interchangeably. 
 In this environment, one or more of the following may be fixed: the number of groups, the number of 
workers per group, and the number of machines per group. It should be noted that choosing a fixed 
number of groups allows machines to be assigned, and not otherwise. Assigning machines to groups also 
allows feasible (correct) numbers of workers to be assigned. We classify these allocation problems in the 
following form: groups / machines per group / workers per group, where each category can take the 
value F or V for fixed and variable respectively. We therefore have five separate problems as follows: 
(F/F/F), (F/F/V), (F/V/F), (F/V/V), (V/V/V). The first (F/F/F) however refers to the standard RCF 
problem and hence is not of interest here. The last (V/V/V) is the complete problem.  
 The literature associated with this problem to our knowledge is very limited. The RCF problem has 
only been addressed by [5] and [6]. In particular [5] presented complexity results and proposed iterative 
solution techniques for the scheduling problem, while [6] provided meta-heuristic solution techniques for 
the entire problem, and applied these techniques to very large industry sized problems. Once the RCF 
problem has been solved, workers may be assigned to individual operations subject to a variety of 
different measures. In particular [7] have addressed this problem and proposed mathematical models and 
heuristic solution techniques. None of the above research however has addressed the choice or parameters 
and the possible side effects. 
 This problem however is related to and may be associated with assembly line balancing problems, 
particularly mixed model. Assembly line balancing is generally concerned with the distribution and 
aggregation of activities to machines subject to precedence constraints and such that machine workloads 
are balanced over a wide variety of jobs. It differs from our problem because precedence relationships are 
of no consequence in our problem. Recent and loosely related research includes [8]-[12]. 
 The mixed model assembly environment is not the only industrial situation in which resource 
distribution affects sequencing and scheduling. For example in port applications cranes and forklifts are 
assigned to berths, terminals and marshalling yards. The more cranes and forklifts that are assigned, (i.e. 
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the better the aggregation) the faster a given vessel (ship) may be unloaded/loaded. In dispatching 
problems trains and trucks are synonymous (equivalent) to ships. In rail applications, people, or rail 
equipment can be assigned to different maintenance crews. Consequently, the more machines and people 
working in a particular area, the more quickly tasks will be performed (completed), i.e. choice of 
distribution will affect how quickly maintenance will be performed. In agricultural applications, people, 
farms or alternatively machinery (e.g. harvesters), can be distributed to different harvesting groups (i.e. 
areas). The choice of the resource distribution will affect how fast an area is harvested (i.e. serviced). 
Agriculture however is different to manufacturing, since farms are usually privately owned (in Australia 
at least), and many decisions are lifestyle related. Therefore this example is more reasonable if one person 
or entity owns all farms in a particular region.  
 These are only a small number of the possible situations that can occur. Note that some of the above 
examples are more dynamic than the assembly scenario that we address. In our case, workers are assigned 
to fixed groups because of limitations in experience (knowledge) levels. In other problems resources do 
not have experience and hence can easily be reassigned (dynamically). Consequently, this problem is 
more important when human resources are to be distributed. It should be noted that we have two resource 
types that are grouped in our problem, humans and machines. In other applications there may be more 
than two.  
 The content of this paper is as follows. In section 2 complexity issues are reviewed. Mathematical 
models and possible objective functions are then developed in section 3. Conclusions and continuing 
research are lastly given in section 4. 
 
 
2. PROPERTIES 
 
 In this section we review complexity issues and properties associated with the distribution of machines 
(and workers) to a fixed or variable number of groups.  We firstly note that given M machines, the 
maximum number of possible groups is usually M and the minimum number of groups is 1. There is no 
apparent reason for allowing the number of groups to be as large as W, the number of available workers, 
if M W< . However, if M W> then G W≤  to ensure that each group has at least one worker assigned to 
it. The largest number of machines per group is 1M G− +  provided that M G≥ and each group must be 
assigned at least one machine. This is because the minimum number of machines in any group is one. 
Hence if there are G groups, the minimum number of machines required in 1G −  groups is one machine 
each. The largest number of remaining machines that can be placed in the last group is therefore 
( )1M G− − = 1M G− +  (as stated).  
 The total number of ways of dividing M machines into exactly G groups is equivalent to finding the 
total number of possible ways to partition integer M such that 1 2 ... GP P P M+ + + =  and iP  are all 
positive integers. The subsets { }1, 2,..,i MP S M⊂ = in particular form an unordered partition of MS  and 
must satisfy the following for feasibility, 1 2 ... G MP P P S∪ ∪ ∪ = and , |i jP P i j i j∩ =∅ ∀ ≠ . Determining 
the distribution of the machines to groups (i.e. 1 2, ,..., GP P P ) however is separate from determining the 
number of partitions 1 2, ,..., GP P P . Given a particular partition the total number of ways (not distinct) of 
distributing machines (i.e. the number of ordered partitions) is ( ) ( )11! i.e. ...! G1 2 GM - PM - PM P P Pg
g
M C . C C
P
−
∏ .  
 In general the total number of ways of distributing machines to groups is related to whether or not 
machines and groups are viewed as being distinct or indistinct, and whether or not groups must have 
machines assigned to them or not. The following table (Table 1) provides a summary of the different 
cases and is also suitable for any discrete objects (i.e. other than machines). Proofs and further 
explanations can be found for example in [13] and [14]. 
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Table  1. Distributions of M machines to G groups 
Case Machines are Distinct    
Groups  are 
Distinct  
Empty Groups 
Allowed Distributions (D(M,G)) 
1 Yes Yes Yes MG  
2 Yes Yes No ( )! ,G S M G  
3 Yes No Yes ( )
1
,
G
g
S M g
=
∑  
4 Yes No No ( ) ( ) ( )( )
0
1, 1
!
G
g MG
G g
g
S M G C G g
G −=
= − −∑  
5 No Yes Yes 1M G MC
+ −
 
6 No Yes No 1M M GC
−
−  
 
 It should be noted that n rC  is the number of unordered selections (combinations) of r elements 
(without repetitions) taken from n objects.  S(M,G) is also called a Stirling number of the second kind. 
There is also no apparent benefit from assigning indistinct workers to indistinct groups, as this is just an 
added and unnecessary complication. 
 Given the results in Table 1, the search space size for each of the problems under investigation is as 
follows. 
 
Table 2. A summary of search space size 
Problem (G/M/W) Size 
F/F/V 1W W GC
−
−  
F/V/F ( ),S M G  
F/V/V ( )( )1, W W GS M G C− −  
V/V/V ( )( ) ( )( )min , 1 min ,
1
,
M W
W
W W M
g
S M g C− −
=
⎛ ⎞⎜ ⎟⎜ ⎟⎝ ⎠∑  
 
 It should be noted that in the F/V/F case, groups might be distinct if some machines are already 
assigned (fixed) to groups. Hence the size is ( )! ,G S M G . This factor is further explained in a later 
section. Different expressions may also be derived in Table 2 if workers are also viewed as being distinct. 
This may occur in particular when experience levels are incorporated. Experience levels allow some 
workers to perform tasks faster, and consequently a reduction in processing time is possible.  
The resource aggregation problem is therefore clearly NP-hard because it is a form of partitioning 
problem. The search space size is also exponentially large in all cases. 
 
 
3. MATHEMATICAL FORMULATION 
 
 We attempt to assign groups, machines, and workers in the most efficient way by solving a simpler 
problem than the original RCF. We could change the machine and worker distributions for every set of 
jobs (i.e. production batch) or could define one that is good for any and all sets of jobs. It does not 
necessarily have to stay static if workers (or equivalent resources) are multi-skilled (programmable).   
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 A mathematical model for this problem is now presented. For this model and for the remainder of this 
paper the following indexes have been used: j=1,..,M machines, i=1,..,N unique jobs,  k=1,..,W workers, 
and g=1,..,G groups. The main decision variables are as follows: 
 
gw  Decision variable for the number of workers assigned to group g 
gm  Decision variable for the number of machines assigned to group g  
,j gX  Binary variable representing whether machine j is assigned to group g 
,k gY  Binary variable representing whether worker w is assigned to group g 
 
3.1. Basic Constraints 
 
 In order to obtain a feasible aggregation of the resources for each of the different resource aggregation 
problems, the constraints summarised in the following table and explained below are required.  
 
Table 3. A summary of constraints required 
Problem 
(G/M/W) Constraints  
F/F/V Indistinct workers: (2),(4)  Distinct workers: add (7),(9) 
F/V/F Distinct machines: (3),(5),(6),(8) 
F/V/V F/F/V  and F/V/F  
V/V/V  G variable:  (1)-(9) G fixed: (4)-(9) ,(10),(11) 
 
Bound on the number of groups: ( )1 min ,G M W≤ ≤                                      (1) 
Bound on the number of workers per group: 1 gw W g≤ ≤ ∀                                    (2) 
Bound on the number of machines per group: 1 gm M g≤ ≤ ∀                                   (3) 
Note that a group must have one or more workers and one or more machines, otherwise it does not exist. 
Balance equation for the number of workers allocated: ( )g
g
w W=∑                                 (4) 
Balance equation for the number of machines allocated: ( )g
g
m M=∑                                              (5) 
Balance equation for machine numbers in each group: ( ),g j g
j
m X g= ∀∑                                    (6) 
Balance equation for worker numbers in each group: ( ),g k g
k
w Y g= ∀∑                                             (7) 
A machine can only be assigned to one group: ( ), 1j g
g
X j= ∀∑                                                   (8) 
A worker can only be assigned to one group:  ( ), 1k g
g
Y k= ∀∑                                                       (9) 
 
It should be noted that for the V/V/V problem, the number of groups does not necessarily have to be a 
decision variable. We can simplify the problem by automatically setting the number of groups 
as ( )min ,M W . Consequently the condition that all groups have one or more machines and workers (i.e. 
constraint (2) and (3)) must be modified so that the condition is only true for groups that actually exist. 
The new constraints are as follows: 
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( )g gm M Z g≤ ∀ , g gm Z g≥ ∀ ,                                      (10) 
 ( )g gw W Z g≤ ∀ , g gw Z g≥ ∀                                         (11) 
  
In these constraints gZ is a binary variable that defines whether a group exists (i.e. has machines and 
workers) or not. If 1gZ =  then the constraints enforce that 1 gm M≤ ≤ and 1 gw W≤ ≤ . Otherwise if 
0gZ =  then 0 0gm≤ ≤  and 0 0gw≤ ≤ , and gm and gw must be zero. The actual number of groups is also 
given by ( )
1
G
g
g
G Z
=
′ = ∑ .                                                                         
 
3.2. Additional Constraints 
 
A number of added complexities (conditions) that could be pertinent in reality may also be imposed 
and are further explained in this section. 
For example, we note that the total human resources (in a group) may be required to be at least as large 
as the number of machines, i.e. g gw m≥ .  The resource levels may also not be greater than some multiple 
of the number of machines, i.e. 2g gw m≤ . There must be at least (or at most) so many groups, machines 
per group, or workers per group. Each group must have the same workload or average workload per 
worker. Some machines may be assigned to specific groups and some groups may have predefined 
numbers of machines and workers while others do not. Algebraically these conditions are easily modelled 
and are not shown here. 
Minimum operation requirements (which are normally assumed to be one) must also be enforced. For 
example, if min,i jW  is the minimum number of workers required for operation ,i jO  (the operation performed 
on machine j for job i) then the following constraint is required for each group. 
 
min
, , , ,g j g i jw X W i j g≥ ∀                                                                                               (12) 
 
An adjacency constraint may also be imposed. That is, any machine in a group of two or more 
machines must be adjacent to at least another machine in the group. A consequence of this condition is 
that workers of a particular group remain within a particular area of the plant, i.e. are in close proximity at 
all times. This is quite sensible when considering the possible detrimental effects of travelling time 
between machines that are not adjacent, and the possible interaction between workers of other groups 
along the way. We could assume that two machines ,j j′  are adjacent if  or j jsucc j succ j′′= = , however 
this does not account for the possibility that two machines may be adjacent yet do not have any 
precedence relationship. We therefore define the binary variable ,j jV ′  to signify whether two machines are 
adjacent (i.e. in the vicinity of each other). Consequently, we propose the following constraint to impose 
adjacency that is non-linear when gm is not fixed. 
 
 ( ) ( ), , , min 1,1 ,j j j g j g g
j j
V X X m j g′ ′
′≠
≥ − ∀∑                                                                                  (13) 
 
In this equation, the left hand side is the number of adjacent machines (i.e. to machine j) from the 
group. The left hand side is automatically greater than the right hand side except for the case when 1gm >  
as required. If gm is fixed then the term ( )min 1,1gm −  may be removed from the right hand side, 
however the condition that gm  is greater than one must be added to this constraint.  
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An additional condition that may be important (in reality) is to enforce that all machines in a group are 
adjacent to every other machine. That is, every pair of machines that can be chosen, are adjacent. There 
are two ways of writing this constraint. The first is the following non-linear constraint that ensures that 
machine j and j′  can not be in the same group together if they are not in the vicinity of each other (i.e. 
, 0j jV ′ = ). 
 
, , , , ,j g j g j jX X V j j g′ ′ ′≤ ∀                                                                                  (14) 
 
Alternatively the following linear constraint may used. This constraint only applies to pairs of 
machines that are not adjacent to each other. 
 
, , ,1 , , : 0j g j g j jX X g j j V′ ′′+ ≤ ∀ =                                                                        (15) 
 
The adjacency constraints however are not necessarily required. Violations may be multiplied by a 
small penalty and added to an objective function.  
 
3.3. Objectives 
 
 Because of the complexity of the scheduling problem as described in Daniels and Mazzola (1994) with 
respect to the makespan objective, it is not suitable to have the minimisation of the makespan as an 
(explicit) objective for this problem. We therefore propose other measures of efficiency in the following 
sections, along the same lines as that used in the assembly line balancing problem. The makespan 
objective is primarily addressed, as it is impacted upon most greatly by the choices of our variables. Other 
objectives of relative importance however are also mentioned in this section. In almost all cases the 
resulting models are non-linear mixed integer. It is also not possible to linearis the non linearity’s. 
 
3.3.1. Workload Measures  
 
 A variety of objective functions that are associated with workload levels may be applicable and are 
reviewed here. It should be noted that these functions are suitable for situations where the number of 
groups is either fixed or unfixed. In particular for the fixed group situation the equations (that are shown) 
remain unchanged. However, for the variable group problem, groups with zero machines do not need to 
be incorporated into the objective functions. Therefore we must add the condition : 0gg m∀ > to the 
summation term. Decision variables that are part of the conditional requirements of the equation however 
are not usually allowed (i.e. endogenous). We can resolve this problem however by multiplying each 
objective function term by gZ instead. Hence if gZ =0 then group g does not affect the objective function 
value. 
 The first three objective functions however do not incorporate workload explicitly, that is, they do not 
include any information about the jobs that will be performed (i.e. the minimum and maximum resource 
requirements, the processing time reduction relationship for each operation, the variation in the type and 
demand of jobs over time). They do however take into account the fact that the work load of a group is 
performed most efficiently (quickest) when the ratio of workers to machines is greatest.  Consequently by 
maximising the following objective function, the overall makespan may be minimised. 
 
Maximise g
g g
w
m∀
⎛ ⎞⎜ ⎟⎜ ⎟⎝ ⎠∑                                              (16) 
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The objective functions upper and lower bounds (i.e. solution) is also exactly quantifiable. If G is the 
(fixed) number of groups, the lower bound is ( )1 1
1
W G G
M G
− + + −− +  when W M≥ and 
* *
1 1
( 1)
G W G
m M m G
− − ++ − − otherwise, where *m  is given by a quadratic with 
parameters ( ) ( )2 21 2 11 , ,
1 1 1
G M G Ma b c
W G W G W G
− −= − = = −− + − + − + . The upper bound is also G W M+ − if 
g gw m g≥ ∀  and 1 11 WM G + −− +  otherwise (see appendix for proof). If the number of groups is 
selectable (i.e. variable) the upper and lower bounds are evaluated when ( )min ,G M W=  and G=1 
respectively. 
 Alternatively we propose the following functions for balancing worker and machine numbers in each 
group. We could also easily have a combination of functions (17) and (18).  
 
 Minimise  where g
g
m m m M G
∀
− =∑                                      (17) 
 Minimise  where wg
g
w w W G
∀
− =∑                                                                                  (18) 
 
The solutions to objectives (17) and (18) in isolation (i.e. without constraints) however are trivial when 
the average machines or workers per group are integer. This is because each group may be assigned an 
equal number of the particular resource. The objective functions upper and lower bound (i.e. solution) is 
also exactly quantifiable when the number of groups is fixed. In particular, the lower bound is 
( ) ( )* *0 1G M m m M m m− + − + − −% % where *M mm G
−⎛ ⎞= ⎜ ⎟⎝ ⎠% , and the upper bound is 
( )1 0G m M G m− − + − −% %  where M Gm
G
−⎛ ⎞= ⎜ ⎟⎝ ⎠%  (see Appendix for proof). Similar expression can also 
be obtained with respect to workers.  
These objectives also do not measure the relative merit of different aggregations that have a perfect 
balance. For example, 20 machines can be perfectly distributed into 2, 4, 5, and 10 groups. Which is the 
better assignment? In any given solution there is also no relationship between the machines and workers 
in each particular group. Therefore we propose that (17) and (18) be integrated with (16) as follows, so 
that the resource aggregation is balanced for each resource type, and the ratio of workers to machines 
within groups is maximised. 
 
 Maximise g g g
g g
w
w w m m
m∀
⎛ ⎞⎛ ⎞ − − − −⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
∑                                       (19) 
 
The following functions explicitly include work load information. They are based upon the assumption 
that if each group has the same work content (i.e. each machine and worker has the same average 
workload) then bottlenecks will not occur and throughput will be maximised. Therefore the following 
objective functions or a combination may also be used. 
 
 Minimise ( ) ( )where /  and g g g g
g
work m Mα α α α
∀
− = = Ψ∑                                 (20) 
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 Minimise ( ) ( )where /  and g g g g
g
work w Wβ β β β
∀
− = = Ψ∑                                                   (21) 
 Minimise  where g
g
work work work
G∀
Ψ⎛ ⎞− = ⎜ ⎟⎝ ⎠∑                                          (22) 
Minimise { }max gg work                                            (23) 
  
Objective function (22) in particular incorporates both (20) and (21) which are generally independent 
of each other. The workload of a group ( gwork ) however is based upon how the work is delegated, i.e. 
which workers perform each operation. This is not known beforehand. The workload of the group 
however may be bounded by ( )min max,g gwork work . In particular, max(min)gwork  is the maximum (minimum) 
workload per group respectively and is calculated by the following equation, 
( )max(min) max(min), ,g j g i j
j i
work X P=∑ ∑ . ( )max min,i jP  is the maximum (minimum) processing time of 
operation ,i jO .  It should be noted that
max
,i jP occurs when the minimum number of workers or the number 
of workers in the group has been assigned to the operation, i.e. ( )min, ,min ,i j i j gW W w=  and min,i jP occurs 
when the maximum number of workers or the number of workers in the group have all been assigned, i.e. ( )max, ,min ,i j i j gW W w= .  
 The total production workload (Ψ ) is also bounded by min max,⎡ ⎤Ψ Ψ⎣ ⎦ . max(min)Ψ is the maximum 
(minimum) total workload (over all jobs) and is calculated respectively by the following 
equation, ( )max(min) max(min),i i j
i j
d P
⎛ ⎞Ψ = ⎜ ⎟⎝ ⎠∑ ∑ . Therefore the question arises as to whether we use 
maxΨ  and 
max
gwork  or 
minΨ  and mingwork  in equation (20)-(23). Numerical experimentation however appears to 
provide the only opportunity for answering this question. 
The lower bound for equation (20)-(22) is zero. When G=1 however there is automatically a perfect 
balance. This therefore poses additional problems because these equations do not explain the difference 
between the perfect balance that occurs when G=1 to when G>1. For equation (23), the upper bound is Ψ  
which occurs automatically when G=1. The objective function can be no greater than max(min),max i jj i
P⎧ ⎫⎨ ⎬⎩ ⎭∑  
when G=M and [ ]
max(min)
,{ 1, }: 1
max i jj M M W j i
P
Φ= ∈ Φ = − + ∈Φ
⎧ ⎫⎨ ⎬⎩ ⎭∑∑ when G=W (see Appendix for proof). 
 
3.3.2.  Experience Measures  
 
 A similar processing time reduction effect occurs when experience levels are incorporated. For 
example, experience levels allow some workers to perform tasks faster. Consequently, in order to 
minimise the makespan of the RCF we propose the following objectives. In these equations the 
experience level of group g is gE , , ,i j kε  is the experience level of worker k in relation to an operation ,i jO , 
and ( ) ( ), ,1 i j k
i j k
E G ε= ∑∑∑ . 
 
Maximise { }min gg E                                             (24) 
Minimise g
g
E E
∀
−∑                                            (25) 
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Maximise ( )g
g
E
∀
∑                                             (26) 
 
The experience level of a group is proportional to the particular machines and workers assigned. 
Consequently, any group with zero machines can not be evaluated. A possible expression for gE  is as 
follows:  
 
 ( ) ( ), , , , , , , , =g j g k g i j k j g k g i j k
j k i i j k
E X Y X Yε ε=∑ ∑ ∑ ∑∑∑                                                           (27) 
 
Every worker and every machine is compared in this expression to give the total experience level of the 
group. It should be noted that the largest group experience level is ( ), ,i j k
i j k
ε∑∑∑  which occurs when one 
group has all machines and workers (i.e. , ,1  and 1j G k GX j Y k= ∀ = ∀ ). The smallest group experience level 
is given by ( ), ,,min i j kj k i ε⎧ ⎫⎨ ⎬⎩ ⎭∑ which occurs when a group has a single worker and a single machine. These 
two bounds are also valid for the objective function given by equation (24). The term ( ), ,i j k
i j k
ε∑∑∑ is 
also an upper bound for equation (26). When ( )min ,G M W= the largest value of (26) may be calculated 
iteratively by choosing G pairs of machines and workers ( ),g gj k such that ( ), ,, : ,ming gg i j kj k j j k k g g iE ε′ ′ ′≠ ≠ ∀ < ⎧ ⎫= ⎨ ⎬⎩ ⎭∑ . 
That is, we use the fact that ( ), ,,min i j kj k i ε⎧ ⎫⎨ ⎬⎩ ⎭∑ gives the smallest group experience level. The upper bound 
value is therefore at least ( ), ,g gi j k
g i
ε⎛ ⎞⎜ ⎟⎝ ⎠∑ ∑ . Depending on whether G=M or G=W, additional machines or 
workers are added iteratively in order of their processing time (i.e. largest to smallest) to the group with 
the smallest (current) experience level.  The upper bound is subsequently increased. 
We now need to know how the processing time increases or decreases with experience level. A 
categorical or empirical approach may be taken for defining experience. For example we could define 
experience as { }, , none,low,medium,highi j kε ∈ . We could then associate each category a numerical value 
such that [ ], , 0,1i j kε ∈ . 
  In past research we note that the reduction in processing time was calculated by equation (28). The 
effect that additional workers have on the processing time of operation ,i jO is given by [ ], 0,1i jχ ∈ .  The 
divisibility of an operation however affects the choice of χ  values and the validity of using this function.  
 
 ,max, , , , ,
,
1
, 1 i ji j i j i j i j i j
i j
W
P P
W
α α χ⎧ ⎫⎛ ⎞−⎪ ⎪= = − ⎜ ⎟⎨ ⎬⎜ ⎟⎪ ⎪⎝ ⎠⎩ ⎭
                                                                     (28) 
 
 We now define a new expression that is not only based upon the number of workers assigned but also 
their respective experience levels. In particular, the processing time may be calculated by the 
equation max, , ,i j i j i jP P
ε εα −= when ,i jW workers of the same experience level ε  perform operation ,i jO . Note 
that the processing time for one worker of experience level ε  is max,i jP ε− and may be a linear or non-linear 
function ofε . The function in particular is dependant upon two input parameters that give the range of the 
difference in processing time (i.e. over the entire spectrum of experience). For example two possible 
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functions are shown below. In the second function, if 1σ > then the line is convex, otherwise it is 
concave. 
 
 ( )max max LB max UB max UB, , , , ,i j i j i j i j i jP P P Pε ε− − − −= − + , ( )( )max max LB max UB max UB, , , , ,i j i j i j i j i jP P P Pσε ε− − − −= − +                    (29) 
 
 However, when workers with various experience levels perform an operation, the processing time 
must be calculated differently. We firstly propose that the average experience level of the assigned 
workers be used to calculate the processing time of the operation. That is, , ,max, , , ,i j i ji j i j i j i jP P P
β βα −= = where 
( ), , , , , ,i j i j k i j k i j
k
Z Wβ ε=∑  is the average experience level of those workers assigned and , ,i j kZ  is a binary 
variable that signifies whether worker k is assigned to perform ,i jO . Note that , , ,i j k i j
k
Z W=∑ . Determining 
the average experience, and calculating the processing time as just described is also equivalent to 
calculating the weighted average processing time from amongst the different experience levels. This is 
however only true if the function for max,i jP
ε− is linear. See appendix for proof. 
 When calculated in this way the processing time however may be larger than it really should be. For 
example, consider 8 workers performing an operation. For the high, medium, and low experience levels 
there are 5, 2, and 1 worker respectively. The average experience level is 0.75 which is midway between 
medium and high experience. The processing times for a single worker are 30, 45, 60 minutes 
respectively. If χ =1 then the processing time is 4.69 and five workers of high experience take 6 minutes 
and eight workers take 3.75 minutes. Hence 3.75< 4.69 <6 as expected. However if χ =0.8 then the 
processing time is 11.25 and five workers of high experience take 10.8 minutes and eight workers 9 
minutes. Consequently one would expect that an additional three workers would reduce the processing 
time of 10.8 minutes. However 9< 11.25 <10.8 is not true as it should be. Therefore when workers with 
lower experience levels help out workers of high experience, a reduction in the original processing time 
no matter how small does not always occur when the average experience is used.  
 An alternative and more accurate approach for calculating the processing time requires that each 
worker be converted to one type (i.e. experience level). We base the conversion on the time it takes one 
worker to perform the operation with respect to a worker of the highest experience. Consequently we do 
not have to explicitly model the interaction effects between workers of different experience levels. Once 
the workers have all been converted into one type, we can calculate the processing time by the standard 
equation for ,
high
i jP . We however replace ,i jW in this equation with ,i jW ′ instead. ,i jW ′  in particular is the 
number of equivalent high experienced workers and is calculated as follows: 
 
 
max
,
, , , max
,
i, j,k
high
i j
i j i j k
k i j
P
W Z
P ε
−
−
⎛ ⎞⎛ ⎞⎜ ⎟′ = ⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
∑                                          (30) 
 
 By converting workers in this way we guarantee that the processing time is between the upper and 
lower bounds. The lower bound is the processing time for ,i jW workers of high experience. The upper 
bound is more difficult to calculate. The upper bound is the time it takes a specific number of workers of 
high experience as given by a particular mix. Consider the previous example. Note that W ′=6.83, i.e. two 
medium and one low experience workers are equivalent to 1.83 high experienced workers. 
 12
 
Table 4. Processing time calculation for various reduction factors  
χ  Range P ( β ) P(W ′ ) 
1 3.75 – 6 4.69 4.39 
0.9 6.375 – 8.4 7.96 6.95 
0.8 9 – 10.8 11.25 9.51 
0.7 11.625 – 13.2 14.53 12.07 
0.6 14.25 – 15.6 17.81 14.63 
0.5 16.875 – 18 21.09 17.196 
 
Lastly we point out the fact that experience is time varying. Every time an operation is performed, the 
worker(s) gain experience. This factor is important if the resource aggregation is to be used over a long 
period of time, and is not changed from week to week. This aspect may therefore be modelled and 
incorporated into this problem. If the resource aggregation may be changed more regularly, then the 
changing experience level only affects the input data for this problem. For example, each worker is given 
a new fixed experience level before the problem is solved. 
 A third alternative approach computes the processing time by the following equation: 
 
, ,
,
, ,
max
,
1
i j k
i j
i j k
k i j
P
Z
P ε−
= ⎛ ⎞⎜ ⎟⎜ ⎟⎝ ⎠∑
                                          (31) 
This equation is based upon the assumption that each worker performs 
, ,max
,
1
i j k
i jP
ε−
⎛ ⎞⎜ ⎟⎜ ⎟⎝ ⎠
percent of an 
operation per time unit, and that altogether workers perform 
, ,
, ,
max
,
i j k
i j k
k i j
Z
P ε−
⎛ ⎞⎜ ⎟⎜ ⎟⎝ ⎠
∑ percent of the operation in 
one time unit. When a term of this type is added together (for each worker) and then multiplied by the 
time of processing (i.e. ,i jP ) then one hundred percent of the operation must have been completed. 
Rearrangement of this relationship gives the above equation. This equation gives the same result as the 
equation for ,
high
i jP when , 1i jχ = . It however does not incorporate ,i jχ  and this means that it assumes a 
constant reduction in processing time per additional worker.  
 
3.3.3. Distance Measures 
 
Objective functions can be defined with regard to the distance ,j jD ′ between all pairs of machines j and j′ . 
For example we could define gΔ as the distance measure for each group g.  A possible definition is the 
total distance between all possible pairs of machines in the group which is as follows: 
 
 ( ), , ,g j g j g j j
j j j
X X D′ ′
′>
Δ =∑∑  with ( )g g gmΔ = Δ                                                                     (32)
    
Alternatively it could be defined as the maximum distance between any pair of machines in the group.  
 
 ( ), , ,, :maxg j g j g j jj j j j X X D′ ′′ ′>Δ =                                                                       (33) 
 
The objective function that is to be minimised is hence ( ) ( ) or gg
g g∀ ∀
Δ Δ∑ ∑ .   
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3.3.4. Similarity Measures 
 
In practice, machines are often grouped according to their function. Hence, machines that perform the 
same type of tasks are more likely to be in the same group. This also allows workers to specialise, thus 
improving efficiency. We propose therefore the definition of an index for representing the similarity or 
likeness between machines to help with the distribution of machines to groups. The question of how one 
defines likeness or degrees of likeness must be answered. Definitions however are purely subjective 
(fuzzy) though, and may differ according to different industries. This measure does not necessarily reduce 
makespan immediately. 
 
Give a suitable measure of likeness we can therefore define a measure of similarity for an entire group, 
and an objective function for all groups. 
 
Maximise ( )g
g
L
∀
∑  where ( ) ( )( ), ,
:
,g j g j g
j j j j
L X X l j j′
′ ′>
′= ×∑ ∑                                                (34) 
 
A possible definition of similarity/likeness is given by the following three point categorical scale: 
 
 ( )
2 same          
, 1 similar       
0 not similar
l j j
⎧⎪′ = ⎨⎪⎩
 
 
The adjacency constraint has a similar effect because machines that are similar are expected (or can be 
assumed) to be adjacent in an industrial situation. 
 
3.4.  Generalised Model  
 
 The constraints for the resource aggregation problem may be generalised in the following way so that 
they are suitable for any scheduling environment and for any distinct and non-distinct resources. The 
variables previously defined are also replaced with the following. 
 
U  Number of renewable resource types. 
uR  Total available resources of type u. (Replaces W and M). 
u
gr   Decision variable for the quantity of resource u assigned to group g (Replaces gm , gw ). 
,
u
j gX  Binary (decision) variable for representing whether resource j of type u is assigned to group g. Only 
valid when resource type u is distinguishable. Note that 1,.., ; 1,.., ; 1,..,uu U j R g G= = = . 
 uY  Binary (data) variable representing whether or not resource type u is distinguishable (or not). 
 
Constraints 
 
( )1 min uuG R≤ ≤ ,  1 ug ur R u≤ ≤ ∀ ,  ( )ug ug r R u= ∀∑  
( ), 1 , 1,.., : 1uj g u u
g
X u j R Y= ∀ = =∑ ,   ( ), , : 1u ug j g u
j
r X u g Y= ∀ =∑  
 
 Note that the last two constraints are only required if the resource type is distinguishable. Issues of 
adjacency are not relevant in all circumstances and hence are not generalised. Adjacency is also concept 
that is also only applicable to resources that have a fixed position. Other constraints that are more 
problem specific may also be required for particular industries. Generalised objective functions are harder 
 14
to define when there are more than two resource types because they are more problem dependent. For 
example, workload and experience may be defined in various ways that take into account some resources 
and not others. One resource however must usually be the processor, while the rest of the resources 
perform the tasks. For example, in the mixed model assembly problem machines are the processors. 
 
 
4. CONCLUSIONS 
 
In this paper we classified a number of resource aggregation problems that significantly affect the 
efficiency of sequencing and scheduling in mixed model assembly environments. We proposed a 
mathematical formulation and a variety of different objective functions for this particular production 
environment. A general model however was also developed that is suitable for a wide range of resource 
aggregation scenarios. 
Several aspects that were mentioned but not explicitly addressed in this paper are sources of 
continuing research. For example, experience is time varying and this aspect may be modelled and 
incorporated into this problem. Quantification of ,i jχ is another topic for further investigation, which may 
be possible when the activity precedence networks are known. Approximation of this parameter is a 
current burden to industry which may be removed. More accurate planning and scheduling might also be 
performed consequently. 
 Lastly due to the complexity of this problem heuristic techniques will also need to be developed. A 
numerical investigation is also required to prove which objective function is best, and whether or not our 
approach is valid to this problem. 
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APPENDIX 
 
Definition: For equation (16) the lower bound is ( )1 1
1
W G G
M G
− + + −− +  when W M≥  and 
* *
1 1
( 1)
G W G
m M m G
− − ++ − −  otherwise, where *m  is given by a quadratic with parameters 
( ) ( )2 21 2 11 , ,
1 1 1
G M G Ma b c
W G W G W G
− −= − = = −− + − + − + . The upper bound is G W M+ − if g gw m g≥ ∀  and 
1 1
1
W
M G
+ −− +  otherwise. 
Proof: If W M> then g gw m g≥ ∀ . We note therefore that the minimum g
g
w
m
element is 1 and can occur 
1G − times. Consequently 1G −  groups can have one machine and worker assigned. The last group will 
therefore have ( 1)W G− − workers and ( 1)M G− −  machines assigned. The lower bound for this 
objective function is therefore, ( )1 1
1
W G G
M G
− + + −− + .  
If W M< then it is not true that g gw m g≥ ∀ . We therefore note that the minimum g
g
w
m
element is
*
1
m
 
and can occur at most 1G −  times. This implies that W-G+1 workers are left over for the last group. If *m  
machines are assigned to 1G − groups, then ( )* 1M m G− −  machines are left in the last group. Hence the 
lower bound is calculated by choosing a value of *m  that minimises 
* *
1 1
( 1)
G W G
m M m G
− − ++ − − . After 
algebraic manipulation (i.e. differentiation) we find that *m  is given by a quadratic with parameters 
( ) ( )2 21 2 11 , ,
1 1 1
G M G Ma b c
W G W G W G
− −= − = = −− + − + − + . 
 We also note that the maximum g
g
w
m
element is *
1
w . This implies that M-1 machines are assigned to 
1G −  groups. If g gw m g≥ ∀ , then M-1 workers must also be assigned to the 1G −  groups. This leaves W-
M+1 for the last group, and hence * 1w W M= − + . The objective function is therefore 
*1G w W M G− + = − +  as stated!  
If g gw m g≥ ∀  is not true, we note that the smallest g
g
w
m
element (i.e. 1
1M G− + ) occurs when one 
worker and 1M G− +  machines has been assigned. Therefore there is one machine on each of the other 
1G −  groups, and W-1 workers. Each of the 1G −  elements when summed equals W-1 because the 
denominator is one and hence the upper bound is clearly 1 1
1
W
M G
+ −− +  as stated. 
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Definition: For equation (17) the lower bound is ( ) ( )* *0 1G M m m M m m− + − + − −% % where 
*M mm
G
−⎛ ⎞= ⎜ ⎟⎝ ⎠% , and the upper bound is ( )1 0G m M G m− − + − −% %  where 
M Gm
G
−⎛ ⎞= ⎜ ⎟⎝ ⎠% .  
Proof: If Mm
G
= , then ( ) ( )* .m G floor m G M DIV G= ≡ is the number of machines that can be perfectly 
assigned, i.e. ( )floor m  per group. The number that are left over is *M m M MOD G− = . Note that 
floor() is a function that truncates a real number and returns the largest integer value that is smaller than 
or equal to the real value and is equivalent to M DIV G . The left over machines are then assigned 
arbitrarily to the G groups to obtain the lower bound as follows, 
( ) ( )* *0 1G M m m M m m− + − + − −% % where *M mm G
−⎛ ⎞= ⎜ ⎟⎝ ⎠% . For the upper bound we assign each group 
one machine and assign the left over machines (i.e. M G− ) to one group only. Therefore the upper bound 
expression is as follows, ( )1 0G m M G m− − + − −% % where M Gm
G
−⎛ ⎞= ⎜ ⎟⎝ ⎠% . 
Definition: Upper bound properties associated with (23). 
Proof: When G=M, each group has one machine only and hence the upper bound on the objective 
function is clearly max(min),max i jj i
P⎧ ⎫⎨ ⎬⎩ ⎭∑ . When G=W (i.e. M>W) however the upper bound value is 
calculated by assigning one machine to W-1 groups and adding M-W+1 machines with the largest 
workload to a single group (i.e. to a single worker). The upper  bound value is therefore, 
{ }1 2 1
max(min)
,
, ,.., M W
i j
j j j j i
P
− +∈
∑ ∑ . 
 
Definition: 
, ,
, , , ,
,
,
i j k
i j i j k i j
i j
k i j
Z P
P
W
ε
β ⎛ ⎞≡ ⎜ ⎟⎜ ⎟⎝ ⎠
∑  
Proof: We know that , ,max, , ,i j i ji j i j i jP P
β βα −= , 
( ), , , ,
,
,
i j k i j k
k
i j
i j
Z
W
ε
β =
∑
, , ,
,
1i j k
k i j
Z
W
⎛ ⎞ =⎜ ⎟⎜ ⎟⎝ ⎠∑ , and 
( )max max LB max UB max UB, , , , ,i j i j i j i j i jP P P Pε ε− − − −= − + . By substitution into the right hand side expression, the left 
hand side is recovered as follows: 
  
, ,
, ,max, , , , ,
, ,
, ,
i j k
i j ki j k i j i j k
i j i j
k ki j i j
Z P Z
RHS P
W W
ε
εα −⎛ ⎞ ⎛ ⎞= =⎜ ⎟ ⎜ ⎟⎜ ⎟⎜ ⎟ ⎝ ⎠⎝ ⎠∑ ∑  
( )( ), , max LB max UB max UB, , , , , ,
,
i j k
i j i j i j i j k i j
k i j
Z
P P P
W
α ε− − −⎛ ⎞= − +⎜ ⎟⎜ ⎟⎝ ⎠∑  
( ) , , , , , ,max LB max UB max UB, , , ,
, ,
i j k i j k i j k
i j i j i j i j
k ki j i j
Z Z
P P P
W W
εα − − −⎡ ⎤⎛ ⎞ ⎛ ⎞= − +⎢ ⎥⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦∑ ∑  
( )max LB max UB max UB, , , , ,i j i j i j i j i jP P Pα β− − −⎡ ⎤= − +⎣ ⎦  
,max
, ,
i j
i j i jP LHS
βα −= =  
