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Обґрунтовано шляхи підвищення продуктивності генерації випадкових по-
слідовностей, що утворені від фізичних джерел, для систем захисту інформа-
ції. Це потрібно тому, що на сьогоднішній день відбувається бурхливе зрос-
тання технологічних можливостей та швидкісних показників реалізації різно-
манітних інформаційних сервісів та додатків, що потребує спільнота. Одним 
з головних питань безпечного використання цих сервісів є гарантування інфор-
маційної безпеки, яка вимагає використання ефективних швидкодіючих систем 
захисту інформації та високопродуктивної генерації послідовностей випадко-
вих даних. При проведенні досліджень з метою підвищення продуктивності 
здійснено аналіз особливості перетворення реальних шумових процесів з враху-
ванням їх нестаціонарності та відхилень від розподілу ймовірностей. Запропо-
новано шляхи вдосконалення методів аналого-цифрового перетворення з опти-
мізацією шкали квантування динамічного діапазону та кроку дискретизації 
шумового процесу в часі. З метою вирівнювання статистичних характеристик 
розглянуто можливість використання методів обробки, які підвищують її 
статистичну якість з економією швидкісних втрат. Це метод вибірки рівной-
мовірних комбінацій (von Neuman – Elias – Рябко – Мачикиної) та метод кодо-
вої оброки (Santha – Vazirani), які завдяки розширення коду забезпечують певну 
ефективність та полягають в перетворенні послідовності: в першому з вико-
ристанням рівноймовірніх комбінацій з відкиданням непотрібних даних, в дру-
гому без їх відкидання з можливістю лінійного перетворення. З метою оптимі-
зації параметрів перетворення на обох етапах генерації та адаптації цих па-
раметрів до особливостей і змінності характеристик перетворюваних випад-
кових процесів запропоновано використання зворотних зв'язків виходів перет-
ворювачів з попередніми елементами перетворення. Коригування вказаних па-
раметрів має здійснюватись під час генерації за результатами статистично-
го аналізу виходів етапів перетворення. Отримані результати є досить важ-
ливими, оскілки їх реалізація в сучасних системах захисту інформації дозво-
лить гарантоване забезпечення інформаційної безпеки та безпечне викорис-
тання додатків сучасного інформаційного сервісу та впровадження нових до-
датків 
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На сьогоднішній день з розвитком науки і техніки відбувається бурхливе 
зростання технічних та технологічних можливостей реалізації різноманітних 
інформаційних сервісів та додатків, що потребує спільнота. Сучасні інформа-
ційні технології забезпечують виконання завдань різної складності з обробкою 
та передаванням великих масивів даних, різноманітними обчисленнями та при-
йняттям рішень. Відповідно, вони вимагають задіяння великих машинних ресу-
рсів, для яких одним із основних показників є швидкість роботи інформаційних 
систем, що використовуються. Зазначена швидкість забезпечує швидкодію та 
складність реалізованих технологій. 
Одним з центральних питань безпечного використання сучасних інформа-
ційних сервісів та додатків є гарантування інформаційної безпеки, яка вимагає 
використання ефективних систем захисту інформації. Потреби зростання швид-
кодії інформаційних технологій приводять до відповідних потреб в швидкодії 
систем захисту інформації. В свою чергу, ці системи вимагають високої проду-
ктивності генераторного обладнання та послідовностей випадкових даних. 
Окремим питанням, що також сприяє необхідності підвищення продуктив-
ності генераторів, є зростання потенційних можливостей реалізації загроз та 
ефективних методів статистичного аналізу. Адже статистичний аналіз випадко-
вих послідовностей дозволяє виявлення слабких місць, що зменшують їх прак-
тичну невизначеність.  
Існує багато технологій та додатків [1–10], які потребують використання 
послідовностей випадкових даних. Це імітаційне моделювання, яке надає мож-
ливість дослідження реальних об’єктів (процесів), замінивши моделями [1]. Це 
криптографічні додатки, які забезпечують конфіденційність інформації завдяки 
перетворенням з використанням випадкового ключа [2, 3]. Це рандомізація да-
них для убезпечення інформації від витоку технічними каналами [4–6]. Це циф-
рова генерація завад для маскування небезпечних сигналів в каналах витоку [7–
10], генерація паролів, захисних кодів, тощо.  
Таким чином, для безпечного використання сучасних інформаційних сер-
вісів та додатків та забезпечення ефективного захисту інформації послідовності 
випадкових даних мають вироблятись з заданою якістю та заданою швид- 
кістю – продуктивністю, вимога щодо якої постійно зростає. 
 
2. Аналіз літературних даних та сутність проблеми  
На даний час всі методи та засоби генерації послідовностей випадкових 
даних можна розділити в два покоління. Одне з них – це діюче покоління. Воно 
включає традиційні методи, що вже мають реалізації у виді технічних засобів. 
Як правило, ці методи базуються на перетворенні деяких природних процесів – 
фізичних джерел, які мають ознаки випадковості в тій чи іншій мірі. Зазначені 
методи досить повно описані в працях [11, 12].  
Суттєвим недоліком цих методів та засобів є низька швидкість генерації, 
або наявність в послідовностях статистичних дефектів. Усунення цих дефек-
тів вимагає вирівнювання статистичних характеристик, які знову ж таки 












зькопродуктивними та не спроможні достатньо забезпечити потреби сучас-
них систем захисту.  
Наступним поколінням є новітні методи генерації послідовностей випад-
кових даних, головною відмінністю яких від діючих є те, що вони базуються на 
квантово-механічній теорії. Вони використовують не перетворення фізичних 
випадкових процесів у послідовність, а сама послідовність вже є випадковим 
процесом, сформованим від спінових станів елементарних частинок (електро-
нів, протонів, нейтронів). Відповідно теоремі Джона Белла (1964р.) генерація 
зазначеним способом може на великих швидкостях забезпечити повну невизна-
ченість послідовності. Тому вивченню цього питання присвячено багато науко-
вих праць.  
Так, в роботі [13] розглянуті можливості отримання незалежних випадко-
вих двійкових даних на основі квантово-механічного представлення природних 
процесів (явищ), які задовольняють критерій невиконання нерівності Белла. В 
роботі [14] в противагу класичній фізиці, яка виключає існування випадковості 
в повному розумінні цього слова, запропонований тест Белла, який за принци-
пом квантової теорії дозволяє отримання послідовності випадкових біт. В робо-
ті [15] обґрунтуванні моделі отримання випадковості з не взаємодіючих та не-
надійних квантових пристроїв. Запропонований спосіб побудови екстрактору 
випадковості є захищеним від сучасних квантових атак.  
В роботі [16] показано можливість підсилення слабкої випадковості з ви-
користанням квантових ресурсів. Наведений протокол підсилення випадковос-
ті, що включає експерименти Белла з достатнім невиконанням його нерівності. 
Робота [17] присвячена забезпеченню випадковістю квантової криптографії, 
доведена безпека нового протоколу та обґрунтована захищеність відносно ква-
нтових атак. В роботі [18] продемонстровано апаратна реалізація генератора 
швидких випадкових чисел с фотонною інтегральною схемою та електронною 
платою програмованої вентильної матриці. 
Попри все ці квантово-механічні методи генерації ще не зазнали достат-
ньої повноти в реалізаціях. Незважаючи на існування певних зразків квантової 
техніки, вони поки що залишаються в статусі перспективних. Адже ця техніка 
використовує принципово новітні фізичні ефекти, де в якості носіїв даних ви-
користовуватиметься не електричний струм, а кванти енергії – спіни елемента-
рних частинок. Вона на даний час носить більше експериментальний характер 
ніж користувальний та вимагає відповідного розвитку.  
В окремий клас методів стосовно отримання послідовностей випадкових 
даних можна виділити методи псевдовипадкової генерації, що ґрунтуються на 
алгоритмічній складності [2, 3]. Суттєвою перевагою останніх є досягнення по-
трібної швидкості генерації, яка визначається тактовою частотою засобу, що 
реалізує алгоритм. Цим методам також присвячено ряд відповідних праць. Зок-
рема, в роботі [19] розглянуті методи побудови цих генераторів, їх теоретичні 
та емпіричні властивості з потрібним порівнянням. Робота [20] присвячена за-
стосуванню генераторів випадкових послідовностей для формування крипто-
графічних ключів та, в зв’язку з жорсткістю вимог до них, можливості заміни 








можливості реалізації псевдовипадкових даних на базі програмованих логічних 
інтегральних схем, де були показані досить високі швидкості генерації. 
Однак, незважаючи на близькість статистичних характеристик псевдови-
падкових даних до випадкових та можливості забезпечення потрібних швидко-
стей генерації, псевдовипадковість із-за алгоритмічного походження дозволяє 
вираховування та відгадування даних послідовності. Це є небажаним для сис-
тем захисту інформації та обмежує використання в них методів псевдовипадко-
вої генерації.  
Таким чином, проведений аналіз показав, що методи генерації послідовно-
стей на основі аналого-цифрового перетворення шумових процесів залишають-
ся актуальними та затребуваними. Послідовності випадкових даних для систем 
захисту потрібні зараз і сьогодні. А тому вони вимагають вдосконалення та 
ефективного застосування на практиці. Підтвердженням цьому є дослідження 
останніх років, що опубліковані в наступних працях. В роботі [22] проведено 
експериментальний аналіз випадковості при генерації випадкових послідовнос-
тей на основі аналого-цифрового перетворення. Робота [23] присвячена отри-
манню випадкових послідовностей на основі аналого-цифрового перетворення 
виходу напівпровідникового лазера з зовнішнім резонатором. В роботі [24] 
здійснено опис моделі джерела випадкових двійкових даних від фізичних дже-
рел. Робота [25] присвячена використанню властивостей напівпровідникових 
лазерів, що працюють в хаотичному режимі.  
Однак, підвищення продуктивності в зазначених роботах здійснюється не 
за рахунок раціонального перетворення шумового процесу, а шляхом викорис-
тання джерел з розширенням спектру до оптичного діапазону частот. Так, це є 
досить ефективним підходом щодо підвищення продуктивності, але мають міс-
це й інші шляхи, які також нададуть можливість підвищення продуктивності як 
при використанні класичних методів аналого-цифрового перетворення шумо-
вих процесів з невисокою частотою Найквіста [11, 12, 26], так і з використан-
ням лазерних пристроїв, описаних в роботах [23–25]. Адже теоретично всі не-
перервні випадкові процеси мають нескінченну ентропію на відлік. Хоча реаль-
ні фізичні джерела цих процесів є далеко не ідеальними, все теки від них можна 
отримати високу продуктивність генерації. Відповідно, підвищення продуктив-
ності генерації вимагає обґрунтування та застосування ефективних методів пе-
ретворення.  
На даний час, як вже було зазначено, методи генерації випадкових послі-
довностей від фізичних джерел не завжди відповідають потребам з якісно-
швидкісних показників. Як правило, забезпечення потрібної якості здійснюєть-
ся на низьких швидкостях генерації. Підвищення ж швидкості приводить до 
зниження якості та появи статистичних дефектів послідовності. Причинами за-
значеного є: 
– невідповідність параметрів аналого-цифрового перетворення та щільнос-
ті розподілу ймовірностей перетворюваного випадкового процесу; 
– нестаціонарністю використаного для аналого-цифрового перетворення 
випадкового процесу. 












тання методів вирівнювання статистичних характеристик, що підвищують ент-
ропію джерела. Ефективними із них є 
– метод von Neuman-Elias-Рябко-Мачикиної (вибірки рівноймовірних ком-
бінацій) [27–29]; 
– метод Santha – Vazirani (кодової оброки лінійним кодом) [30, 31]. 
Зазначені методи дозволяють досягти високих показників випадковості да-
них. Однак це здійснюють за рахунок зменшення швидкості генерації, що є 
суттєвим недоліком цих методів. Підвищення швидкості можливе шляхом 
укрупнення алфавіту, що вимагає відповідної оптимізації параметрів вирівню-
ванням та узгодження з етапом аналого-цифрового перетворення. 
Таким чином, актуальною науково-технічною проблемою є забезпечення 
продуктивності існуючих методів та засобів генерації випадкових послідовнос-
тей від фізичних джерел, для забезпечення потреб сучасних систем захисту ін-
формації.  
При цьому невирішеними є такі завдання: 
1. Неоптимізовані чинники та їх параметри, що впливають на підвищення 
продуктивності аналого-цифрового перетворення шумових процесів в послідо-
вності випадкових даних.  
2. Неузгоджена ефективність та не оптимізовані параметри вирівнювання 
статистичних характеристик випадкових послідовностей з методами аналого-
цифрового перетворення.  
3. Необґрунтовані завдання та способи адаптації параметрів щодо нестаці-
онарності перетворюваних процесів на обох етапах генерації: аналого-
цифрового перетворення та вирівнювання статистичних характеристик. 
 
3. Мета та задачі дослідження 
Метою дослідження є підвищення продуктивності методів генерації випа-
дкових послідовностей на основі оптимізації аналого-цифрового перетворення 
шумових процесів для забезпечення сучасних систем захисту інформації. 
Для досягнення поставленої мети в роботі розглянуті завдання: 
– оптимізувати параметри аналого-цифрового перетворення шумових про-
цесів, що впливають на підвищення продуктивності генерації послідовностей 
випадкових даних;  
– обґрунтувати вибір методу, що забезпечують належне вирівнювання ста-
тистичних характеристик випадкових послідовностей для систем захисту інфо-
рмації; 
– обґрунтувати способи адаптації параметрів на обох етапах перетворення 
щодо нестаціонарності перетворюваних процесів та змінності інших факторів, 
що впливають на продуктивність генерації. 
 
4. Дослідження чинників та шляхів підвищення продуктивності гене-
рації випадкових послідовностей 
Для досліджень шляхів підвищення продуктивності генерації випадкових 
послідовностей від фізичних джерел процес перетворення шумових процесів 









1) етап первинного перетворення шумового процесу u(t) у послідовність 
даних Х; 
2) етап вторинного перетворення Х у послідовність Y з метою усунення 
статистичних дефектів та вирівнювання статистичних характеристик.  
 
 
Рис. 1. Схема двох етапної генерації випадкових послідовностей від фізичного 
джерела з аналого-цифровим перетворенням та вирівнюванням статистичних 
характеристик 
 
4. 1. Етап первинного перетворення шумового процесу. Обґрунтуван-
ня чинників та їх параметрів 
Нехай має місце фізичне джерело, що формує шумовий процес u(t). Випа-
дковий сигнал u(t) при перетворенні дискретизується в часі з кроком t та кван-
тується в динамічному діапазоні з кроком u (рис. 2).  
Кожне випадкове значення u=u (tj) у відліках часу з індексами j=1, 2, 3,… 
округлюється до найближчого квантованого значення ui, кратного u,  
i= –N, …, –1, 0, 1,…, N (N – натуральне число, що визначає нижню та верхню 
межі номерів квантилів) так, що ui=u(tj). Кожному ui ставиться у відповідність 
двійкова комбінація nkX =(x1, x2, x3, …, xn), довжини n, k=1, 2, 3, … 2
n
. Довжина n 







Вторинне перетворення – 
вирівнювання статистич-
них характеристик  
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Рис. 2. Сутність перетворення шумового процесу для формування випадкової 
послідовності 
 
Найпростішим прикладом такого перетворення є метод визначення випад-
кового знаку за оцінкою рівня шумового процесу у фіксовані моменти часу від-
носно обраного порога – нуля квантування [11]. Якщо миттєва напруга шуму 
менше нуля (u=u-1<0), то на виході формується логічний нуль (x=0), якщо біль-
ше (u=u1>0), то одиниця (x=1). При цьому за один такт дискретизації виробля-
ється один знак (n=1). Цей метод є результатом розробок минулого сторіччя, 
який відповідає рівню розвитку техніки тих часів, та дозволяє невисоку продук-
тивність генерації – добуток невизначеності випадкової послідовності та швид-
кості її формування. Швидкість такої генерації є обмеженою та залежить від 
частоти Найквіста перетворюваного процесу [26]. При збільшення швидкості у 
генерованій послідовності даних з’являлись різного характеру статистичні де-
фекти, що вимагали усунення (статистичного вирівнювання), а ті, в свою чергу, 
приводили до зниження швидкості. При цьому ефект генерації досягався за ра-
хунок економії у швидкості на етапі вирівнювання.  
Іншим, сучасним прикладом перетворення шумових процесів у випадкові 
послідовності, є відоме аналого-цифрове перетворення. Відрізняється від розг-
лянутого прикладу розширенням у способі перетворення шкали квантування та 
інтервалу дискретизації. Для тих же випадкових процесів це дозволяє генера-
цію послідовностей даних на більш високих швидкостях та, відповідно з більш 
високою продуктивністю. Як зазвичай, для цього використовують уніфіковані 
ui+1 
ui 

























засоби аналого-цифрового перетворення, що мають переважно лінійну шкалу 
квантування або пропорційну деяким математичним функціям, наприклад, екс-
поненційну чи логарифмічну шкалу. Якщо шумовий процес стаціонарний, то 
відносно нескладно підібрати шкалу квантування, яка б забезпечувала потрібну 
статистику вироблених даних. 
Реальні шумові процеси є далеко не стаціонарними. Лінійна та інші фіксо-
вані шкали квантування не достатньо адаптовані щодо щільності розподілу. Це 
є причиною наявності статистичних дефектів в отриманих послідовностях. За-
значені дефекти створюють необхідність застосування до цих послідовностей 
ефективних методів статистичного вирівнювання.  
Таким чином, основними чинниками, що впливають на продуктивність ана-
лого-цифрового перетворення шумових процесів, які визначаються сучасними те-
хнічними можливостями реалізації, наприклад, спектрального аналізу, є наступні: 
1. Шкала квантування динамічного діапазону випадкового процесу ui, 
i = –N, …, –1, 0, 1, …, N, та кількість рівнів квантування 2N. 
2. Інтервал дискретизації випадкового процесу в часі t, що залежить від 
частотного спектру перетворюваного випадкового процесу. 
3. Нестаціонарність та змінність статистичних властивостей перетворюва-
них процесів. 
Як відомо з теорії інформації [33], всі випадкові неперервні процеси, що 
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де h(u) – диференційна ентропія. 
Хоча, реальні шумові процеси є далеко не ідеальними та ентропія не є не-
скінченною, все таки ці процеси можуть надати можливість отримання досить 
високої ентропії, яка залежатиме не тільки від статистичних властивостей ви-
падкового процесу, а й від обраної шкали ненульових u.  
Для забезпечення високих показників продуктивності завдання генерації 
послідовностей випадкових даних вимагає оптимізації аналого-цифрового пе-
ретворення випадкових процесів.  
Критерієм оптимізації цього перетворення є максимум продуктивності ге-
нерації: 
 
ген.( , ) max[ ( , )],H Х Y V H Х Y                  (2) 
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Критерій (2) на обох етапах перетворення може бути забезпеченим вико-
нанням максимуму швидкості за фіксованої якості генерації або максимуму 
якості за фіксованої швидкості генерації.  
Отже, підвищення продуктивності генерування послідовностей випадко-
вих даних на першому етапі зводиться до отримання наступних вирішень: 
1. Обґрунтування оптимальної шкали квантування динамічного діапазону 
щодо статистичних властивостей перетворюваного випадкового процесу ui. 
2. Обґрунтування оптимального інтервалу дискретизації випадкового про-
цесу в часі t. 
3. Адаптація шкали квантування щодо нестаціонарності перетворюваних 
процесів та змінності інших факторів, що впливають на продуктивність анало-
го-цифрового перетворення. 
 
4. 2. Етап вторинного перетворення послідовності. Обґрунтування 
ефективності методів вирівнювання статистичних характеристик 
На другому етапі генерації послідовностей випадкових даних здійснюється 
вирівнювання статистичних характеристик. Серед доказово ефективних методів 
цього вирівнювання для систем захисту інформації є метод вибірки рівноймові-
рних комбінацій (von Neuman-Elias-Рябко-Мачикиної) [27–29] та метод кодової 
оброби (Santha-Vazirani) [30, 31].  
Сутність методу вибірки рівноймовірних комбінацій полягає в наступно-
му [27–29]. 
Послідовність X розбивається на відрізки довжиною n, які представляють 
собою певні комбінації із множини всіх можливих nkX  у кількості 2
n
. Перетво-
рення nkX  у відрізки, з яких формуватиметься результуюча послідовність Y, 
здійснюється за наступним правилом (табл.1). 
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Множина всіх nkX  розділяється на підмножини комбінацій ,
n
k wtX за ознакою 
рівної ваги wt, wt=0÷n. Із кожної підмножини відбираються комбінації ,
n
k wtX  
так, щоб кількість була кратною деякому 2
k'
, де k' – натуральне число. Оскільки 
розподіл комбінацій ,
n
k wtX  за вагою wt підпорядкований біноміальному закону, 




wt nk k C                       (4) 
 




  l=1, 2, 3,…, 2 ,wt
k   з яких формується вихідна послідовність Y.  
Очевидно, що якщо послідовність X розподілена за бернулліївським зако-
ном, то Y має бути ідеально випадковою послідовністю з рівноймовірним роз-
поділом. При цьому відносно не складно може бути розрахованою і швидкість 
цього перетворення з використанням теореми Муавра-Лапласа, прирівнюючи 
цю швидкість до ймовірностей появи рівноймовірних комбінацій , ,
n
k wtX яким 




 Наприклад, для n=2 швидкість перетво-
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 – табульована функція Гауса; p – імовірність одного з двійко-
вих знаків послідовності X. 
Реальні ж джерела мають далеко не бернулліївський розподіл, а тому якою 
буде ефективність цього методу статистичного вирівнювання для реальних 












значено формулою (5). Тому цей метод для реальних джерел вимагає окремих 
досліджень та експериментів. Зазначені недоліки усунені в методів генерації 
послідовностей випадкових даних з кодовою обробкою. 
Сутність методу кодової оброби полягає в наступному [30, 31].  
Послідовність X розбивається на відрізки довжиною n, кількість комбіна-
цій яких складає 2
n
. Перетворення X у ,mlY  l=1, 2,…, 2
m
, з яких формуватиметься 




Рис. 3. Таблиця розподілу комбінацій nkX  за підмножинами при перетворенні в 
m
lY  з кодовою обробкою 
 
Множина комбінацій nkX  розділяється на підмножини однакового об’єму 
так, щоб кількість складала 2
m
 (m<n). Кожній підмножині ставиться у відповід-
ність певна комбінація mlY  з яких формується вихідна послідовність Y.  
Очевидно, що комбінації lg
nX  можна розподілити за підмножинами таким 
чином, що в середньому вихідна Y матиме більшу близькість до рівноймовірно-
го розподілу ніж Х. При цьому швидкість перетворення R не є ймовірнісною 
величиною як в методі вибірки рівноймовірних комбінацій, а жорстко визнача-
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Слід зазначити, що кодова обробка може бути реалізованою з використан-































дної операції множення n
kX  на перевірочну матрицю, або на поліном для циклі-
чного коду [32]. Завдання пошуку ефективних кодів за критерієм максимуму 
продуктивності (2) з заданою якістю вихідної послідовності збігається з пошу-
ком ефективних кодів для забезпечення максимуму завадостійкості [31]. При 
цьому показано, що з використанням для кодової оброки лінійних кодів можна 
досягти досить високої ефективності, яка забезпечується формуванням великих 
об’ємів підмножин  1 2 lg 2, , , , , ,n n n n n ml l lX X X X   де l=1, 2,…, 2m. 
В роботі [31] наведено доведення того, що таке перетворення забезпечує 
ефективність вирівнювання статистичних характеристик не тільки для бернул-
ліївського розподілу ймовірностей. На відміну від методу вибірки рівно ймові-
рних комбінацій (von Neuman-Elias-Рябко-Мачикиної) ефективність вирівню-
вання цим методом забезпечується і для слабо випадкового розподілу, який 
враховує статистичні зв’язки поміж даними в послідовності [30]. 
Реальні ж джерела послідовностей випадкових даних є далеко не бернуллі-
ївські. Слабо випадковість також передбачає стаціонарність джерела, яка не 
завжди має місце для реальних джерел.  
Таким чином, проведено аналіз методів вирівнювання статистичних харак-
теристик послідовностей випадкових даних. Вони мають наступну ефектив-
ність: 
1. Метод вибірки рівно ймовірних комбінацій (von Neuman-Elias-Рябко-
Мачикиної) [27–29] є доказово ефективним для бернулліївського розподілу пе-
ретворюваних послідовностей. Швидкість перетворення є асинхронною та за-
лежить від статистичних властивостей послідовності. 
2. Метод кодової обробки (Santha-Vazirani) [30, 31] є доказово ефективним 
не тільки для бернулліївского, а й для слабо випадкового розподілу перетворю-
ваних послідовностей. Швидкість перетворення є синхронною та повністю ви-
значається сталими параметрами вхідних та вихідних комбінацій. 
 
5. Результати дослідження шляхів підвищення продуктивності генера-
ції випадкових послідовностей 
5. 1. Обґрунтування оптимальної шкали квантування динамічного ді-
апазону випадкового процесу 
Реальні шумові процеси характеризуються досить високим ступенем неви-
значеності, яку для забезпечення максимуму ентропії на відлік при перетворен-
ні процесу потрібно конвертувати у випадкову послідовність з мінімальними 
втратами.  
Нехай для простоти випадковий процес, що використовується для перет-
ворення у випадкову послідовність, є стаціонарним. Нехай задано ансамбль ре-
алізацій цього випадкового процесу, що виражається щільністю розподілу ймо-
вірностей (u) з заданими математичним сподіванням a та середньоквадратич-
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необхідне виконання умови рівноймовірності комбінацій знаків n
kX  [26, 33, 34]. 
Зазначена рівність ймовірностей зводиться до забезпечення рівності площ під 
кривою щільності розподілу на рис. 4, обмежених градацією шкали динамічно-




Рис. 4. Щільність розподілу ймовірностей випадкової неперервної величини u 
та зображення прикладу шкали, що забезпечує рівність ймовірностей при ана-
лого-цифровому перетворенні – площ поміж поділками 
 
Якщо n обмежене та N=2
n-1
, то можна використати відповідність ймовірно-
стей комбінацій nkX  та того, що значення u [ui; ui+1[: 
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Таким чином, на першому етапі генерації оптимізація шкали квантування 
динамічного діапазону випадкового процесу зводиться до забезпечення макси-
мально можливої величини N та виконання умови (9).  
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1. Максимум величини N забезпечує максимум довжини n кодової комбі-
нації ,nkX  отриманої з одного відліку при аналого-цифровому перетворенні.  
2. Умова (9) забезпечує рівність ймовірностей p( n
kX ) та, відповідно, мак-
симум ентропії, розрахованої на один розряд випадкової комбінації X
n
 за спів-
відношенням (7).  
 
5. 2. Обґрунтування оптимального інтервалу дискретизації випадково-
го процесу в часі 
Зменшення інтервалу дискретизації неперервного процесу приводить до 
збільшення швидкості зчитування миттєвих значень – відліків. Також відомо, 
що зменшення цього інтервалу для будь-якого випадкового неперервного про-
цесу приводить до зменшення різниці поміж сусідніми відліками та збільшен-
ням статистичних зв’язків. Тому обґрунтування інтервалу дискретизації випад-
кового процесу в часі полягає у обґрунтуванні певної мінімальної величини 
tmin, яка б не приводила до зниженні продуктивності генерації. Ця величина і 
буде оптимальною за критерієм максимуму продуктивності (2). Іншими слова-
ми вона має бути такою, щоб відліки зчитування миттєвих значень перетворю-
ваного процесу ще не мали статистичної залежності, або ця залежність буде не 
суттєвою з врахуванням другого етапу перетворення. Очевидно, що забезпе-
чення статистичної незалежності відліків дозволить генерувати послідовність 
статистично незалежних випадкових даних з досить високою ентропією. 
На обирання інтервалу tmin мають вплив два фактори: 
1. Схемо-технічні обмеження зі швидкодії аналого-цифрових перетворю-
вачів. 
2. Обмеження перетворюваного процесу u(t) за його спектральними та ста-
тистичними характеристиками. 
Перший фактор пов’язаний з наявністю власних ємності та індуктивності в 
електронній елементній базі, які в сучасній схемотехніці мінімізуються шляхом 
підвищення ступеня інтеграції мікросхем, використанням високо провідних ма-
теріалів, тощо. Так, на сьогоднішній день прикладом швидкодіючих засобів є 
сучасні засоби спектрального аналізу, наприклад, відомої в світі фірми 
Rohde&Schwarz типу R&S®FSW85, R&S®FSWP50, R&S®FSMR50. Вони на-
дають можливість вимірювання та аналізу неперервних процесів в спектрі до 
50 85 ГГц.  
Слід зазначити, що це є приграничними частотами електромагнітного по-
ля, що супроводжується електричними струмами. Застосування оптичної елект-




 Гц, де носієм виступатиме не електричний струм, а 
фотон світла, дозволить суттєвим чином збільшити зазначену швидкість. Ці пе-
рспективні способи розглянуті в роботах [12–17] забезпечують отримання ви-
падкових послідовностей, що відносяться до нового покоління та засновані на 
квантово-механічній теорії. 
Другий фактор, що обмежує мінімізацію інтервалу зчитування, – це часто-
та Найквіста випадкового процесу та статистична залежність миттєвих значень 











ревищує частоту Найквіста, приведе до зменшення різниці між миттєвими зна-
ченнями відліків, та тим самим до збільшення між ними статистичного зв’язку.  
Таким чином, оптимальність інтервалу дискретизації випадкового процесу 
в часі tmin не є однозначною. Її обґрунтування може здійснюватись з трьох то-
чок зору: 
1. З забезпеченням максимуму конвертування невизначеності на етапі пе-
ретворення неперервного випадкового процесу у послідовність випадкових да-
них на максимальних швидкостях без врахування наявності в послідовності 
можливих статистичних дефектів. При цьому усунення останніх передбачаєть-
ся на 2 етапі генерації – етапі вирівнювання статистичних характеристик, яке 
здійснюється за рахунок зниження швидкості.  
2. З забезпеченням конвертування максимуму невизначеності неперервно-
го процесу у вихідну послідовність за умови наявності в ній мінімуму або пов-
ної відсутності статистичних дефектів. Підвищення швидкості зчитування не 
повинно приводити до зростання або появи цих дефектів. При цьому вирівню-
вання статистичних характеристик послідовності стає несуттєвим або і зовсім 
непотрібним [35]. 
3. З забезпеченням конвертування максимуму невизначеності неперервно-
го процесу у вихідну послідовність з оптимізацією узгодження швидкостей на 1 
та 2 етапах генерації. 
Щодо першої точки зору інтервал зчитування може бути знайденою з ви-
користанням теореми Котельникова [26], яка стверджує що будь-який фінітний 
за часом та за спектром аналоговий сигнал можна повністю представити у виді 
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Так, наприклад, для n=8 та за умови оптимальної шкали динамічного діа-
пазону (9). При ширині спектру перетворюваного шумового процесу 250 кГц 
можна отримати послідовність випадкових даних з інтервалом зчитування 2 
мкс та продуктивністю приблизно 128 Мбіт/с. 
З другої точки зору tmin2 має обиратись емпіричними методами за допомо-
гою статистичного тестування неперервного процесу. Це доцільно здійснювати 
шляхом прийняття деякого базового значення інтервалу, наприклад 
t'min2= tmin1, та поступового наближення його до значення tmin2= t'min2> tmin1. 
При цьому має виконуватися умова статистичної незалежності відліків. Такий 
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Так, для умов попереднього прикладу інтервал зчитування зросте та, від-








ншиться та не перевищуватиме 64 Мбіт/с. 
Щодо третьої точки зору інтервал tmin3 знаходиться таким, щоб в сукуп-
ності зі швидкістю статистичного вирівнювання R виконувався критерій гене-
рації послідовностей випадкових даних (2).  
При цьому з усіх трьох точок зору інтервали зчитування мають знаходи-
тись у співвідношенні: 
 
tmin1< tmin3< tmin2.              (12) 
 
Слід також зазначити, що інтервал зчитування не визначає остаточну про-
дуктивність джерела. Для забезпечення потрібної якості отримана від перетво-
рення фізичного шумового процесу послідовність підлягає вирівнюванню ста-
тистичних характеристик, яке буде пов’язане з втратами швидкісних показників 
генерації.  
 
5. 3. Обґрунтування вибору ефективного методу щодо вирівнювання 
статистичних характеристик для систем захисту інформації 
Одним з головних питань будь-якої системи захисту інформації є гаранту-
вання безпеки, яке в частині використання генераторів послідовностей випад-
кових даних вимагає від них заданої статистичної надійності. В свою чергу, по-
трібну надійність можуть гарантувати лише доказово ефективні методи. 
На відміну від методу вибірки рівноймовірних комбінацій (von Neuman-
Elias-Рябко-Мачикиної) [27–29] метод кодової обробки (Santha-Vazirani) [30, 
31] забезпечує доказову ефективність для слабо випадкового розподілу. Слабо 
випадковий розподіл враховує зав’язок кожного розряду послідовності випад-
кових даних з його передісторією, яка зменшує ступінь невизначеності та з пе-
вним ступенем достовірності дозволяє відгадування даних. Це є суттєвим фак-
тором для систем захисту інформації, які повинні забезпечувати безпеку інфо-
рмаційних ресурсів. 
Практично всі практичні джерела мають слабо випадковий розподіл. Тому 
для вирівнювання статистичних характеристик доцільним є використання ме-
тоду кодової обробки (Santha-Vazirani) як доказово ефективного. Ефективність 
цього методу зручно показати за допомогою рис. 5. В ньому зазначені графіки 
залежності ентропії вихідної послідовності від ентропії вхідної для теоретично-
го максимуму та практичної ефективності кодової обробки, а також за відсут-
















Рис. 5. Графічне зображення залежності ентропії вихідної послідовності від ен-
тропії вхідної для теоретичного максимуму та практичної ефективності кодової 
обробки, а також за відсутності кодової обробки 
 
Метод кодової обробки має відносно невелику складність реалізації. На-
приклад, використання лінійного коду дозволяє здійснення кодової оброки 
шляхом нескладної операції множення відрізків вхідної послідовності на пере-
вірочну матрицю коду, або на поліном для циклічного коду. Покращення ефек-
ту вирівнювання статистичних характеристик за критерієм максимуму продук-
тивності (2), досягається шляхом розширення коду та використанням доскона-
лих кодів при кодовій обробці [34].  
 
5. 4. Обґрунтування способів адаптації параметрів перетворення щодо 
нестаціонарності перетворюваних процесів  
За умови нестаціонарності перетворюваних процесу та змінності інших 
факторів, що впливають на продуктивність генерації, необхідна адаптація па-
раметрів на всіх етапах перетворення. Адаптація потрібна під час функціону-
вання засобу генерації, а тому можлива шляхом застосування зворотних 
зв’язків з потрібним коригуванням параметрів, як показано на рис. 6. 
 
теоретичний максимум 






















Рис. 6. Схема двох етапної генерації випадкових послідовностей від  
нестаціонарного фізичного джерела з адаптацією параметрів аналого-
цифрового перетворення та вирівнювання статистичних характеристик 
 
1. Коригування схемо-технічних параметрів джерела здійснюється на ос-
нові статистичного аналізу виробленого шумового процесу u(t) шляхом адапта-
ції (підсилення або послаблення) сигналу до ознак стаціонарності. Для цього 









                   (13) 
 




( ) ( ) ( )d .
Т
R u t u t
T
                      (14) 
 
2. При коригуванні параметрів на першому етапі аналого-цифрового пере-
творення шумового процесу вирішується два завдання: 
– на основі статистичного аналізу шумового процесу u(t) здійснюється фо-
рмування та адаптація шкали аналого-цифрового перетворення до щільності 
розподілу ймовірностей; 
– на основі статистичного тестування послідовності X здійснюється кори-
гування кількості рівнів квантування, що приводитиме до укрупнення, або роз-
дрібнення шкали аналого-цифрового перетворення [36, 37]. 
3. При коригуванні параметрів на другому етапі вирівнювання статистич-












































– на основі статистичного тестування послідовності X здійснюється вибір 
коду для виконання кодової обробки, що має забезпечити потрібну якість ре-
зультуючої послідовності Y; 
– на основі статистичного тестування послідовності Y здійснюється кори-
гування інтервалу дискретизації перетворюваного випадково процесу в часі та 
адаптація параметрів кодової обробки до забезпечення потрібної якос-
ті Y [36, 37]. 
 
6. Обговорення результатів досліджень шляхів підвищення продукти-
вності випадкових послідовностей 
Підвищення продуктивності генераторів випадкових послідовностей, що 
зумовлено потребами сучасних систем захисту інформації, вимагає комплекс-
ного вирішення на обох етапах генерації.  
Таким чином на першому етапі генерації за критерієм максимуму продук-
тивності запропоновано: 
– оптимізацію шкали квантування динамічного діапазону перетворюваного 
випадкового процесу;  
– оптимізацію інтервалу дискретизації випадкового процесу в часі. 
Оптимізація шкали квантування зводиться до забезпечення максимально 
можливої величини рівнів квантування N та виконання умови (8) – рівності 
площ за поділками шкали під кривою щільності розподілу ймовірностей. Збі-
льшення N при перетворенні шумового процесу u(t) приводить до збільшення 
розрядності n (n log2(2N)) комбінацій ,
n
kX  k=1, 2, 3, … 2
n
, а оптимізація шкали 
до рівноймовірності цих комбінацій для всіх k. Так, при збільшенні величини N 
вдвічі, наприклад, з 2048 до 4096, розрядність вихідної комбінації n зросте з 10 
до 11. При цьому швидкість генерації, а при збереженні рівноймовірності nkX  і 
продуктивність зросте в 1,1 раза.  
Оптимізація інтервалу дискретизації випадкового процесу в часі tmin не є 
однозначною. При її обґрунтуванні використано три точки зору:  
– це забезпечення максимуму швидкості зчитування, при збільшенні якої 
продуктивність не зростатиме; 
– це забезпечення максимуму швидкості зчитування, при якій ще відсутні 
статистичні зв’язку між відліками; 
– це забезпечення швидкості зчитування між вище зазначеними максиму-
мами, в залежності від того, з якою ефективністю здійснюватиметься вирівню-
вання статистичних характеристик. 
Очевидно, що при зменшенні інтервалу дискретизації в часі завдяки появі 
статистичних зв’язків між відліками зменшуватиметься ентропія H(X). Тобто не 
зважаючи на високу продуктивність первинного перетворення, послідовність X 
може вироблятись з високою швидкістю, але з недостатньою якістю. Тому ви-
никає необхідність підвищення цієї якості, що здійснюється шляхом вирівню-
вання статистичних характеристик. 
На другому етапі з метою вирівнювання статистичних характеристик за-








певному доказово ефективному перетворенню, що пов’язане зі зниженням 
швидкості, дозволяє підвищити статистичну якість послідовності. 
Проведено оцінювання ефективності кодової обробки для деяких кодів, а 
саме кодів з перевірки на парність, Хемінга, БЧХ, Голея. Ефективність виража-
ється швидкістю перетворення та залежністю ентропій після кодової обробки та 
до кодової обробки. Результати оцінювання представлені в табл. 2. 
 
Таблиця 2 
Залежності ентропій після та до кодової обробки з використанням кодів з пере-

















Швидкість кодової обробки: R=m/n 
1 0,32 0,5 0,25 0,09 0,27 0,095 
H(X), біт Ентропія H(Y), біт 
0,011 0,035 0,023 0,037 0,081 0,042 0,116 
0,045 0,140 0,091 0,140 0,287 0,164 0,410 
0,081 0,248 0,162 0,230 0,460 0,283 0,633 
0,141 0,426 0,283 0,372 0,680 0,462 0,858 
0,194 0,567 0,387 0,499 0,805 0,594 0,948 
0,242 0,678 0,480 0,589 0,881 0,694 0,982 
0,286 0,765 0,562 0,662 0,927 0,771 0,994 
0,327 0,832 0,635 0,722 0,956 0,829 0,998 
0,365 0,882 0,700 0,770 0,973 0,874 0,999 
0,402 0,919 0,755 0,812 0,985 0,907 1 
0,436 0,946 0,803 0,847 0,991 0,933  
0,468 0,965 0,844 0,875 0,995 0,952  
0,610 0,997 0,961 0,958 0,999 0,999  
0,722 0,999 0,994 0,987 1 1  
0,811 1 0,999 0,991    
0,881  1 0,994    
0,971   0,999    
 
Значення табл. 2 мають графічне представлення на рис. 7.  
Аналогічно теоретичному проведено експериментальне дослідження ефек-
тивності кодової обробки на прикладі коду Хемінга (63,57). Дослідження ент-
ропій здійснювалось з використанням тесту Маурера [36]. Отримані результати 



















Залежності експериментально отриманих ентропій після та до кодової обробки 
на прикладі коду Хемінга (63, 57) 
H(X)експ,біт  0,010 0,039 0,070 0,120 0,166 0,207 0,247 0,349 0,411 
H(Y)експ,біт  0,118 0,398 0,604 0,807 0,888 0,916 0,926 0,931 0,930 
 
 
Рис. 7. Графік залежності ентропій після та до кодової обробки з використан-
ням кодів з перевірки на парність, Хемінга, БЧХ та Голея 
 
Як видно з графіку, результати теоретичних та практичних досліджень ко-
дової обробки для коду Хемінга (64, 57) майже співпадають. Відмінності, що 
мають місце у верхній області значень H(Y), зумовлені умовами тестування. 
Наведені на осі H(Y) значення ентропій 0,933 біт та 0,928 біт є межами щодо 
позитивного тестування, які визначені ступенем довіри. Тобто, якщо результат 
тестування попадає в зазначені межі, то досліджена послідовність вважається 
достатньо випадковою, що відповідає теоретичному 1 біт ентропії. 
В разі нестаціонарності перетворюваного випадкового процесу підвищен-
ня продуктивності потребує адаптацію параметрів перетворення на обох етапах 
перетворення. Вона має здійснюватись за допомогою зворотних зв’язків насту-
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– коригування схемо-технічних параметрів джерела (підсилення, послаб-
лення сигналу) з метою виділення стаціонарної шумової складової з перетво-
рюваного процесу; 
– коригування та адаптація шкали квантування та інтервалу зчитування 
щодо залишкової нестаціонарності джерела при перетворенні шумового проце-
су на першому етапі генерації;  
– коригування та адаптація параметрів вирівнювання статистичних харак-
теристик щодо недостатності статистичної якості та нестаціонарності послідов-
ності на другому етапі генерації. 
Всі види коригувань на етапах генерації мають здійснюватись на основі 
статистичного тестування вихідних процесів або послідовностей даних [36, 37]. 
 
7. Висновки 
1. Запропоновано оптимізацію чинників, які дозволяють підвищити проду-
ктивність генерації послідовностей випадкових даних від фізичних джерел. Оп-
тимізацію чинників здійснено з використанням двохетапного представлення 
генерації: аналого-цифрового перетворення шумових процесів та вирівнювання 
статистичних характеристик отриманої послідовності. На етапі аналого-
цифрового перетворення такими чинниками є шкала квантування динамічного 
діапазону та інтервал дискретизації перетворюваного випадкового процесу в 
часі. Обґрунтовано умову, якій має відповідати оптимальна шкала та межі для 
оптимального інтервалу дискретизації перетворюваного випадкового процесу в 
часі. На відміну від шкали, оптимізація інтервалу здійснюється за критерієм 
максимуму продуктивності не на першому етапі аналого-цифрового перетво-
рення, а з врахуванням ефективності вирівнювання статистичних характерис-
тик на другому етапі генерації.  
2. Для вирівнювання статистичних характеристик обґрунтовано викорис-
тання методу кодової обробки (Santha-Vazirani), який є доказово ефективним 
методом для слабо випадкових джерел. Про виборі ефективних методів, що пі-
двищують ентропію випадкової послідовності, окрім зазначеного також розгля-
дався метод вибірки рівно ймовірних комбінацій (von Neuman-Elias-Рябко-
Мачикиної). Метод кодової обробки має відносно нескладну реалізацію з вико-
ристанням лінійних кодів та зводиться до операції множення відрізків вхідної 
послідовності на перевірочну матрицю коду, або на поліном циклічного коду. 
Однак дослідження показали, що цей метод є доказово ефективним лише для 
бернулліївського розподілу послідовності даних. Тому з точки зору вимог сис-
тем захисту інформації, для яких має бути виключеною можливість відгадуван-
ня даних, був відхиленим. Покращення ефекту вирівнювання статистичних ха-
рактеристик досягається шляхом розширення коду.  
3. Для продуктивного отримання послідовностей випадкових даних від не-
стаціонарних фізичних джерел та з врахування змінності інших факторів, що 
впливають на продуктивність, запропоновані способи адаптації параметрів ге-
нерації. Вони можуть бути реалізованими на основі статистичного контролю 
виходів елементів генерації та коригування параметрів цих елементів посеред-












Запропоновані оптимізація параметрів генерації випадкових послідовнос-
тей та способи їх адаптації до не стаціонарності фізичного джерела на практиці 
можуть надати можливість досягнення високих показників продуктивності. Во-
ни є відносно нескладними щодо реалізації за допомогою сучасних техніки та 
технологій в масштабах реального часу та можуть бути ефективно використа-
ними в реальних системах захисту інформації. 
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