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Abstract—As vehicles playing an increasingly important role in
people’s daily life, requirements on safer and more comfortable
driving experience have arisen. Connected vehicles (CVs) can
provide enabling technologies to realize these requirements and
have attracted widespread attentions from both academia and
industry. These requirements ask for a well-designed computing
architecture to support the Quality-of-Service (QoS) of CV
applications. Computation offloading techniques, such as cloud,
edge, and fog computing, can help CVs process computation-
intensive and large-scale computing tasks. Additionally, different
cloud/edge/fog computing architectures are suitable for support-
ing different types of CV applications with highly different
QoS requirements, which demonstrates the importance of the
computing architecture design. However, most of the existing
surveys on cloud/edge/fog computing for CVs overlook the
computing architecture design, where they (i) only focus on
one specific computing architecture and (ii) lack discussions
on benefits, research challenges, and system requirements of
different architectural alternatives. In this paper, we provide a
comprehensive survey on different architectural design alterna-
tives based on cloud/edge/fog computing for CVs. The contribu-
tions of this paper are: (i) providing a comprehensive literature
survey on existing proposed architectural design alternatives
based on cloud/edge/fog computing for CVs, (ii) proposing a new
classification of computing architectures based on cloud/edge/fog
computing for CVs: computation-aided and computation-enabled
architectures, (iii) presenting a holistic comparison among dif-
ferent cloud/edge/fog computing architectures for CVs based on
functional requirements of CV systems, including advantages,
disadvantages, and research challenges, (iv) presenting a holistic
overview on the design of CV systems from both academia and
industry perspectives, including activities in industry, functional
requirements, service requirements, and design considerations,
and (v) proposing several open research issues of designing
cloud/edge/fog computing architectures for CVs.
This is a personal copy of the authors. Not for redistribution. The
final version of this paper was accepted by IEEE Communications Sur-
veys & Tutorials and is available through the IEEE Xplore Digital Li-
brary, at the link: https://ieeexplore.ieee.org/document/9184917, with the DOI:
10.1109/COMST.2020.3020854.
I. INTRODUCTION
As vehicles playing an increasingly important role in peo-
ple’s daily life, more requirements, such as higher efficient
traffic, safer road, and more comfortable driving experience,
have arisen. These requirements may consume a large amount
of computation and communication resources. Connected ve-
hicles (CVs), which provide enabling technologies to realize
the aforementioned requirements in vehicular networks, have
attracted widespread attentions from both academia and indus-
try.
CVs are network attached vehicles that exchange data with
the cloud and other network attached devices and servers
[1]. CVs use different communication technologies to com-
municate with the driver, other cars on the road. Vehicle-
to-everything (V2X) communications, as shown in Table
I, include vehicle-to-vehicle (V2V), vehicle-to-infrastructure
(V2I), vehicle-to-cloud (V2C), and vehicle-to-driver (V2D)
communications. Traditionally, the automotive industry has
been mainly driven by automotive original equipment man-
ufacturers (OEMs) that were capable of producing and main-
taining a massive amount of car hardware. However, the trend
of CVs will accommodate other types of key players to make
it realized, such as governments building roadside infrastruc-
tures, telecommunication companies maintaining nation-wide
communication infrastructures, and information technology
(IT) companies providing various software-based services us-
ing a large amount of data. Hence, it is necessary to develop
key technologies required to drive the trend in a larger context
with such new stakeholders.
Therefore, the development of CVs is largely dependent on
the information and communication technologies which have
fueled a plethora of innovations in various areas, including
computing, communication, and caching. Due to the limited
on-board battery and computation capacity in vehicles, in order
to execute a large number of computations in limited time,
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Table I
SUMMARY OF V2X
Characteristics Research Topics Example Messages
V2X
V2V
1. V2V channel is distinct from the typical cellular channel
2. Antenna heights of both transmitter and receiver are low
3. Both transmitter and receiver are mobile
4. Channel characteristics are influenced by different traffic
environments [2], [3]
Channel modelling (e.g., expressway,
intersection, suburban street, etc.) [2]–[9] Cooperative awarenessmessage [10], Broadcast
safety message [11], [12],
Decentralized environment
notification message [13]
Security and privacy [12], [14]–[18]
Testbed & simulation framework [19]–[21]
V2I 1. Data transmission is influenced by Doppler effect [22]2. Require a large uplink capacity [23]
Channel modelling [24]–[27] Cooperative traffic safetymessage [28],
Edge-assisted service
message [29], [30]
Security and privacy [30]–[32]
Testbed & simulation framework [25]
V2C 1. High latency2. Require routing protocols
Scheduling [33], [34] Cloud-assisted service
message [35]Security and privacy [36]
Testbed & simulation framework [37]
V2D Body area sensor network [38] Testbed & simulation framework [39] Driver healthmessage
offloading power-intensive time-consuming computation tasks
to other more powerful servers may significantly improve the
performance of many applications of CVs, such as intelligent
driving, cruise assist, and high-resolution map creation. There-
fore, cloud computing, edge computing, and fog computing are
proposed to realize such computation offloading.
Mobile cloud computing (MCC) which can perform large-
scale and computation-intensive computing has been devel-
oped over the past decade. Cloud computing is defined as
“a model for allowing ubiquitous, convenient, and on-demand
network access to a number of configured computing resources
(e.g., networks, server, storage, application, and services) that
can be rapidly provisioned and released with minimal manage-
ment effort or service provider interaction” [43]. MCC offers
a lot of attractive features, such as parallel processing, virtual-
ized resources, high scalability, and security. Therefore, MCC
can not only provide the ability of processing computation-
intensive tasks, but also offers low cost infrastructure main-
tenance [44]. However, nowadays it is predicted that CVs
may produce a large amount of data in high speeds such as
the camera captured videos for driving assistance, which will
make the data dramatically increase to TB/PB levels in seconds
[45]. Additionally, a large number of applications of CVs tend
to be latency-sensitive and have fast big-data processing with
quick response demands. In an intelligent driving scenario,
for example, sensors and 3-D cameras attached to a CV can
generate considerably massive data. Thus, the cloud server
must complete computing these data and send back highly
accurate operating instructions to the CV’s steering system
in milliseconds level. However, since in terms of network
topology, cloud servers are far away from the CVs, a long
latency may be caused by the network congestion or queuing,
which may, in the worst case, incurs car accidents.
Multi-access edge computing (MEC) is an efficient solution
to address the aforementioned issues, where a lower response
delay can be obtained due to the computation is performed
close to CVs, instead of being sent to the remote cloud.
The concept of MEC is firstly introduced by the European
Telecommunications Standards Institute (ETSI) in 2014 under
the name of Mobile Edge Computing (MEC), where an IT
service environment and cloud-computing capabilities can be
acquired at the mobile network edges (e.g., the edge of the
cellular network) [46], [47]. In 2017, ETSI officially renamed
Mobile Edge Computing to Multi-Access Edge Computing
“to embrace the challenges in the second phase of work
and better reflect non-cellular operators’ requirements” [48].
Thus, the access approaches in MEC become more variant
in CV scenarios. For example, a CV can directly offload
its collected raw data to a powerful computing unit that is
deployed in a nearby small cell base station (BS) or a roadside
unit (RSU). In addition, Cloudlet is one of the most typical
edge computing platforms, where a cluster of resource-rich
computing nodes are placed only one wireless hop away
from mobile users (MUs). The computing nodes run multiple
virtual machines (VMs) to provide computing services for
MUs. “Essentially, a cloudlet resembles a data center in a
box: it is self-managing, requiring little more than power,
Internet connectivity, and access control for setup. Internally,
a cloudlet resembles a cluster of multicore computers, with
gigabit internal connectivity and a high-bandwidth wireless
local area network (WLAN)” [49]. Because of the network
proximity, cloudlet can offer a wireless connection with low
latency and high bandwidth between the server and the CV,
making it an ideal place for providing location-awareness,
latency-intensive, and fast mobility management services and
applications.
Fog computing is another potential solution to address the
presented issues in MCC. It is first proposed by Cisco in 2012
[50]. The definition of fog computing is “a system-level hor-
izontal architecture that distributes resources and services of
computing, storage, control, and networking anywhere along
the continuum from cloud to Thing” [51]. Fog computing
offers several compelling features [52] that are described
below. (i) Heterogeneity, fog computing may contain a wide
variety of computing nodes such as access points (APs), high-
end servers, edge routers, RSUs, and even mobile nodes (e.g.,
smartphones and CVs). (ii) Geo-distribution and decentralized
management, in contrast to cloud computing, fog computing
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Table II
THE COMPARISON OF FEATURES AMONG DIFFERENT COMPUTING PARADIGMS
Features MCC Edge Computing Fog ComputingMEC Cloudlet
Firstly Proposed By Not specific ETSI Carnegie Mellon University Cisco
Architecture CVs - cloud CVs - edge servers CVs - cloudlet nodes - cloud CVs - fog nodes - cloud
Location of
Computation Resources
Deployed in a
remote data center
Deployed at
network edges Attached with APs/BSs
Near CVs
(e.g., RSUs, buses, CVs)
Operation Mode Standalone Standalone Standalone/cooperate with cloud Cooperate with cloud
Distance to CVs Far Close Very close Very close
Service Coverage Global Less global Local Local
Communication Latency High Low Low Low
Virtualization Technology VM & others VM & others Only VM VM & others
Main Driver Academia Industry(ETSI [40])
Academia & industry
(Open Edge Computing Initiative [41])
Academia & industry
(OpenFog Consortium [42])
Main Issue in
CV Scenario Long response latency 1. Poor mobility support 2. Limited computation & storage capabilities
Main Benefits in
CV Scenario
Ample storage &
computation capabilities
1. Real-time data processing & low-latency response to CVs
2. Local area information collection, filtering, and cleansing
is deployed widely geographical distributed at the edge of
networks and manages its computation and storage resources
in a decentralized way. (iii) Support for interplaying with the
cloud, a cloud server is deployed at the top of the fog layer
for deep analytics, where not only delay-intensive applications
can be supported at the fog layer, but also computation-
intensive and delay-tolerant applications (e.g., Big Data) can
be performed at the cloud layer because of its large storage
and powerful computing capability. Therefore, unlike MEC,
fog computing often serves as a complement to a cloud rather
than a substitute (i.e., fog computing “cannot operate in a
standalone mode” [53]). In Table II, we present a comparison
among different computing paradigms that we introduced
above in terms of multiple key features, including architecture,
location of computation resources, operation mode, etc.
Existing studies on CVs have proposed several
cloud/edge/fog computing architectures based on the
special requirements of different services/applications (will
be discussed in Section IV). Different cloud/edge/fog
computing architectures may be suitable for supporting
different types of CV applications with highly different
Quality-of-Service (QoS) requirements in terms of latency,
computation resources, and storage capacity. Under different
architectures, the computing and communication workload
for CVs may also vary over time and locations, which poses
challenges to capacity planning, resource management of
computation nodes, and mobility management of CVs. Thus,
a well-designed computing architecture is very important for
CV systems.
A. Existing Surveys and Tutorials
There are several related survey articles that focus on vari-
ous aspects of cloud/edge/fog computing and CVs. We divide
these existing survey papers into three categories: work on
(i) MCC/edge/fog computing, (ii) vehicular networks, and (iii)
MCC/edge/fog computing for CVs. In Table III, we summarize
published surveys on MCC/edge/fog computing. These articles
focus on a wide range of issues related to MCC/edge/fog
computing, including applications, architectures, computation
offloading, taxonomy, security, standardization, communica-
tion, caching, resource management, and energy efficiency.
However, none of them investigate the MCC/edge/fog com-
puting for CVs. In Table IV, we summarize published sur-
veys on vehicular networks, e.g., vehicular ad-hoc networks
(VANETs), which discuss CVs only from the perspective of
the communication.
Articles listed in Table V are most related to our work,
which discuss several research issues in the MCC/edge/fog
computing for CVs. However, (i) the number of published
surveys is quite few; (ii) these studies need to investigate more
the system architecture design, where they only focus on one
specific computing architecture in their whole paper, such as
vehicular cloud computing (VCC) or vehicular fog computing
(VFC); and (iii) to the best of our knowledge, there is no
survey work that compares different architecture alternatives
based on cloud/edge/fog computing for CVs or discusses
their benefits, research challenges, and system requirements.
Therefore, in view of prior survey work, there still lacks a
systematic survey article offering comprehensive and concrete
discussions on the architectural design alternatives based on
cloud/edge/fog computing for CVs, which motivates this work.
B. Contribution
In contrast to the above-mentioned surveys, this paper
provides a comprehensive survey on different architectural
design alternatives based on cloud/edge/fog computing for
CVs. The main contributions of this paper are presented as
follows:
• Presenting a holistic overview on the design of CV
systems from both academia and industry perspectives,
including activities in industry, functional requirements
(Section II), service requirements, and design considera-
tions (Section III).
• Providing a comprehensive literature survey on exist-
ing proposed architectural design alternatives based on
cloud/edge/fog computing for CVs (Section IV).
• Proposing a new classification of computing archi-
tectures based on cloud/edge/fog computing for CVs:
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Table III
SUMMARY OF EXISTING SURVEY PAPERS ON MCC/EDGE/FOG COMPUTING
Category Aspects Reference Main Contribution
MCC/Edge/Fog
Computing
MCC
[54] A comprehensive survey of MCC application models.
[55] A summary of challenges of MCC service designing, and a survey of MCC architecture, applicationpartition and offloading, and context-aware services.
[56], [57] An overview of the definition, applications, and architectures of MCC, along with the generic issuesand existing solutions. A discussion of the future research directions of MCC.
[58] A discussion of exiting work on representative platforms and intelligent MCC access schemes.
[59] A detailed taxonomy of MCC based on the key issues and the promising solutions to address them.
[60] A comprehensive survey of the state-of-the-art authentication mechanisms in MCC.
[61] A survey of security issues in MCC.
[62] A discussion of next generation cloud computing in terms of research directions.
Edge
Computing
[63] A comprehensive survey of the state-of-the-art MEC research from the communication perspectivewith a focus on joint radio-and-computational resource management.
[64] A comprehensive survey of major use cases and reference scenarios, current advancement instandardization of MEC, and research on computation offloading.
[65]–[70]
A comprehensive tutorial of three state-of-the-art edge computing technologies: MEC, cloudlet,
and fog computing. A comparison of standardization efforts, architectures, applications, and
principles, for these three technologies, as well as differences between MEC and
fog computing from the perspective of RANs.
[71] A classification of applications deployed at the mobile edge according to the technical metricsand the benefits of MEC for stakeholders in the network.
[72] A discussion of the security threats and challenges in the edge paradigms, as well as the promisingsolution for each specific challenge.
[73] A comprehensive overview of the existing edge computing systems and representative projects.A comparison of open-source tools according to their applicability.
[74] A comprehensive survey of the state-of-the-art mobile edge networks with a focus on issues incomputing, caching, and communication techniques.
[75] A taxonomy for management and optimization of multiple resources in MEC.
[76] A classification of multi-facet computing paradigm within edge computing and identification of keyrequirements to envision edge computing domain.
[77] A comprehensive survey of edge-oriented computing systems with a focus on their architecturefeatures, management approaches, and design objectives.
[78] A presentation of the definition, computing paradigm, management framework, and researchchallenges of the opportunistic edge computing.
[79] A comprehensive survey of the realization of internet of things (IoT) applications within MEC.
Fog
Computing
[53] A comprehensive survey on state-of-the-art fog computing from the perspective of architectureand algorithm.
[80] An overview of the concept of fog computing in terms of enabling technologies and emergingtrends in usage patterns.
[81] An overview of the definition of fog computing, representative application scenarios, and variousaspects of system issues.
[82]–[89] A discussion of the challenges of designing fog computing systems in IoT scenarios.
[90] An overview of access control of users’ data in the environment of fog computing with the aimof security challenges.
[91]–[93]
A comprehensive survey of fog computing, as well as its related computing paradigms, and a
detailed taxonomy of research topics in fog computing, including architecture, key technologies,
and applications.
[88], [94] A comparison of fog computing, cloudlet and MEC and a discussion of their recommended usecases.
[95], [96] An overview of security and privacy issues of fog computing and a survey of existing solutions.
[97] A comprehensive survey of fog computing from the network perspective and a discussion ofseveral network issues, such as latency, bandwidth, and energy consumption in fog computing.
computation-aided and computation-enabled architectures
(Section IV).
• Presenting a holistic comparison among different
cloud/edge/fog computing architectures for CVs based
on functional requirements of CV systems, including ad-
vantages, disadvantages, and research challenges (Section
IV).
• Proposing several open research issues of designing
cloud/edge/fog computing architectures for CVs, includ-
ing other hybrid architectural alternatives, localizing data
traffic, mobility support in heterogeneous architectures,
and computing resource management (Section V).
C. Paper Organization
The rest of the paper is organized as follows: In Section
II, we first present an overview introduction on the design
of CV systems with a brief summary on the activities of
the U.S. Department of Transportation on CVs. The main
functions of a CV eco-system are also described. In Sec-
tion III, we summarize the service requirements and design
considerations of using cloud/edge/fog computing for CV
applications. Existing architectural design alternatives in the
literature, i.e., computation-aided computing and computation-
enabled computing, are holistically surveyed and compared in
Sections IV. Open research issues are discussed in Section V.
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Table IV
SUMMARY OF EXISTING SURVEY PAPERS ON VEHICULAR NETWORKS
Category Aspects Reference Main Contribution
Vehicular networks
Taxonomy [98]
A taxonomy of the techniques applied to solve the issues of VANET cluster head election,
cluster affiliation, and cluster management, as well as a discussion of research directions
and trends in the design of these algorithms.
CV [99] A summary of the state-of-the-art developments and the research trends in coordinationwith the connected and automated vehicles.
Routing [100]–[103] A classification of existing routing protocols developed for VANETs, as well ascomparisons among different classes.
Mobility
management [104]
A comprehensive survey of mobility management for vehicular networks, including the
design requirements and existing solutions based on V2V and V2I.
Wireless
technologies
& protocols
[105], [106] A survey of wireless access technologies, characteristics, challenges, and requirements inVANET, as well as a summary of simulation tools and models of VANET.
[106], [107] An overview of the state-of-the-art wireless solutions for vehicle-to-sensor, V2V,vehicle-to-Internet, and vehicle-to-road infrastructure connectivities.
[106], [108]–[110] A comprehensive survey of wireless communication protocols, standards, architectures, andapplications of VANETs.
Security [111]
A taxonomy of security and privacy aspects of CV, including security of communication
links, data validity, security of devices, identity and liability, access control, and privacy
of drivers and vehicles, as well as existing solutions.
Green
networks [112]
A discussion of green vehicular networks design, including the communication protocol,
routing protocol, mobility models, and open issues.
Table V
SUMMARY OF EXISTING SURVEY PAPERS ON MCC/EDGE/FOG COMPUTING FOR CV
Category Aspects Reference Main Contribution
MCC/Edge/Fog
computing for CV
Vehicular cloud
computing [113]–[115]
A comprehensive survey of VCC, including inter-cloud communication systems, featuring
applications, services, cloud formations, traffic models, key management, and security issues.
Vehicular fog
computing
[116] A discussion of challenges and future trends of vehicular fog computing.
[117] A presentation of a high-level system architecture and a typical use case in vehicular fogcomputing, as well as security and forensic challenges and potential solutions.
Vehicular
applications
[118] An investigation on how smart transportation applications are developed following fogcomputing along with their challenges and possible mitigation from the state of the arts.
[119] A discussion on how real-time VANET applications can be developed in fog computingsystems.
[120]
A proposal for a new cloud computing model, VANET-cloud, to improve traffic safety and
provide computation services for road users, as well as an overview of some future research
directions, including security, energy efficiency, data aggregation, resource management, and
interoperability.
Finally, we conclude in Section VI. Table VI presents the list
of acronyms used in this paper.
II. CV SYSTEM DESIGN
Before diving into the computing architectures for CVs,
we first give an overview introduction on the design of CV
systems. In particular, we first introduce some CV projects
initiated by the U.S. government and European Commission.
Then, we summarize the functional requirements of a CV eco-
system.
The United States and Europe advances on the deployment
of CVs are summarized in paper [121]. In particular, the
United States Department of Transportation (USDOT) issued
a new rule in December 2016 that requires that V2V tech-
nologies must be implemented in all the new manufactured
light-duty vehicles. Thus, developing standardized messaging
technology together with industry can efficiently improve
the deployment of CV technologies in the U.S. In addition,
the U.S. version of IEEE 802.11p and the dedicated short-
range communications (DSRC) are the two alternatives for
transmitting data (e.g., vehicle speed, direction, and location)
among vehicles using V2V communications. Therefore, V2V-
equipped vehicles can identify risks and provide warnings to
drivers to avoid imminent crashes. Other activities initiated by
USDOT are explained in the following sub-section.
Similarly, the European Commission submitted the Euro-
pean Strategy on Cooperative Intelligent Transport Systems
(C-ITS) in November 2016. C-ITS messages will be transmit-
ted for a wide range of services between different vehicles.
To support all C-ITS services on the vehicle side, a full
hybrid communication mix needs to be on board. Currently,
the commission considers a combination of ETSI ITS-G5 (The
European Telecommunications Standards Institute, Intelligent
Transport Systems operating in the 5 GHz frequency band),
the European version of IEEE 802.11p, and existing cellular
networks as the promising hybrid communication mix that
ensures the best possible support for deploying C-ITS services.
A. USDOT Activities on CVs
The USDOT initiated many CV projects by interacting with
a wide range of stakeholders. One of the projects is the CV pi-
lot projects [122] launched in three different regions in U.S.A.
— Wyoming, New York city, and Tampa. The main purpose
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Table VI
LIST OF ACRONYMS AND THEIR DESCRIPTIONS
Acronym Description
5G-PPP 5G Public Private Partnership
AECC Automotive Edge Computing Consortium
AP Access Point
ARC-IT Architecture Reference for Cooperative and IntelligentTransportation
BS Base Station
BASN Body Area Sensor Network
CV Connected Vehicle
CTS Clear-to-Send
CSMA/CA Carrier Sense Multiple Access with Collision Avoidance
CPU Central Processing Unit
C-ITS Cooperative Intelligent Transport System
DoS Denial of Service
D2D Device-to-Device
DSRC Dedicated Short-range Communication
ETSI European Telecommunications Standards Institute
FCC Federal Communications Commission
GPS Global Positioning System
HOV High Occupancy Vehicle
IT Information Technology
IoT Internet of Things
IaaS Infrastructure-as-a-Service
ITS-G5 Intelligent Transport Systems operating in the 5 GHzfrequency band
LOS Line-of-Sight
LTE Long-Term Evolution
MAN Metropolitan Area Network
MIMO Multiple-Input Multiple-Output
MU Mobile User
MCV Maintenance and Construction Vehicle
MCC Mobile Cloud Computing
MEC Mobile Edge Computing/Multi-Access Edge Computing
MAC Medium Access Control
OTA Over-the-Air
OEM Original Equipment Manufacturer
PKI Public Key Infrastructure
PaaS Platform-as-a-Service
QoS Quality of Service
RAN Radio Access Network
RSU Roadside Unit
RSE Roadside Equipment
RTS Request-to-Send
RTT Round-Trip Time
SCMS Security Credential Management System
SDN Software Defined Network
SaaS Software-as-a-Service
TMC Transportation Management Center
TDMA Time Division Multiple Access
USDOT United States Department of Transportation
V2X Vehicle-to-everything
V2V Vehicle-to-Vehicle
V2I Vehicle-to-Infrastructure
V2C Vehicle-to-Cloud
V2D Vehicle-to-Driver
VANET Vehicular ad-hoc Network
VC Vehicular Cloud
VCC Vehicular Cloud Computing
VC-MAC Vehicular Cooperative Media Access Control
VFC Vehicular Fog Computing
VM Virtual Machine
WLAN Wireless Local Area Network
WiMAX Worldwide Interoperability for Microwave Access
WiBro Wireless Broadband
WAN Wide Area Network
WAVE Wireless Access in Vehicular Environments
Passenger vehicle Emergency vehicle
Traffic signal Construction Parking Management
Data Center Traffic 
Management Weather Forecast
Centers
Road Side Unit
Vehicles
Center-to-Field 
Communication
Field-to-Vehicle
Communication
(e.g., DSRC)
Center-to-Vehicle
Communication
(e.g., 4G LTE)
Center-to-Center
Communication
Field-to-Field
Communication
Vehicle-to-Vehicle
Communication
Commercial
Truck
G
eo
g
ra
p
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Figure 1. The architecture overview of the CV eco-system.
of this project is to demonstrate how to improve driving safety
and comfort by allowing vehicles to communicate with road-
side units or centers; those applications may include, but not
limited to, pedestrian collision avoidance, early warning of
severe weather conditions, traffic flow improvement, and so
on1.
USDOT is developing various open reference system ar-
chitectures [123] that are specific to implement specific use
cases, but the common aspects of those architectures can be
summarized as shown in Fig. 1. This high-level architecture
illustrates the overview of the CV eco-system that consists of
three levels: vehicles, RSUs, and centers. The corresponding
communications in such an eco-system include intra-level
communications (i.e., V2V communication, field-to-field com-
munication (from one RSU to another), and center-to-center
communication) and inter-level communications (i.e., field-to-
vehicle communication, center-to-vehicle communication, and
center-to-field communication).
Various types of vehicles are considered in this eco-system,
such as passengers’ vehicles, emergency vehicles, or trucks
that have wireless communication capability. Those vehicles
may communicate with the RSUs installed in the close
proximity of the vehicles. RSUs are typically equipped with
computation units that can perform local computation and
wireless communication that allow them to exchange messages
with vehicles or other systems. The general role of RSUs is
to make a local decision based on the data collected from
vehicles or centers, but their specific roles may vary depending
on the applications. In New York city pilot project [124], for
example, the RSUs are installed in urban intersection areas so
that it can monitor pedestrian crossing or approaching vehicles
and send warning messages to them; in Wyoming city pilot
project [125], the RSUs monitor the hazardous weather or
road conditions on the rural highway via on-board sensors and
inform any necessary warnings via wireless communications.
Centers are the largest system that can monitor the data
gathered from vehicles or RSUs and perform global decisions
that can make a broader impact on the overall eco-system.
Such a decision may include to control a range of deployed
RSUs or to provide generic traffic services to vehicles.
1USDOT listed more than one hundred potential connected applications in
Architecture Reference for Cooperative and Intelligent Transportation (ARC-
IT) website [123] and some of them are the target applications of these pilot
projects.
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Regarding security, USDOT designs the Security Credential
Management System (SCMS) [126] which is a proof-of-
concept security solution for CVs. The SCMS is based on
Public Key Infrastructure (PKI), and its goal is to ensure
integrity, authenticity, and privacy for the communication
between CVs, RSUs, and aftermarket safety devices.
B. Functional Requirements of CV Systems
Now, we briefly explain the five main functions of such a
CV eco-system described above.
Data Sharing: Data sharing is when vehicles share their
collected data in CV systems. The process of data sharing can
be generally divided into three levels: V2V (e.g., in a VANET),
V2D (e.g., in a body area sensor network (BASN)), and V2I.
Different services may require varying size of collected data.
The bandwidth required for data sharing and the throughput
of data sharing are different in the three different data sharing
levels.
Data Processing: Data processing is when computing units
(e.g., the centers, RSUs, and vehicles) process the collected
data. For example, in the intelligent driving scenario, collected
data from vehicles such as cruising, video, and control data
need to be offloaded to a computing unit which then processes
these data heavily. Thus, the computing power of computing
units constrains what type of services they can support.
Monitoring: Monitoring is when upper-level entities in the
system monitor the presence and experience of lower-level
entities. For example, the data center monitors the presence
and experience of RSUs, or a field element monitors the
vehicle presence and experience.
Warning: Warning is when the center, field equipment, or
vehicles offer advisories and warnings to drivers, such as
current road conditions and predicted weather events.
Control: Control is when upper-level entities in the system
send control instructions to lower-level entities. For example,
an RSU checks a vehicle’s condition to see if it is suitable for
operating on automated lanes based on certain vehicle control
parameters (such as speed and headway) that will be used
by the vehicle in those lanes, and once confirmed, sends the
control parameters to the vehicle.
Note that every function is possibly associated with its
required security levels. In USDOT ARC-IT, required security
levels of confidentiality, integrity, and availability are provided
for physical objects and information flows.
In Table VII, under different example applications of CVs,
the requirements of these five functions at different levels of
the eco-system as illustrated in Fig. 1 are listed.
III. SERVICE REQUIREMENTS AND DESIGN
CONSIDERATIONS OF CLOUD/EDGE/FOG COMPUTING FOR
CVS
To realize such a CV eco-system with the five main
functions as explained in Section II, different computing
architectures can be considered. One alternative is to adopt
a cloud-based computing architecture where the centers in
Fig. 1 are located in a remote cloud. Another alternative is to
consider an edge/fog-based computing architecture to bring the
computing capabilities closer to vehicles or field equipment.
In this way, the centers in Fig. 1 are distributed at multiple
locations in the system. In this section, we first introduce the
service requirements in Section III-A, and then the design
considerations to realize a cloud/edge/fog computing system
for CVs in Section III-B.
A. Service Requirements
There are a wide range of IoT devices that provide many
different types of services. Some may share commonality
with CV services, while some are not. The purpose of this
subsection is to highlight the unique characteristics of CV
services via comparison with a representative IoT device. For
this comparison, we chose a smartphone as a comparison peer,
because (1) its user base is as wide as the one of vehicles, (2)
continuous connectivity is required for most applications, (3)
and it has a mobility aspect that a user is expected to receive
services while moving. Even though the uniqueness claimed in
this section may not be generalized across all other IoT devices
beyond smartphones, we believe this gives a good insight as
to the major challenges in realizing CV services.
1) Data Generation in vehicular networks: In comparison
to smartphones, the amount of data generated from a vehicle
is huge in its volume. A high-end vehicle is typically equipped
around a hundred sensors or more to monitor correct system
operation, and enhance safety and driving comfort. Even
though not all raw sensor data need to be transferred to the
remote cloud, it is generally expected that each vehicle needs
to send at least 20 GB of data per month to the cloud to achieve
practical automotive applications according to Automotive
Edge Computing Consortium (AECC) [128]; in contrast, in
spite of varying statistics, a typical smartphone user consumes
around 2 to 5 GB of cellular data these days2.
In addition, the dataflow pattern of vehicle data is quite
different from smartphones. Most smartphones are dedicated
for downloading services; that is, the remote cloud server
is typically a data producer that creates contents, and sends
it to the smartphone, which is a data consumer. Due to
this characteristic, many Internet Service Providers assign
higher network bandwidth to the downlink services than uplink
services. On the other hand, a vehicle is more likely to become
a data producer, which generates various raw data, and send
it to the cloud for being used by additional services.
2) Response Time: One typical type of the service response
time is a duration from the moment a user requests a data
or computation to the moment it has been completed or
received by the user. Both smartphone and CV services need to
meet diverse granularity of timing requirements; for example,
real-time multi-user game (smartphone service) or road-side
object recognition (CV service) typically need to meet the
response time in the order of milliseconds; on the other hand,
storage backup application (smartphone service) or HD map
generation (CV service) need to meet the response time in the
order of seconds or minutes.
2These statistics exclude Wi-Fi usages.
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Table VII
EXAMPLE FUNCTIONAL REQUIREMENTS OF CVS [127]
Category Sub category Example requirements
Data Sharing
Center-to-Center CVO10-10 (Fleet Administration): Centers shall share data on current road conditions and predicted weatherevents with each other.
Vehicle-to-Center CVO01-02 (CV On-Board Trip Monitoring): A CV shall offer the route details to the driver as receivedfrom the fleet management center.
Field-to-Center
CVO10-05 (TMC Environmental Monitoring): A field element, such as the CV roadside equipment, shall
send the aggregated and processed vehicle environmental data that is collected through the vehicle safety
and convenience system to the center.
Field-to-Field CVO06-4 (RSE Intersection Management): A field element shall transmit the request for right-of-way suchas signal preemption and priority to a traffic signal controller.
V2V PS07-05 (Vehicle Basic Safety Communication): A CV shall exchange location and motion information withroadside equipment and nearby CVs.
Vehicle-to-Field CVO06-02 (CV On-Board Signal Priority): A CV shall provide its location and motion information to localCV equipment near signalized intersections.
Data Processing
Center-level SU04-10 (Map Management): A center shall use CV location information to refine roadway geometry.
Field-level PS03-07 (RSE Intersection Management): A field element shall decide when a special CV that requests signalpreemption or signal priority is approved based on its digital credential.
Vehicle-level
CVO01-01 (CV On-Board Trip Monitoring): A CV shall compute the location of the vehicle itself and
its freight equipment based on multiple measured information (e.g.,identity and distance traveled) and
a positioning system.
Personal-device
SU04-03 (Personal Map Management): A personal device shall make basemap, roadway geometry,
intersection geometry, and parking facility geometry information available to other personal device
applications.
Monitoring
Center-level CVO01-18 (Fleet Administration): A center shall monitor the status of its fleet, including CVs and freightequipment, for maintenance problems.
Vehicle-level MC07-01 (MCV Vehicle Safety Monitoring): A maintenance and construction vehicle shall monitor that ifa vehicle has entered a work zone without permission.
Field-level ST04-01 (RSE Lighting System Support): A field element shall monitor vehicle presence and collectenvironmental information from passing CVs.
Warning
Center-level CVO10-16 (Fleet Administration): A center shall broadcast current road condition and predicted weatherevent warnings to drivers.
Field-level PS07-01 (RSE Incident Scene Safety): A field equipment shall provide CVs notification of anincident scene emergency or safety issue.
Vehicle-level CVO01-03 (CV On-Board Trip Monitoring): A CV shall warn the commercial vehicle fleet managementcenter when the vehicle’s location has deviated from its planned route.
Control
Center-level CVO06-10 (TMC Signal Control): A center shall adjust signal timing according to a signal preemption,signal prioritization, multi-modal crossing activation, pedestrian call, or other requests for right-of-way.
Field-level MC03-02 (Roadway Automated Treatment): A field element shall activate automated roadwaytreatment systems (e.g., anti-icing, fog dispersion, and chemicals) under the center control.
However, the consequences of violating such expected re-
sponse time is significantly different each other, so designing
those systems also become different. Many CV services are
safety-critical services where delayed response time has a
safety impact on drivers or others. For example, a vehicle
platooning service that needs to guarantee a constant distance
among a group of vehicles may end up crashing each other
unless a series of positions of other vehicles do not arrive
on time. For this reason, many CV services are typically
equipped with a fail-safe mode that is activated when such
abnormal condition arises. Hence, the architecture should be
designed more robustly to cope with such abnormal delays
and to provide sufficient information to activate such a fail-
safe mode. On the other hand, most smartphone applications
do not have safety implication on the users when the response
time is delayed, so the supporting architecture typically do not
accompany with such a consideration in place.
3) Availability-Cost Tradeoff: Both smartphone and vehi-
cles may be equipped with various services that require differ-
ent degrees of network availability depending on their service
requirements. Some services require high network availability
to provide proper functionalities such as video streaming
(smartphone service) or vehicle platooning (CV service). On
the other hand, other services may only require intermittent
network availability as their local compute unit and storage
can support the continuation of the services without continuous
network connectivity, such as downloadable standalone games
(smartphone service), downloadable navigation map (CV ser-
vice).
Even though there is an ongoing debate as to the best way to
provide connectivity for future vehicles [129]–[131], vehicles
may be exposed more heterogeneous wireless networks that
have different costs and latencies than smartphones while they
are moving; a cellular network is typically the only option for a
smartphone to maintain the connectivity while it is moving at a
similar speed with a vehicle. In United States, some of ongoing
V2I services [122] are provided by government via DSRC that
allows DSRC-compatible vehicle to freely receive the public
services. At the same time, a vehicle is also equipped with
a cellular modem that can transfer other types of data via
cellular network, which incur costs in most cases. This requires
a moving vehicle to make a unique design decision, which
does not arise in a moving smartphone, as to when multiple
network options are available on the vehicle route, how to
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schedule the service execution by considering various aspects,
such as latency, cost and so on.
4) Data Security and Privacy: Unlike smartphones’ impact
resulted from security or privacy attack, the CV service attack
has safety implications as those services are linked to safety-
critical control applications. For example, a roadway signal
infrastructure may broadcast safety messages (e.g., pedestrian
positions or speed limits) in intersections for a crash-mitigation
service [122]; when the information is compromised by attack-
ers, a vehicle that utilizes the fake information may trigger
unexpected control operation resulting in safety issues such
as unexpected hard braking due to fake pedestrian crossing
information or unexpected speed increase due to fake speed
limit.
However, it is also challenging to achieve the necessary
degree of security and privacy as it typically negatively affects
system performance and convenience. For example, adding
strong encryption to all data from cloud or out from vehicles
may add extra complexity to the vehicle system design such as
latency, extra compute and storage power. Therefore, it is nec-
essary to impose different types of security measure depending
on their criticality levels accounting for their interaction with
control-related systems. Note that a smartphone also provides
multi-level security and privacy measures, but the burden to
achieve the required level of security and privacy is mainly
imposed to the users by asking more credential (e.g., multi-
factor authentication). However, it is not possible for drivers
to follow such complex procedure during driving, so it is
desirable to perform such procedure more seamlessly.
5) Data Locality and Data Sovereignty: Vehicle data has
a higher locality than the one used for smartphone services.
Many CV services utilize data that is only consumed in
the areas where it is originating, such as positions of other
vehicles, semantics of road signs, local HD map information
and so on; that is, such data is meaningless in other remote
areas irrelevant to the CV services. Therefore, it is not de-
sirable to send all data to remote clouds as it consumes the
network and compute resources unnecessarily such as network
bandwidth or cloud storage. The system architecture should be
able to support the unique characteristics of data locality for
CV services so that the infrastructure-wide resources can be
efficiently utilized for other non-CV services as well.
In addition, as data is increasingly an important asset to each
country, it is necessary to follow the local rules and regulations
imposed by each nation. For example, some countries may
restrict some type of data to physically stay in their territories
depending on how they are used. If a vehicle is used for
a certain that falls in such a restrictive category, the data
transmission should strictly follow the local regulation. These
days, OEMs typically do not have that level of customization
as it increases the manufacturing cost significantly. However,
this situation will arise as more data is shared with remote
cloud or vehicles, so it is necessary to consider a system
architecture design to enable data to be transmitted conforming
such local regulation via support from either in-vehicle system
or infrastructure.
B. Design Considerations
Given the service requirements described above, the chal-
lenges and considerations of cloud/edge/fog computing archi-
tectural design for CVs are discussed in this sub-section.
1) Networking: Due to the reason that vehicular con-
nections are usually uncertain and frequently changing in
topology, and thus the reliability of vehicular networks is still
challenging. At the same time, the bandwidth resources of
cellular networks are limited and BSs’ signal cannot extend
to all the urban and suburban areas. Therefore, we need to
design a heterogeneous vehicular network that combines the
best of cellular networks and V2V ad hoc networking. In such
a heterogeneous vehicular network, resource sharing and co-
scheduling among different networks is still an open issue.
A lot of work, currently, has investigated in resource sharing
in 5G-enabled vehicular networks [132]. However, so far co-
scheduling mechanism design is still lacking for CVs with
heterogeneous communication network support [133].
2) Data Sharing in Vehicular Networks: Since co-located
vehicles often require shared content, such as navigation or
environment recognition, the broadcast nature of V2V com-
munications can improve the performance of content sharing
in vehicular networks. However, due to the fact that IEEE
802.11p utilizes the carrier sense multiple access with collision
avoidance (CSMA/CA) mechanism, the request-to-send/clear-
to-send (RTS/CTS) handshake is disabled in broadcast [29].
Thus, V2V communications are subject to a severe hidden
terminal problem that will cause potential collisions at the re-
ceivers. Therefore, an efficient medium access control (MAC)
mechanism should be designed to avoid such collisions. Ac-
cording to the space-constraint deadlines, the data demands
have different urgent levels, even for the same content. Thus, in
a certain area, sharing different data contents will have differ-
ent gains. In order to increase the amount of data transmitted
through vehicular networks as much as possible, three issues
should be carefully planned: (i) which content to broadcast;
(ii) when to broadcast; and (iii) which vehicle to broadcast.
Edge servers that know the served vehicles’ content demands
and positions, can coordinate transmissions among vehicles
to improve the network gain and make sure no collisions
among the served vehicles. However, a single edge server
cannot realize collision avoidance among vehicles in different
locations. Timely and frequent interactions among multiple
edge servers should be introduced to avoid such collisions.
Furthermore, the frequent control messages among multiple
edge servers and served vehicles will incur extra overhead
for vehicular networks. Thus, it is necessary for vehicular
networks to share contents in a distributive and cooperative
manner [29].
3) Application Deployment: Vehicular applications can be
deployed in cloud centers, edge/fog nodes, or vehicles. The
application deployment depends on factors such as the ve-
hicular network topology, users’ delay tolerance, and the
vehicles’ and users’ mobility predictions. In paper [134], the
authors focused on application deployment on the rented cloud
nodes or the own fog nodes, and proposed a heuristic-based
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algorithm that tries to make a trade-off between the makespan
and the expenditures of cloud nodes. In paper [135], taking
the mobility of mobile devices into consideration, an adaptive
content reservation scheme, which reserves the resources on
the cloud centers and fog nodes for real-time video streaming
to mobile devices, is proposed. In paper [136], the authors
proposed to develop a new fog that treats the idle devices
of game players or organizations as fog nodes, rendering
game streaming to the nearby players. Still, it is challenging
to consider the mobility of edge/fog nodes in application
deployment. On the one hand, both the vehicles and the data
sources may move at the same time. On the other hand, it
is complex to coordinate the computation and communication
systems simultaneously [133].
4) Security and Privacy: Most existing researches focus
on the potential attacks or threats in cloud/edge/fog-assisted
vehicular applications. Attacks can be generally classified into
two types, active attacks and passive attacks. The functionality
of a vehicular cloud/edge/fog system cannot be destroyed
by passive attacks which only want to eavesdrop the private
information. However, the active attacks are more damaging
than the passive ones, due to the reason that the active
ones attempt to interrupt the operations of the cloud/edge/fog
computing systems, or modify the sharing data. Active attacks
are usually easy to be detected when it induces huge damages
to the vehicular system. However, it is hard to be noticed if
the attacks are performed in an inconspicuous manner within a
very limited time [117]. Additionally, the attackers generally
falls into two categories: insider and external attackers. An
insider attacker comes from inside the vehicular system, and
are usually equipped with key materials. An internal attacker
may induce more potential risks than an external attacker, since
the internal attacker knows the existing security control policy
and can circumvent it.
Specifically, in paper [137], the authors show that in a
connected car environment, a real vehicle and malicious
smartphone application can be used to perform a long-range
wireless attack. Then, a security protocol for controller area
network is proposed as a countermeasure. In paper [138],
the authors identify the security challenges that are spe-
cific to vehicular clouds (VCs), including authentication of
high-mobility vehicles, scalability and single interface, the
complexity of establishing trust relationships among multiple
players caused by intermittent communications, and tangled
identities and locations. A security scheme is proposed to
address several of the aforementioned challenges. In paper
[139], security issues in service-oriented vehicular networks
are elaborated, i.e., minimizing V2I authentication latency and
distributed public key revocation. These two security issues
are considered as among the most challenging design targets
in service-oriented vehicular networks. Accordingly, a fast
V2I authentication based vehicle mobility prediction scheme
and an infrastructure-based short-time certificated management
scheme are proposed to address the aforementioned two chal-
lenges. In paper [117], the authors discuss several key security
and forensic challenges and their potential solutions. A secure
VFC implementation should provide multiple baseline security
and forensic properties, including confidentiality, integrity,
authentication, access control, non-repudiation, availability,
reliability, and forensics. Most of the security requirements
can be achieved by cryptographic techniques. Moreover, the
authors investigate the compromise attack and selfish attacks,
and their potential countermeasures. In paper [72], the authors
holistically analyze the mechanisms, challenges, and security
threats existing in all edge scenarios, while highlighting the
collaboration and synergies among them. In paper [140], the
authors consider the security and privacy aspects of CVs, in-
cluding security of communication links, data validity, security
of devices, identity and liability, access control and privacy
issues.
IV. CLOUD/EDGE/FOG COMPUTING ARCHITECTURES FOR
CVS
In this section, we survey the existing proposed comput-
ing architectural alternatives for CVs. They can be broadly
classified into two categories: computation-aided computing
architecture, where CVs only generate computing tasks and
do not possess the computation ability, and computation-
enabled computing architecture, where CVs not only generate
computing tasks but obtain computation capabilities.
In computation-aided computing architectures, external in-
frastructures (e.g., the cloud server, edge servers, and fog
servers) are the only computation resources for CVs that are
sources of data. Several non-negligible design considerations
for computation-aided computing architectures are briefly de-
scribed as follows:
• Data: What kind of data might be generated or collected
from the CVs (e.g., driver status, road traffic, weather
information, etc.)?
• Application: What kind of services or applications are
provided by the cloud, edge, and fog servers (e.g., cus-
tomized CV services, intelligent transportation, surveil-
lance, etc.), which is crucial because different services or
applications may have completely different requirements
(e.g., latency-sensitive, requiring a large amount of col-
lected data, computation-intensive, etc.)?
• Communication: How to enable efficient data transmis-
sions between CVs and external infrastructures due to the
limited network resources (e.g., deploying advanced com-
munication technologies, enabling V2V or cooperative-
relay transmission, deploying smart path selection or
routing strategies, etc.)?
• Computation & Storage: How to manage the computa-
tion and storage resources of the external infrastructures?
• Interaction: How the cloud, edge, and fog servers inter-
act and coordinate with each other?
• Security: How can security and privacy be ensured in
computation-aided computing architectures?
In computation-enabled computing architectures, CVs might
be not only the sources of data but also the sources of
computation. Besides external infrastructures, the idle com-
putation resources on each CV can be shared with other
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Figure 2. Taxonomy of computing architectural design alternatives for CVs.
CVs. Thus, VCC/VFC is a key component in computation-
enabled computing architectures, where “a group of largely
autonomous vehicles whose corporate computing, sensing,
communication and physical resources can be coordinated
and dynamically allocated to authorized users” [113], [138].
Several non-negligible design considerations for computation-
enabled computing architectures are briefly described as fol-
lows:
• Data: What kind of data might be generated or collected
from the CVs?
• Application: What kind of services or applications are
provided by the VCC/VFC and external infrastructures?
• Formation: What are the possible VCC/VFC formation
scenarios?
• Communication: How to enable efficient data transmis-
sions between (i) CVs within the same VCC/VFC, (ii)
CVs in different VCCs/VFCs, and (iii) VCC/VFC and
external infrastructures?
• Computation & Storage: How to manage the computa-
tion and storage resources of the VCC/VFC?
• Interaction: How the VCC/VFC interacts and coordi-
nates with the external infrastructures?
• Security: How can security and privacy be ensured in
computation-enabled computing architectures?
Note that not all of the aforementioned design considerations
are taken into account in each existing work. Table VIII and
IX present brief summaries of the state-of-the-art solutions of
design considerations for both computation-aided and -enabled
computing architectures.
Under each category, computing architectures can be further
divided into centralized, distributed, and hybrid architectures
based on the distribution of the computation resources. In
centralized computing architectures, computing and storage
resources are organized in a remote centralized server. Cen-
tralized architectures may also have hierarchical computing
where computing and storage resources are organized in a
hierarchical structure from the edge of networks to the remote
center. In distributed computing architectures, computing re-
sources are distributed in a number of individual units without
the support of a centralized controller. Hybrid computing
architectures combine centralized and distributed computing
architectures. Fig. 2 and Table X present a taxonomy and a
comparison of computing architectural design alternatives for
CVs, respectively, which will be discussed in detail in the
following sections.
A. Computation-aided Computing Architectures
The computing architectures considered in papers [23],
[132], [141]–[159], [177], [179]–[193] for supporting CVs
are computation-aided architectures, where CVs only generate
computing tasks (i.e., CVs are considered as computation
sources only), leaving task computation to external units,
such as nearby edge nodes (e.g., WiFi routers, small-cell
BSs, and macro-cell BSs) or cloud servers, which depends
on the service requirements on the computation load. Since
CVs in computation-aided computing architectures do not
possess the computation ability, their generated tasks must
be offloaded to external computing infrastructures. Therefore,
distributed architectures, under which CVs usually compute
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Table VIII
DESIGN CONSIDERATIONS IN EXISTING COMPUTATION-AIDED COMPUTING ARCHITECTURES FOR CVS
Sub-Category Design Consideration Reference Proposed Solution
Centralized
Data
[141] Temperature, pressure, image, biomedical information, driver’s physical information,GPS, etc.
[142] Traffic data and the state of urban transportation.
[143] Air quality data.
Application
[141]
(i) Context-based services, such as driver status monitoring, road pollution monitoring,
vehicle performance monitoring, etc.
(ii) Communication-based services, such as road traffic monitoring, weather information,
Internet access, etc.
(iii) Customized services, such as parking, health-care, resource sharing, etc.
[142] Intelligent transportation services such as traffic management.
[143] Metropolitan air quality monitoring.
Communication
[143]
An efficient data gathering and estimation mechanism is proposed to reduce the data
transmission overhead while keep monitoring accuracy by dynamically adjust data
sampling rate.
[132] 5G-Enhanced cloud radio access network is proposed for communication enhancement interms of throughput, delay, reliability, scalability, and mobility.
[144] A computation offloading scheme with predictive-mode transmission is proposed to reducethe data transmission overhead.
[145] An approach that jointly optimize the radio resource allocation, allocation of APs in mobilenetwork, and handover together is proposed for vehicular networks.
[146] A vehicle mobility prediction-based approach is proposed to schedule the data offloadingand improve the transmission efficiency.
Computation & Storage
[132] A matrix game theoretical approach is proposed to solve the resource sharing andallocation problems among cloudlets.
[147]
Two local computation resource management schemes, namely fog resource reservation
and resource reallocation, are proposed to improve the QoS of latency-sensitive connected
services.
Security [141]
Security issues such as vehicle driver’s privacy protection and V2I authorization and
authentication are proposed.
[142] VM is utilized to protect users’ data and equipment safety.
Hybrid
Data
[148], [149] Traffic data and the state of urban transportation.
[150] Entertainment data and traffic accident information.
[151] On-board camera captured images.
Application
[148], [149] Urban traffic management such as rapid road accident rescue.
[150] Data sharing services such as entertainment resources and traffic accident information.
[151] Photo surveillance service.
Communication
[148], [149] 5G and SDN are introduced into the system architecture to improve the agility, reliability,scalability, and latency performance.
[152] A centralized V2V path selection algorithm is proposed to find the V2V routing path thathas the longest life time based on the current network topology.
Computation & Storage [153]
A flexible hierarchical resource management methodology that includes Intra-fog and
Inter-fog resource management is proposed for reducing the system maintenance cost
and improving the QoS in areas with high population density.
Interaction [148] MEC to remote cloud server: all traffic data is pre-processed by the MEC server andthen delivered to the remote cloud server for further processing such as traffic prediction.
Security
[154]–[156] Distributed reputation management approaches are proposed to avoid malicious attacks andevaluate trustworthiness of vehicles in VANETs.
[157] Multiple solutions for the DoS attack in VANETs is discussed.
[158] A fuzzy trust model is proposed to secure vehicles to receive correct and credibleinformation from surrounding vehicles.
[159] A secure data downloading protocol with privacy preservation for VANETs is proposed.
[160] A smart security framework for VANETs equipped with edge computing nodes isproposed to provide secure V2V and V2I communications by using the Quotient filter.
their generated tasks utilizing their own on-board or other
nearby vehicle clusters’ computation resources, will not be
discussed in this subsection.
1) Centralized Architecture [132], [141]–[147], [179]–
[184]: Paper [141] proposed a three-layer VC architecture
from the perspective of communication support. This ar-
chitecture is composed of the device level, communication
level, and service level, as shown in Fig. 3. At the device
level, various devices ranging from sensors, actuators, Global
Positioning System (GPS) devices, and smartphones are used
for collecting data such as temperature, pressure, image, and
driver’s bio-medical information. Then, these collected raw
data are stored in a repository and wait for further processing
at the upper level. Based on the pre-processing techniques,
those stored raw data can be classified into high-level context
(such as human activity and gesture) and low-level context
(such as pressure and temperature). The communication level
is divided into in-car communication modules (e.g., BASNs),
V2V communication modules, and V2I communication mod-
ules (e.g., satellite and cellular networks). The service level
includes various services such as context-based services (e.g.,
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Table IX
DESIGN CONSIDERATIONS IN EXISTING COMPUTATION-ENABLED COMPUTING ARCHITECTURES FOR CVS
Sub-Category Design Consideration Reference Proposed Solution
Distributed
Application
[161] Dynamic traffic light management, self-organized high occupancy vehicle (HOV) lanes,and disaster management.
[162] Airport as a datacenter, where CVs parked in an international airport are used as a basisfor a datacenter at the airport.
[163]
(i) High-priority applications, such as navigation, routing and information services,
optional safety-enhancing applications, etc. (ii) Low-priority applications. such as video
streaming, video processing, passenger entertainment, etc.
Formation
[163] A beacon broadcasting mechanism is proposed for CVs to acquire computationresources nearby.
[164]
A VC formation workflow is proposed which includes broker election, authorization
from high authority, inviting neighbor CVs, VC formation time announcement, and
resource pooling.
[165]
(i) A clustering mechanism is proposed based on the derivation of the optimal cluster
length and the design of a time division policy. (ii) A cluster association mechanism is
developed for CVs to dynamically join or leave a VC.
[162], [166] A stationary VC formation approach is discussed.
Communication
[163] A job scheduling mechanism is proposed for CVs to decrease the job transmission latencyand improve the utility in VC scenarios.
[165] A cooperative data transmission scheduling mechanism is proposed for V2Vcommunication in bidirectional road scenarios.
[167] A MAC layer protocol named VC-MAC is proposed to improve the network throughputand decrease the channel collision.
[168] An adaptive hybrid content routing approach is proposed, which combines both proactiveand reactive routing.
Computation & Storage
[162] A resource manager is developed for discovering and managing the dynamically changingVC resources.
[169] A dynamic resource management strategy is developed based on a checkpoint mechanismby considering individual CV capacity and leave rate.
Security [113] Six groups of threats in VCs are introduced, including DoS, identify spoofing, modificationrepudiation, repudiation, Sybil attack, and information disclosure.
Hybrid
Application
[45], [170] Intelligent transportation system.
[171] Intelligent parking cloud service.
[115] Autonomous driving management, intermediate cache, participatory sensing, personalcloudlet, content sharing, and traffic management.
[172] Real-time navigation with computation resource sharing, video surveillance with storageresource sharing, and cooperative download/upload with bandwidth sharing
Communication [173]
A multi-layer computation offloading architecture is proposed, including the user layer,
mobile fog layer, fixed fog layer, and cloud layer; a computation offloading scheme is
proposed to maximize the total profits of the offloading from the infrastructure perspective.
Computation & Storage [172] A VM resource allocation scheme for VCs and roadside clouds is proposed based on agame-theoretical model.
Interaction
[174] A flexible offloading strategy is proposed for performing task migration between VCs andinfrastructure-based clouds based on the estimated resource conditions.
[120], [175] A possible case for the interconnection and interoperation between VCs and infrastructure-based clouds is discussed.
Security [176] A secure and privacy-preserving packet forwarding scheme is proposed to resist layer-adding attacks.
driver status monitoring), communication-based services (e.g.,
road traffic monitoring, weather information, and Internet
access), and customized services (e.g., parking, health-care,
and dining booking). Context-based services are given charge
of tasks that include drivers’ health and safety improvements,
while tasks like drivers’ convenience and comfort degree
improvements are allocated to communication-based services.
As stated above, this proposed three-tier architecture collects
a wide variety of data on the device level. Thus, customized
CV services that require various data and high accuracy are
suitable for being executed in this architecture.
In paper [142], a four-layer agent-based intelligent traffic
cloud architecture from the perspective of computation support
is proposed. This proposed architecture mainly focuses on
the scenario of intelligent transportation systems and aims to
Context based 
services
Communication 
based services
Customized 
services
Tier 3: Service Level Cloud
BASN V2V V2ITier 2: Communication Level
Communication 
infrastructures
Sensors & Actuators GPS devices SmartphoneTier 1: Device Level Devices
Figure 3. The proposed three-tier vehicle cloud architecture in paper [141].
handle a large amount of computing and storage resources that
are required to use traffic strategy agents and massive transport
data. It includes the application layer, platform layer, unified
source layer, and fabric layer. The application layer shown
in Fig. 4, contains all the applications that run in the clouds,
including agent management, generation, optimization, testing,
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Table X
THE COMPARISON OF DIFFERENT CLOUD/EDGE/FOG COMPUTING ARCHITECTURES FOR CVS
Category Sub On-Board External Reference Proposed ArchitectureCategory Computation Computation
Computation-aided
Centralized Disabled Enabled
[141]
Propose a three-layer VC architecture that includes
device, communication, and service levels, from the
perspective of communication support.
[142]
Propose a four-layer agent-based intelligent traffic
cloud architecture that includes application, platform,
unified source, and fabric layers, from the perspective
of computation support.
[143]
Propose a centralized metropolitan air quality
monitoring architecture to mitigate the trade-off between
monitoring accuracy and data offloading cost.
Hybrid Disabled Enabled
[148]
Propose to extend the centralized architecture by
utilizing MEC and to improve the network capacity by
designing a 5G-enabled vehicular network.
[149]
Propose a four-layer architecture that includes
environment sensing, communication, MEC server, and
remote core cloud server layers, for urban traffic
management with the convergence of 5G networks,
VANETs, MEC, and software defined networks (SDNs)
technologies.
[150]
Propose a three-layer hybrid computing architecture
that includes micro, meso, and macro layers, where
the proposed vehicular cluster only performs the
function of data sharing.
[153], [177] Propose a two-layer cooperative fog architecture thatincludes edge and fog layers.
Computation-enabled
Distributed Enabled Disabled
[163]–[165]
Propose a distributed architecture that provides
computation services in dynamic vehicular
environments via managing the idle computational
resources on each CV.
[166], [178]
Propose a static distributed architecture to augment the
computation and storage power of fog computing by
utilizing a pool of parked CVs.
Hybrid Enabled Enabled
[115], [170]–[172], [174] Propose a hybrid computing architecture by mergingvehicular clouds with cloud computing.
[120], [175] Propose a two-layer hybrid architecture that includespermanent and temporary clouds.
[173]
Propose a four-layer hybrid architecture that includes
user, mobile fog, fixed fog, and cloud layers and an
algorithm to maximize the total profits of computation
offloading from the infrastructure perspective.
traffic decision support, and agent-oriented task decomposi-
tion. Customers can obtain the services that they need through
a pre-defined standard interface. The platform layer is made
of artificial transportation systems, providing platform as a
service. Components such as weather simulator, population
synthesizer, 3D game engine, and path planner are contained
in this layer and provide services to the traffic applications in
the upper application layer. The unified source layer maintains
the hardware resources in the lower fabric layer and provides
infrastructure as a service. In the unified source layer, VMs
are utilized to protect users’ data and equipment safety. In
addition, a unified access interface is established for the
upper distribute computing resources. These features described
above can help the intelligent transportation system efficiently
mine useful knowledge from the massive urban traffic data.
Furthermore, hardware-level resources (e.g., storage, network,
and computing resources) are contained in the fabric layer,
which will help the intelligent traffic cloud supply the peak
demand of urban-traffic management systems. CV services
with requirements such as large data size, high security,
Application layer
Standard interface
Applications (traffic decision support)
Services Serv ces
Services
ServicesManagement
Platform layer
Artificial traffic systems
VM VM VM
Virtual machine moni
Fabric layer
Storage resources
Network resources
Computing 
resources
Layer 1
Layer 2
Layer 3
Layer 4
VM
Unified ourc  layer
Layer 1: Application layer
Standard interface
Applications (traffic decision support)
Services
ServicesManagement
Layer 2: Platform layer
Artificial traffic systems
VM VM VM
Layer 4: Fabric layer
Storage resources
Network resources
Computing 
resources
VM
Layer 3: Unified source layer
Services
Virtual machine monitor
Figure 4. The proposed four-layer intelligent transportation cloud architecture
in paper [142].
multiple users, latency-insensitive, and high computing power
are recommended for using this four-layer architecture.
As stated above, one of the advantages of centralized cloud
architectures is data aggregation. By using the cloud storage
techniques, the cloud can provide a variety of stored data
for the private and government agencies (e.g., department
of transportation, the meteorology department) to perform
various studies. Therefore, several papers described various
studies in vehicular systems based on centralized cloud com-
puting architectures. For example, paper [143] proposed a
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Figure 5. The proposed 4-tier hierarchical computing architecture in papers
[148], [149].
metropolitan air quality monitoring service. In this service,
vehicles act as the air quality data gathering sensors under
a similar architecture described above. Vehicles offload their
gathered data to a remote centralized cloud for performing an
air quality estimation. The main contribution of this paper is
the investigation of the trade-off between monitoring accuracy
and data offloading overhead, where dynamic grid partition
and probabilistic reporting approaches are proposed to adjust
data sampling rate and avoid redundant data.
However, with the development of the latency-critical and
computation-intensive applications in CVs, centralized archi-
tectures with a remote cloud server described above are
not efficient. Therefore, architectures of CV networks with
MEC are proposed, where besides a centralized cloud server,
additional computing infrastructures (e.g., RSUs, BSs, and/or
edge/fog servers) are also given the role of computing units,
forming a hierarchical computing architecture. The main ob-
jective of MEC is to extend the cloud computing functionality
to the edge of networks, which saves network bandwidth
and reduces the communication latency. For example, several
papers [132], [181], [184] proposed to utilize 5G and MEC
together to help CVs improve task transmission efficiency.
Among these papers, paper [132] proposed a paradigm of 5G-
enabled vehicular networks to improve the network capacity.
The cloud server is extended by integrating geographically
distributed cloudlets that are responsible for local services. In
addition, the matrix game theoretical approach is exploited to
operate the resource sharing and allocation among cloudlets.
In addition, other variations of hierarchical computing ar-
chitectures for CVs were also proposed. Paper [144] proposed
a cloud-based MEC offloading framework in vehicular net-
works. Considering the time consumption of the computation
task execution and the mobility of the vehicles, data are
adaptively offloaded to the MEC servers through a direct
uploading mode, i.e., V2I, or a predictive relay mode, i.e.,
V2V. Furthermore, the proposed framework does not have a
remote core cloud server and all computing tasks are offloaded
to different MEC servers, which reduces the transmission
cost and the latency of the computation offloading. However,
since MEC servers are deployed at the edge of networks,
e.g., RSUs, their computation capacities, storage, and service
ranges are limited. Thus, applications require high compu-
tation resource, a large amount of feed data, and constant
offloading environment with fast mobility may be seriously
restricted by this proposed framework. In papers [145], [147],
fog servers are proposed to co-locate with BSs, forming a BS-
fog node. However, all of these proposed architectures face
a common challenge – mobility management issue. In order
to mitigate the impact of mobility, paper [146] proposed a
mobility prediction mechanism where RSUs exploit mobility
predictions to decide which data they should fetch from the
Internet and to schedule the further transmission to vehicles.
2) Hybrid Architecture [23], [148]–[159], [177], [185]–
[190]: Papers [148], [149] proposed a four-layer architecture
for urban traffic management with the convergence of 5G
networks, VANETs, MEC, and SDNs technologies, as shown
in Fig. 5. It contains the environment sensing layer (e.g.,
traffic data are derived from the roadside infrastructure and on-
board sensors), communication layer, including SDN global
controller, 5G BSs, SDN RSUs, and SDN wireless nodes (e.g.,
vehicles), MEC server layer (MEC servers are deployed in 5G
BSs), and remote core cloud server layer. The communication
layer with two emerging network paradigms, 5G and SDN,
provides several advantages. First, since the data and control
planes are separated, forwarding policies can be exploited to
balance the traffic flows, and provide a more flexible path
selection strategy with the network’s programmability. Second,
in order to support different approaches of communication,
several wireless modules are deployed on vehicles. Thus, the
SDN-based communication layer can provide a path selection
strategy based on the cognitive radio and channel allocation
policy, which may reduce the communication latency and
increase the communication bandwidth in CV networks. Thus,
the channel and frequency selection in CV networks can be
more flexible. Third, the 5G cellular network with multiple-
input multiple-output (MIMO), wide spectrum, and ultra-dense
network technologies can achieve 1.2 Gb/s data rate in a
mobile environment, where a vehicle is at the speed of 100
km/h, based on 28 GHz spectrum [149]. Fourth, because the
current cellular network is designed for mobile broadband
traffic, it lacks support for V2V communications. Although
IEEE 802.11p is proposed for V2V communications, its lim-
ited bandwidth and peak data rate (i.e., up to 27 Mbps [107],
[108]) might not satisfy the diverse requirements of vehicular
applications [194]. The 5G Public Private Partnership (5G-
PPP) proposed device-to-device (D2D) communications that
data can be directly exchanged among mobile users by bypass-
ing infrastructure within 1 ms delay [195], which demonstrates
that 5G is a promising approach for V2V communications.
In addition, paper [194] presents three salient features of
5G-enabled communications in vehicular scenarios, including
proximity service, integration of MEC, and network slicing.
For example, (i) proximity service provides a solid foundation
for vehicular safety communications and identifies the source
of autonomous vehicle attacks; (ii) MEC plays a fundamental
role in 5G [63], which can improve the user experience of ve-
hicular applications such as the traffic information system that
have flexible latency requirements; and (iii) variant network
slices can be designated based on the diverse requirements of
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vehicular applications, which simplifies the design of vehicular
systems. Compared with the centralized cloud computing
architecture, mobile edge servers are deployed closer to end
users in this architecture. Thus, it reduces the delay of data
offloading and is suitable for implementing latency-sensitive
applications. A rapid road accident rescue system, for instance,
can be built under this architecture with the support of the
low-latency and high-bandwidth SDN-based heterogeneous
network and the fast-response MEC server.
Paper [150] proposed a three-layer hybrid computing ar-
chitecture, including the micro layer (vehicles and users),
meso layer (transmission), and macro layer (cloud services).
However, the vehicular cluster under this architecture only
performs the function of sharing data, e.g., entertainment
resources and traffic accident information among vehicles in
this cluster, instead of providing computing services. Papers
[153], [177] introduced a new concept, fog computing, into the
cloud computing architecture for CVs, where a cooperative fog
architecture, shown in Fig. 6, is proposed. The cooperative fog
architecture mainly contains two layers: edge layer and fog
layer. The edge layer may include the components such as
VANETs (i.e., a VANET can be applied for V2V communi-
cations and traffic information broadcasting), IoT (i.e., lots of
IoT application are widely used in city transportation systems
such as video traffic surveillance systems, range finders, and
wireless sensors), and mobile cellular networks. The fog layer
is a federation of geographically distributed local fog servers
and may include entities such as fog servers (i.e., the long
data transmission latency between CVs and the cloud server
can be reduced via offloading the computation and data in the
edge layer to local fog servers), access control routers (i.e.,
they are responsible for controlling or migrating the input
data flow), cloud server (i.e., it is deployed out of the fog
layer and has strong computation and storage capacity), and
coordinator server (i.e., it is responsible for the federation
and autonomy of fog networks). Four potential functions
might be achieved in this architecture: mobility control, multi-
source data acquisition, distributed computation and storage,
and multi-path data transmission. Additionally, a flexible hi-
erarchical resource management methodology that includes
Intra-fog and Inter-fog resource management is designed for
reducing the system maintenance cost and improving the QoS
in areas with high population density. Paper [152] proposed a
hybrid architecture that offloads the vehicular communication
traffic in cellular networks to V2V paths based on the SDN.
A centralized V2V path selection approach, a lifetime-based
network state routing algorithm, is developed based on the
SDN inside the MEC architecture, where each CV reports its
location, speed, direction, and IDs of the neighboring vehicles
to a context database implemented in the MEC server. The
proposed approach can not only find the V2V routing path
that has the longest life time but also recover a broken V2V.
Several papers proposed multiple CV services in hybrid
architectures. For instance, paper [151] described a photo
surveillance service, named Pics-on-Wheels, that a group of
vehicles in a certain area are selected to take camera images of
VANET
Fog networks
Cloud servers
WAN
Fog networks
Fog server
Fog server
Fog server
Coordinator server
Gateway
BSs
RSU
RSU
VANET
Mobile networks
IoT applications
Figure 6. The proposed hybrid vehicle cloud architecture in paper [153].
a required urban landscape based on the requirements of a cus-
tomer. CVs that participate in this service should periodically
offload their GPS location to the cloud manager. The customer
who requests the service has to send a message containing
the time and location to the centralized cloud manager first.
Then, the cloud manager will search for available vehicles
in the requested time and location by using the best vehicle
selection algorithm proposed in this paper. This service can
assist with forensic purpose where an accident occurred.
The security and privacy issues in computation-aided hybrid
architectures can be divided into two categories, VANET and
V2I. As we presented, the VANET is one of key components
of computation-aided hybrid architectures. Thus, it is crucial
to meet the critical security requirements of VANETs for
designing computation-aided hybrid architectures. Firstly, one
of the most prevalent security issues is how to maintain the
availability of each V2V connection in VANETs, where Denial
of Service (DoS) is considered as one of the potential attacks
that may affect VANETs [196]. Several possible solutions
for the DoS attack is discussed in paper [157]. Secondly,
in order to secure the integrity and ensure the reliability
of applications trust must be developed among vehicles in
VANETs. In paper [158], a fuzzy trust model is proposed
to secure vehicles to receive correct and credible information
from surrounding vehicles. A series of security checks is
conduct by the proposed trust model to ensure the correctness
of the received information. Lastly, papers [154]–[156], [197]
jointly investigates the reputation management and privacy
protection in VANETs, where reputation management is re-
sponsible for rewarding the complying vehicles and punishing
the misbehaving ones. A joint privacy and reputation assurance
scheme is proposed to reconcile the requirement conflicts
of the privacy protection and the reputation management in
VANETs. In paper [154], edge servers are adopted to perform
local reputation management tasks for vehicles, while, in
papers [155], [156], vehicles’ reputation values are updated
by themselves. Thus, the solution proposed in paper [154]
is said to provide more reliable reputation manifestation and
more accurate reputation update than the other two solutions.
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Furthermore, V2I is also considered as an important com-
ponent of computation-aided hybrid architectures, where V2I
communication enables vehicles to access services from the
cloud/edge/fog computing infrastructures. Preservation of the
confidentiality in the V2I communication is one of the most
important security requirements. Paper [31] proposes a secure
and efficient mutual authentication and key agreement scheme
for V2I communications to defend against the RSU replication
attack and to prevent all entities from eavesdropping. Paper
[159] investigates security challenges in wireless communi-
cations between CVs and RSUs and proposed a protocol
which enables CVs to download data securely from RSU
with privacy preservation in VANETs. In addition to that, a
smart security framework for VANETs equipped with edge
computing nodes is proposed in paper [160] to provide secure
V2V and V2I communications by using the Quotient filter
which is a probabilistic data structure.
B. Computation-enabled Computing Architectures
The architectures considered in papers [29], [113], [115],
[117], [120], [133], [161]–[166], [168], [169], [171], [172],
[174]–[176], [178], [198]–[210] for supporting CVs are
computation-enabled architectures, where CVs not only gen-
erate computing tasks, but have computation capabilities. In
other words, tasks generated by CVs will be computed by
themselves, other nearby vehicle clusters, or with the cooper-
ation of remote clouds. Thus, centralized architectures, under
which CVs offload their tasks directly to the remote cloud,
will not be discussed in this subsection.
1) Distributed Architecture [113], [161]–[166], [168],
[169], [178], [198]–[207]: VC is new technological shifting,
where a cluster of vehicles are in the role of corporate
computing, sensing, communication, and data sharing units. In
other words, “a group of CVs whose physical resources can
be coordinated and dynamically allocated to authorized users”
[161]. Since every CV can be a computing unit, we consider
VC as distributed computing. There are three major objectives
of VC: (i) it provides low-cost computational services to the
authorized users (e.g., vehicle drivers); (ii) it helps minimize
road traffic congestion, travel time and accidents; (iii) it offers
real-time and low energy consumption services of software,
platform, and infrastructure with QoS to drivers. Architectures
of VC can be classified into two categories, dynamic VC and
static VC.
Regarding dynamic VC, papers [163]–[165], [202], [203]
proposed a distributed computing architecture that provides
computation services in dynamic vehicular environments via
managing the idle computational resources on each vehicle
and utilizing them efficiently. This proposed architecture con-
tains three types of vehicles named requesters, processors,
and forwarders. Vehicles that generate jobs are requesters,
while others that are responsible for processing these jobs
are processors. Forwarders are responsible for relaying the
generated jobs to nearby available processors. In addition, a
vehicle may be a processor for one job and also be a requester
for another job that it does not have sufficient capacity to
process. Paper [168] investigated a VC service, content-based
routing, that allows VC applications to store, share, and search
data within the cloud. Regarding static VC, papers [162],
[166], [169], [178] proposed a static architecture of VC to
augment the computation and storage power of fog computing.
Under this static VC architecture, a pool of smart vehicles
parked at a shopping mall, or parked vehicles on the roadside
are composed of a computing cloud. In addition, paper [198]
investigated the service migration issue among different VCs.
However, the network capacity is considerably limited in
a vehicular environment, which may significantly constraint
the data sharing and cooperations among vehicles in VC
scenarios. In paper [163], a VC framework that focuses on
processor discovery and job scheduling is proposed to decrease
the job transmission and processing latency and improve
the total utility. The proposed framework consists of three
submodules: a job queue module, a resource management
module, and a scheduling module. The job queue module is
responsible for caching jobs in a CV, which avoids channel
contention caused by multiple simultaneous job transmissions.
The resource management module controls the available on-
board computation resources of a CV, while the scheduling
module is responsible for communicating with other CVs,
determining the job assignment, offloading jobs and receiving
feedbacks. In addition to that, a MAC layer protocol named
Vehicular Cooperative Media Access Control is proposed in
paper [167] to improve the network throughput and decrease
the channel collision.
Compared to security systems in traditional clouds that are
not associated with vehicles, security systems in VCs face
more complicated challenges. In the VC scenario, it is difficult
to locate an attacker because it is physically moving with a
high speed, which may cause several security issues, such as
secure location and localization, authentication, data security,
and VC access control [113]. In addition to that, attackers
in VCs can pretend to be both computation providers and
requesters, which increases the complexity of designing a
secure scheme to identify the attackers in VCs. Furthermore,
security schemes for VCs must be capable of overcoming a
dynamically changing number of vehicles [138], where the
number of vehicles in a CV may dynamically change due to
the traffic volume, time, terrain, etc. Lastly, security issues
in VCs includes security of both networks (e.g., VANET,
V2V, V2I, etc.) and cloud computing. Although some security
approaches for vehicular networks are applicable in VCs, few
specific solutions are developed for VCs. Therefore, in order to
make the VC become reality, the challenges of assuring trust
and security in VCs need to be addressed [161]. However, to
the best of our knowledge, few of existing work investigate
the security challenges presented above.
2) Hybrid Architecture [29], [45], [115], [117], [120],
[133], [170]–[176], [208]–[210]: Papers [115], [170]–[174],
[176], [208], [209] propose to merge VCs with cloud com-
puting to form a hybrid computing architecture, as shown
in Fig. 7, where RSUs act as gateways for VCs to access
the centralized cloud. High-speed wired communications can
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Figure 7. The proposed hybrid vehicle cloud architecture in papers [115],
[172], [174], [208].
be used for connecting RSUs with the centralized cloud.
VCs are further divided into two cases, moving VCs (i.e., a
cluster of vehicles on the road) and static VCs (i.e., a cluster
of vehicles in a parking lot). For example, some vehicles
may need specific applications that require a large number
of computing resources or storage space. Therefore, vehicles
that have unused storage space can share their computing
resources or storage space as a cloud-based service. In ad-
dition, in a VC, vehicles can be either the service providers to
enrich existing cloud services by providing various on-road
information or be the service consumers to enjoy existing
centralized cloud services. Therefore, a user can acquire cloud
services from either the centralized cloud or the distributed
VCs. In papers [120], [175], the proposed architecture consists
of two hierarchies, permanent cloud, e.g., a powerful and
stationary server, and temporary clouds, e.g., vehicles and
drivers’ devices. In the permanent cloud, three different types
of services (i.e., infrastructure-as-a-service (IaaS), platform-
as-a-service (PaaS), and software-as-a-service (SaaS)) are
provided for CVs. The permanent cloud has powerful and
stationary computing and storage capacities and can provide
computing, storage, and network resources to the CV system
entities. While in temporary clouds, CVs, vehicles’ on-board
modules, and the drivers’ devices are temporarily integrated
together to expand the computing capacity. However, this
architecture does not meet some requirements such as scalable,
reliable, and secure in a large-scale deployment, especially
considering vehicle mobility and dynamic participation of
mobile computing resources.
In addition, paper [173] proposed a four-layer hybrid ar-
chitecture which consists of end users, mobile buses, public
infrastructures, and remote cloud, as shown in Fig. 8. Each
layer differentiates each other from communication capacity,
computation capability, and their inherent properties (e.g.,
buses have mobility). There is an AP near each bus station,
and it serves as the gateway from the users to different kinds of
computing resources via the corresponding network interfaces.
When a task arrives, users will transmit the task directly to
the nearby AP via the wireless network. Then, the collected
tasks by the AP can be further offloaded to the mobile fog
(i.e., buses in the figure), the fixed fog/cloudlet, or the cloud.
The user layer includes people who wear intelligent devices
such as smartphones or intelligent glasses, as well as sensor
Layer 3˖Fixed fog/cloudlet
Layer 2˖ Mobile fog
Layer 4˖Cloud
Layer 1˖End users
Figure 8. The proposed multi-layer computation offloading architecture in
paper [173]
devices such as roadside cameras. They will generate tasks and
may not have enough computation resources to execute these
tasks. End users may connect to the APs near the bus stations
using different network access technologies. The mobile fog
layer is formed by a large number of mobile buses that are
routinely driving in the city. When buses stop at a station or
pass through a station, they will connect to the APs using the
millimeter wave technology, offloading tasks from APs. Since
these mobile fog nodes are usually located close to end users,
they can achieve low latency for uploading and downloading
tasks. Once a bus completes the computation tasks, it will
return the results directly, if the AP is still in the effective
transmission range; otherwise, it will transmit the results to
the next AP. The fixed fog layer refers to the infrastructures,
such as smart buildings, parking lots, or BSs which usually
have fixed locations. Compared with the mobile fog layer,
the fixed fog layer may have higher computation capability
but longer communication latency. The fixed fog nodes can
connect with the mobile fog through the WLAN created by
the APs. The cloud layer refers to the cloud data center. It can
be physically located in remote areas far from the users. It
is usually equipped with powerful computation units but with
a high cost of access delay. In traditional cloud applications,
users can offload computation tasks to the cloud data center via
the wide-area network (WAN). The characteristics of different
layers are summarized in Table XI.
As shown in Fig. 8, the concerned task scheduling period
starts when there are buses approaching a bus stop. In case
there is no bus or vehicles approaching the stop, the tasks will
be processed by the fixed fog or the cloud. According to IEEE
802.11ad standard, time division multiple access (TDMA) can
be adopted for mmwave transmission among devices [214].
When two transmitters (i.e., buses) are close at the bus stop, the
corresponding MAC protocol of the adopted wireless access
network can manage the interference by coordinating the
transmission among different devices towards two transmitters
[215]. In addition, highly directional antennas can greatly
decrease the interference of concurrent transmissions among
mmwave transmitters. Therefore, the interference caused by
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Table XI
CHARACTERISTICS OF DIFFERENT LAYERS IN THE PROPOSED ARCHITECTURE
Layers & Property Communication Capacity Computation Capability Availability to Users
Buses lowest delay, (mmwave,3 Gb/s [211])
Fixed delay, depends on the
driving time between bus stations
(Normal distribution [212])
Very short distance,
intermittent, fixed routes
Vehicles
low delay (2G/3G, mobile wireless
broadband, WiMAX/WiBro, ZigBee,
satellite, DSRC, etc. [94])
Weak, depends on CPU frequency
of onboard computer [174])
Very short distance, more accessible,
randomly driving
Fixed fog Medium (WLAN, MAN,3G/4G/LTE etc.) [174] Medium Medium distance
Cloud Longest delay (WAN, one way Internettransmission delay 75-200ms [49], [213]) Unlimited resource Remote, large number of hops
two buses transmitting simultaneously can be managed. Note
that the number of the allocated slots for a task determines
the transmission rate of the task. When a bus is approaching
a bus station, the achievable data rate increases rapidly.
Security issues in hybrid computation-enabled architectures
include security challenges in both computation-aided and
distributed computation-enabled architectures, such as trust-
worthiness between the VC members, misbehaving vehicles,
vehicular privacy, etc. Although some of these security chal-
lenges are investigated in VANETs and VCs, there are still
no solutions that treat all these challenges. For example, in a
hybrid computation-enabled architecture, a vehicle can interact
with a lot of entities, such as neighboring vehicles, RSUs,
conventional cloud/edge server, etc. The vehicle therefore face
more danger from the data stealing, hostile attack, and virus
infection. Thus, it is crucial to develop a suite of elaborate
and comprehensive security solutions for hybrid computation-
enabled architectures.
C. Comparison among Computing Architectural Alternatives
In this section, we compare the pros and cons of centralized,
distributed, and hybrid computing architectures in terms of
supporting CV applications, which are summarized in Tables
XII and XIII, based on the five functional requirements of CV
systems explained in Section II-B.
1) Data Sharing:
* Centralized: Advantages: (i) Under centralized comput-
ing architectures, V2I, V2V, V2D, and V2C data sharing
are all available for CVs. For example, in paper [143], a
metropolitan air quality monitoring service is proposed,
where CVs act as the air quality data gathering sensors.
Vehicles offload their gathered data to a centralized
cloud for performing an air quality estimation. (ii)
In addition, centralized architectures provide relatively
stable network connections, where CVs can obtain cloud
services from anywhere in the world at any time. (iii)
Furthermore, centralized computing architectures usu-
ally offer greater security over decentralized systems
because all of the user data is stored in a central location.
Disadvantages & Challenges: In centralized computing
architectures, all of the shared data is directly transmitted
to the remote cloud server or MEC servers without any
pre-processing or filtering at local. In spite of potential
advances in wireless communication technologies (e.g.,
5G), “the bandwidth required for efficient transmission
of such a big volume of data is not guaranteed due to
a wide range of logistical, political, and geographical
factors” [117]. For example, “assuming 20 GB per
month per vehicle and three million vehicles (12%
market share and 25% regional ratio of 100 million
vehicles), 60 petabytes of vehicle data will come to the
cloud every month. Assuming the data transaction rate at
the cloud is 10 GB per second, it will take 70 days just
for the transactions” [128]. Therefore, the constrained
bandwidth will be a bottleneck for most vehicular ser-
vices/applications that transmit a large amount of data
or require frequent data sharing.
* Distributed: Advantages: Under distributed computing
architectures, direct wireless communications from ve-
hicle to vehicle allow to data to be exchanged fast
even where there is no communication infrastructures
such as BSs of cellular networks or APs of WLANs.
Defined specifically to VANETs, the DSRC that operates
in the 5.9 GHz band is intended to provide high-
speed and secure wireless communication for V2V and
V2I communications. The U.S. Federal Communications
Commission (FCC) allocated 75 MHz bandwidth at
5.850-5.925 GHz spectrum band for DSRC, while ETSI
allocated 70 MHz in the 5.855-5.925 GHz band. The
DSRC can support a CV with a speed up to 200 km/h,
covering a range of 300 m and reaching up to 1000 m,
and the default data rate is up to 27 Mbps [107], [108].
IEEE 802.11p wireless access in vehicular environments
(WAVE) is the specification of DSRC [216]. In addition,
there have been extensive research work to explore
communication properties of DSRC [217]–[220].
Disadvantages & Challenges: (i) Under distributed com-
puting architectures, CVs only possess very limited
data transmission approaches, such as V2V and V2D.
Furthermore, the small effective network diameter of
VANET leads to a weak connectivity in the communica-
tion between CVs. These significantly constrain the data
sharing efficiency in many situations. For example, if a
CV, named “red”, in vehicle cluster A intends to share
its information with another CV, named “yellow”, in
vehicle cluster B, its data can only be successfully trans-
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Table XII
THE COMPARISON OF ADVANTAGES IN CENTRALIZED, DISTRIBUTED, AND HYBRID COMPUTING ARCHITECTURAL ALTERNATIVES FOR CVS
Sub Category AdvantagesCategory Data Sharing Data Processing Monitoring Warning Control
Centralized Computation-aided
Comprehensive data transmission
approaches (i.e., V2I, V2V, V2D, V2C)
Unlimited computing power
accessible on demand
Large monitoring coverage for data
aggregation
Stable network connections Accessible from anywhere Large storage space for storing andanalysing historic information
Secure No need for early planningof resource provisioning
Secure warning/control (e.g., road
condition)
Distributed Computation-enabled
High bandwidth
Greenness
Fast (i.e., emergent monitoring/warning,
e.g., driver’s health)
Improved network efficiency Flexible (i.e., support user-self-definedmonitoring/warning/control services)
Hybrid
Computation-
aided
Comprehensive data transmission
approaches (i.e., V2I, V2V, V2D, V2C)
Resilience Heterogeneous data gathering approaches
Low response latency RobustImproved service agility
Computation-
enabled
Comprehensive data transmission
approaches (i.e., V2I, V2V, V2D, V2C) Resilience Heterogeneous data gathering approaches
Information filtration
Greenness Robust
Low response latency FlexibleImproved service agility
Table XIII
THE COMPARISON OF DISADVANTAGES & CHALLENGES IN CENTRALIZED, DISTRIBUTED, AND HYBRID COMPUTING ARCHITECTURAL ALTERNATIVES
FOR CVS
Sub Category Disadvantages & ChallengesCategory Data Sharing Data Processing Monitoring Warning Control
Centralized Computation-aided
Traffic congestion Long response latency Long response latencyConstrained bandwidth
Distributed Computation-enabled
Limited data transmission
approaches (i.e., V2V, V2D) Variable computation resource density
Constrained information gathering
sources
Instability Unreliability & Heterogeneity Constrained storage space for storingand analyzing historic data
Insecure (e.g., authentication,
confidentiality)
Frequent and fast resource management
required (e.g., frequent scanning) Insecure
Hybrid
Computation-
aided
Lack of mobility management High deployment cost of heterogeneouscomputing infrastructures
Lack of policy and operational
management Interoperability and standardization
requiredInsecure (e.g., identity spoofing,
information disclosure)
Computation-
enabled
Lack of mobility management High deployment cost of heterogeneouscomputing infrastructures
Lack of policy and operational
management
Interoperability and standardization
required
Insecure (e.g., identity spoofing,
information disclosure) Comprehensive task scheduler required
mitted to “yellow” through multi-hop V2V connections.
Furthermore, in urban areas, the line-of-sight (LOS) path
of V2V may often be blocked by buildings at intersec-
tions. (ii) One of the major challenges of distributed
computing architectures for CVs is the instability of
communication connections among CVs. Because of the
high mobility, there is no guarantee on the behaviors
of the vehicle and the highly dynamic topology results
in frequent changes in its connectivity. Therefore, the
connection between two CVs can be quickly interrupted
when they are transmitting data. Additionally, high
vehicle mobility also leads to Doppler effects, which
may cause severe wireless loss. (iii) In addition, there
are several challenges that threaten CVs’ security under
distributed computing architectures. Providing secure
network connections in distributed architectures is more
difficult than in centralized architectures because of the
high mobility of CVs [110]. For example, in VANET-
based distributed architectures, the security issues can
be classified into five categories [113]: authentication
[221]–[223], non-repudiation [224], [225], confidential-
ity [226], verification of data [227], and localization
[228], [229].
* Hybrid (Computation-aided): Advantages: Hybrid ar-
chitectures also offer comprehensive data sharing ap-
proaches including V2I, V2V, V2D, and V2C.
Disadvantages & Challenges: (i) One of the major char-
acteristics of VCs is the high mobility, which may cause
several challenges in different fields including routing
protocol designing, security, and data transmission re-
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liability, especially in hybrid architectures. (ii) Due to
the large diversity of networks in the hybrid computing
architecture (e.g., mobile ad hoc networks, wireless
sensor networks, VANETs, etc.), comprehensive policy
and operational management should be established. For
instance, we are expecting that several types of networks
will emerge and they will interact with each other
seamlessly. (iii) Security issues in hybrid CV systems are
more complicated than in other networks (e.g., wireless
sensor networks) due to the high mobility of CVs and the
large diversity of networks. For example, it is difficult
to verify the integrity of messages and authentication of
users when vehicles move fast [113]. Therefore, security
issues in both network (e.g., VANET) and transmission
(e.g., wireless communication channel) layers in hybrid
computing architectures need more consideration.
* Hybrid (Computation-enabled): Advantages: Local-
ized computation resources such as fog nodes and on-
board computing units can pre-process the collected
data of CVs. Thus, the collected data can be aggre-
gated/processed/filtered before uploading to the cloud,
which reduces the offloaded data volume and meanwhile
improves the efficiency of the network.
Disadvantages & Challenges: (i), (ii), and (iii) presented
in Hybrid (Computation-aided).
2) Data Processing:
* Centralized: Advantages: (i) The remote cloud server
and MEC servers under centralized computing architec-
tures possess large storage space and huge computation
power. Therefore, centralized computing architectures
can provide CVs the facility of unlimited computing
power accessible on demand, which is suitable for
vehicle applications that need large storage capacity and
computation power. (ii) Under centralized architectures,
CVs are capable of accessing servers’ computation re-
sources from anywhere at any time. Because of the
high mobility characteristic of vehicles, this benefit is
significantly important for CVs to obtain stable and
uninterrupted services. (iii) Furthermore, centralized ar-
chitectures do not require early planning of computation
resource provisioning.
Disadvantages & Challenges: As we mentioned previ-
ously, the current trend of concentrating data processing
at centralized cloud servers will cause huge data trans-
mission traffic. This will directly incur unnecessarily
long response delay and in turn, will increase the com-
putation latency [128]. Therefore, CV applications, such
as intelligent driving and high resolution map creation
and distribution [128], which are latency-sensitive can-
not be handled effectively under centralized computing
architectures.
* Distributed: Advantages: In centralized architectures,
the cloud data server consumes a huge amount of energy
each year [230]. In contrast, distributed architectures
enable green computing by efficiently using the spare
on-board computation resources on CVs. Since vehicles
are self-powered, efficiently using on-board computation
resources on CVs will help minimize the energy con-
sumption of cloud/edge servers.
Disadvantages & Challenges: (i) The computation re-
source density in distributed architectures varies depend-
ing on the traffic density, which can be very high in
the case of a traffic jam, or very low, as driving on
the highway. However, when a vehicle stops or moves
slowly, it does not require more computation power (e.g.,
a CV does not need to rapidly process or refresh its
high-definition map for supporting intelligent driving).
In contrast, when the vehicle is moving fast, it requires
much computation power to accurately, frequently, and
rapidly process its sensors captured data (e.g., accurately
localize its surrounding dynamic objects). (ii) A VC has
the issue that its computation resource availability is not
reliable. Since the computation resource availability in
a VC and the behavior of each CV are not guaranteed.
For instance, vehicles might unexpectedly leave or join
a VC. In fact, this is also one of the major differences
between the distributed architecture and the centralized
architecture. In addition, different CVs in a VC usu-
ally have different characteristics or capabilities (e.g.,
processor speed and memory volume) upon their man-
ufacturers, models, and applications. For example, CVs
can be classified into private vehicles and buses. Private
vehicles have unpredictable routes, whereas buses have
fixed routes. (iii) Because of the variable computation
resource density and the unreliability of the computation
resources in distributed architectures, it is critical for
every CV to frequently monitor its cooperated CVs and
to periodically search for potential candidates.
* Hybrid (Computation-aided): Advantages: (i) Com-
pared to the centralized and distributed architectures, the
hybrid architecture provides CVs with more potential
computation sources, which improves the resilience of
CV systems. (ii) The hybrid architecture also can pro-
vide low response latency for CVs that require running
latency-sensitive applications. Instead of offloading col-
lected data to a remote cloud, CVs can choose to process
their data at neighboring fog nodes or RSUs.
Disadvantages & Challenges: (i) High deployment cost
of heterogeneous computing infrastructures. (ii) Interop-
erability and standardization required. Since the hybrid
architecture is based on diverse stationary and mobile
computing resources, many steps should be taken to
address the interoperability challenge to allow these
different entities to work together. In addition, standard-
ization is a potential solution to address the interoper-
ability issue so that a consensus can be reached among
developers, vehicle manufacturers, etc.
* Hybrid (Computation-enabled): Advantages: (i), (ii),
and (iii) presented in Hybrid (Computation-aided) and
greenness presented in Distributed.
Disadvantages & Challenges: (i) and (ii) presented in
21 of 30
Hybrid (Computation-aided). (iii) A comprehensive task
scheduler is required in hybrid computing architec-
tures. As we presented above, a variety of computing
units/sources coexist in a hybrid CV system, which re-
flects the situation in which a task generated by a CV can
be processed by different approaches. Such a situation
will lead to an issue that what is the best computing
approach for each task or what are the criteria of the
processing decision making. From the perspective of the
CV application, for instance, it may depend on the com-
plexity of the application, requirement of the response
latency, transmitted data volume, required computation
capacity, energy consumption, monetary cost, etc. While,
from the perspective of the system, it may depend on
the position and role of the CV in the hierarchical
system deployment, load of each computing sources,
accessibility of each computing units, etc. Therefore,
designing a comprehensive task scheduler that can cover
multiple criteria from different perspectives is essential
and challenging in hybrid architectures.
3) Monitoring, Warning, and Control:
* Centralized: Advantages: (i) Since all vehicles under
centralized computing architectures are covered by a
cloud server or several MEC servers, it is efficient to
monitor the presence and experience of CVs under this
architecture. For example, global warning services, such
as warnings of traffic jam, accident, road condition,
and predicted weather event, can be provided by the
remote cloud server. (ii) In addition, by using the cen-
tralized cloud storage that can gather a huge amount
of user historic information, various governmental and
private agencies can use the gathered data to provide
various monitoring and warning services or perform
diverse studies. Furthermore, control services that need
historical information of CVs can be implemented under
this architecture. For example, the centralized server can
make the control decision on whether a vehicle should
enter the automated driving mode or not, based on not
only the current collected data about the vehicle, such
as the speed, but also the historical data, such as road
conditions.
Disadvantages & Challenges: since the centralized
servers are located relatively far away from the CVs, the
delay of receiving control messages is relatively long,
which means that centralized computing architectures
may not be suitable for delay-sensitive services, such as
autonomous driving.
* Distributed: Advantages: (i) Comparing to the central-
ized architecture, the distributed architecture, such as
VC, has great advantage in emergency warning scenar-
ios. Disaster management, for instance, is an emergent
warning application, where CVs send or broadcast the
warning messages to all resources such as nearby vehi-
cles and authorized authorities in case of any disaster.
(ii) Distributed architectures provide flexibility for CVs
to design user-self-defined monitoring/warning/control
services. For example, it is easier for a user to set up a
driver’s health monitoring service with its own concerns,
such as driver’s medical records and habits. In addition,
this monitoring service can still work even without an
Internet connection.
Disadvantages & Challenges: (i) Unlike the previously
described global warning services under centralized
computing architectures, distributed computing archi-
tectures can only provide one type of local warning
services, driver health warning, because of the constraint
of VC coverage. (ii) The limited storage space constrains
the ability of storing and analyzing a large amount of
user historic data.
V. SUMMARY AND OPEN RESEARCH ISSUES
A. Summary
• The effective design of computing architectures for CVs
should integrate advanced techniques from both areas of
wireless communications (e.g., 5G, V2V, and V2I) and
mobile computing (e.g., cloud/edge/fog computing).
• It is critical to choose suitable computing architectures
for different CV applications or services. For example,
the centralized computation-aided computing architec-
ture can be applied for intelligent transportation systems
which require complicated traffic management strategies
and massive transport data but is not suitable for au-
tonomous driving services due to the stringent compu-
tation latency requirements.
• Comparing to computation-aided architectures,
computation-enabled architectures have the potential
to provide more flexible and lower energy/monetary
cost computation services for CVs due to the variant
computation resource providers and short distances
between the computation resource requesters and
providers. However, they are still facing a lot of
challenges, such as fast mobility support, stability (i.e.,
dynamic participation of mobile computing resources),
and security.
B. Open Research Issues
Designing an appropriate computing architecture for CVs
is one key research to successfully provide a wide range of
CV services by meeting their QoS requirements. Hence, we
believe that existing architectural alternatives introduced in
this paper can be a good starting point to build a future CV
eco-system that utilizes a large amount of data generated by
vehicles. However, designing a good computing architecture
cannot entirely solve all the issues that we will encounter in
the future. We conclude this paper by listing several open
challenges and research directions.
1) Data sharing: Localizing data traffic: In order for
OEMs to provide diverse and personalized connected services,
it is essential to collect various types of sensor data from each
vehicle such as camera images, acceleration/deceleration or
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Figure 9. Other hybrid architectural alternatives.
hard braking. Those services may include personalized insur-
ance service, predictive vehicle maintenance, high-definition
(HD) map generation, intelligent driving and so on. Some
forecasts that each vehicle will generate data in the order of
gigabytes every day. If those data are directly sent to cloud
servers, it will add a huge amount of network traffic in the
existing infrastructure. Even though a vehicle can produce
the raw data at a high frequency and volume, it may not be
necessary to forward every single data. For example, some data
are only meaningful in a particular geographic region (e.g., a
hard braking signal to avoid frontal collision in the highway);
it may be also fine to send data less frequently to the server
(e.g., analyzing drivers’ behavior for a personalized insurance
service). One research direction is to precisely characterize
various types of connected services to determine the sufficient
amount of frequency and volume of data enough to achieve
service-specific QoS. Such knowledge can then be distributed
across the multiple layers of the system architecture to ap-
propriately localize data to avoid excessive and unnecessary
traffic in the overall network.
Highly heterogeneous vehicular networks: Due to the
diverse QoS requirements of vehicular services and unique
characteristics of vehicular network connections, such as high
mobility, frequent topology changes, and unreliable connectiv-
ity, homogeneous radio access technology (e.g., either DSRC
or LTE) cannot satisfy the performance requirements of ve-
hicular services. For example, DSRC is capable of providing
low round-trip time (RTT) (i.e., below 10 milliseconds [130]),
which satisfies the latency requirement of safety-related vehic-
ular services. However, its limited peak data rate and signal
coverage decline the efficiency and reliability of data sharing
among CVs and infrastructures. Furthermore, although cellular
networks such as LTE offers a much wider signal coverage and
a higher peak data rate for CVs compared to DSRC, stringent
latency requirement cannot be guaranteed due to its long RTT
(i.e., over 300 milliseconds [130]). Therefore, in order to
meet different QoS requirements of vehicular services, future
vehicular networks tend to be highly heterogeneous. However,
several open issues are imposed by the network heterogeneity.
(i) Developing radio access method selection, link adaptation,
and radio resource management schemes in heterogeneous
vehicular networks are crucial and complicated. Thus, the
main challenge is how to balance performance and complexity.
(ii) Maintaining a seamless connectivity across diverse radio
access technologies is complex, which includes inter- and
intra-radio handoffs. Most traditional handoff approaches for
cellular networks are centralized and provide a single trigger
mechanism, which is not sufficient to support distributed and
hybrid vehicular environments.
Support mobility in heterogeneous architectures: Mo-
bility is one key feature of the automotive system; a vehicle
continuously moves around different regions expecting to re-
ceive services seamlessly. However, it is practically difficult to
expect the vehicle to communicate with a uniform infrastruc-
ture or architecture everywhere for several practical reasons.
For example, different organizations (e.g., government, net-
work providers, OEMs) may want to own their infrastructures
exclusively due to security concerns; an infrastructure may
be installed in a limited area only due to a budget issue or
lack of profitability. Such situations will cause a vehicle to
communicate with very different infrastructure as it moves.
Another research direction is to develop a way to provide
seamless CV services across heterogeneous infrastructure or
architectures. This requires each infrastructure to provide the
open interface that specifies which types of services can be
supported or prohibited more explicitly, instead of hiding such
information. Then, each CV service provider may have a better
understanding as to where the infrastructure support for the
service is available, and if it is not available, what are the
alternative way to provide the service, such as service hand-
over and migration. Making such interfaces available across
different organizations will also boost the adoption of CVs.
2) Data processing: Computing resource management:
Each individual subsystem (e.g., cloud servers, fog/edge
servers, RSUs, and vehicles) in the surveyed architectures
has a different limitation of the computing resources such
as memory or computation power. On the other hand, each
connected service may require different types and sizes of
computing resources. For example, the over-the-air (OTA)
update service may require fog servers to reserve a portion of
memory storage that can be used to distribute the latest version
of the software patch to the vehicles in a particular area; the
HD map generation requires relatively a higher computation
power to synthesize local maps at real-time. Guaranteeing QoS
of various services should take into account such computing
resource constraints imposed on each subsystem. The relevant
research direction is to manage computing resources in a
more rigorous way, and the example research may include
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the following. If a particular area experiences a relatively
higher request on a certain service, one can allocate more
resources on the infrastructure in the area (resource allocation);
depending on the current workload on the infrastructure,
one can decide to (or not to) offload a certain computation
(data/computation offloading); one can predict the future usage
of the resources by reading the past trend of the requested
connected services (resource provisioning). If this type of
research is combined with the surveyed architectures, we
expect a better quality of CV services can be provided.
3) Monitoring, warning, and control: Other hybrid archi-
tectural alternatives: As we discussed in Section IV, archi-
tectural design is significantly important for acquiring diverse
system features and satisfying different service requirements.
Although a large number of architectural alternatives for CV
systems have been proposed in existing work, there should
be more possibilities, especially for the hybrid architectural
design. For example, as shown in Fig. 9(a), most of existing
hybrid architectures choose to put the centralized computing
in the highest layer, which acts as a remote cloud. However,
besides this stereotypical architectural design, we may have
another alternative, as shown in Fig. 9(b), where distributed
computing is in the highest layer in the CV system. The
centralized computing units are located closer to CVs (e.g.,
RSUs) rather than located in remote cloud servers. Such design
will (i) make the CV system fully utilize the computation and
storage capacities of centralized computing units; (ii) reduce
both communication and computation latency. Furthermore,
distributed computing units, such as spare computing resources
in neighbouring CVs and fog nodes, can be combined as a
virtual localized controller which is responsible for allocating
the computing resources in its governed centralized computing
units to CVs. Therefore, based on the above discussion, there
might be a set of interesting research opportunities in CV
system computing architectural design, which are not yet
tackled in the reviewed literature.
VI. CONCLUSION
CV has a great potential to provide safer and more comfort-
able driving experience with the expected service scenarios,
such as intelligent driving, V2C cruising, high-definition map
generation, etc. In contrast to existing related surveys which
only focus on one specific computing architecture in the whole
paper and lack discussions on benefits, research challenges,
and system requirements of different architectural alternatives,
this paper has presented a thorough study on architectural
design based on cloud/edge/fog computing for CVs. We have
comprehensively surveyed and compared the state-of-the-art
architectural alternatives with the goal of understanding the
benefits and challenges of each architectural design within
different CV applications. However, given the relative infancy
of the field, there are still a number of outstanding problems
that require further investigation from the perspective of ad-
vanced solutions including other hybrid architectural alterna-
tives, localizing data traffic, mobility support in heterogeneous
architectures, and computing resource management.
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