This paper presents a novel damage detection method which simultaneously updates the undamaged as well as damaged structure model in a multi-objective optimization (MOO) process. Structural health monitoring via analysis of modal data and model updating has received considerable attention in the previous decade. Such damage detection methods typically require an updated baseline model of the undamaged structure and the associated errors can become aggregated when this baseline model is subsequently used for damage detection. The use of multi-objective model updating alleviates those issues. A beam structure with and without damage has been used as an example and different noise levels have been added to the identified mode shapes. The results have been compared with single-objective model updating and it has been found that the proposed method is more efficient for accurate estimation of damage severity.
INTRODUCTION
This paper presents a novel damage estimation method which simultaneously updates the damaged as well as undamaged structure model in a multi-objective optimization (MOO) process. The main aim of this paper is the application of a MOO technique to damage estimation problems to concurrently utilize the experimental data of both undamaged and damaged structure. Contemporary damage detection and estimation methods which are based on model updating typically require an updated baseline finite element (FE) model of the undamaged structure. The updated undamaged model is then compared with an updated damaged model for assessment of damage severity. There might be many errors associated with this model updating technique, e.g. experimental errors, updating procedure errors or parametric errors. These errors may be aggregated in the subsequent model updating runs.
In this paper, a damage estimation algorithm is being proposed which simultaneously updates undamaged as well as damaged structure model in the MOO process for improving performance of the damage estimation procedure. In order to evaluate the performance of the proposed approach, it is applied to a numerically simulated simply supported beam. Different noise levels are added to the identified mode shapes to assess the performance of the proposed procedure for accurate damage estimation in noisy conditions. A genetic algorithm (GA) has been used as the optimization tool in this paper as multi-objective GA is well implemented 1 . Compared to the single-objective optimization (SOO), which gives one optimal solution, multi-objective formulation gives a set of alternative solutions. A desirable solution can then be selected based on acceptable trade-off between the two objective functions (in this case related to the undamaged and damaged structure). This paper is structured as follows: Section 2 describes the MOO. This is followed by model updating of a simulated beam using SOO and MOO under different noise levels in Section 3. The results of damage estimation using SOO and MOO are also detailed in Section 3 and conclusions drawn from the study are reported in Section 4.
prioritizes one objective over the others may lead to erroneous results especially in cases where the rest of objectives are also important or interdependent. Selecting a solution which is optimal for only one objective may compromise the other objectives. Evolutionary algorithms are a popular approach to solve MOO problems using the concept of domination 2 . According to this concept, one solution dominates the other solution if the following two conditions are satisfied:
1. The first solution is not worse than the second solution in all objectives, and 2. The first solution is strictly better than the second solution in at least one objective.
Violation of any of the above conditions indicates that the first solution does not dominate the second solution. It is intuitive that if any solution dominates the other solution, then it is also better in the context of MOO. This concept of domination is used to find 'non-dominated' solutions. When all pair-wise comparisons have been made for a given finite set of solutions, we expect to have a set comprising a number of solutions which do not dominate one another. An important property of this set is that each of its solutions dominates all other solutions outside of this set. In other words, the solutions in this set are better compared to the rest of the solutions. This leads to the definition of Pareto optimality which states that among all solutions, a non-dominated set of solution are those which are not dominated by rest of the solutions. This concept of Pareto optimality leads to a set of solutions known as the Pareto optimal set. A rank is assigned to the set 3 . A plot of objective function values corresponding to Pareto optimal set gives the Pareto front. Two basic approaches have been mentioned in the literature to obtain the Pareto optimal set, namely, preference-based and evolutionary-algorithm-based MOO. While a large number of optimization runs is required to construct a Pareto front using the preference-based approach, only a single run is required using evolutionary-algorithm-based approach.
2.1
Multi-objective evolutionary algorithm (MOEA)
In multi-objective evolutionary algorithm (MOEA) based optimization, all the objectives are evaluated concurrently instead of converting them into a single-objective function. Evolutionary algorithms, such as GA, work concurrently on a population of genes and use genetic operators such as selection, crossover and mutation to obtain globally optimal solutions. This evolution mechanism helps to explore the trade-off between solutions with different blends and grades of objectives. Also, they do not require gradients of the objective function; their chance to reach global optimal solutions is increased. Detailed review of multi-objective techniques can be found in 4 .
Many variants of MOO, based on Pareto front approach and using multi-objective evolutionary algorithms (MOEAs), have been proposed 4 . These include NPGA (niched Pareto genetic algorithm), NSGA (non-dominated sorting genetic algorithm), MOMGA (multi-objective messy genetic algorithm), and SPEA (strength Pareto genetic algorithm). Nondominated sorted genetic algorithm-II (NSGA-II) is one of the most popular and efficient MOEAs and has been used in many studies in the last decade 3, [5] [6] [7] . Therefore NSGA-II has been adopted for this study to investigate its effectiveness for damage detection and estimation via dynamic model updating. The general steps involved in NSGA-II are as follows:
1. Termination criteria based on the accuracy required and total number of generations is selected 2. A random population of chromosomes (solutions) is initialized 3. Values of objective functions for each of the chromosome are obtained 4. Different ranks are assigned to each of the solutions based on a non-dominated sorting algorithm to classify the population into fronts 5. Offsprings of the parent population are created by randomly arranging a duplicate copy of the parent solutions 6. A tournament selection of best solutions obtained from the previous step is performed 7. Cross over with assumed probability is performed on the parent solutions to form new offsprings 8. The new offsprings are mutated with a mutation probability 9. A non-dominated sorting is performed on the new offsprings and once again classifies all the solutions into fronts using a non-dominated sorting algorithm 10. If the termination criteria are achieved, stop, or else go to step 6.
After some trial and error, the following parameters of NSGA-II have been used in the present research:
Population size =500 Maximum number of generations =200 Stopping criterion (Tolerance of objective function value) = 1×10 -10 Cross over probability =0.8 Mutation probability =0.2 linearly decreases to 0 at the end of maximum generations Pareto fraction (fraction of solutions to be kept in the first front) =0.35.
APPLICATION TO DAMAGE ESTIMATION
In the previous decade, numerous studies have been performed to establish the health of the structure under in-situ conditions 8, 9 . In the context of dynamic FE model updating, assessment of physical characteristics of the structure is done by comparing basic modal properties (such as natural frequencies and mode shapes) with their FE model counterparts.
A numerically simulated simply supported beam has been studied to demonstrate the effectiveness of the damage estimation method which simultaneously updates the undamaged as well as damaged structure model in a MOO process. The simulated beam has a total length of 5 m and was discretized into 10 elements as shown in Figure 1 . The beam has a total depth of 0.2 m and width of 0.25 m. The density of the beam was assumed as 2500 kg/m 3 and modulus of elasticity as 3.2×10 4 MPa. The area of the cross section was 0.05 m 2 and moment of inertia was 1.66×10 -4 m 4 . A preliminary model of the beam was assumed as the one which has the aforementioned section properties and is referred to as the initial FE model (Figure 1a ). In the simulated 'experimental' model for the undamaged structure, the moment of inertia (MOI) of all the elements of the initial FE model has been reduced by 10% as shown in Figure 1b . A 10% reduction was assumed in the undamaged model as initial FE models are usually developed based on design drawings and assumptions and may not accurately represent the undamaged in-situ structure. For the simulated 'experimental' damaged structure, MOI of element No. 5 has been further reduced from 10 % to 60 % (Figure 1c ). This methodology is advantageous to check the effectiveness of the proposed approach in updating both undamaged and damaged models simultaneously. The modal analysis was carried out on the undamaged and damaged beam to obtain the first five natural frequencies and mode shapes. The values of the first five natural frequencies for the initial FE model, undamaged model and damaged model are shown in Table 1 . It can be seen that the maximum difference between the frequencies from the initial FE model to undamaged beam is 5.41 %, and to the damaged beam it is 17.51 %. Only vertical degrees of freedoms are considered in this study. It can be assumed that modal frequencies are accurately determined in modal testing and experimental errors are usually present in the amplitude of mode shapes 10 . Consequently, some random noise has been added to each of the k-th component of the j-th modal amplitude and the 'measured' component of the mode shape is given as:
where ε is a random number between -1 and +1 and α noise is the degree of noise. Three different noise levels were added in the mode shapes, i.e. 5%, 10 % and 20 % 11 , for checking the effectiveness of the proposed approach. According to the usual procedure performed in actual tests, five data sets were considered for each noise level representing what would be repeated experiments. The updating parameter values reported later are the average of the five sets and their standard deviations.
A combined objective function related to the frequencies and model assurance criterion 12 (MAC) is used in this study. The relative error between the experimental and analytical frequencies is:
where ω represents modal frequency, subscripts a and e refer to the analytical and experimental values, respectively, and n is the total number of modes to be updated. The second objective function is related to the difference in mode shapes and can be defined in terms of MAC as:
Two separate objective functions were defined for undamaged Π undam and damaged structure Π dam as follows:
where weighting factors α and β were taken as 1.
Model updating of the undamaged and damaged beam has been performed in this section. The first five frequencies and mode shapes were selected to have a similar number of unknowns (MOI for each FE) as the number of knowns (frequencies and MACs). Parameter selection is an important step in model updating and prior damage detection and localization can result in an efficient selection of parameters in this study. Damage detection and localization has been the topic of interest in the previous decade and numerous techniques are available for detection and localization of damage [13] [14] [15] [16] . The damage detection and localization techniques are not the focus of this study and it was assumed that the location of damage is known to be in element No. 5 ( Figure 1c ). This information can effectively reduce the number of updating parameters in the damaged beam. Because of this, a total number of eleven parameters have to be updated in this case, which include all 10 element MOIs in the undamaged beam (Figure 1b Following the conventional approach, an updated undamaged model was obtained using Equation (4) and SOO. A total of 10 parameters were updated with 10 knowns, i.e. five frequencies and five MACs of the undamaged beam. After obtaining the updated undamaged model, the next step is to update the damaged model using Equation (5) . As the damage location was assumed to be known, only element No. 5 was updated in this case and values of MOIs of the rest of the elements were taken from the updated undamaged model. One parameter was updated with 10 knowns in this case, i.e. five frequencies and five MACs of the damaged beam.
For MOO, a total of 11 parameters need to be concurrently updated, in which case 10 parameters belong to the undamaged beam and one parameter belongs to the damaged beam. Both Equation (4) and Equation (5) were concurrently used as two separate objective functions. The total number of knowns (frequencies and MACs) is 10 in this case and the number of unknowns (individual element MOIs) is 11. The optimum solution is selected from the Pareto optimal set which minimizes the following expression: Figure 2a shows the mean errors in the stiffness ratio of the updated MOIs to their true values for 5% added noise for the undamaged and damaged beam for the five considered 'experiments', whereas Figure 2b shows standard deviations of these ratios. The maximum mean error for single-objective updating is found to be 0.118 and the maximum mean error for multi-objective case is 0.056. Likewise, the maximum standard deviation for the single-objective case is 0.156 and for the multi-objective case it is 0.138. It can be seen from the errors in the updated stiffness ratios in Figure 2a that MOO has less error in the updated parameters than SOO, proving that the proposed approach is more efficient in updating both the undamaged and damaged model. It also shows that MOO is less sensitive to experimental errors than SOO. It should be noticed comparing the number of knowns vs. the number of unknowns that the multi-objective case considers 20 knowns against 11 unknowns, whereas the single-objective case considers 10 knowns against 10 unknowns. Thus more information is available to the optimization algorithm in the multi-objective case. The standard deviation of the updated stiffness ratios in Figure 2b shows that the SOO generally has slightly more dispersion in the results than the MOO.
Similarly, Figure 4a and Figure 5a show the mean errors in the stiffness ratio of the updated MOIs to their true values for 10% and 20% added noise, respectively, for the undamaged and damaged beam for the five considered 'experiments', whereas Figure 4b and Figure 5b show standard deviations of these ratios. Similar observations can be made as noted earlier in the case of 5% noise level where MOO generally performs better than SOO. The maximum mean errors for the single-objective updating are found to be 0.062 and 0.229, whereas the maximum mean errors for the multi-objective case are 0.076 and 0.139 for 10% and 20% noise, respectively. The maximum standard deviations for the singleobjective case are 0.183 and 0.211, whereas for the multi-objective case they are 0.110 and 0.272 for 10% and 20% noise, respectively. Also, it has been noted that with the increase in noise level, the standard deviation of the stiffness ratios increases. For assessment of damage severity, the updated undamaged model is compared with the updated damaged model for both SOO and MOO. Damage severity is estimated by subtracting the updated MOI ratios of the damaged model from that of the undamaged model. The actual damage index has been calculated as 0.5 for element No.5 in this study (as shown in Figure 1 ), which indicates a reduction of MOI of element No.5 from 0.9 to 0.4. The damage severity is estimated for element No.5 and shown in Figure 5 along with actual damage for all noise levels.
From the results, it can be seen that damage estimation from MOO is more accurate than from SOO. For example, the damage index for element No.5 (actual damage index = 0.5) is found to be 0.540, 0.538 and 0.658 for the singleobjective case, whereas damage index for the same element is found to be 0.502, 0.514 and 0.628 for the multi-objective case for 5%, 10% and 20% noise, respectively. Generally speaking, SOO overestimates the damage severity to a higher degree than MOO. It can also be noticed that the increase in the noise level also affects the damage severity estimates, i.e. with the increase in noise levels, the damage was also over estimated to an even higher degree. 
CONCLUSIONS
This paper presents a damage estimation method which simultaneously updates the undamaged as well as damaged structure model in a MOO process. The following is the summary and conclusions of this study:
1. Damage estimation via structural modal updating typically requires an updated baseline model of the undamaged structure. The associated errors may propagate when this baseline model is subsequently used for damage estimation. The use of multi-objective updating alleviates these issues. 2. A numerically simulated simply supported beam has been used as an example problem and different noise levels of 5%, 10% and 20% have been added to the identified mode shapes to assess the performance of the proposed procedure in accurate estimation of the damage. It has been found that the proposed method has been successful in updating both undamaged and damaged models concurrently. 3. The results have been compared with the results obtained from single-objective model updating and it has been found that the proposed method is more efficient in accurately estimating damage severity and is less sensitive to experimental errors. 4 . It has been concluded that with an increase in information of the damaged and undamaged system, better damage estimates were obtained.
