Several theories have been proposed regarding how causal relations among features of objects affect how those objects are classified. The assumptions of these theories were tested in 3 experiments that manipulated the causal knowledge associated with novel categories. There were 3 results. The 1st was a multiple cause effect in which a feature's importance increases with its number of causes. The 2nd was a coherence effect in which good category members are those whose features jointly corroborate the category's causal knowledge. These 2 effects can be accounted for by assuming that good category members are those likely to be generated by a category's causal laws. The 3rd result was a primary cause effect, in which primary causes are more important to category membership. This effect can also be explained by a generative account with an additional assumption: that categories often are perceived to have hidden generative causes.
A ubiquitous tendency of human cognition is to perceive objects and events as examples of types, kinds, or categories rather than as completely novel entities. As a result, one of the longstanding goals in cognitive research has been to uncover how humans conceive of and acquire knowledge about categories. On the one hand, it is clear that much of what people know about types of objects-that dogs bark, that lemons are sour, and that hot stoves can burn one's fingers-is the result of first-hand experience in which people observe how features of objects and events covary with one another and the labels used to refer to those objects. However, it is also clear that people possess various kinds of theoretical, explanatory, or causal knowledge about categories that they do not observe directly. For example, people not only know that birds have wings, fly, and build nests in trees but also that they build nests in trees because they can fly and fly because they have wings; not only that automobiles have gas, spark plugs, and produce carbon monoxide but also that gas and spark plugs interact to produce the carbon monoxide.
Research has demonstrated that theoretical knowledge like this influences people's performance on a variety of tasks. Categories are learned faster to the extent they are consistent with the learner's existing theoretical knowledge (Lien & Cheng, 2000; Murphy & Allopenna, 1994; Rehder & Ross, 2001; Waldmann, Holyoak, & Fratianne, 1995; Wattenmaker, Dewey, Murphy, & Medin, 1986) . Such knowledge influences how features of one category are projected to another or generalized to a superordinate category (Hadjichristidis, Sloman, Stevenson, & Over, 2004; Heit & Rubinstein, 1994; Medin, Coley, Storms, & Hayes, 2003; Rehder, 2006; Rehder & Hastie, 2004; Sloman, 1994) . It also influences how one infers the presence of unobserved features in category members (Rehder & Burnett, 2005) . Finally, theoretical knowledge affects how objects are classified into their correct category (Ahn, 1998; Rehder, 2003a Rehder, , 2003b Rehder & Hastie, 2001; Sloman, Love, & Ahn, 1998; Wisniewski, 1995) . This article addresses how one type of theoretical knowledge-causal knowledge-influences the classification of objects.
There are a number of ways that causal knowledge is integrated into people's mental representations of categories. One often has knowledge of the causal relations that a category participates in with other categories (e.g., that mosquitoes can cause malaria or that having HIV can be caused by unsafe sex; see Lien & Cheng, 2000) . Causal knowledge may relate a category to its constituent features, such that one can infer the former from the latter (e.g., given properties of a balloon "was stretched first" or "blown up by an adult," one can infer membership in the category "inflated"; see Pazzani, 1991) . The present study is concerned with the causal knowledge that can relate the features of a category directly to one another (such as birds flying because they have wings and building nests in trees because they fly) and how that knowledge influences the way objects are classified.
This article is organized as follows. The first section summarizes the existing data on how interfeature causal links affect classification. The next section presents three theories that have been proposed to account for these data and evaluates their success at doing so. Three new experiments are then presented providing new tests of the effect of causal knowledge on classification. The theories are then reevaluated in light of the new experimental results.
Causal Knowledge and Classification: Current Evidence
Studies of the effect of interfeature causal relations on classification have generally followed one of two approaches. The first involves the testing of natural categories. This research uses a two-step process in which causal relations are first elicited from participants, and then the influence of features on classification as a function of their role in the system of causal relations is assessed. For example, Sloman et al. (1998) presented participants with features of everyday categories such as birds, apples, and chairs written on paper and asked them to draw dependency relations between those features. Dependency relations were intended to subsume several types of asymmetric relations, causal relations among them (an effect feature "depends on" its cause). They found, for example, that most people believe that flying depends on wings (for robins), that being juicy depends on having skin (for apples), and that being comfortable depends on having a back (for chairs). To assess the importance of a particular feature, participants were presented with objects without that feature but which otherwise possessed all of the other typical features of a category (e.g., a robin without wings) and were asked to make a number of judgments related to category membership (also see Ahn, 1998; Kim & Ahn, 2002) .
Although these studies have yielded informative and interesting findings, one drawback is that the use of natural stimuli introduces potential confounds that complicate the interpretation of the results. For example, features that vary in their causal role might also differ in the frequency in which they appear in category members, and it is well known that, all else being equal, more prevalent features (i.e., those with greater category validity) provide stronger evidence of category membership (Rosch & Mervis, 1975) . To control for factors such as these, a second technique has been to test artificial (but realistic-sounding) categories with which participants have no prior experience, and to teach them interfeature causal relations as part of the experimental session. For example, Figure 1 presents three different ways that features of artificial categories have been linked with causal relationships. In the common cause network ( Figure 1A ), one feature, F 1 , is described as the cause of the three other features, F 2 , F 3 , and F 4 . In the common effect network ( Figure 1B ), feature F 4 is described as being caused by the three other features. In the chain network ( Figure 1C ), feature F 1 causes F 2 , which in turn causes F 3 , which causes F 4 . Throughout this article we refer to features that have no explicit causes (e.g., F 1 in the common cause and chain networks) as primary causes and those that have no effects (e.g., F 4 in the common effect and chain networks) as peripheral features. Features with both causes and effects (e.g., F 2 and F 3 in the chain network) are referred to as intermediate features. Table 1 presents the features for one artificial category from a number of Rehder's own studies that have been used to instantiate the causal networks in Figure 1 . For example, in Rehder (2003a) participants were told that Myastars (a type of star) are typically made up of ionized helium, although some are made up of normal helium. They were told that the other typical features of Myastars are that they are unusually hot (for a star), are very dense, and have a large number of planets. Table 1 also presents examples of the fabricated (but plausible) causal relations between those features. (Whereas the three causal networks shown in Figure 1 require only four features, Table 1 includes a fifth feature and a causal relation involving that feature. This additional feature and causal relation are used in the upcoming experiments.) Each causal relation specified not only the cause and effect feature (e.g., "Ionized helium causes the star to have high density") but also a small amount of mechanistic detail regarding why the causal relationship held (see Table 1 ).
The question of how interfeature causal relations influence classification can be divided into two subquestions. The first is how causal knowledge affects the influence of individual features on classification. The second concerns how certain combinations of features make for better category members. There is precedent in categorization research for considering these two different types of effects. For example, Medin and Schaffer (1978) distinguished independent cue models, in which each feature provides an independent source of evidence for category membership, from interactive cue models, in which a feature's influence depends on what other features are present. Prototype models and exemplar models have been the most prominent example of independent and interactive cue models, respectively, with the well-known result that exemplar models generally provide a better description of human classification (Medin & Schaffer, 1978; Nosofsky, 1986) . Of course, whereas most past categorization studies have been concerned with how features directly observed in category members influence (independently or interactively) subsequent classification decisions, the current study is concerned with how classifications are affected by interfeature causal relations.
To assess the independent and interactive effect of features, Rehder (2003a Rehder ( , 2003b first instructed participants on an artificial category with causal knowledge (like Myastars), and then performed a classification test in which they rated the category membership of each of the 16 exemplars that can be formed from four binary dimensions. These ratings were then predicted with linear regression equations with predictors representing features and interactions among features. There were four predictors f i that coded whether feature F i was present or absent. The regression weight estimated for predictor f i indicates the influence that feature F i has on category membership ratings. There were also six predictors f ij that coded the two-way interaction between the six unique pairs of four features. The regression weight estimated for predictor f ij indicated the influence that features F i and F j being in agreement with one another has on ratings. (The interpretation of these two-way interactions is discussed further below.) Triple and higher order interactions can also be included in the regression equation. Note that the purpose of using linear regression was not to advance it as a psychological model of classification but rather as an analytical tool to characterize the results in theoretically neutral terms.
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The weights for features and two-way interaction terms averaged over participants are presented in Figures 2A, 2B , and 2C for the common cause, common effect, and chain networks, respectively. These figures demonstrate that causal relations have a complex set of effects on judgments of category membership. The findings can be divided into four different types of effects.
Result 1: Feature Weights
The regression weights associated with the four individual features are presented in left side of Figures 2A, 2B , and 2C. (Superimposed on the empirical data in Figure 2 are the predictions of one particular theory, discussed below.) As discussed, the weight for a feature indicates the influence it had on category membership ratings. The figures show that the relative influence of features varied as a function of the category's causal network. For example, when a category's features were related in a common cause network ( Figure 1A ), the regression weight for feature F 1 (the "common cause") was 8.2. That is, when F 1 was present (e.g., when a star had ionized helium), categorization ratings were on average 16.4 points higher (on a 100-point scale) than when it was absent (e.g., a star with normal helium). In comparison, the average regression weights for the other three features were 2.0, indicating that the presence or absence of those features produced only a 4.0-point swing in ratings.
A different pattern of results emerged when features were arranged in a common effect network ( Figure 1B) . In that condition, it was feature F 4 (the "common effect") rather than F 1 that was the most heavily weighed feature (a regression weight of 9.0 as compared with an average weight of 2.5 for features F 1 , F 2 , and F 3 ). This result indicates that a feature's influence on categorization can change when its role in a causal network changes. Finally, for the chain network ( Figure 1C ), the primary cause F 1 was weighed most heavily (as it was in the common cause network), and F 2 , F 3 , and F 4 were weighed equally. However, note that results obtained for causal chains have not always been consistent over studies. For example, Ahn, Kim, Lassaline, and Dennis (2000) presented evidence suggesting that not only is the first feature in a three-feature network weighed most heavily, but the intermediate feature is more heavily weighed than the most peripheral feature. To firmly establish the effect of causal chains on feature weights, we test a number of three-element chains in the experiments that follow. High density causes the star to have a large number of planets. Helium, which cannot be compressed into a small area, is spun off the star, and serves as the raw material for many planets.
High density causes the star to have an unstable gravitational field. The star's high density makes its structure unstable, which causes the gravitational fluctuations.
Result 2: Directly Linked Features
As mentioned, an advantage of regression analyses is that they allow an assessment of not only individual features weights but also interactions between features. The weights for six two-way interaction terms for the networks in Figure 1 are presented in the right-hand side of Figures 2A, 2B , and 2C. These figures show that the pattern of interactions between features also varies depending on a category's causal network. For example, in the common cause condition the regression weight for predictor f 12 (which codes the two-way interaction between F 1 and F 2 ) was 5.1. That is, when features F 1 and F 2 were both present or both absent (e.g., when a star had both ionized helium and high density, or had normal helium and normal density), categorization ratings were on average 10.2 points higher than when one of these feature was present and the other absent. This result can be interpreted as participants taking into account whether an object's features confirmed, or corroborated, the category's causal law between F 1 and F 2 -ratings were higher when cause and effect were consistent with one another (both present or both absent) and lower when they were inconsistent (cause present and effect absent, or vice versa). In fact, examination of Figures 2A-2C indicates that whenever a pair of features was linked with a causal relation, a substantial positive weight on the interaction between those features was observed (pairs F 1 F 2 , F 1 F 3 , and F 1 F 4 in the common cause network; pairs F 1 F 4 , F 2 F 4 , and F 3 F 4 in the common effect network; and pairs F 1 F 2 , F 2 F 3 , and F 3 F 4 in the chain network). Apparently, good category members are those that corroborate a category's causal laws.
Result 3: Indirectly Correlated Features
The right-hand side of Figures 2A, 2B , and 2C also indicates that many of the other two-way interaction terms had significantly positive weights. This included pairs F 2 F 3 , F 2 F 4 , and F 3 F 4 in a common cause network and pairs F 1 F 3 , F 2 F 4 , and F 1 F 4 in a chain network. However, pairs F 1 F 4 , F 2 F 4 , and F 3 F 4 in a common effect network did not differ significantly from zero.
How should these results be understood? An interpretation of both Results 2 and 3 can be reached by considering the pattern of correlations that should hold between variables that are connected via the causal networks shown in Figure 1 . First, in a common cause network, variables that are directly related should of course be correlated. But in addition, variables that are effects of a common cause should be correlated with one another (albeit not as strongly as those correlations between directly linked pairs). For example, if a disease causes three symptoms, one expects the symptoms to be correlated with one another (when a person has one symptom, the probability that he or she has additional symptoms increases). The two-way interactions in Figure 2A are consistent with this pattern of expected correlations: large two-way interactions between directly linked feature pairs (Result 2) and smaller interactions between pairs that are not directly linked but should be correlated.
A similar explanation holds for the two-way interactions for the common effect and chain networks. When variables are connected in a common effect network, there should be large correlations between directly linked variables but no correlations between the causes (because the causes are independent). This set of correlations is reflected in the pattern of two-way interactions in Figure  2B . Finally, when variables are connected in a chain, there should be correlations between directly linked variables and weaker correlations between variables that are not directly connected. Again, this set of expected correlations is mirrored in the two-way interactions in Figure 2C .
Result 4: Higher Order Interactions
As mentioned, regression analyses of categorization ratings can also include higher order interactions between features. For example, Rehder (2003a) found that features connected in a common effect network exhibited three-way interactions involving the common effect and two of its causes (not shown in Figure 2B ). This result can be interpreted as a discounting effect in which the weight of a cause feature depends on whether the presence of the common effect F 4 has already been "explained" by the presence of one of the other causes. For example, for those common effect participants who learned Myastars, the categorization ratings for a star with a large number of planets (F 4 ) were low when none of the purported causes of that feature were present (i.e., the star had normal helium, normal temperature, and normal density), increased substantially when one of those causes was present, but then increased only slightly more when a second cause was added.
In summary, the findings just reviewed indicate that the presence of causal relations between features has a large and complex effect on how objects are classified. It is important to note that this effect is not limited to just making certain features independently more or less influential (Result 1). It extends to how features interact in a way that certain combinations of features make for better or worse category members (Results 2-4). Hereafter, we refer to the effect that causal knowledge has on interactions among features as the coherence effect, indicating that good category members are those whose features cohere with respect to a category's causal laws.
Causal Knowledge and Classification: Current Theories
We now present three models of how interfeature causal relations affect classification and evaluate the success those models have had in accounting for the results just presented.
Causal Status Hypothesis
The first proposal is the causal status hypothesis (Ahn, 1998; Ahn et al., 2000; Sloman et al., 1998) , hereafter referred to as CSH. According to CSH, features are more important to category membership (i.e., are more conceptually central, or less mutable) to the extent they are "deeper" in a category's network of causal relations. More causal features may be more important because they are perceived to support stronger inferences to other features (people often infer effects from causes more readily than causes from effects; Ahn et al., 2000) . As a result, a feature's importance will increase as a function of the number of dependents (i.e., effects) it has. This includes both its direct dependents (i.e., features it directly causes) and its indirect dependents (features that are in turn caused by the features it causes).
One important property of CSH is that it has been given a precise computational implementation (Sloman et al., 1998) . According to CSH, feature centrality can be computed by applying the iterative equation,
where c i,t is the centrality of feature i at iteration t and d ij is the strength of the causal link between features j and i. This equation converges in a finite number of iterations. For example, when c i is initialized to 1 and each causal link strength is set to 2, the centralities for F 1 , F 2 , F 3 , and F 4 for a common cause network ( Figure 1A ) converge to 6, 1, 1, and 1. Feature F 1 is weighed most heavily because it has three dependents (F 2 , F 3 , and F 4 ), which in turn have no dependents themselves. For the same parameters, the weights for a common effect network ( Figure 1B ) converge to 2, 2, 2, and 1. That is, F 1 , F 2 , and F 3 (which each has one dependent, F 4 ) should be more heavily weighed than F 4 itself (which has none). Finally, with these parameters the weights for a chain network converge to 8, 4, 2, and 1. Weights decrease monotonically along the chain because F 1 , F 2 , F 3 , and F 4 have three, two, one, and zero dependents, respectively. CSH's ordinal feature weight predictions are presented schematically in the second column of Figure 3 . These predicted effects of causal knowledge on feature weights have been referred to as the causal status effect: Centrality decreases as one moves from deeper to more peripheral features.
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How do CSH's predictions fare against the empirical data in Figure 2 ? First, for the common cause network, it correctly predicts that the common cause is weighed more heavily than its effects. Second, CSH's predictions are incorrect for a common effect network, because it is the common effect itself rather than its causes that is most heavily weighed. Third, the results are equivocal for the chain network, because whereas it predicts the greater weight on F 1 , it also incorrectly predicts that F 2 should be greater than F 3 , which in turn should be greater than F 4 . Recall, however, that although this pattern does not obtain in the data shown in Figure 2C , Ahn et al. (2000) have presented evidence for threeelement chains they interpret as indicating monotonically decreasing feature weights (we return to this interpretation in the General Discussion). For now, it is useful to distinguish a causal status effect (monotonically decreasing feature weights) from a more limited primary cause effect in which only primary causes are weighed more heavily. The results presented in Figure 2C only provide support for a primary cause effect.
Fourth and finally, CSH fails to make any predictions regarding the effect of causal knowledge on feature interactions. Thus, CSH fails to predict the pattern of two-way interactions between directly linked and indirectly correlated feature pairs shown in the righthand side of Figure 2 (Results 2 and 3 above). CSH also fails to predict any effects involving higher order interactions (Result 4). In other words, CSH provides no account of the coherence effect.
Is there any way to rescue CSH from these empirical failures? At least regarding the common effect (mis)predictions, Ahn et al. (2000) have proposed that a causal status effect obtains all else being equal, but that this effect can be overwhelmed by other factors that also influence feature importance, one of which we now describe.
Relational Centrality Hypothesis
The second proposal is referred to as the relational centrality hypothesis, hereafter RCH (Ahn et al., 2000; Rehder & Hastie, 3 Note that the predictions presented in Figure 3 for all three theoretical models are made assuming that other influences on feature weights have been equated. For example, all three theories acknowledge that a feature's weight will also be influenced by factors such as its perceptual salience and its statistical distribution of features among category members and nonmembers (Rosch & Mervis, 1975) . As mentioned, the presence of such effects in natural categories is the reason why we focus on studies testing artificial categories that can control for such factors. For instance, for the empirical data shown in Figure 2 , features were described as being equally prevalent among category members (Rehder, 2003a (Rehder, , 2003b . 2001). Whereas CSH predicts that a feature becomes more important to the extent it has many effects, RCH predicts that its importance depends on the number of causal relationships it enters into, regardless of its role as cause or effect. On this view, the importance of features involved in many relations (as shown, e.g., by analogical reasoning research; Gentner, 1983) carries over to classification.
Unlike CSH, no quantitative version of RCH has been specified, and thus RCH is limited to making only ordinal predictions regarding the relative weight of features. RCH's predictions for the three networks in Figure 1 are presented in the third column of Figure 3 . RCH predicts that F 1 in the common cause network, and F 4 in the common effect network, should be the most heavily weighed features because both are involved in three causal relationships as compared with only one for the other features. In fact, these predictions are borne out in the empirical data (Figures 2A  and 2B ). Unfortunately, for causal chains RCH predicts that intermediate features F 2 and F 3 (which are involved in two causal relations) should be the more heavily weighed than features F 1 and F 4 (which are involved in only one). People in contrast put the most weight on the primary cause F 1 ( Figure 2C ). Nevertheless, the greater weight on F 1 could be accounted for by assuming that feature weights are sensitive to both number of dependents (as specified by CSH) and number of relations (RCH). This hybrid theory (hereafter CSH/RCH) also explains the common effect results that are so troublesome for CSH alone. According to CSH/RCH, cause features are more important all else being equal, but this effect can be overturned when an effect feature is involved in multiple relations, such as the common effect feature in Figure  1B (Ahn et al., 2000; Ahn & Kim, 2001) .
Of course, both RCH and CSH/RCH still predict that intermediate features of a causal chain should be more important than the peripheral feature (because intermediate features have both more dependents and more relations), a result that does not obtain in Figure 2C . But, as mentioned, the empirical status of this result is controversial, and thus CSH/RCH would remain viable if conclusive evidence for this effect was found. A more serious objection is that RCH, like CSH, offers no account of the coherence effect, and if neither CSH nor RCH alone accounts for this effect, then neither does CSH/RCH. The importance of accounting for the coherence effect leads to the third theory under consideration.
Causal Model Theory
The third proposal is referred to as causal model theory, or CMT (Rehder, 2003a (Rehder, , 2003b ; also see Waldmann et al., 1995) . According to CMT, interfeature causal relations are represented as probabilistic causal mechanisms, and classifiers consider whether an object is likely to have been produced or generated by those causal mechanisms. Objects that are likely to have been generated are considered to be good category members, whereas those unlikely to be generated are poor category members. Whether an object is likely to be generated will depend on the values of the causal model's parameters that represent, for example, the strength of the causal mechanisms that link features.
Like CSH, CMT has been formalized as a quantitative theory (see Rehder 2003a Rehder , 2003b . However, for purposes of comparing it with CSH and RCH, a qualitative description of CMT's predictions will suffice here. First and foremost, CMT is unique among the three models in being able to provide an account of the coherence effect. CMT predicts that a population of category members generated by a causal network should exhibit the expected pattern of correlations between causally related features, and thus a likely category member is one that maintains those correlations. The most obvious example of this occurs when two category features are directly linked by a causal relation, in which case the two features will usually be both present or both absent (i.e., the features will be correlated). Above and beyond this, CMT also predicts that category members should exhibit the more subtle patterns of correlations when three or more variables are causally related.
To confirm these predictions, Rehder (2003a Rehder ( , 2003b fit CMT to the classification ratings in the common cause, common effect, and chain conditions shown in Figure 1 . The predicted ratings were subjected to the same multiple regressions that were run on participants' ratings, and the resulting predicted regression weights are presented in Figure 2 superimposed on the empirical weights. The right-hand side of Figure 2 shows that CMT successfully accounts for the pattern of two-way interactions in all three conditions. First, it correctly accounted for the fact that good category members are those that maintain correlations between feature pairs that are directly causally linked (Result 2). But it also correctly reproduced the more subtle interfeature correlations. For example, it correctly predicted that both the effect features in a common cause network and the indirectly connected features of a chain network should be correlated, albeit not as strongly as directly related features (Result 3). In addition, Rehder (2003a) also showed that CMT accounts for the pattern of higher order interactions found for common effect networks (Result 4).
In addition to predicting the coherence effect, CMT of course also makes predictions regarding the importance of individual features, and in fact the left-hand side of Figure 2 indicates that it also provides good fits to the feature weights for these causal networks. However, as is the case for assessing the fits of any quantitative model, it is important to distinguish which aspects of these fits are predicted by CMT on an a priori basis (i.e., in a principled manner) from those that it accounts for simply by adjusting free parameters. To derive CMT's a priori feature weight predictions, first note that as causal relations are added to a category's causal model, the effect features should become more prevalent (because there are more causes to generate them). As the effects become more prevalent, CMT predicts that they will in turn have greater influence on judgments of category membership. In other words, in contrast to CSH (which stresses the importance of a feature's number of dependents) and RCH (which stresses its total number of relations), CMT predicts a multiple cause effect in which a feature becomes more important as its number of causes increases.
CMT's ordinal feature weight predictions for the networks in Figure 1 are presented in the last column of Figure 3 . First, for a common effect network CMT predicts that F 4 will be weighed more heavily than its causes, because it has three causes where the causes themselves have none. In fact, this prediction is borne out in the empirical data ( Figure 2B ). For both the common cause and chain networks, CMT's prediction is that feature F 1 (with zero causes) should be weighed less heavily than the rest of the features (which each has one cause). Unfortunately, these predictions are exactly at odds with the primary cause effect found in both of these conditions (Figures 2A and 2C ). Of course, the fits presented in Figures 2A and 2C indicate that CMT's free parameters were sufficiently flexible to allow it to reproduce the correct pattern of feature weights in both conditions, including the primary cause effect. However, the important issue is why primary causes are weighed more heavily, and on this question CMT is silent. Thus despite its good quantitative fits, CMT is also deficient as a full explanation of the effects of causal knowledge on categorization.
Is there any way to rescue CMT from this objection? Rehder (2003b) proposed that primary causes are weighed more heavily because people often assume that they are themselves generated by a deeper but hidden cause associated with the category, in the same way that an invisible disease (e.g., a virus) can generate symptoms that in turn generate other symptoms. Because primary symptoms are directly generated, they are more diagnostic of the underlying cause (and hence category membership) than more peripheral symptoms. By attributing primary causes' greater importance to an underlying cause, this proposal differs from CSH, which attributes it to their greater number of dependents. It turns out this distinction will be crucial in accounting for the empirical results presented below.
Summary and Overview of Experiments
In summary, none of the current theories provide an entirely satisfactory account of the effects of causal knowledge on categorization. CSH and RCH alone each provides only a partial account of the effect on feature weights, and even together they provide no account at all of the importance of coherence among features. CMT has the advantage that it predicts the coherence effect and provides good quantitative fits to the data. But even it does not provide a complete explanation for why causal knowledge changes features weights the way it does.
The purpose of this article is to arrive at a comprehensive account of the effects of causal knowledge on classification. The fact that each theory accounts for some aspects of the results suggests that causal knowledge may have a multifaceted influence on categorization, with the principles embodied in two or more theories each exerting an influence. But on the basis of the current evidence it is not possible to evaluate such hybrid accounts (like CSH/RCH, or CMT augmented with an assumption of a hidden cause) because the systematic manipulations needed to test the principles embodied in each theory have yet to be carried out. Accordingly, three new experiments are presented that provide such tests, with the goal of identifying the set of principles that together provide a complete account of the effects of causal knowledge on classification. Experiments 1-3 address the four following questions.
The first question concerns how a feature's weight is affected by its direct causal relations. Does it increase with its number of effects (as predicted by CSH), its number of causes (as predicted by CMT), or both (as predicted by RCH)? To answer this question, across the experiments we systematically manipulate a feature's number of causes and effects.
The second question concerns how a feature's weight is influenced by its indirect dependents. To test CSH's prediction that it should increase as its number of indirect dependents increases, Experiments 1 and 3 manipulate a feature's number of indirect dependents while holding other factors constant.
The third question concerns how the features arranged in a causal chain are weighed. As a consequence of CSH's claim regarding the importance of a feature's number of dependents, it predicts that weights will decrease monotonically along a causal chain. But whereas some studies have found support for this prediction (e.g., Ahn et al., 2000) , others have only found evidence for a primary cause effect (Rehder, 2003b) . Experiments 1-3 test three feature causal chains to determine whether that network exhibits a full causal status effect (monotonically decreasing feature weights) or only a primary cause effect.
The final question concerns the generality of the coherence effect. Each experiment will provide a test of CMT's predictions that feature interactions will reflect the pattern of correlations that one expects to be generated by a network of causally related variables. With the results of these experiments in hand, it will be possible to identify the set of principles that, operating in tandem, provide a complete account of the effect of interfeature causal relations on classification.
Experiment 1
In Experiment 1 each participant learned and was tested on two novel categories, one after the other. Each category possessed five binary features and causal relations among those features. For one of the categories, the causal relations took on the topology labeled 2-1-2 in Figure 4A . In this network, features F 1 and F 2 are primary causes, feature F 3 is an intermediate feature, and features F 4 and F 5 are peripheral features. The network in Figure 4A is labeled 2-1-2 because it has two primary causes, one intermediate feature, and two peripheral features.
The other category that participants learned exhibited one of the topologies labeled 1-1-1 in Figure 4B . In the network on the left side of Figure 4B (seen by half of the participants), the primary cause is F 1 and the peripheral feature is F 4 . In the network on the right (seen by the other half), the primary cause is F 2 and the peripheral feature is F 5 . The networks in Figure 4B are labeled 1-1-1 because they have one primary cause, one intermediate feature, and one peripheral feature.
After learning about a category and its causal relations, participants were presented with a series of potential category members and were asked to generate categorization ratings for each. Those ratings were then analyzed with multiple regression to assess the weight of an individual feature and two-way interactions between features. The ordinal predictions that CSH, RCH, and CMT make for feature weights for the 2-1-2 and 1-1-1 networks are presented in Figure 5 . Each panel presents the predicted regression weights for primary causes, feature F 3 , and peripheral features. First consider the predictions of CSH in the second column of Figure 5 . As usual, CSH predicts a monotonic decrease in feature weights for both the 2-1-2 and 1-1-1 networks: Primary causes should be more heavily weighed than F 3 , which in turn should be more heavily weighed than the peripheral features. It predicts this because in each network the primary causes have the most dependents and the peripheral features have the fewest (zero).
Although assessing the relative importance of features within a causal network in this manner can be informative, these predictions must be treated with caution because the features being compared might differ in ways other than their network position. For example, a feature's importance might be affected by its salience or by the order in which it appears on the computer screen. For this reason, the critical tests in Experiment 1 involve comparing the same features across the 2-1-2 and 1-1-1 networks. These networks allow two important comparisons to be made. First, because in the 2-1-2 network the primary causes have two indirect dependents (F 4 and F 5 ) versus just one in the 1-1-1 networks (F 4 or F 5 ), CSH predicts that primary causes should be more heavily weighed in the 2-1-2 network as compared with the 1-1-1 network. Second, CSH predicts that feature F 3 should become relatively more important in the 2-1-2 network, in which it has two effects, as compared with the 1-1-1 network, in which it has just one. These predictions are depicted in the last row of Figure 5 , which shows the difference between feature weights in the two conditions. To give a quantitative example, when c i in Equation 1 is initialized to 1 and each causal link strength is set to 2, the weights of the primary causes, feature F 3 , and peripheral features yielded by Equation 1 are 8, 4, and 1 for the 2-1-2 network and 4, 2, and 1 for the 1-1-1 network. The differences between these feature weights (4, 2, and 0) confirm the relatively greater importance of the primary causes and F 3 in the 2-1-2 network. Note that these comparisons are enabled by use of the two versions of the 1-1-1 network shown in Figure 4B : By averaging over the two versions, any potential effects of the primary cause being F 1 or F 2 and the peripheral feature being F 4 or F 5 were eliminated.
Turning now to RCH, the third column of Figure 5 indicates that it predicts a very different pattern of feature weights. Whereas CSH predicts that primary causes should be most heavily weighed, RCH predicts that it should be feature F 3 instead, because in both networks it is involved in the largest number of causal relationships. Moreover, the last row of Figure 5 indicates that, according to RCH, feature F 3 should be relatively more important in the 2-1-2 condition as compared with the 1-1-1 condition, because in the 2-1-2 network it is involved in four causal relations versus just two in the 1-1-1 network.
Finally, Figure 5 indicates that CMT predicts that feature F 3 (with two causes) should be most heavily weighed in the 2-1-2 condition, followed by the peripheral features (with one cause each) followed by the primary causes (with zero causes). In the 1-1-1 condition, feature F 3 and the peripheral features (each with one Figure 5 . Ordinal feature weight predictions for causal status hypothesis (CSH), relational centrality hypothesis (RCH), and causal model theory (CMT) for the 2-1-2 and 1-1-1 networks tested in Experiment 1. F ϭ feature; PC ϭ primary cause feature; Per ϭ peripheral feature. cause) should be weighed more heavily than the primary cause. The critical prediction is that feature F 3 should be relatively more important in the 2-1-2 condition as compared with the 1-1-1 condition, because in the 2-1-2 network it has two causes versus one in the 1-1-1 network. Figure 5 illustrates how comparisons between the 2-1-2 and 1-1-1 networks provide a strong test of each model's predictions regarding how feature importance changes as a function of the number of causes, effects, and indirect dependents. But recall that CMT also predicts that good category members are those that manifest the pattern of interfeature correlations generated by the category's causal model; that is, it predicts the coherence effect. In the 2-1-2 condition there are four feature pairs that are directly causally related (F 1 F 3 , F 2 F 3 , F 3 F 4 , and F 3 F 5 ), and CMT predicts that category membership ratings will be sensitive to whether correlations between those feature pairs are maintained. For example, because F 1 and F 3 are causally linked, it predicts that category membership ratings will be higher when F 1 and F 3 are both present or both absent, and lower when one is present and the other absent. In addition, in a 2-1-2 network a number of other feature pairs should be correlated (albeit more weakly). For example, features F 1 and F 4 should be correlated, because those features are linked indirectly via feature F 3 . The same is true for feature pairs F 1 F 5 , F 2 F 4 , and F 2 F 5 . Finally, features F 4 and F 5 should also be correlated, because they share a common cause (F 3 ).
The two 1-1-1 networks in Figure 4B each has its own unique pattern of interfeature correlations. For the 1-1-1 network in the left panel, the directly linked feature pairs F 1 F 3 and F 3 F 4 and the indirectly linked pair F 1 F 4 should be correlated. For the 1-1-1 network in the right panel, the directly linked feature pairs F 2 F 3 and F 3 F 5 and the indirectly linked pair F 2 F 5 should be correlated. The directly linked and indirectly correlated feature pairs for the networks tested in Experiment 1 are summarized in Table 2 .
Method
Materials. Six novel categories were tested: two nonliving natural kinds (Myastars, Meteoric Sodium Carbonate), two biological kinds (Kehoe Ants, Lake Victoria Shrimp), and two artifacts (Romanian Rogos, Neptune Personal Computers). Each category had five binary features that were described as distinctive relative to a superordinate category. Each feature was also described as probabilistic; that is, not all category members possessed it (e.g., "Most Myastars have an unusually high density whereas some are of normal density." and "Most Myastars have an unstable gravitational field whereas some have a normal gravitational field.") Each causal relationship was described as one feature causing another (e.g., "High density causes the star to have an unstable gravitational field."), accompanied with one or two sentences describing the mechanism responsible for the causal relationship (e.g., "The star's high density makes its structure unstable, which causes the gravitational fluctuations."). The features of Myastars and the causal relationship between those features are shown in Table 2 . A complete list of the features and causal relationships for all six experimental categories is available on request from the authors.
Participants. Forty-eight New York University undergraduate students received course credit for participating in this experiment.
Design. The single within-subject manipulation was the topology of the category's causal network (2-1-2 or 1-1-1). In addition, there were four between-subjects counterbalancing factors. First, a participant learned either the two biological kinds, the two nonliving natural kinds, or the two artifacts. Second, within those kinds, which category was presented first was balanced (e.g., of the participants who learned the nonliving natural kinds, half learned Myastars first and half learned Meteoric Sodium Carbonate first). Third, half of the participants learned the 2-1-2 category first followed by the 1-1-1 category, whereas this order was reversed for the other half. Fourth, when learning the 1-1-1 network, half of the participants learned the specific topology on the left side of Figure 4B , and the other half learned the topology on the right side.
Procedure. Experimental sessions were conducted by computer. Each participant learned two categories. For each category, participants first studied several screens of information about the category at their own pace and then performed a classification test. The initial screens presented a cover story and the category's features, and the fact that each feature occurred in "most" category members. Participants were then instructed on either four causal relationships that formed a 2-1-2 network or two that formed a 1-1-1 network. Participants also observed a diagram like those in Figure 4 depicting the structure of the causal links. When ready, participants took a multiple-choice test that tested them on the knowledge they had just studied. While taking the test, participants were free to return to the information screens they had studied; however, doing this obligated the participant to retake the test. The only way to pass the test and proceed to subsequent phases was to take it all the way through without errors and without returning to the initial information screens for help.
During the classification test, participants rated the category membership of all possible 32 exemplars that can be formed from five binary features. 
Results
The average category membership ratings given to each of the 32 test exemplars in each condition are presented in Supplementary Appendix A, which is available on the Web at http:// dx.doi.org/10.1037/0278-7393.32.4.659.supp. To determine the effect of causal network on the importance of features, and the interactions between features, we first analyzed those ratings by performing a multiple regression for each participant for each of his or her two networks. Five predictor variables (f 1 , f 2 , f 3 , f 4 , f 5 ) were coded as Ϫ1 if the feature was absent and ϩ1 if it was present. Recall that the regression weight associated with each f i represents the influence that feature i had on category membership ratings. A positive weight indicates that the presence of a feature increased categorization ratings and its absence decreased it. An additional 10 predictor variables were constructed by computing the multiplicative interactions between each possible feature pair: f 12 , f 13 , f 14 , f 15 , f 23 , f 24 , f 25 , f 34 , f 35 , and f 45 . These variables are coded Ϫ1 if one of the features is present and the other absent and ϩ1 if both are present or both absent. Recall that for those feature pairs that are directly linked or indirectly correlated, a positive interaction weight indicates that ratings are sensitive to whether the expected correlation is preserved (cause and effect both present or both absent) or broken (one present and the other absent). The effect of causal network on features and feature interactions are presented separately in the following two sections.
Feature weights. To make the feature regression weights comparable across the 2-1-2 and 1-1-1 networks, we aggregated weights other than those for F 3 according to whether the feature was a primary cause or a peripheral feature. Initial analyses of the feature weights revealed that there were no effects of the four between-subjects counterbalancing variables. That is, feature weights were unaffected by whether the 2-1-2 or the 1-1-1 network was presented first, or by whether the 1-1-1 network was instantiated by the network on the left or right side of Figure 4B . In addition, feature weights did not vary as a function of whether the categories were biological kinds, nonliving natural kinds, or artifacts, or of the order in which the categories were presented. Finally, there were no interactions between network type and category, indicating that feature weights were the same regardless of which specific category manifested which type of network. The presented results are thus collapsed over these factors.
Regression weights averaged over participants for the four feature types are presented for the 2-1-2 and 1-1-1 networks in Figures 6A and 6B , respectively. In the 2-1-2 condition, the weight for feature F 3 was greater than for the other features. For that network, F 3 's weight was 8.1, indicating that, on average, categorization ratings were 16.2 points higher (on a 100-point scale) when F 3 was present versus when it was absent. This weight was greater than those for the primary causes (5.7, representing a swing in ratings of 11.4 points) or the peripheral features (5.3, a swing in ratings of 10.6 points).
In comparison, in the 1-1-1 condition, F 3 was not more heavily weighed than the primary cause or the peripheral feature. Instead, an apparent primary cause effect obtained in which the primary cause (7.8) was more heavily weighed than F 3 (6.6). Feature F 3 in turn had approximately the same weight as the peripheral feature (6.4). The different pattern of weights in the two conditions is depicted in Figure 6C , which shows the difference in weights between the two conditions. The figure indicates that feature F 3 but not the primary causes was weighed relatively more heavily in the 2-1-2 condition as compared with the 1-1-1 condition, a result predicted by RCH and CMT but not CSH (see Figure 5) .
A 2 ϫ 3 repeated measures analysis of variance (ANOVA) was conducted on the feature weights in which the two factors were network (2-1-2 or 1-1-1) and features type (primary cause, F 3 , or peripheral feature). An interaction between network and feature type, F(2, 94) ϭ 8.13, MSE ϭ 10.4, p Ͻ .001, confirmed that the pattern of weights differed for the two networks. To test the specific prediction (made by CSH, RCH, and CMT) that feature F 3 would be relatively more important in the 2-1-2 network, we compared its weight with that of the peripheral features (which have the same number of causes and effects in the two conditions). A 2 ϫ 2 ANOVA in which the factors were network and the contrast between F 3 and the peripheral features revealed a significant interaction, F(1, 47) ϭ 12.61, MSE ϭ 37.2, p Ͻ .001, confirming the relatively greater importance of F 3 in the 2-1-2 condition. A separate analysis of feature F 3 alone revealed that its weight was also greater in absolute terms in the 2-1-2 condition (8.1 vs. 6.6), F(1, 47) ϭ 4.20, MSE ϭ 13.1 p Ͻ .05.
To test the specific prediction (made by CSH) that the primary causes would have a relatively greater weight in the 2-1-2 network (because of their greater number of indirect dependents), we conducted a 2 ϫ 2 ANOVA in which the factors were network and the contrast between the primary causes and the peripheral features. The interaction was not significant in this analysis, F(1, 47) ϭ 1.53, MSE ϭ 8.4, p Ͼ .20, indicating that primary causes were not relatively more important in the 2-1-2 condition. Note that the difference between primary causes and peripheral features in the 2-1-2 condition (5.7 -5.3 ϭ 0.4) was smaller than the corresponding difference in the 1-1-1 condition (7.8 -6.4 ϭ 1.2), an effect in the opposite direction than predicted by CSH.
Finally, a separate analysis of the 1-1-1 condition revealed that despite the elevated weight on the primary cause, the overall effect of feature type did not reach significance, F(2, 94) ϭ 2.21, MSE ϭ 12.8, p ϭ .11, nor did the more focused contrast between the primary cause and feature F 3 , F(1, 47) ϭ 2.60, MSE ϭ 14.0, p ϭ .11. The contrast between F 3 and the peripheral feature did not approach significance (F Ͻ 1).
Feature interactions. To make the two-way interactions among features comparable across causal networks, we aggregated those interactions according to whether they were between features that were directly linked or indirectly correlated (see Table 2 ). As was the case for feature weights, there were no effects of the four between-subjects counterbalancing factors on the feature interactions, and the results are thus presented collapsed over these factors.
The two types of interaction weights averaged over participants are presented in Figures 6D and 6E . As predicted by CMT but not CSH or RCH, in both the 2-1-2 and 1-1-1 conditions the interactions between directly linked or indirectly correlated features were positive. This result indicates that category membership ratings were higher when two features that should be correlated were either both present or both absent, and lower when one was present and the other absent. For example, in the 1-1-1 condition the average regression weight on directly linked features was 3.07, indicating that, all else being equal, categorization ratings were 6.1 points higher when members of a directly linked feature pair were both present or both absent, as compared with when one was present and the other absent. Also as predicted, the interactions between indirectly correlated features were smaller in magnitude than those between directly linked features. These results support the view that exemplars are good category members to the extent they manifest the pattern of interfeature correlations one expects to be generated by a category's causal model. These results were also supported by statistical analysis. First, in both conditions, each type of interaction was significantly greater than 0 ( ps Ͻ .0001), confirming that ratings were sensitive to whether exemplars manifested the expected pattern of interfeature correlations. Next, a 2 ϫ 2 repeated measures ANOVA was conducted on the feature weights in which the two factors were network (2-1-2 or 1-1-1) and interaction type (directly linked or indirectly correlated). There was a main effect of interaction type, F(1, 47) ϭ 16.37, MSE ϭ 3.54, p Ͻ .001, confirming that directly linked interactions were greater than indirectly correlated ones. The interaction between network and interaction type did not reach significance (F Ͻ 1) .
Selected exemplars. The preceding two sections document how the importance of individual features and combinations of features to classification judgments is affected by causal knowledge. Figure 7 presents how these changes are manifested in the ratings of individual exemplars. Figure 7A presents the average ratings in the 2-1-2 condition for exemplars that possess all five typical features except that they are missing either one of primary causes, feature F 3 , or one of the peripheral features; Figure 7B presents the same for the 1-1-1 condition. Figure 7A indicates that an exemplar missing just F 3 is a worse category member than one missing just a primary cause or just a peripheral feature. According to the regression analyses just presented, there are two reasons for this. First, feature F 3 is weighed more heavily than the other features ( Figure 6A ). Second, an exemplar missing only feature F 3 breaks all four of the direct correlations expected to be produced by a 2-1-2 network: between F 1 and F 3 , F 2 and F 3 , F 3 and F 4 , and F 3 and F 5 ( Figure 6D ). In contrast, Figure 7B indicates that an exemplar missing just F 3 is not a worse category member than the other exemplars, reflecting the different regression weights found in the 1-1-1 condition.
Discussion
The results from Experiment 1 have several implications for the three models under consideration. First, the predictions of CSH were generally not supported by this experiment. CSH predicts that in the 2-1-2 condition primary causes should be more influential than feature F 3 , which in turn should be more influential than the peripheral feature. Instead, it was feature F 3 that was the most heavily weighed feature. CSH predicts the same monotonic decrease in feature weights for the 1-1-1 network, but although the data revealed a (marginally significant) primary cause effect, there was no difference between the intermediate and peripheral features. Most important, CSH failed to predict the changes in the relative weights brought about by manipulating features' number of causes and effects. CSH incorrectly predicted that the primary causes should be relatively more important in the 2-1-2 network (in which they have two indirect dependents) as compared with the 1-1-1 network (in which they have just one), a result that was not observed.
Second, RCH generally fared better than CSH because it correctly predicted that the intermediate feature but not the primary causes would increase in relative importance in the 2-1-2 network as compared with the 1-1-1 network. However, it incorrectly predicted that feature F 3 would be most heavily weighed in the 1-1-1 condition. This result replicates previous findings in which intermediate features in a causal chain are not the most heavily weighed features (e.g., Figure 2C ).
Third, recall that a model that combines the principles of CSH and RCH (i.e., CSH/RCH) has also been proposed. However, although CSH/RCH explains why feature F 3 is the most heavily weighed in the 2-1-2 condition, it still incorrectly predicts that primary causes should have relatively greater importance in the 2-1-2 network versus the 1-1-1 network. Moreover, because CSH and RCH each predicts that feature F 3 should be more important than the peripheral feature in the 1-1-1 condition, CSH/RCH predicts an especially large advantage for F 3 . As we have seen, however, feature F 3 and the peripheral feature were weighed equally in that condition.
Like RCH, CMT also correctly predicted the greater weight on F 3 in the 2-1-2 condition. In addition, CMT was the only theory that accounted for the coherence effect, that is, the fact that good category members are those that manifest the interfeature correla- tions that should be generated by a causal network. On the negative side, CMT predicted that the primary causes should be weighed least heavily in both networks, a result which did not obtain. Recall, however, that such within-network comparisons may not be valid because the features involved also differ in other ways (e.g., the order in which they are presented on the computer screen). We return to this issue later.
Experiment 2
One result from Experiment 1 is that feature F 3 's influence was greater when it had two causes and two effects as compared with one cause and one effect. However, it is uncertain whether this result arose because of the greater number of causes or the greater number of effects (or both). The primary purpose of Experiment 2 was to test how a feature's importance changes solely as a function of its number of causes. Participants learned two categories that manifested the two network topologies shown in Figure 8 labeled 3-1-1 and 1-1-1. The 3-1-1 and 1-1-1 topologies allow an assessment of how the influence of feature F 4 changes solely as a function of its number of causes, because whereas in the 3-1-1 network F 4 has three causes and one effect, it has two fewer causes in the 1-1-1 networks.
The predictions that CSH, RCH, and CMT make for the 3-1-1 network are shown in Figure 9 . For both networks CSH predicts a monotonic decrease in feature weights (primary causes Ͼ F 4 Ͼ peripheral features). Moreover, the last row of Figure 9 indicates that it predicts the relative weight of features should not differ in the two networks. It makes this prediction because in both networks the primary causes have two dependents (one direct, one indirect), feature F 4 has one direct dependent, and the peripheral features have zero. 4 Second, RCH's predictions are the same as in Experiment 1. Not only should the intermediate feature be the most heavily weighed in both conditions (because in both it is involved in the greatest number of relations), but F 4 should be relatively more important in the 3-1-1 condition (in which it is involved in four causal relations) as compared with the 1-1-1 condition (in which it is involved in two).
CMT's qualitative predictions are also the same as in Experiment 1. It predicts that feature F 4 (with three causes) should be the most heavily weighed in the 3-1-1 condition, followed by the peripheral features (with one), and then the primary causes (with zero). In the 1-1-1 condition, F 4 and the peripheral features (one cause each) should be equal and the primary causes least important. Most important, CMT predicts that feature F 4 should be relatively more important in the 3-1-1 condition as compared with the 1-1-1 condition, because in the former network it has three causes as compared with one in the latter.
Of course, CMT also predicts that category membership ratings should reflect the pattern of interfeature correlations generated by the networks shown in Figure 8 . In the 3-1-1 condition there are four feature pairs that are directly causally related (F 1 F 4 , F 2 F 4 , F 3 F 4 , and F 4 F 5 ), and category membership ratings should thus be sensitive to whether correlations between those feature pairs are maintained. In addition, in the 3-1-1 network, feature pairs F 1 F 5 , F 2 F 5 , and F 3 F 5 should be indirectly correlated (because they are connected in a causal chain via F 4 ). For each 1-1-1 network, there are two pairs that are directly linked and one that is indirectly correlated. The directly linked and indirectly uncorrelated feature pairs for each causal network tested in Experiment 2 are summarized in Table 2 .
Method
Materials. The materials used in Experiment 2 were identical to those used in Experiment 1, except for the different causal relations required to construct the causal networks in Figure 8 .
Participants. Seventy-two New York University undergraduate students received course credit for participating in this experiment.
Design. The single within-subject manipulation was the topology of the category's causal network (3-1-1 or 1-1-1). In addition, the same four between-subjects counterbalancing factors used in Experiment 1 were used in this experiment.
Procedure. The procedure was identical to that of Experiment 1.
Results
The average category membership ratings in each condition are presented in Supplementary Appendix A, which is available on the Web at http://dx.doi.org/10.1037/0278-7393.32.4.659.supp. As in Experiment 1, multiple regressions were performed on those ratings for each participant for each of his or her 3-1-1 and 1-1-1 networks. There were no effects of the four between-subjects counterbalancing factors of theoretical interest, and thus the results for feature weights and interactions are presented collapsed over these factors.
Feature weights. Regression weights averaged over participants for each feature type are presented for the 3-1-1 and 1-1-1 networks in Figures 10A and 10B , respectively. The primary causes in the 3-1-1 condition are F 1 , F 2 , and F 3 ; in the 1-1-1 condition it is F 1 , F 2 , or F 3 . As predicted by CMT and RCH but not CSH, the weight for feature F 4 in the 3-1-1 condition (8.1) was greater than for the primary causes (5.6) and the peripheral feature (7.1). In comparison, in the 1-1-1 condition, F 4 was not the most heavily weighed feature. Instead, the weights in that condition were virtually identical (6.3, 6.5, and 6.8 for the primary cause, F 4 , and peripheral feature, respectively). The different pattern of weights in the two conditions is depicted in Figure 10C , which shows the difference in weights between the two conditions. The figure indicates that F 4 was weighed relatively more heavily in the 2-1-2 condition as compared with the 1-1-1 condition, a result predicted by RCH and CMT but not CSH (see Figure 9) . A 2 ϫ 3 repeated measures ANOVA was conducted on the feature weights in which the two factors were network (3-1-1 or 1-1-1) and features type (primary cause, F 4 , or peripheral feature). There was an interaction between network and feature type, F(2, 142) ϭ 6.14, MSE ϭ 8.9 p Ͻ .005, indicating that the pattern of weights differed for the two networks. To test the specific hypothesis that feature F 4 had a relatively greater weight in the 3-1-1 network, we conducted a 2 ϫ 2 ANOVA in which the factors were network and the contrast between F 4 and the two other feature types (which were both equated on their number of causes and effects in the two conditions). A significant interaction in this analysis confirmed the relatively greater importance of F 4 in the 3-1-1 condition, F(1, 71) ϭ 8.64, MSE ϭ 31.3, p Ͻ .005. A separate analysis of feature F 4 alone also confirmed that its weight was greater in the 3-1-1 condition as compared with the 1-1-1 condition in absolute terms, F(1, 71) ϭ 6.89, MSE ϭ 15.2, p Ͻ .05. A separate analysis of the 1-1-1 condition revealed no main effect of feature (F Ͻ 1).
Feature interactions. The two-way interactions among features were aggregated according to whether the features were directly linked or indirectly correlated (see Table 2 ). The two types of interaction weights averaged over participants are presented for the 3-1-1 and 1-1-1 networks in Figures 10D and 10E , respectively. As predicted by CMT but not CSH or RCH, in both conditions the interactions between both directly linked and indirectly correlated features were positive, confirming once again that categorization ratings were higher when two features that should be correlated were either both present or both absent, and lower when one was present and the other absent. Also as predicted, the interactions between indirectly correlated feature pairs were less than the directly linked pairs.
In both conditions, each interaction type was significantly greater than 0 ( ps Ͻ .0001). In addition, a 2 ϫ 2 repeated measures ANOVA with network (3-1-1 or 1-1-1) and interaction type (directly linked or indirectly correlated) as factors revealed an effect of interaction type, F(1, 71) ϭ 26.67, MSE ϭ 4.5, p Ͻ .0001, confirming that directly linked interactions were greater than indirectly correlated interactions. There was also an interaction between network and interaction type, F(1, 71) ϭ 10.58, MSE ϭ 2.2, p Ͻ .01, indicating that this difference was larger in the 1-1-1 condition as compared with the 3-1-1 condition.
Discussion
Once again, the predictions of CSH were not supported by this experiment. For both a 3-1-1 and 1-1-1 network, CSH predicts a monotonic decrease in feature weights. Instead, in the 3-1-1 condition, it was feature F 4 that was the most heavily weighed, and features were weighed equally in the 1-1-1 condition. More im- portant, CSH also failed to predict the changes in the relative weights brought about by the manipulating the intermediate feature's number of causes. Whereas CSH predicted no difference in the pattern of feature weights between the two networks, in fact feature F 4 was weighed relatively more heavily in the 3-1-1 condition.
RCH fared better than CSH in that it correctly predicted the relatively greater weight on feature F 4 in the 3-1-1 condition. However, just as in Experiment 1, it incorrectly predicted a greater weight for the intermediate feature in the 1-1-1 condition. CSH and RCH together were also unable to explain the present results. Although CSH/RCH accounted for why feature F 4 was the most heavily weighed in the 3-1-1 condition, it still incorrectly predicted that the primary causes should be more important than peripheral features in the 3-1-1 condition (because they have more dependents) and that feature F 4 should be more important than peripheral features in the 1-1-1 condition (because it has both more dependents and more relations).
Of the three theories, only CMT correctly predicted the relative ranking of feature weights in the 3-1-1 condition: F 4 followed by the peripheral features followed by the primary causes. As in Experiment 1, it once again incorrectly predicted that the primary cause would be least important (again, with the caveat that these within-network comparisons involve features that vary in other ways). Nevertheless, the critical successes for CMT in this experiment are that (a) it correctly predicted that feature F 4 would be relatively more important in the 3-1-1 condition as compared with the 1-1-1 condition, and (b) it was also the only theory that accounted for the fact that good category members are those that manifest the interfeature correlations generated by a causal network, that is, the coherence effect.
Experiment 3
Whereas Experiment 2 tested how a feature's importance changes as a function of its number of causes, Experiment 3 tests how it changes as a function of its number of effects. Participants learned two categories that manifested the two network topologies shown in Figure 11 . The 1-1-3 and 1-1-1 networks allow an assessment of how the influence of feature F 2 changes with its number of effects, because whereas in the 1-1-3 network F 2 has one cause and three effects, it has two fewer effects in the 1-1-1 networks.
A second purpose of the 1-1-3 and 1-1-1 networks is that they allow another assessment of how feature importance changes as a function of indirect dependents. Whereas Experiment 1 showed that primary causes were not more heavily weighed when they had two indirect dependents versus one, in this experiment the primary cause F 1 has three indirect dependents in the 1-1-3 network versus only one in the 1-1-1 networks. By carrying out a stronger manipulation, Experiment 3 thus provides a more stringent test of CSH's claim that feature weights increase with the number of indirect dependents.
The predictions that CSH, RCH, and CMT make for the 1-1-3 network are presented in Figure 12 . As usual, CSH predicts a monotonic decrease in feature weights for both networks. It also predicts that features F 1 and F 2 should both be more heavily weighed in the 1-1-3 network (because F 1 has three indirect dependents in the 1-1-3 network vs. one in the 1-1-1 network and because F 2 has three direct dependents in the 1-1-3 network vs. one in the 1-1-1 network).
5 As usual, RCH predicts that the intermediate feature (F 2 ) should be most heavily weighed in both networks, because in both it is involved in the largest number of causal relationships. In addition, feature F 2 should be more heavily weighed in the 1-1-3 condition (in which it is involved in four relationships) as compared with the 1-1-1 condition (in which it is involved in two). Finally, CMT predicts no differences in relative feature weights between the two networks, because feature F 1 , feature F 2 , and the peripheral features each has the same number of causes across the two conditions (zero, one, and one, respectively).
Note the design of Experiment 3 also allows an alternative interpretation of the first two experiments to be addressed. In each of those experiments, the intermediate feature involved in four causal relations (F 3 in Experiment 1, F 4 in Experiment 2) was weighed more heavily than the other features. However, one simple explanation for this effect is that, because it participated in the most causal relations, the intermediate feature was mentioned in the initial description of the category more often than the other features. That is, rather than having anything to do with causal structure per se, the intermediate feature's greater influence may have arisen from it being relatively salient from being presented repeatedly. Experiment 3 addresses this possibility, because now it will be feature F 2 that will be presented most frequently in the 1-1-3 condition (by virtue of its involvement in four causal relations) and thus should be (on this account) most salient and weighed most heavily.
On the basis of the results from Experiments 1 and 2, it is also expected that category membership ratings will reflect the pattern of interfeature correlations generated by the networks shown in Figure 11 . In the 1-1-3 condition there are four feature pairs that are directly causally related (F 1 F 2 , F 2 F 3 , F 2 F 4 , and F 2 F 5 ). In addition, network feature pairs F 1 F 3 , F 1 F 4 , and F 1 F 5 should be indirectly correlated (because they are connected in a causal chain via F 2 ), as should F 3 F 4 , F 3 F 5 , and F 4 F 5 (because they have a common cause in F 2 ). For each of 1-1-1 networks, there are two pairs that are directly linked and one that is indirectly correlated. The directly linked and indirectly uncorrelated feature pairs for each causal network tested in Experiment 3 are presented in Table 2 .
Method
Materials. The materials used in Experiment 3 were identical to those used in Experiments 1 and 2, except for the causal relations required by the networks in Figure 11 . 5 Making the same assumptions as in Footnote 4, the weights of the primary causes, feature F 2 , and peripheral features are 12, 6, and 1 for the 1-1-3 network and 4, 2, and 1 for the 1-1-1 network. Figure 11 . Causal networks tested in Experiment 3. F ϭ feature.
Design. The single within-subject manipulation was the topology of the category's causal network (1-1-3 or 1-1-1 ). In addition, the same four between-subjects counterbalancing factors from the first two experiments were used here.
Procedure. The procedure was identical to that of the first two experiments.
Results
The category membership ratings (presented in Supplementary Appendix A, which is available on the Web at http://dx.doi.org/ 10.1037/0278-7393.32.4.659.supp) were once again analyzed by performing a multiple regression for each participant for each of his or her two networks. Once again, there was no effect of the four between-subjects counterbalancing factors of theoretical significance, and the results for feature weights and interactions are presented collapsed over these factors.
Feature weights. In Experiment 3 the peripheral features are F 3 , F 4 , and F 5 in the 1-1-3 condition; in the 1-1-1 condition it is F 3 , F 4 , or F 5 . Feature F 1 is the primary cause in all four of the networks in Figure 11 . Regression weights averaged over participants for each feature type are presented for the 1-1-3 and 1-1-1 networks in Figures 13A and 13B , respectively. As predicted by CMT but not the other two models, the pattern of features did not differ across the two causal networks ( Figure 13C) . A 2 ϫ 3 ANOVA revealed no interaction between feature and network, confirming that the pattern of features weights was unaffected by the topology of the causal network. There was, however, a main effect of feature, F(2, 142) ϭ 12.57, MSE ϭ 36.0, p Ͻ .0001, indicating that the three features were different from one another. The primary cause feature F 1 was weighed most heavily (7.9 and 8.8 in the 1-1-3 and 1-1-1 conditions, respectively), followed by F 2 (5.1 and 6.1), and then the peripheral features (4.5 and 5.5). Single degree-of-freedom contrasts indicated that whereas features F 1 and F 2 were significantly different, F(1, 71) ϭ 15.89, MSE ϭ 202.2, p Ͻ .001, F 2 and the peripheral features were not, F(1, 71) ϭ 1.15, MSE ϭ 202.2, p Ͼ .20. That is, although the feature weights in this experiment exhibited a significant primary cause effect (the first experiment in which they have done so), they did not exhibit a full causal status effect (i.e., a monotonic decrease in feature weights).
Feature interactions. The two-way interactions were aggregated according to whether the features were directly linked or indirectly correlated according to the pattern of expected correlations in Table 2 . The two types of interaction weights are presented in Figures 13D and 13E . As expected, in both conditions the interactions between both directly linked and indirectly correlated features were positive, confirming once again that categorization ratings were sensitive to whether expected interfeature correlations were preserved. The interactions between indirectly correlated feature pairs were again less than the directly linked pairs. In both conditions, each type of interaction was significantly greater than 0 ( ps Ͻ .0001). In addition, a 2 ϫ 2 repeated measures ANOVA with network and interaction type as factors revealed an effect of interaction type, F(1, 71) ϭ 24.33, MSE ϭ 3.71, p Ͻ .0001, confirming that directly linked interactions were greater than indirectly correlated interactions. The interaction between network and interaction type was not significant (F Ͻ 1). Figure 12 . Ordinal feature weight predictions for causal status hypothesis (CSH), relational centrality hypothesis (RCH), and causal model theory (CMT) for the 1-1-3 and 1-1-1 networks tested in Experiment 3. F ϭ feature; PC ϭ primary cause feature; Per ϭ peripheral feature.
Discussion
Once again, the predictions of CSH were not supported by this experiment. CSH predicted that features F 1 and F 2 should both be weighed relatively more heavily in the 1-1-3 network than in the 1-1-1 network (because in the former network they have a greater number of dependents), a result that did not obtain. On the positive side, CSH predicted the primary cause effect in which the primary cause F 1 was weighed more heavily than the other features in both networks. However, in both networks CSH incorrectly predicted that intermediate feature F 2 should be weighed more heavily than the peripheral features.
RCH also incorrectly predicted that feature F 2 would be relatively more important in the 1-1-3 network (in which it is involved in four relations) as compared with the 1-1-1 network (in which it is involved in two). Note that this result contrasts with those from Experiments 1 and 2, which found that an intermediate feature was weighed more heavily when it was involved in four versus two relations. The difference is that whereas those experiments manipulated the intermediate feature's number of causes, Experiment 3 only manipulated its number of effects. Apparently, a feature's importance increases with its total number of causes rather than its total number of relations or total number of effects, that is, a multiple cause effect obtains.
Of the three theories, only CMT correctly predicted the absence of any difference in the pattern of features weights between the 1-1-3 and 1-1-1 conditions. It was also the only theory to correctly predict the pattern of two-way interactions among features, that is, the coherence effect.
Nevertheless, it is notable that CMT's a priori predictions for both the 1-1-3 and 1-1-1 networks were that primary causes should be least important (because they have zero causes), whereas in fact they were the most important feature in each network. This failure to find that primary causes are least heavily weighed also obtained in Experiments 1 and 2. Until now, we have been deemphasizing results that involve within-network comparisons like these because the features differ from one another in other ways, such as in the order in which they are presented on the computer screen. Indeed, the influence of feature order is suggested by comparisons across the three experiments. For example, why should a primary cause effect appear in Experiment 3's 1-1-1 condition whereas in the (supposedly equivalent) 1-1-1 conditions of the first two experiments it was either marginally significant (Experiment 1) or absent altogether (Experiment 2)? Our interpretation is that in this experiment's 1-1-1 condition the primary cause was the most heavily weighed partly because it was always instantiated by F 1 , a feature that may have been especially salient because it always appeared first on the computer screen. In comparison, the primary cause was instantiated by feature F 1 in only half of the 1-1-1 conditions of Experiment 1 and only a third of those conditions in Experiment 2. Is it possible therefore to provide definitive evidence for a primary cause effect from the present results? The best answer we can provide is to collapse the results over the three experiments to reduce the effects of feature order. The average 1-1-1 feature weights from the 192 participants tested in Experiments 1-3 are presented in Figure 14 , and in fact this figure shows an overall elevated weight on the primary cause (7.6) as compared with the intermediate feature (6.4) and the peripheral feature (6.3). A oneway ANOVA revealed an overall effect of feature type, F(2, 382) ϭ 6.27, MSE ϭ 17.9, p Ͻ .01; the primary cause was significantly different from the two other features, F(1, 191) ϭ 8.04, MSE ϭ 45.9, p Ͻ .01, whereas the intermediate feature and the peripheral feature did not differ (F Ͻ 1). Of course, the elevated weight on the primary cause in Figure 14 might still be due to order effects (because over the three experiments the primary cause was instantiated more often by F 1 than any other feature). Nevertheless, these results essentially replicate those from Rehder (2003a) for a four-element causal chain presented earlier in Figure 2C , which found an elevated weight on the primary cause relative to a control condition that was identical except for the presence of the causal relations (and which thus controls for order effects). On balance then, evidence from past and current studies appear to support the claim that features indeed have increased influence on classification when they are the primary cause in a category's causal network.
Theoretical Modeling
The foregoing results demonstrate that CMT, when augmented with an assumption regarding the importance of primary causes, provides a complete account of all the results from Experiments 1-3. It can be demonstrated that it provides a good quantitative account as well. Supplementary Appendix B, which is available on the Web at http://dx.doi.org/10.1037/0278-7393.32.4.659.supp, reports the results of fitting CMT to each of the four causal networks tested in this research: 2-1-2, 3-1-1, 1-1-3, and 1-1-1. The appendix confirms that CMT reproduces all the major qualitative trends in the empirical data. First, it accounts for the larger weight for feature F 3 in Experiment 1's 2-1-2 condition ( Figure 6A ). It also accounts for the larger weight for feature F 4 in Experiment 2's 3-1-1 condition ( Figure 10A ). CMT also reproduces the pattern of weights in the Experiment 3's 1-1-3 condition ( Figure 13A ) and those in the 1-1-1 condition from all three experiments (see Figure  14) . Finally, CMT reproduces the pattern of correlations between causally linked features (the coherence effect), correctly predicting that ratings should be strongly sensitive to correlations between directly linked features and less sensitive to correlations between indirectly connected features.
When combined with model-fitting results from prior studies presented in Figure 2 , these new fits mean that CMT has been successfully fit to all seven of the network topologies that have undergone systematic test. It is important to emphasize once again, however, that the pattern of results in these experiments were not perfectly in accord with CMT's a priori predictions. CMT only achieves its good fits because its free parameters are sufficiently flexible to allow the primary cause feature of each network to be weighed more heavily than was predicted. We present a number of possible reasons for the presence of the primary cause effect in the General Discussion.
We also fit CSH to the data from Experiments 1-3. Details of the model-fitting procedure and results are provided in Supplementary Appendix C, which is available on the Web at http:// dx.doi.org/10.1037/0278-7393.32.4.659.supp. As expected, CSH is unable to account for many qualitative aspects of the data, including the greater weight on features F 3 and F 4 in the 2-1-2 and 3-1-1 networks, respectively, or the interactions between features. As mentioned, no quantitative version of RCH has been specified, and so neither it nor CSH/RCH was fit to these data.
General Discussion
This study has established three findings regarding how interfeature causal relations affect classification. The first finding was a multiple cause effect: Features increase in importance to the extent they have multiple causes rather than multiple effects or multiple relations. The second was a coherence effect: Good category members are those whose combinations of features are likely to have been generated by a category's causal laws. The third was a primary cause effect: The initial features of a causal network will receive additional weight. We now describe each of these results in greater detail as we discuss the implications they have for each of the three theories.
Causal Status Hypothesis
The predictions of the CSH were generally not supported by the present experiments. One purpose of this study was to test CSH's prediction that a feature's importance increases as a function of its number of (direct or indirect) dependents. Its prediction regarding indirect dependents was tested in Experiments 1 and 3, which manipulated the primary causes' number of indirect dependents. In neither experiment was the relative importance of primary causes greater in those conditions with a larger number of indirect dependents. CSH's prediction regarding direct dependents was tested in Experiments 1-3. In Experiment 1 an intermediate feature was given one additional cause and one additional effect, in Experiment 2 it was given two additional causes, and in Experiment 3 it was given two additional effects. Whereas CSH predicted that the feature's importance should have increased in Experiments 1 and 3 (when it had additional effects), it only increased in Experiments 1 and 2 (when it had additional causes). That is, feature importance varied with the number of causes, not the number of effects.
CSH also predicted that the intermediate feature of a 1-1-1 network (which always had one dependent) should be weighed more heavily than the peripheral feature (which always had zero). In fact, however, in all three experiments intermediate features were never weighed more heavily than peripheral features. On the one hand, this result corroborates the findings presented earlier for a four-element causal chain ( Figure 2C ). On the other hand, there have been reports of monotonically decreasing feature weights elsewhere in the literature (Ahn, 1998; Ahn et al., 2000; Sloman et al., 1998) , and thus it is important to consider reasons for the different conclusions between studies. Three possibilities are now discussed.
Method of assessing feature weights. One difference between studies is the method used to assess feature weights. For example, in Ahn et al. (2000, Experiments 1 and 2) , participants were instructed on categories with three features arranged in a causal chain (i.e., a 1-1-1 network), and then rated the category membership of an exemplar missing just the primary cause, one missing just the intermediate feature, and one missing just the peripheral feature. Exemplars missing the initial cause were rated lower than ones missing the intermediate feature, which in turn were lower than ones missing the peripheral feature, a result that was interpreted as providing evidence of monotonically decreasing feature weights. However, a drawback with this method for assessing feature weights is that it fails to control for interactions among features. For example, an exemplar missing the intermediate feature violates two expected correlations (with the primary cause and the peripheral feature), whereas an exemplar missing the peripheral feature violates only one. Indeed, in the present study as well, exemplars in the 1-1-1 condition missing only the intermediate feature had an average rating (56.3) that was significantly lower than those missing only the peripheral feature (61.7). But rather than concluding that intermediate features are more important than peripheral features, the regression analyses conducted here properly factor the influence of causal knowledge into the two independent effects of feature weight and feature interactions. Those analyses revealed that the difference between exemplars missing intermediate features and peripheral features occurs because of the number of violated correlations, not because of a difference in their weight.
Feature frequency in natural categories. Evidence for monotonically decreasing weights has also been advanced by studies testing natural categories. However, as mentioned, a problem with natural categories is that a feature's role in a causal network is likely to be confounded with other variables. For example, features of natural categories have different diagnosticities or cue validities (the probability of the category given the feature) and different within-category frequencies or category validities (the probability of the feature given the category), and it is well known that these factors influence an exemplar's degree of category membership (Hampton, 1998; Rosch & Mervis, 1975) . Features of natural categories that are causally peripheral may be considered less important because they are less diagnostic or less frequent among category members than more central features. 7 7 Indeed, when judgments of category membership are made with respect to a single category (as in Ahn, 1998; Ahn et al., 2000; Rehder, 2003b; Sloman et al., 1998 ; and the present study), a feature's influence on such judgments appears to be indistinguishable from its perceived category validity. For example, Sloman et al. (1998) proposed that category features vary along four dimensions, including perceptual salience, diagnosticity, and category validity. The fourth factor, conceptual centrality or mutability (assessed with questions like "How good an example of an apple would you consider an apple that does not ever grow on trees?") corresponds to this study's notion of "feature weights" (assessed via multiple regression run on category membership ratings). However, whereas factor analysis showed that measures of perceptual salience load on one factor and measures of diagnosticity load on a second, measures of category validity (e.g., "What percentage of apples grow on trees?") and mutability loaded together on a third. But the fact that category validity and mutability load on the same factor suggests that these judgments are based on a common knowledge structure, and thus that judgments of mutability will be influenced by the frequency with which people observe features in category members. Consistent with this claim, Study 5 of Sloman et al. (1998) attempted to dissociate mutability and category validity but found that the two judgments tracked one another. A study that has sometimes been claimed to show a dissociation between mutability and category validity is Use of domain knowledge. Finally, another reason why some studies may have observed monotonically decreasing feature weights is that some materials may have induced participants to make use of prior domain knowledge. For example, one of the novel categories tested in Ahn et al. (2000) was a novel disease D with symptoms X, Y, and Z, in which X was described as the cause of Y, and Y was described as the cause of Z. (Fictitious medical terms were used rather than D, X, Y, and Z.) Although Ahn et al. assumed that the causal knowledge consisted of X3 Y3 Z, people understand that a disease causes its symptoms, so participants were likely to have assumed that D3 X3 Y3 Z. Participants may then have reasoned backward from the symptoms to the disease, and thus the causally more proximal intermediate symptom Y may have been taken to be more diagnostic than the more peripheral symptom Z. (This proposal is discussed at greater length below.)
In summary, we found no support for CSH's principle that feature importance increases with the total number of (direct or indirect) dependents. It was also shown that feature weights do not invariably decrease monotonically along a causal chain. Finally, CSH also provides no account of the coherence effect. Nevertheless, it is important to note that one of CSH's predictions-the primary cause effect-did receive empirical support. We discuss the primary cause effect at length below, after first reviewing the evidence for and against RCH and CMT.
Relational Centrality Hypothesis
The RCH also generally fared poorly in the present set of experiments. The central principle of RCH is that feature importance should increase with the number of relations, but we failed to find any support for this claim. Experiments 1-3 manipulated an intermediate feature's number of causes and effects, and although RCH predicted that the feature's importance should have increased in all three experiments (because in all three it was involved in two additional relations), it increased only when it had additional causes (in Experiments 1 and 2) but not when it only had additional effects (Experiment 3).
Not only was RCH alone inadequate, but CSH/RCH also encountered numerous problems, because it inherited the individual failures of CSH and RCH. First, like CSH, CSH/RCH predicted that primary causes should increase in importance when they have a larger number of indirect dependents, but this effect was not observed in either Experiment 1 or 3. Second, CSH/RCH predicted an especially large advantage for the intermediate feature of Experiment 3's 1-1-3 network because it had both more dependents and more relations, but this result did not obtain either. Finally, for the same reasons it predicted an advantage for the intermediate feature of the 1-1-1 networks, but the results consistently showed no advantage for the intermediate feature in that network.
In summary, no support was found for RCH's principle that feature importance increases with the total number of relations. Of course, besides being unable to explain the multiple cause effect, RCH also provides no explanation of the primary cause effect, and CSH/RCH provides no explanation of the coherence effect. As accounts of the effect of causal knowledge on categorization, neither RCH nor CSH/RCH has much to be said for them.
Causal Model Theory
With one notable exception, the predictions of CMT were confirmed by the present experiments. First, an important success for CMT was that it uniquely provided an account of the coherence effect, the fact that combinations of features make for better or worse category members. CMT makes the specific prediction that good category members are those that exhibit consistency between both features that are directly causally related and those that should be indirectly correlated in the category's causal network. In fact, all three experiments showed that CMT correctly predicted the complex pattern of interactions between features: positive twoway interactions between directly linked features and smaller interactions between indirectly correlated features. Overall, these experiments provided strong support for CMT's claim that good category members are those whose features are likely to be generated by the category's causal laws.
To put the importance of the coherence effect in perspective, it is illuminating to consider what proportion of the variance in categorization ratings induced by causal knowledge could be attributed to the coherence effect. This study has demonstrated how regression analyses can be used to separately assess changes in feature weights from those in two-way feature interactions, and thus the proportion of variance explained by these two orthogonal sets of predictors can be calculated. In fact, 30% of the variance was attributable to changes in feature weights and the remaining 70% to changes in the interaction terms. 8 In other words, the most important effect brought about by causal knowledge is to make various combinations of features appear more or less coherent with respect to a set of causal laws. Relative to this, changes to the importance of individual features are secondary. 8 In this calculation, the total variance induced by causal knowledge was taken to be the additional variance explained by a model with separate predictors for each feature and each two-way interaction relative to a model with only one predictor representing the total number of features in an exemplar. The single predictor model was used as a baseline because each feature was described as occurring in "most" category members and thus in the absence of causal knowledge classification ratings would have been a simple function of the number of characteristic features displayed by an exemplar. Ahn et al. (2000, Experiment 2) . In that experiment participants first observed exemplars with three features that appeared with equal frequency and then rated the frequency of each feature. They then learned causal relations linking the features into a causal chain and rated the goodness of three exemplars each missing one of the features. While feature's frequency ratings did not differ from one another, exemplars missing the primary cause were rated lower than ones missing the intermediate feature, which in turn were rated lower than ones missing the peripheral feature, a result the authors interpreted as demonstrating a dissociation between category validity and mutability. This conclusion is unwarranted, however, because the frequency ratings were gathered before the presentation of the causal relations. Because a feature's subjective frequency is likely to be determined jointly by what one observes and what one infers given its causal relations, this dissociation may not have been observed if the feature frequency test had been administered after the causal relations were learned. Study 5 in Sloman et al. (1998) measured both category validity and mutability after the causal relations were presented and found no dissociation between the two.
Other studies have demonstrated the importance of coherence to classification. For example, Wisniewski (1995) found that certain artifacts were better examples of the category "captures animals" when they possessed certain combinations of features (e.g., "contains peanuts" and "caught a squirrel") but not others ("contains acorns" and "caught an elephant"). Similarly, Rehder and Ross (2001) showed that artifacts were considered better examples of a category of pollution-cleaning devices when their features cohered (e.g., "has a metal pole with a sharpened end" and "works to gather discarded paper") and worse examples when their features were incoherent ("has a magnet" and "removes mosquitoes"). Coherence affects other types of category-related judgments as well. Rehder and Hastie (2004) found that participants' willingness to generalize a novel property displayed by an exemplar to an entire category varied as a function of the exemplar's coherence. Maximally coherent exemplars that satisfied all of a category's causal laws (items we referred to as theoretical ideals) supported the strongest generalizations. Finally, there are numerous studies demonstrating that theoretical knowledge that links category features alters how categories are learned, both when the learning is supervised (Murphy & Allopenna, 1994; Rehder & Ross, 2001; Waldmann et al., 1995; Wattenmaker et al., 1986 ) and when it is unsupervised (Ahn & Medin, 1992; Kaplan & Murphy, 1999; Medin, Wattenmaker, & Hampson, 1987) .
Of course, in addition to the coherence effect, causal knowledge did induce changes to the importance of individual features, and another source of evidence in favor of CMT was the multiple cause effect that manifested itself throughout these experiments. CMT correctly predicted that an intermediate feature's importance would increase when it had additional causes (in Experiments 1 and 2) but not when it had only additional effects (in Experiment 3). These new results add to those for a common effect network ( Figure 1B ) in which a peripheral feature was the most heavily weighed when it had three causes that generated it. Thus, support for the multiple cause effect has been found with multiple network topologies across multiple studies. Finally, formal model fitting presented in Supplementary Appendix B, which is available on the Web at http://dx.doi.org/10.1037/0278-7393.32.4.659.supp, also demonstrated that CMT was able to provide good quantitative fits to the four new network topologies tested in this study.
In summary, CMT received considerable support from the present experiments, as its generative view of classification accounted for both the coherence effect and the multiple cause effect. Nevertheless, despite its good quantitative fits there was one important result that CMT failed to predict on an a priori basis: the primary cause effect.
Primary Cause Effect
The third empirical result was the primary cause effect in which features that are initial causes in a category's causal network have an inflated influence on categorization judgments. The evidence in favor of the primary cause effect provided here is not as conclusive as it might be, because these experiments were not designed to make strong inferences on the basis of within-network comparisons (because such comparisons involved features that also varied in their presentation order). Nevertheless, other studies have demonstrated a primary cause effect relative to conditions that controlled for feature order (Ahn et al., 2000; Rehder 2003a; Rehder & Hastie, 2001 ). Thus, taken in their entirety, past and current studies provide considerable support for a primary cause effect.
Why should a primary cause have greater influence on classification? Although this effect was predicted by CSH, it does so on the basis of primary causes having the largest number of dependents, but, as we have seen, features do not in general increase in importance with the number of dependents, and thus we must look elsewhere for an explanation. Two potential rationales for the primary cause are discussed.
Primary causes as proto-essences. The first rationale is that a primary cause may start to take on some of the characteristics of a defining or essential feature for the category. According to the principle of psychological essentialism, a category essence occurs in all members of a category and in members of no other category, and it makes an object the kind of thing it is. Moreover, a category's essence is presumed to generate many of the observable properties of kinds (Gelman, 2003; Medin & Ortony, 1989) . On this view, because a primary cause has one characteristic of an essence (it causes, directly or indirectly, the rest of the features), it begins to take on another characteristic, greater importance to category membership (Rehder & Hastie, 2001) . 9 Of course, this effect was not so extreme that the primary cause becomes a true defining property for the category because classification was also influenced by presence or absence of other features (and by whether the entire set of features was mutually coherent).
Primary causes as reliable diagnostic cues. The second rationale also appeals to essentialism, but rather than identifying the essence with one of the known category features, it claims that classifiers presume the additional presence of an essence that is the ultimate cause of those features. It is clear that for some categories people have explicit knowledge of an underlying essence, such as when a disease produces a chain of observable symptoms. For such categories, classifiers reason causally backward from symptoms to the disease, and this inference is presumably made with greater confidence for symptoms that are directly generated by that disease. But even when explicit knowledge about the nature of an essence is absent, research suggests that people assume the existence of an underlying defining cause nonetheless. For example, even young children view many natural kinds as being defined by underlying properties or characteristics (Gelman, 2003; Keil, 1989; Rips, 1989) . Likewise, there is evidence that the essential feature of artifacts is the causal force responsible for their existence, namely, the intentions of their designer (Bloom, 1998; Keil, 1995; Matan & Carey, 2001; Rips, 1989) . These findings suggest that it is likely that the novel kinds and artifacts tested in the present study were viewed as having a hidden and defining cause, 9 On the one hand, Ahn et al. (2000) made a similar argument, writing that "the causally deepest known properties of entities might be people's best guess as to what essences might be" (p. 365). Nevertheless, elsewhere it is unambiguous that the causal status hypothesis is intended to apply to more than just a primary cause: "The causal status effect is not just limited to the difference between the deepest cause of an entity and the surface effect features. Instead, feature centrality should be thought of as a continuum along a causal chain within a category" (Ahn et al., 2000, p. 367) . Of course, the claim that feature centrality should decrease along a causal chain is entailed by the computational model described in Equation 1. Thus, the present position differs from these previous ones in applying only to a primary cause. and this raises the possibility a primary cause was weighed more heavily because it was viewed as being more reliably diagnostic of that hidden cause.
This view that classification can sometimes be seen as a case of diagnostic reasoning is readily explicable in terms of CMT's generative view of classification, so long as the category's causal model is augmented with the underlying defining cause. For example, Figure 15 presents the probability that the features of a 1-1-1 network will be generated when that model also includes a hidden cause that is present in all category members and that directly causes the primary cause. The power of the causal mechanism linking features (parameter m) is varied from 0 (no causal link) to an intermediate value (a probabilistic cause) to 1 (a deterministic cause). Figure 15 shows that when the causal mechanisms are probabilistic, the primary cause is more probable than any other feature, because it is directly generated by the underlying cause. And of course according to CMT, a feature that is generated with greater probability is one that is also more diagnostic of category membership, all else being equal. That is, CMT's generative view of classification subsumes the causal reasoning that takes place when one reasons diagnostically from observables to a hidden defining or essential property (Rehder, in press) .
Of course, the diagnostic view also predicts that intermediate features in a causal chain should be more diagnostic than peripheral features, a view illustrated in Figure 15 by the fact that intermediate features are more probable than the peripheral features. That is, like CSH, it predicts a full causal status effect rather than just a primary cause effect. However, it is noteworthy that Figure 15 shows at most only a small probability difference between the intermediate and peripheral features, suggesting that the failure to observe a full causal status effect in many empirical studies (including this one) may be due to its small size. Overall, the similarity between the theoretical predictions in Figure 15 for probabilistic causes and the empirical regression weights for a 1-1-1 network in Figure 14 is striking.
Further research will be required to determine whether the inflated influence of primary causes is due to them being treated as essences, as reliable diagnostic cues, or both. Regarding the diagnostic view at least, there is some additional evidence that can be advanced in its support. First, Rehder (2003b, Experiment 3) instructed participants on a category with three features related in a causal chain plus an unobserved defining feature that was the cause of the primary cause and found an elevated weight on the primary cause (and a weight on the intermediate feature that was marginally higher than on the peripheral feature). In other words, an underlying defining cause is sufficient to the pattern of results shown in Figures 14 and 15 . Second, Rehder and Burnett (2005) tested how people use causal knowledge to infer the value of unobserved features in category members and found that inferences could only be fully explained by assuming that the categories were viewed as possessing underlying causal mechanisms. Thus, there appears to be a growing body of evidence suggesting that categories are thought to be organized around underlying hidden causes that influence how categories are used in a variety of inferential tasks.
Summary
There were three findings regarding how interfeature causal relations affect classification. The first was a multiple cause effect in which a feature's importance increases with its number of causes rather than its number of effects or causal relations. The second was a coherence effect in which good category members are those whose features jointly corroborate the category's causal knowledge. These two effects can be accounted for by assuming that good category members are those likely to be generated by a category's causal laws. The third finding was a primary cause effect in which primary causes become more influential in judgments of category membership. This result can also be accounted for by a generative account by making one additional assumption: that categories are organized around hidden generative causes.
