targeting a wider audience including governments, general management but also practitioners and academia (de Bruin et al. 2005) .
Missing from this classification is the focus area maturity matrix (Steenbergen et al. 2010 ); a recently developed type of maturity framework which consists of a number of "focus areas" which together comprise one or more topics or themes within the framework. Each focus area consists of one or more capabilities that an organization can implement. The maturity of a company is described by the capabilities they have implemented. Focus area maturity matrices extend the classification by Mettler et al. (2010) of CMM-like models in that they have a more formal order in which capabilities should be implemented and express interdependencies between the capabilities making up the maturity levels. A variety of focus area maturity matrices have been developed, implemented, and shown to be effective at displaying progress and benchmarking companies regarding their maturity. Especially for standards adoption, these maturity matrices have shown to be a valuable tool (see for example Bekkers and Spruit 2010; Spruit and Roeling 2014; Spruit and de Boer 2014; Steenbergen et al. 2010) .
However, since the development of maturity frameworks there have been critiques on these frameworks for their lack of empirical foundation, lack of documentation (Becker et al. 2009; de Bruin et al. 2005; McCormack et al. 2009 ), and their focus on predefined end-state, issues and solutions instead of organizational evolution and drivers for change within an organization (Iversen et al. 1999; King and Kraemer 1984) . Another often heard criticism is the oversimplification of reality including the "neglect the potential existence of multiple equally advantageous paths" (Pöppelbußand Röglinger (2011) , p. 3), a poor model fit, and assumptions that do not pertain to all organizations in the target audience (Bollinger and McGowan 1991) . This oversimplification of reality also shows in the rigidity of the models (Iversen et al. 1999; McCormack et al. 2009 ). The rigidity comes from the maturity model not adjusting to the organization and its environment. Maturity Frameworks thus do not take organizational characteristics into account.
The concept of organizational characteristics is not particularly new. As early as 1972-and possibly earlier-researchers used organizational characteristics in an effort to model risk in organizations (Duncan 1972) . In the field of information technology, organizational characteristics have been modeled as well. An example of this is the work by Thong and Yap (1995) who investigated the adoption of IT in SMEs on the basis of organization size, competitiveness of the environment, information density and personal traits of the CEO. Bekkers et al. (2008) more recently took organizational characteristics into account in its investigation of process improvement at software product management.
This work investigates the influence of organizational characteristics on maturity frameworks in an attempt to show that rigid maturity frameworks are ineffective at guiding implementations and change processes at organizations. In the following section the background is described, including the object of research, the ISFAM model. "Methods" section describes the research approach utilized in this research, and "Results and Discussions" section discusses the analysis and results of this research. The results are discussed and concluded in "Results and Discussions" and "Conclusions" sections, respectively. Spruit and Roeling (2014) developed the Information Security Focus Area Maturity Matrix (ISFAM). The ISFAM covers the complete domain of information security, combining the ISO 2700×, CISSP, Information Security Framework, standards of good practice, and the IBM Security Framework, and applies these in a single model. There are in total 13 focus areas and 12 maturity levels. In these focus areas, a total of 64 capabilities are assigned at the various maturity levels.
Following practices in information security, it divides the capabilities within the maturity matrix in four groups: design, implementation, operational effectiveness, and monitoring. As with all focus area maturity matrices, the lowest implemented capability defines the maturity level reached by a company.
Modern day maturity matrices are rigid. They assume a generalization of the organization in itself. In the case of the ISFAM, a large enterprise is assumed, meaning more than 250 employees and more than €50 Million in revenue. This definition (The Commission of the European Communities 2003) is incredibly broad, featuring large regional companies to multi-national giants. Maturity matrices that target the SME utilize, in general, a definition that limits the organization size at a maximum of 250 employees and up to €50 Million in revenues.
With many security breaches hitting the news (Silveira 2012 ; The Associated Press 2014), information security (IS), protecting the confidentiality, integrity and availability of information (Guttman and Roback 1995) , has attracted a lot of attention in recent years. This makes the ISFAM highly relevant. This is especially true in the Netherlands, where 22% of all small and medium enterprises (SMEs) are hit by cyber-attacks each year, 7% more than the European average (CBS 2011; van Straalen 2011) and costs for the Dutch private sector are estimated at 7.5 Billion Euros annually (Ruiter 2012) . Despite all this attention, risk awareness under SMEs is low and risk mitigation is still a low priority. A possible reason for this low priority might lie in the complexity of risk mitigation and the fact that current frameworks mainly target large enterprises. In addition, consultancies mainly target the top companies, while the risks are just as pressing for medium and small sized enterprises.
This also pertains to the ISFAM. It is co-developed with a large consultancy firm, and the standards for information security are targeted at large enterprises. However, earlier research has shown that even large enterprises do not fully adhere to standards as they are too complex and infeasible to implement completely (Baars et al. 2012; Kuilboer and Ashrafi 2000) .
These models, and in certain circumstances the accompanying standards, are rigid and do not differentiate on the different characteristics of an organization. This results in certain capabilities within the model not being applicable for specific organizations. The implementation processes in these cases are ineffective, with irrelevant or inapplicable capabilities blocking the implementation. The organization will thus never reach the highest maturity level.
In order to overcome these issues, maturity models like the ISFAM should incorporate organizational characteristics. A previous investigation by Mijnhardt et al. (2014) researched the organizational characteristics in SME information security. Through a literature study and an evaluation with domain-experts, a coherent list of organizational characteristics is delivered. It discusses the operationalization of these organizational characteristics by identifying themes, specific organizational characteristics and the different means of measuring these organizational characteristics through measurement levels. These organizational characteristics are then applied to the ISFAM, but are applicable to any maturity framework in the domain of SME information security. Mijnhardt et al. identify in total 11 organizational characteristics. These organizational characteristics provide the possibility to distinguish between a wide variety of different organizations measured in both internal as external factors. Mijnhardt et al. (2014) structure the organizational characteristics in themes. These themes are derived from the literature and the interviews, but are not statistical constructs. They show the topics for which organizational characteristics are applicable within the model's domain, and thus focus on the pertaining dimensions an organization can differ from one another. These themes are (1) General, (2) In-and outsourcing, (3) Dependency on the IT environment, and (4) Complexity of the IT environment. Each organizational characteristic is comprised of a set of measurement levels. These measurement levels factorize the levels to which an organization can differ from one another. An example is the amount of employees employed in the General characteristics theme: (a) 0-9 employees, (b) 10-49 employees and (c) 50-250 employees. In this example, the measurement levels follow the guidelines set forth by the European Commission and the World Bank (Ayyagari et al. 2003 ; The Commission of the European Communities 2003).
However, (Mijnhardt et al. 2014) did not investigate the relation that the identified organizational characteristics have to the ISFAM, or the influence these organizational characteristics have on information security in a quantitative measure. This research attempts to deploy these organizational characteristics on the ISFAM, and understand the influence the organizational characteristics have on focus areas within the ISFAM. Furthermore it will present an adaptive ISFAM as a proof-of-concept for adaptive maturity matrices.
Methods
In earlier published work (Mijnhardt et al. 2014) , organizational characteristics were derived that pertain to SME information security. The research described in this paper follows up on those previous efforts by further evaluating the organizational characteristics and their measurement levels, and how they pertain to the ISFAM maturity matrix through a survey.
Data gathering
The organizational characteristics listed in "Background" section are expected to influence information security implementations at SMEs. However, the relationship, if any, of these influences to the focus areas of the ISFAM are unclear. In order to understand the impact of each organizational characteristic on each focus area within the ISFAM, an impact analysis is performed.
Although there are a variety of ways to perform an impact analysis, this research is largely inspired by the work of Weimer-Jehle (2006 , 2007 The method applied in this research is therefore less extensive, yet captures a perspective of the influence of the measurement level in an organizational characteristic per focus area. Participants are asked to value the importance of focus areas per measurement level by means of a survey, which is detailed below. This still results in a large questionnaire, 48 measurement levels divided over 13 capabilities yielding a total of 624 variables.
Both interviews and a survey were considered as research methods for this project. Although an interview generally provides better data quality and completeness, it would simultaneously severely limit the number of participants able to take part in this study. Furthermore, the questions asked are quite straightforward. In an interview setting this would lead to a structured interview where the questions asked, primarily "how would you rate the importance of these focus areas under setting x", which can be answered more efficiently on a computer screen. Therefore, a survey was chosen to be the best method for conducting this research. It allows for a larger participant response, and the usage of an internet survey allowed to use techniques to speed up the process of filling in the survey. These techniques are detailed below in "Survey setup" section, but follow the strategies described by de Leeuw et al. (2009) .
Participants are selected from the professional networks of the researchers, and by cooperating with large expert groups in the Netherlands: the Dutch chapters of ISACA, (ISC) 2 , NOREA, and the PvIB, a platform for information security specialists active in the Netherlands. These expert groups emailed an invitation to their members, and featured a news item concerning our survey on their website. Most experts tend to be part of multiple groups, one becomes a member of (ISC) 2 whenever they successfully pass examination of (ISC) 2 's certification programs. It is therefore difficult to identify the exact amount of unique experts these emails reached. A conservative estimate made by the directors of ISACA, PvIB and (ISC) 2 stated 800 individuals. In an effort for these expert-groups to work along with us, early results of this research have been presented to them at a private gathering for their members.
In order to overcome the issues regarding large surveys, a special survey system is developed. A pre-study is conducted with 5 participants to test the survey system for errors and usability, as well as to test the questions and wording of the survey.
A clear conclusion from this pre-survey revealed that the survey was very long. In response, questions pertaining to the importance of capabilities per organizational characteristic were removed, keeping the survey restricted to questions on the importance of focus areas per measurement level. As a further method of enticing participants to complete the survey, an iPad Mini is raffled to those participants whom completed the survey.
Survey setup
Large surveys have obvious problems: participants might not be willing to invest so much time in a survey, participants might fill in the survey partially, and participants might start inserting patterns or fake data to finish the survey quickly.
To overcome these issues, a survey system is developed to guide participants through the large survey in an unobtrusive and fast method. The main assumption in developing this system is that a selection of the participants will not complete the survey. To account for incomplete surveys, the order of questions that are presented to participants is pseudo-randomly selected from least to most answered. In this situation, each question is answered a (near) equal amount of times, even if a majority of the users would answer only one question. This pseudo-random selection of questions also prevented order-effects (Eisenberg and Barry 1988; Siminski 2006) .
Every participant is assigned an individual resume code. In case a participant wants to split the survey up in multiple pieces, they could use that code to resume the survey where the participant left off. Local storage techniques are used to buffer parts of the survey on a participant's computer or other device. This allowed participants to lose their internet connection for a small amount of time, but still resume the survey. In case the time without internet was longer than the amount buffered on a participants device, a participant can fluently resume their survey whenever the internet connection is restored due to session storage on the server side. This provides for a robust survey and minimizes the chance that participants would stop due to internet-connection loss. The survey questions themselves each contained an organizational characteristic per question. Each question is split up in a section per measurement level corresponding to the organizational characteristic at hand. For each measurement level, or section, there are 13 sliders ranging from 0 to 25, which correspond to the 13 focus areas in the ISFAM. A Participant values each slider that represents the amount of importance they give to that capability, higher being more important than lower.
A maximum score of 25 points is selected as it allows participants to give each slider a difference of two points, assuming that this would provide ample space for participants to differentiate the importance of the capabilities.
To improve the consistency of participant's answers, a copy-paste function is provided. This allows participants to copy their ratings from one measurement level, and paste them in another measurement level. This greatly reduced time in answering the questions for participants, since they only need to adjust those sliders which they believe have a difference in importance between the different measurement levels.
Finally, the system is written in Django, a web-framework written in the Python programming language. Django comes with a series of preventive measures against malicious activities. This protected the data against any attacks, and secured the privacy and anonymity of the participants.
The survey is blinded; the researchers are not aware which participants receive the questions in which order, nor are they aware which results belonged to which participant.
Impact analysis
Due to the set-up of the survey, item non-response is anticipated. To assure that this is part of the research design, and not lack of model fitness, Little (1988) test is executed. Little's Test evaluates the non-response of participants for Missing at Completely Random (MCAR), in other words the probability that a missing value doesn't depend on its value nor on the value of other variables (de Leeuw et al. 2009 ). MCAR is a prerequisite for multivariate imputations.
Multivariate Imputation by Chained Equations (MICE, see Azur et al. 2011 for an overview) is then applied to address the missing data. MICE is deemed as the proper multiple imputation method as it is specified on a variable-by-variable basis. The uncertainty of the amount of missing values and the actual result set make it hard to predict if the multivariate distribution describes the data, such as is required by Markov Chain Monte Carlo (MCMC) implementations of multiple imputations. MICE overcomes this problem (van Buuren and Groothuis-oudshoorn 2011) . The round of imputations will be selected following the method described by Graham et al. (2007) . This results in a complete, imputed dataset.
A Shapiro-Wilk test is performed to determine if the data fits a normal distribution. According to these results a Student's t test will be performed, as per the guidelines set forth in Wilcox et al. (2013) , Wilcox and Erceg-Hurn (2012) .
To gain an overview of the results, especially on a measurement-level, box-plots will be drawn per capability in each measurement level. The box-plots provide a clear overview of the differences per capability at each measurement level, and the differences between measurement levels, but also the consistency of the participants. Following the guidelines by Frigge et al. (1989) , Tukey (1977) , outliers are marked at ±1.5 interquartile range (IQR). Aside from box-plots, locally weighted scatter plot smooths (also known as Loess) will be utilized to visualize the results. Loess plots a generalized line over de scatter plot using localized weights (Cleveland and Devlin 1988) . This fits our results as it returns lower weights to outliers and does not assume a universal function over the results but examines the polynomial over a local area. This provides freedom to the analysis of the results, which do not have to be linear as is assumed with a linear regression.
Results and Discussions
Twenty-one participants conducted the survey. This data is manually inspected for patterns and abuse, which might occur for participants willing to make a chance to win the iPad Mini that was given away to one of the completed surveys. After this inspection, one participant was removed. Those results showed signs of abuse of the copy-paste function: all capabilities aside from 2, were entered with the value '6' . The data from the remaining 20 participants are used for further statistical analysis. These twenty participants came from a range of six different industries, where the consultancy business services was the largest sector. All sizes of businesses were represented, but the large enterprises (companies with more than 250 employees) were overrepresented at 55%. This was expected however, as information security is an effort that is uncommon at the smaller companies. Looking at the mean of the answers of each participant, we see that three participants have answered relatively high answers compared to the other respondents. The participant that deviates with 7.45 from the mean also deviates with −2.58 from the standard deviation. This participant indicates that security on all levels should always be high, and deviates little from that in his answers. The analysis shows also the standard deviation of the answers per participant (see Table 1 ). Besides the aforementioned participant, another participant has a high deviation of 2.5 from the mean standard deviation. He does approach the mean value with his answers, which indicates that this participant has made a broad range in answers and probably believes that certain focus areas are clearly less important than others. As removing outliers also removes possible valid data, none of these (marked in a lighter color) outliers in Table 2 have been removed. The darker-indicated outlier has been removed due to false/ useless information as aforementioned. The analysis that follows does indicate outliers to assure a proper analysis.
The participants are also asked to identify with which capabilities they felt they were expert in. Except for IT Asset Management, all capabilities are represented. See Table 3 for an overview. Note that participants could select multiple capabilities as their expert knowledge. The sum of participant's expertise therefore outreaches the sum of the participants.
Little's Test is performed on the data to understand if the missing values are predictive of other missing values. If it is not, the missing values are Missing Completely at Random (MCAR, see also "Impact analysis" section). With a Chi-square of 9.366 and DF of 546, and 75 iterations, a significance level of 1.000 is measured. Although the number of variables greatly outranks the number of observations, the data is assumed MCAR since the data does not lend itself for prediction of other missing values. The missing values in the dataset are presumably missing because participants quit the survey as they felt it was too long. This can be inferred because missing data is represented by completely answered questions, or completely unanswered.
This observation, combined with the results of Little's test, satisfy our assumption that the data is MCAR. Because the data is assumed MCAR, Multivariate Imputations by Chained Equations (MICE) are performed to fill the missing data points. The MICE package by Buuren et al. (2013) for the statistical programming environment R is used Resilience against IT downtime <10 min, 10 min to 1 h, 1-24 h, >24 h to perform these imputations. As described by Azur et al. (2011) , the amount of imputation iterations can be set to eight to get a strong enough result. However, following the guidelines by Rubin (1987) , the worst-case scenario is 80% percent missing values, and thus the amount of imputations is set to 25. The amount of iterations is set to 20 after visual inspection of trace line plots (van Buuren and Groothuis-oudshoorn 2011) . This assures a strong power without auto-correlation. The imputation method chosen is a Bayesian Linear Regression, as it fits the data best. It copes with a relative small amount of predictive measures and assumes that the residuals are close to normally distributed (van Buuren and Groothuis-oudshoorn 2011) . For further analysis using an ANOVA, the assumption is that the data is normal distributed. As these tests are performed on the measurement level, the variables of the capabilities are combined to create one single variable that describes the measurement level. Following the comments on normality tests by Wilcox (1998) and Razali and Wah (2011) , the Wilk-Shapiro test (Shapiro and Wilk 1965) is performed on the variables.
The influence of measurement levels on maturity frameworks
Each organizational characteristic is comprised of multiple measurement levels (see also Table 1 ). This section describes the measurement levels and the differences between them, to explain their influence on the complete maturity framework. The cases presented have been manually selected on the basis that they most clearly show the influence a measurement level can have on a maturity framework.
Sectors
The organizational characteristic Sectors describes the sector, or industry, an organization operates in. It is categorized in "general", as it does not pertain necessarily to information security. Note that the focus areas and answers are still described from an SME information security perspective. (Wilcox and Erceg-Hurn 2012) . The Wilcox Robust ANOVA uses ˆ as a measured statistic instead of the F-statistic calculated with the parametric ANOVA, and allows for the analysis of specific quantiles without the loss of power but with the advantage of a more detailed analysis. The 10, 20, 75 and 95th quantile are analyzed as the average resides approximately between the 10th and 20th percentiles and the upper quantiles show the largest differences and most modes reside there. These results show (see Table 4 ) that Finance does significantly differ from Business Services and Consultancy, and from the Consumer sector. Likewise, the ANOVA results from Aerospace and Defense on Consumer and Business Services and Consultancy show significant results over the full range.
These ANOVA results show that measurement levels as a whole influence the maturity framework at hand. By investigating both the full range from the 30th to the 95th percentile, these results are very robust. Not only does the majority of the answers significantly differ, outliers do as well.
Percentage of hosting outsourced
Participants are asked to rate the influence of the focus areas depending of the percentage of software services hosted at a third party. This is broad, Software as a Service Fig. 2 shows wide distributions on the results, and although one might infer that the more outsourced hosting services are utilized the more information security becomes important, it is not very clear. The same results have been plotted in the scatter plot shown in Fig. 3 . Using a Loess smoothing, as described in "Impact analysis" section, a clear pattern is shown. The line follows approximately the same trajectory for each of the measurement levels, however the y-intercept per measurement level is higher, leading to the total smoothfunction plotted higher in the scatter-plot. This indicates that from the perspective of utilizing hosting services at third party providers the importance of focus areas is always the same independent of the amount of services from the total need for services is outsourced. However, the more services are being outsourced, the more important information security becomes.
Following this visual inspection, an ANOVA is executed to further investigate the differences. A Shapiro-Wilk test shows that the measurement levels are not normal distributed (0-25%: p < 0.001, 25-75%: p < 0.001, 50-75%: p < 0.001, 75-100%: p < 0.001), thus a Wilcox robust ANOVA is selected for further analysis. As the Mode (indicated by a red bar) and the average (indicated by an X in the graph) fall both in almost all cases between the 25th and 75th percentile, the ANOVA will investigate those percentiles. This shows that even the two middle measurement levels are significantly different (Table 5) .
This analysis reinforces the analysis performed by visual inspection. It shows that across the board each measurement level at each quantile significantly differ from each 0% to 25% 25% to 50% 50% to 75% 75% to 100% other. This means that the ISFAM is heavily influenced by the amount of hosting outsourced at organizations.
FTE employed in the IT department
The amount of FTE employed in the IT department of an organization is an indicator of the complexity of the IT as part of organizational operations as well as a measure of dependence on IT by the organization. As part of the complexity measure it assumes that the more FTE employed, the more systems are in place that need people operating it. In case of a dependency measure, if an organization can feasibly employ more personnel in IT, it is inferred that IT is proportionally more important for the organization's operations. Either way, information security becomes more important. As systems become more complex, they are harder to secure and if organizations are more dependent on IT for their operations, the damage done by an intrusion becomes greater thus giving more weight to prevention of such an event.
The scatter-plot shown in Fig. 4 shows a smoothed Loess function over each of the measurement levels. The measurement levels, 0-1 FTE, 1-2.5 FTE, 2.5-5 FTE, 5-10 FTE and more than 10 FTE show a likewise pattern as found at percentage of hosting outsourced. The curve of the Loess smoothing follows the same path among all measurement levels, but the main difference is the height it is plotted at. Although the difference between 0% to 25% 25% to 50% 50% to 75% 75% to 100% first two measurement levels is not a large difference, the difference between the first and the last is clearly distinguishable. As the results from FTE employed in IT Department are non-parametric, ShapiroWilk returns 0-1 FTE: p < 0.001, 1-2.5 FTE: p < 0.001, 2.5-5 FTE: p < 0.001, 5-10 FTE: p < 0.001, > 10 FTE: p < 0.001 , a Wilcox Robust ANOVA is performed to further investigate the data. The quantiles under investigation are the 25th, 50th, 75th and 95th to understand the consensus between participants and the outlying participants who value information security higher.
Wilcox robust ANOVA reiterates the visual inspection. The quantiles all have significant differences (Table 6) .
These results show that the complexity of IT as expressed by the amount of FTE working at the IT department influences maturity frameworks. As all quantiles show significant results it shows that even outliers at the 95th percentile significantly differ. Remarkably, even small changes in the Amount of FTE working at the IT department result in significant changes in the influence of information security as determined by the focus areas. 
The influence of measurement levels on focus areas
Aside from the influence organizational characteristics have on the complete model, as described in 4.1, the results include a granular level of measurement: the influence of organizational characteristics on the focus areas in the ISFAM. The results discussed in this section have been manually selected to show the influence as clearly as possible.
As the results of interest focuses on the general tendency, an ANOVA with trimmed means is applied. Trimmed means increase the power of the analysis substantially (Cribbie et al. 2012; Wilcox 1995) .
Total employees employed
The Total Employees Employed is an organizational characteristic categorized as "General". It distinguishes organizations by the amount of employees that are working at an organization, whether it be full time or part-time. The measurement levels follow the guidelines set forth by the World Bank (Ayyagari et al. 2003 ) and the European Commission (The Commission of the European Communities 2003), namely: 0-9 employees, 10-49 employees and 50-250 employees.
It uses the number of employees instead of FTE, as employees working 0.1 FTE do need access to systems equally to full time employees, thus a possible risk. In a situation where 10 employees of 0.1 FTE are shown as 1 FTE, it could interfere with the risk assessment of the participants, resulting in wrong answers. The total number employees, regardless of the amount of hours they work, avoids this. Contrary to the results presented in "The influence of measurement levels on maturity frameworks" section, Total Employees Employed does not show a clear difference of the influence per measurement level. Instead, certain focus areas are highly affected, whereas others are not. See The results from Total Employees Employed is not normal distributed (Wilk-Shapiro test for normality: p < 0.01) thus a Wilcox Robust ANOVA is performed. These results underscore the visual inspection, as can be seen in Table 7 . This analysis shows what the scatter plot in Fig. 5 also indicates, certain focus areas result in significant differences between the measurement levels, while other do not.
For example, the Information Security Architecture (ISA) is not significant between the levels 0-9 employees and 10-49 employees, but the difference between the other levels are significant. Likewise for Business Continuity Management and the contrary is true for Policy Development where only the difference between 0-9 and 10-49 employees is significant. This shows that under certain circumstances an organization has different needs for information security, implicating that maturity frameworks that do not account for these differences have a poor model fit.
Sectors (IT and Telecom, Agriculture and Forest and Transport and logistics)
Within the Sectors organizational characteristic, the influence of the sectors IT and Telecom, Agriculture and Forest, and Transport and Logistics on focus areas is apparent. Shown in Fig. 6 , IT and Telecom clearly has higher information security requirements Table 7 ANOVA results for total employees employed than the other two sectors. However, the results are not identical at all focus areas. Compliance and Incident Management show gradual slopes whereas Policy Development, Information Security Architecture (ISA), and Identity and Access Management (IAM) among others have steep slopes with denoting differences in values between each sector. This shows that the importance of the focus areas is different per measurement level. The data comprising the sectors IT and Telecom and Logistics and Transportation is non-parametric, Shapiro-Wilk reports a p < 0.001 and p < 0.01 respectively. Twentyfive percent of the focus areas in the Agriculture and Foresting sector are normally distributed. The averaged p-score of 0.075 returned by the Shapiro-Wilk test does indicate the data is normally distributed, however as for 75% of the focus areas the data has a p-score lower than 0.01, a parametric ANOVA is unsuitable for that part of the data.
Therefore, a Wilcox Robust ANOVA is performed to further investigate the Focus Areas in all the aforementioned sectors. The results are displayed in Table 8 . Table 8 shows that depending on the sector an organization operates in the, certain focus areas are significantly different. The focus area Physical Security for example is significantly different between the IT and Telecom sector and Agriculture and Foresting, whereas the difference in Physical Security between IT and Telecom and Transport and Logistics is not significantly different.
IT and Telecom and Agriculture and Forest differ in more focus areas significantly, such as Change Management and Business Continuity Management. Certain focus areas show significant differences between all sectors tested, whereas other focus areas such as Compliance only shows a significant difference between IT and Telecom and Transport and Logistics.
This shows that the sector an organization operates in significantly influences the information security needs of an organization, but at a fine-grained level. 
Confidentiality, integrity and availability (CIA-triad)
Confidentiality, Integrity and Availability is often used for classifying data (Joint Technical Committee ISO/IEC JTC 1 2008), and is not a tool in itself. The wide distributions showing in these graphs account for that. Participants more likely have different perspectives and experiences with situations concerning the requirements for Confidentiality, Integrity and Availability. Participants were asked how they would rate the importance of the focus areas considering the Confidentiality, Integrity or Availability of their critical data was either high, medium or low. Critical data are defined as data needed for the organization to operate. At all three organizational characteristics, the focus areas pertaining to those organizational characteristics are ranked more important. Especially availability shows this, as availability is a very clearly defined concept.
Focus areas such as Business Continuity Management pertain fully to Availability, as well as Change Management, which endangers the availability of data and services, is very well defined in the graph.
Although more processes within an organization define the level of Integrity and Confidentiality, there are still focus areas that are greatly influenced by it. In the (Table 9) .
The analysis performed on the Confidentiality, Integrity and Availability organizational characteristics shows that the needs per organization differ significantly over a majority of the cases tested.
First, it shows that organizational characteristics influence the focus areas of the ISFAM significantly, but that these influences differ per focus area. For instance, Secure Software Development shows significant differences in both Confidentiality and Integrity, but not for the Availability organizational characteristic. Thus, for Availability measurement levels, Secure Software Development is not of a significant influence, whereas for Confidentiality and Integrity it is.
Second, within organizational characteristics, the level of influence differs. This can be seen in Human Resource Security regarding confidentiality, where the difference between the medium to high level is significant, the differences between the other measurement levels are not. Likewise, integrity influences information security architecture only if the measurement levels are low and medium, otherwise there is no significant effect.
Third, it shows that concepts that convey organizational characteristics, such as the aforementioned Business Continuity management in Availability, do indeed differ significantly between the levels. Rigid maturity frameworks that do not account for these differences will thus interfere with a proper implementation of information security.
Analysis
The results presented in "The influence of measurement levels on maturity frameworks" and "The influence of measurement levels on focus areas" sections show that organizational characteristics influence maturity frameworks on two levels.
On the top level, measurement levels within organizational characteristics such as the Percentage Hosting Services Outsourced and the Amount of FTE Employed in the IT Department influence the complete maturity framework. The importance of all focus areas in the maturity framework shift up or down depending on the measurement level of these organizational characteristics. Thus, depending on the organization, a maturity framework can either be too strict and expect capabilities for a maturity level that are infeasible if the importance of focus areas shifts down. If an organizational characteristic determines the opposite, focus areas become more important than maturity levels within the framework, and underestimate the capabilities needed to reach a certain level.
In the analysis described in in "The influence of measurement levels on maturity frameworks" section, different quantiles are analyzed in order to understand the results in more detail. The investigation regarding outliers at the 95th quantile allows for a deeper understanding of participants who feel that security is more important than the average participant.
Even at these quantiles, the results are significant for all measurement levels at the organizational characteristics Amount of FTE Employed at the IT department, and between the sectors Finance, Business Services and Consultancy, Consumer and Aerospace and Defense. Furthermore, at the lower quantiles, all measurement levels differ significantly. This clearly shows that the different measurement levels have an impact on the focus areas, and therefore the maturity framework at hand. The ISFAM framework under investigation does not account for these measurement levels. The earlier voiced criticism that maturity frameworks like the ISFAM are too rigid is correct. The ISFAM cannot account for the significant differences organizational characteristics present within these models.
On the second level, Organizational characteristics such as Total Employees Employed, certain sectors and the CIA-triad influence specific focus areas, but not necessarily the whole maturity framework. See "The influence of measurement levels on focus areas" section.
These focus areas become more, or less, important in comparison to other focus areas in the framework. This can be explained by organizational characteristics pertaining directly to concepts covered by focus areas. Availability for instance, a part of the CIATriad, has a direct link with Business Continuity Management.
Business Continuity Management assures Availability, and this is shown in the results by a significantly higher level of importance than other focus areas in the ISFAM framework.
In other cases, the measurement level is not directly involved with the focus area such as the aforementioned case of Availability, but does influence the focus area significantly. Total Employees Employed shows this, Risk Management, Compliance, and Secure Software Development are not directly a part of the amount of employees working at an organization, but do change significantly per measurement level.
In either case, organizational characteristics influence maturity frameworks on a granular (focus area) level. In the analysis described in "Confidentiality, integrity and availability (CIA-triad)" section, where Confidentiality, Integrity and Availability are investigated, it is shown that both levels of influence occur simultaneously.
Availability does not significantly influence Secure Software Development, but does significantly influence Business Continuity Management. At the measurement level it significantly influences Policy development between the level Low and High, and Compliance only between Low and High, and Medium and High showing that the difference in Compliance between the lower levels is not significantly different. Likewise occurs for Confidentiality and Integrity, albeit at different focus areas.
Current rigid maturity frameworks cannot cope with the differences between organizations such as presented by organizational characteristics. These results show that rigid maturity frameworks are inept at accounting for the differences between organizations and oversimplify organizations at large. When maturity frameworks are followed to the letter, it can result in grievances at the implementers and the implementation of wrong capabilities or a wrong priority order of implementations. Organizational characteristics show that organizations differ between one another and that these differences influence the maturity framework at multiple design levels: the measurement level, the focus area level, and the overall maturity level.
The results described in section four substantiate earlier claims that maturity frameworks oversimplify reality and lack a good model fit (Bollinger and McGowan 1991; Pöppelbuß and Röglinger 2011) , however there are some minor points that are worth mentioning.
The result set is broad, with 624 variables, but at 20 observations not deep. The discussion surrounding the results has focused on the mode, and the most often returned answer. However, the authors acknowledge that further detailed research into a subset of the results is warranted for a better understanding and development of an adaptive maturity model, further increasing the power of the results.
In "Sectors" section the Sector agriculture comes in significantly different from IT, and the accompanying Fig. 6 shows that overall Agriculture has scored lower than other sectors. No participant active in the Agriculture sector was present in our result set however.
Nonetheless, the survey system developed guaranteed robust data and obviated issues with non-response and the length of the survey. That being said, in hindsight this survey was too long and possible better results pertaining the direct influence of organizational characteristics on information security at small and medium enterprises would have been more robust if a smaller part of information security was addressed.
The results are distinct enough that the authors feel content for the results pertaining to the ISFAM framework. Although these results are generalizable towards information security at SMEs, the organizational characteristics have been developed from the perspective of the ISFAM.
Due to the already many questions in the survey, questions regarding the relations of Organizational characteristics between themselves, and the relations and priority of the focus areas have not been asked. These could provide a baseline for adaptive maturity frameworks.
The dataset does show some results that are not discussed in "Results and Discussions" section, but are interesting nonetheless.
At a 25-point scale, the results show the participant's tendency to select values at round numbers (0, 5, 10, 20, and 25) . The authors are unsure why this effect happens, but the expected advantage of 25 points seems does not seem to resonate at the participant's perspective.
There are less outliers at the upper measurement levels than at the lower end of the measurement level scales. This might be because the majority of the participants comes from a large enterprise and their experience is with larger firms as well.
In measurement level scales with four (or more) levels, the middle two levels are more aligned than the first and second and the last and second-to-last. The authors suspect that this is the law of large numbers at work. A normal-distributed scale (16, 34, 34, 16%) could account for this, but in the pre-study participants noted that this was incomprehensible for answering (for example in the outsourcing organizational characteristic).
At certain measurement levels, the distribution of answers fill the full spectrum from null to twenty-five. This could be because certain measurement levels are precise (the fine-grained measurement levels at FTE employed in IT for example) or requires very specific knowledge to return correct answers such as the case is with outsourcing of hosted services. This has greatly changed in the last decade with the rise of cloud computing and Software as a Service models.
Another identifier for these broad ranges of answers is the scope of a measurement level or organizational characteristic. One can outsource nearly every imaginable service or operation such as observed in Baars et al. (2012) , and certain sectors such as IT and Telecom and Business Services and Consultancy can be very broad interpreted. Nevertheless, the differences between Sectors, and the amount of Outsourcing used at both development of software and hosting services are astute and evidently underscore that maturity frameworks should account for these differences to provide a better model fit. The organizational characteristics and their respective measurement levels are investigated for their influence of focus areas. Focus Area Maturity Matrices have a lower level object of measurement: the capabilities that comprise one focus area. Broad distributions from the participant responses could be showing that the focus areas in the ISFAM are too broadly scoped. This research, and the investigations by Mijnhardt et al. (2014) do not account for this. Another aspect not analyzed in this investigation is the co-influence of organizational characteristics.
In certain cases it might be that only a sector is not a significant influencing factor on the importance of focus areas, but it gains that significant influence when brought in perspective with another organizational characteristics. For example, a firm developing software for general use web applications will have a different influence on the focus areas then when this firm is developing software for intelligence agencies.
Finally, external aspects such as standards and legislation influence the results. The health sector has seen the implementation of a series of legislation and accompanying standards. These most probably have influenced the results, setting the overall importance of all focus areas higher over sectors that do not feature standards nor legislation.
Although this investigation does not account for these external influences, they do enforce the argument for adaptive maturity frameworks. External influences such as standards and legislation influence maturity frameworks and their model fitness.
Conclusions
One size does not fit all: our data and analyses clearly show that not all SMEs are created equal. Organizations differ from each other, and models that do not account for these differences are oversimplifying reality. Especially maturity matrices could use the input of different organizational characteristics to have a better fit with the organization that is applying them.
The results clearly show a disproportional difference of the importance of capabilities between measurement levels, and between organizational characteristics. Striking are the examples of different industries, see for example Fig. 6 where the IT and Telecom and the Agricultural sector are compared, and the clear difference of the focus area Policy Development and the effects of the amount of FTE employed in an organization (see Fig. 5 ).
The investigation in "Confidentiality, integrity and availability (CIA-triad)" section on Confidentiality, Integrity and Availability shows clearly how organizational characteristics influence both the maturity framework as the focus areas that it comprises.
The results underline the importance of organizational characteristics in maturity matrices, and presumably so in other benchmark and implementation tools. The differences between organizations are too large to ignore in modelling.
Ignoring organizational characteristics could result in negative consequences for an organization such as unnecessary implementation of capabilities, the wrong order of priority when implementing capabilities or over-implementing of capabilities. Not only does this bring along unnecessary costs and pressure on an organization, it might also bring along negative impact on organizations in terms of productivity and innovation.
This conclusion is in line with qualitative results from earlier results in Maturity Matrices (Baars et al. 2012) . In line with the results, an enhanced version of the ISFAM has been developed which implements a weighted model to account for organizational characteristics. Although a proof-of-concept, it shows the dependencies of capabilities in response to organizational characteristics.
