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Abstract: Technological advancements have revolutionized the proliferation and availability of
information to users, which has created more complex and intensive interactions between users
and systems. The learning process of users is essential in the construction of new knowledge when
pursuing improvements in user experience. In this paper, the interruption factor is considered in
relation to interaction quality due to human–computer interaction (HCI) being seen to affect the
learning process. We present the results obtained from 500 users in an interactive museum in Tijuana,
Mexico as a case study. We model the HCI of an interactive exhibition using belief–desire–intention
(BDI) agents; we adapted the BDI architecture using the Type-2 fuzzy inference system to add
perceptual human-like capabilities to agents, in order to describe the interaction and interruption
factor on user experience. The resulting model allows us to describe content adaptation through
the creation of a personalized interaction environment. We conclude that managing interruptions
can enhance the HCI, producing a positive learning process that influences user experience.
A better interaction may be achieved if we offer the right kind of content, taking the interruptions
experienced into consideration.
Keywords: human–computer interaction; ambient intelligence; interruption factor; belief–desire–
intention agents; perceptual computing; Type-2 fuzzy inference system
1. Introduction
We are currently involved in an information revolution where technology facilitates tasks and
the daily activities of people, making them more productive; however, it is important to evaluate
if the evolution of technology is truly helping people. In some cases, technology is not necessarily
appropriately adopted; for example, if something that is new or novel is being misused, impacting
misinformation and ignorance, it could mean the opposite [1]. In order to argue how technology
can help in the interaction among educators and learners during the learning process, it is desirable
that educators act as facilitators in the learning process, meaning that they are more interested in the
learners learning than in the delivery of teaching.
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1.1. The Learning Process
The learning process is a relatively permanent change in an individual’s behaviour, affecting their
knowledge, attitudes, and skills, and can occur at any place or time consciously or subconsciously.
In nearly all cases, the educator and learner are essential in the delivery of the process. They both build
and play a leading role in teaching and learning. The learners gain more autonomy as they progress in
the educational system, improving their interactions with the help of technology. It is important to
also consider the educator as an identifying model; the learner is often influenced by the educator’s
different ways of thinking, speaking, and acting. The success of the learning process depends on
effective collaboration between educators and learners [2].
1.2. Interruption Factor on the Learning Process
It is important to consider the interruption factor in the learning process. Interruptions are
manifestations in a real-world context where multiple tasks are often taking place in parallel with
the educator–learner interaction. The concept of interruption is relatively complex, and researching
human interruption can be difficult. Interruption is a problem commonly encountered in educational
institutions because educators and learners have cognitive limitations that restrict their abilities during
the interaction, thereby resulting in temporary or full suspension of the learning process. These human
limitations for handling interruptions may produce critical mistakes and affect the outcome of the
learning interaction [3].
1.3. Interruption Factor in Human–Computer Interaction (HCI)
The interruption factor is not only present in the educator–learner interaction; interruption also
emerges in HCI because humans have cognitive limitations affecting their performance, making them
vulnerable to errors and delays in the interaction. In some situations, even very brief interruptions can
have detrimental effects on human interaction. On the other hand, the computational expandability of
interactive content may introduce greater applications that proactively push information towards the
human; however, this information is not always appropriate, and incorrect information may increase
a computer’s potential to disrupt situations inappropriately [4]. The fact that the interruption factor
may be continuous raises further questions: Can we keep the attention and interest of educators and
learners during interactions using technology? How does the use of technology help to create solutions
that support these interruptions?
1.4. HCI Model Representation
Interruption issues during the educator–learner interaction are immediate; this research proposes a
model of interaction phenomena based on the learning process. The proposed model is a representation
of HCI, where the learner is the human side and the educator is the computer.
In order to simulate the user and computer in the model, we use belief–desire–intention (BDI)
agents: the user is the learner BDI agent (LA), and the educator is the educator BDI agent (EA);
the LA simulates the learner’s performance influenced by various factors (interaction level and
distance), including emotional state, topic interest, and intentions. The EA monitors the learner’s
performance using situational perceptions to deliver adequate and appropriate content types, avoiding
interruptions and keeping the interest of the learner in the context of the learning process interaction.
Our proposed model fits and supports the cognitive limitations of the learner; the learner will be
able to perform various activities successfully at the time of the interaction.
1.5. Degree of Engagement
One objective of the EA is to keep a degree of engagement between educator and learner.
A learner’s participation or engagement levels vary in the interaction due to the degree of engagement;
this is determined to be relative to the attentiveness or the interaction of a participant with the
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focus of attention. Some interruption factors contribute to an increase or decrease in the degree of
engagement during the interaction; these include disturbances, noise, lack of feedback, prejudices,
and level of interest in the content topic. Our model can represent the response in maintaining the
degree of engagement [5].
1.6. Model Validation
In order to validate the model, we analysed the interactions of 500 users at an interactive museum
in Tijuana, Mexico; the museum user was considered the learner and the exhibition as the educator.
Data were gathered by observing user–exhibition interactions.
In order to achieve the above, we developed reactive modelling to maintain the frequent
interaction in the learning process environment; we gave the learner a personalised environment
(contents, services, information) to interact with his or her own interaction context. This research is
also aided by different paradigms, such as multi-agent modelling to represent the involved elements
in agents (learner and educator). We consider the behaviour of the learner’s beliefs, desires, and
intentions using the BDI paradigm. We use HCI to simulate the learner and educator interaction and
Type-2 fuzzy logic to develop fuzzy perception in the educator BDI agent.
2. Related Work
Fuzzy logic has been seen to play an important role in situational perceptions research; prior
research has been conducted on the reduction of interruption factors on HCI ([6], which introduces
a fuzzy perception model for BDI agents to support the simulation of decision-making processes in
environments with imperfect information; [7] introduced a graded BDI (g-BDI) agent development
framework; g-BDI enabled the creation of agents as multi-context systems that provide the reason for
three fundamental and graded mental attitudes (i.e., beliefs, desires, and intentions); [8] constructed
an accurate model of the prevailing situation in order to make effective decisions about future
courses of action within constraints using classical reasoning, augmented with a fuzzy component,
generating beliefs in a fuzzy context of energy-awareness; [9] integrated the concepts of the BDI agent
architecture into spatial issues; as a result, a novel spatial agent model was designed and implemented
to analyse urban land use planning, the result of which showed the effects of spatial agents’
behaviour, such as intention, commitment, and interaction on their decisions, always considering
the uncertainty presented.
2.1. Intelligent Environments
The remarkable and rapid progress of research and technology allows us today to consider
environments where the individual or group moves as a single entity able to understand the specific
characteristics of a person or group to suit their needs and then respond intelligently to requests or
appropriately respond in a natural and intuitive way. Of course, this environment must recognise
the security and privacy needs of the individuals with respect to encountered situations. In the
research field of intelligent environments (IEs), many scenarios can be provided as an example, such as
a traveller who arrives at the airport in a foreign city where an IE program has been established;
with this example system, the person is identified and verified immediately by the immigration
authorities; they are given guidance on the rental of a car and a recommended route to their hotel.
When the traveller arrives at the hotel, the room intelligently matches her/his personality with room
features, including temperature, music, lighting, etc. IE may be seen as the coming together of different
research areas [10], and it is seen to have some principal characteristics: ubiquity, context-awareness,
natural interaction, and intelligence.
Perceiving the Learning Environment
A person’s perspective can be described as the intention of a user to understand the situation that
another user perceives [11]. As this definition highlights, the precise mechanisms of perspective are
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not highly specified, although research in cognitive psychology has suggested a shifting of attention to
features of the environment that have less emphasis on an egocentric viewpoint [12,13].
The learning environment can be considered a place where learning is fostered and supported.
For the learning environment to be fuzzy, it cannot be fully predefined. Sometimes, the users
are involved in choosing learning activities and controlling the pace and direction of delivery,
and accordingly, uncertainty and lack of control come into play. This place is the guide in the condition
of continuing tentativeness and guardedness, but despite much care and attention, the system will
often be chaotic to users. The complex nature of the learning environment interaction requires
careful planning and design to avoid issues arising. An effective learning environment needs to be
complemented by additional power resources of other users and the surrounding environment and
culture [14].
2.2. Computational Intelligence
Computational intelligence (CI) is a well-established paradigm with current systems having
defined computer characteristics that perform different tasks; sometimes, these tasks can be
complicated and performed only by conventional actions. CI involves adaptive mechanisms to
perceive and learn the intelligent behaviours presented in complex and chaotic environments; it also
possesses attributes of abstraction, discovery, and association [15].
CI is a fast-moving, multidisciplinary field; it covers disciplines such as algorithms, data structures,
neuro-computing, and artificial intelligence [16]. Nowadays, CI has attracted more attention over
traditional artificial intelligence due to its tolerance of imprecise information, partial truth, and
uncertainty [17]. Artificial intelligence is inefficient when solving problems with large input sizes (e.g.,
in data mining), whereas CI can support these.
Fuzzy Inference Systems
Computing using inference based on fuzzy logic is a popular method of computing, with many
applications in areas such as control classification, expert systems, robotics, and pattern recognition
adopting this method. The fuzzy inference system (FIS) is known by many names, such as the fuzzy
expert system, the fuzzy model, fuzzy logic associative memory, and the fuzzy controller (also known
as fuzzy rule-based systems). The FIS represents the major unit of a logic system. It can formulate
adequate rules , based on which the decision is made. Figure 1 depicts the FIS structure.
Figure 1. Fuzzy inference system.
An important element of the FIS is fuzzy sets, whereby knowledge is partitioned into particular
situations; the fuzzy set is defined by its vague and ambiguous features, and limits may also be specified
ambiguously. Crisp sets are those without ambiguity in their membership functions. The fuzzy set
theory can deal powerfully with the presented ambiguity.
The work in [18,19] proposed the concept of Type-1 and Type-2 fuzzy sets. Type-1 fuzzy
sets are described by membership functions that are aligned with numeric values between [0, 1],
whereas Type-2 fuzzy sets are described by membership functions that are themselves fuzzy,
with linguistic and subjective values. Type-1 fuzzy sets are certain. Type-2 fuzzy sets are useful
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in scenarios where it is complicated to determine exact membership functions due to the uncertainty
present; accordingly, they can be used to handle rule uncertainties and measure uncertainties. For these
reasons, we chose to work with Type-2 FIS, because it allowed for the handling of arising uncertainties;
additionally, the case study reported is a dynamic context where uncertainty exists all of the time and
at every moment.
2.3. Agent-Based Modelling
Agent-based modelling (ABM) is increasingly applied to numerous empirical situations [20].
Its methodological advantage lies explicitly in its ability to simulate human decision-making processes
while considering high degrees of heterogeneity [21,22]. ABM addresses the primary drawback of
current simulation programs, which are limited in uncertainty prediction and provide a dynamic
response to those uncertainties [23]. ABM takes into account the behaviours that emerge from the
interactions of numerous autonomous agents [24]. It is capable of addressing the uncertainty of
real-world actions using fuzzy logic techniques, rough sets, Bayesian networks, etc. [25].
An agent based in ABM can think and act like humans operating under autonomous control and
perceive its environment autonomously, adapting to changes in order to achieve certain goals [26].
In making behavioural decisions, ABM outperforms simple reactive “if–then” rules by allowing agents
to learn and change behaviours in response to their experiences [27]. Even at the simplest level,
an ABM consists of agents and the relationships between them; there could be valuable findings of the
system as a whole [28].
BDI Agent Architecture
Nowadays, new cooperative strategies for multi-agent systems and the combination of high-level
compressed state representations and hybrid reward functions produce the best results in terms of
task completion rates and learning efficiency. In the BDI paradigm, agents’ states are represented
through three types of components: beliefs, desires, and intentions. From the viewpoint of sociology
and psychology, it has been an important direction using the BDI model to study agent modelling [29].
The BDI model is an abstraction of human deliberation based on rational actions theory in the
human cognitive process [30]. Intention is subsequently planned and executed. A deliberation process
selects the optimum goal from a set of possible options that meet a specific desire.
Goal-oriented approaches were advanced, as well as the requirements for the modelling method
to assess likely user actions [31]; this incorporates a notion of the awareness of soft human behaviours
into the system design and has been adopted by the goal-oriented requirements agents [32].
The BDI model has become almost a norm in the field of multi-agent systems (MASs) [33].
3. Interactive Museum Case Study
In order to validate the proposed model, we analyse and observe, identifying the involved
elements during the learning process among educator and learner. The case study was carried out by
modelling scenes on interactive environments that may represent a magnificent place for modelling
interaction. In these environments, we find a variety of interactive exhibitions from which different
situations emerge due to the presence of groups of people; otherwise, we find interruption factors
causing incomplete interactions, reducing performance and increasing error rates, affecting user
attention, as well as the emergence and variety of scenarios that can provide feedback to the research.
Due to its facilities and dynamism during daily activities, the Interactive Museum of "El Trompo”,
located in Tijuana, Mexico, was chosen as a suitable place for our study. This is because it is an
interactive educational museum dedicated to youths. Its primary goal is to provide a place to interact
and play while learning.
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3.1. Methodology
3.1.1. Room Selection
In order to analyse user–exhibition interaction in a better way, we studied (data sheets) the
museum rooms, their themes, objectives, goals, methods of interaction, and their logistic location
physically and theoretically; additionally, we observed the methods of interaction found in every
room in order to select a suitable room that allowed us to analyse the behaviour, actions, performance,
interruption factors, interaction distance, and interaction levels of users, as well as the interactive
content type, information, and/or services of exhibitions provided. We also considered whether the
content was adequate for users, suitable in relation to the kind of interactions of users, and adequate in
maintaining the attention of the user. We further examined whether the content was harmful in causing
interruptions or useful in avoiding interruptions. Additionally, we analysed the objective to determine
whether it was adequate at encouraging a good interaction for the users and the media interface of the
exhibition modules to determine whether they were adequate to have a good interaction.
3.1.2. Exhibition Module Selection
After analysis of the different exhibition modules, an interesting interactive module was chosen
with features that allowed us to obtain the majority of the parameters to analyse in the research.
The name of the exhibition module chosen was “Move Domain”. The educational experience involved
users interacting and playing with one of four objects (car, plane, bike, or balloon), which were
displayed simultaneously on four separate screens, demonstrating the four different methods of
moving in the simulated virtual world. Users were able to have the experience of using all four
transportation means; they were able to interact in the virtual world and see how other users travel and
interact around the virtual world. The exhibition’s objective was to allow users to develop hand-eye
coordination skills and spatial orientation using technology. The content was based on eye coordination
and interaction with electronic games, with the exhibition’s message being “I can learn about virtual
reality through playing”. The suggested number of users allowed at the same time was four.
3.1.3. Exhibition Module Interface
The module interface consisted of four sub-modules attached to connectors. Each module included
a cover stand for the 32 inch screen, software that simulated the virtual world, and a cabinet to protect
the computer.
The exhibition module was provided with a joystick to handle the plane, a steering wheel and
pedals to drive the car, handlebars to ride the bike, and a rope to fly the balloon.
This interactive exhibition module is one of the most visited in the museum, and allowed us
to obtain important data for analysis, processing, and validation of the model. Figure 2 depicts the
analysed module.
Figure 2. The analysed interactive exhibition module. The figure shows the analysed module; this is
composed of four sub-modules with different user interfaces.
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3.2. Study Subjects
As subjects for the study, users were randomly selected from those children and adults who
participated in supervised tours as a part of a permanent program of collaboration between local
schools and the museum. The institution has the necessary agreements in place with the schools to
conduct noninvasive interactive module evaluations to improve their design.
We evaluated user interaction–interruption behaviour by performing ethnographic research
(notes style) to observe in a noninvasive way. Personal data were not required; therefore, information
was produced directly in the museum room through real-time observations in line with institution
committee recommendations to guarantee the anonymity of users.
Evaluation Interaction Parameters
We analysed and studied parameters such as interaction level (Which influencing factors increase
or decrease the level of interaction? What is the quality of interaction? What is the interaction
time? Which are the interaction abandonment factors?), presence (Do the users have a constant
presence? Do the users have intermittent presence?), interactivity (Do the users have interactivity
directly or indirectly with the exhibition? Do the users have shared interactivity with the exhibition?),
control (Do the users have full control over the exhibition?), feedback (Do the users receive some
feedback about the content?), creativity (Do the users change the way they interact according to
their creativity?), productivity (Do the users propose something that changes the interaction?),
communication (Do the users have communication directly from the exhibition?), adaptation (Do the
users adapt their actions according to the interactive content type delivered by the exhibition?),
and distance (is the users’ distance adequate to interact with the exhibition? Is the distance a factor in
interrupting or improving the interaction?).
All data collected were analysed in order to develop the FIS with all possible factors involved in
order to obtain an adequate content interactive type. Figure 3 depicts in detail the average results of
the parameters of the 500 users analysed.
Figure 3. Average of interaction parameters. The figure shows the interaction parameters necessary
to develop the adequate fuzzy inference system (FIS) in order to obtain the suitable interactive
content type.
4. Modelling Interaction on HCI
To support user interactions, HCI is operating as a background process, using invisible sensing
computational entities to interact with users. In our research, these entities are simulated by the
learner BDI agent and the educator BDI agent. The entities’ collaboration permits the HCI to deliver a
customised interactive content type to users in a noninvasive manner which is context-aware.
The relationships between users (museum users) and computers (exhibition) need to be
systematically modelled and represented to be ready for the emergent context; for this reason,
we represent user–exhibition relationships. In addition, if we add tools such as JT2FIS [34] to facilitate
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these interactions, it should be possible to deal with the uncertainty presented by the inputs (interaction
level, distance), task conflicts, and interruptions that occur when a user is involved in multiple
interactions simultaneously.
Interactions—both personal and business related—are an essential part of our daily lives;
these interactions are responsible for our well-being and productive work or business environment.
The proliferation of mobile devices and pervasive computing technologies has radically changed the
ways in which people communicate and the interaction between them. These devices support human
interactions as they are equipped with software that helps users in coordinating, competing, and
collaborating with each other [35].
In our research, we represent HCI simulated on a museum modelled with embedded agents (LA,
EA) that allow the user–exhibition interaction to be supported. Our modelling proposal provides
dynamic support for interactions, and it is aware not only of the user’s physical context, but also of
the social context (i.e., when a user interacts with another user). Our model consists of contextual
attributes, such as the location of the user and what they are doing during the interactions. The social
relationships are among users and other actors (teacher, museum guide, classmates, etc.) that influence
an individual’s action and performance during the interaction.
The idea for modelling the interaction on HCI in this research is important because it helps
to improve the interaction level experience, offering an adequate interactive content type based on
interaction level and distance to avoid possible interruption factors. Intensive research has been carried
out in context modelling and context-awareness systems, focusing on physical contexts. However,
these studies are not particularly explicit in addressing or modelling user–exhibition interactions and
coordination functionality to improve the interaction quality experience.
Moreover, modelling the interaction on HCI provides opportunities to improve the interactions
among the user and computer engaging in spontaneous activities as in our case study. Our HCI
modelling selects and delivers adequate content and information to support the interactions of a large
number of diverse users. Our proposed model supports spontaneous interactions and interruptions,
coordinating available content during the course of the interaction.
Related work on supporting the interactions of users with available content in interactive
environments has tended to focus on recognising activities based on the identification of meanings
attached to a place. However, they do not account for the new requirement of spontaneity. A way to
realize spontaneity is the approach of task-oriented computing [36].
4.1. Representing HCI in a Museum
Currently, museums are defined as non-profit institutions that serve to acquire, conserve, research,
communicate, exhibit, and study educational material for the purpose of learning and customer
enjoyment. Given the significant influence of museums on society, researchers have paid them much
attention; for instance, Reference [37] studied the dynamic interaction between perceived quality and
emotion as determinants of visitor satisfaction.
In our research, we modelled interactive museum elements; the museum user was represented
by LA and the exhibition by the EA. In order to know the interactive content type offering adequate
interactive information avoiding interruption, we used inputs like interaction level [38] and distance
measuring [39]; the distance is randomly simulated, based on the measurement of the effective reading
distance of passive tags embedded in the environment.
In the measurement of the distance and the level of interaction, some numerical results were
obtained. These could be the inputs to our FIS. This practice measuring entails the following reflection:
Does a metric allow us to properly measure the distance and interaction level of the user? For this
reason, our model is composed of linguistic input variables with their respective membership functions
to the interaction level (intlevel0, intlevel1, intlevel2, intlevel3, intlevel4, intlevel5) and distance
(far, medium, near); linguistic variables can be considered a measure of the belief of the user (LA) and
exhibition (EA).
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Within the existing model, the implementation of the BDI paradigm was chosen because the
propositions of beliefs represent the level of interaction and distance where the BDI agent assumes
the user has a specific evaluated interaction level and distance. Intentions are a subset of desires
that should encourage and assist the user in the process of interaction through interactive activities.
In order to approach the relevance to integrate fuzzy logic modelling to formalise a BDI agent’s beliefs,
recognising that transition ranges exist on interaction levels and distance, the use of fuzzy logic is
deemed appropriate for exhibition (EA) reasoning, in order to deliver the adequate content type.
This research analyses data obtained from BDI agents (EA and LA) simulating the interaction
among the user and exhibition. The educator BDI agent confronts its desires with its beliefs using
fuzzy logic to infer relevant information on the interaction level and the distance of users’ performance.
This information is obtained using fuzzy perceptions.
4.1.1. Modelling Museum Elements
In our research, we define HCI as interactive museum elements composed of two principal actors:
user (LA) and exhibition (EA). Through their performance (distance and interaction level), the user
(LA) is evaluated by fuzzy perceptions of the exhibition (EA), obtaining (using the proposed FIS)
the adequate interactive content type, ensuring the user’s interest is maintained and avoiding the
interruption factor. These agents have direct communication, constantly requesting and receiving
information. The exhibition (EA) contains all information of the interactive exhibition it can collect
through sensing using fuzzy perceptions; it can sense the performance data (interaction level and
distance) of the users (LA). Interaction level and distance operate as feedback data to be processed
by reasoning of FIS to offer the adequate interactive content type to help and increase the interaction
quality experience of the user (LA), maintaining attention for the exhibition and avoiding the
interruption factor.
The user (LA) and exhibition (EA) involved in the HCI receive and request all changes occurring
during the interaction; consequently, the agents are then ready for emergent changes. This is of great
importance, as it feedback information due to their awareness of the context at all times. Figure 4
represents the two agents involved in HCI.
Figure 4. Agents involved in human–computer interaction (HCI). The figure shows the principal
agents’ interactions among each other and their context. LA, learner agent; EA, education agent.
The definition of the involved agents is based on the characteristics of the HCI. This means that the
resources that provide services and information are based on user performance (distance, interaction
level). The HCI serves as a mediator to update the agents with the status and changes that occur
during the interaction. The EA is a representation of a BDI agent with mental states. The beliefs and
desires of the agent involve definitions, estimating that the user has a certain distance and the level of
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interaction during a given period; this estimation can deal with uncertainty, determined by a set of
membership functions.
The EA can perceive its interaction context with perceivers (fuzzy perceptions) and act accordingly
with effectors (intentions). The exhibition (EA) perceivers must perceive and act to satisfy the user’s
requirements. Perception is an internal action where the agent captures information from its interaction
context, formulating its beliefs from perceptions combined with prior knowledge of the interaction
context (i.e., the EA has an interactivity perceiver that can measure the interaction level of a user to
some degree of error; due to its prior knowledge, it creates the belief if the user has a high or low
interaction level).
On the other hand, acting is the performance of an external action where the agent generates
changes that modify the interaction context, offering adequate interactive content or customised
services to the user. In this research, we developed powerful agents that covered the prior
characteristics, implementing BDI paradigms such as such Jason [40], based on the AgentSpeak (L)
introduced by Rao and Georgeff [41]. Figure 5 illustrates the process of the rationalization of the
exhibition (educator BDI agent).
Figure 5. Exhibition (educator BDI agent) rationalization. The figure illustrates the rationalization
process elements: the beliefs, desire, and intentions which are key to obtain the goals—in this case,
to deliver the adequate interactive content.
The exhibition’s belief base has several defined plans. Each plan is specified by different
membership functions of linguistic variables that are received from the interaction, level, and distance
in the process of the interaction. These plans have implications through beliefs: beliefs over desires
and desires over intentions; consequently, this assists in determining the most appropriate interactive
content type for the user, avoiding interruptions because it is based on the user’s performance.
4.1.2. Development of Museum Elements
In our research, HCI is represented in an interactive museum. The involved elements—user (LA)
and exhibition (EA)—are developed and simulated with a Jason-based programming language on
AgentSpeak (L) ([40–43]).
The insertion of the proposed interaction context consists of hybrid BDI–fuzzy elements,
binding the BDI and fuzzy logic paradigm. The idea here is to offer adequate interactive content types,
avoiding interruptions that provoke incomplete interactions in the HCI.
The developed agents sometimes conduct simple tasks, performing only occasional database
queries, sending data and information processed to responsible agents. Our reactive and involved
agents—LA and EA—are in constant readiness to obtain information from the interaction context.
The communication among the agents is composed of four elements: receiver agent, sender or
issuer agent, type of action, and message content. Messages can be sent and received to instances of
LA and EA. The type of action defines which message will be sent (i.e., reporting the status of the HCI
or informing about a user’s performance).
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The message content has different types of information values, including interaction level
(value among 0–5 depending on the user interactivity), user–exhibition distance (value among near,
medium, and high), interactive content type delivered (audio, graphic, text, and video; considering
that audio content requires low interaction, graphics content requires medium interaction, text content
requires high interaction, and video content requires extremely high interaction). Figure 6 depicts the
communication process among agents.
Figure 6. Communication process among agents. The figure shows the agent’s communication process
and is composed of four elements: sender, receiver, action, and content.
4.1.3. Fuzzy Perceptions in the Museum Elements
The logic in using BDI and the fuzzy logic paradigm in the museum elements is to help handle
uncertain information in order to present adequate and appropriate interactive content. A belief is
prepared in accordance with environmental inputs (interaction level and distance), with the respective
membership functions. These variables act as inputs to the FIS, which define the output (interactive
content type). The result of these beliefs is written by a fuzzy value and, in this case, given a
linguistic value. The update process is dynamic and is altered according to the user’s performance.
The membership functions are modelled considering an initial belief based on fuzzy perceptions and
ensuring an accurate result for assessing the user interaction.
The implementation of the FIS is solely for the purpose of effective utilization; this requires the
use of programs that directly apply fuzzy logic functions. Some utility programs have specific modules
to facilitate the accomplishment of this task and provide the necessary tools to conduct effective
fuzzification; these include the utility JT2FIS [34], which is a Java class library for an interval Type-2
fuzzy inference system, used to build intelligent object-oriented applications. It also provides an
effective fuzzification method and tools. The JT2FIS utility is used in this research.
The HCI inputs are the input variables that can be perceived by the EA. They are called the
performance data of the user’s interaction. On identifying the input variables (interaction level and
distance) and the output variable (interactive content type) for the FIS, these are associated with a set
of membership functions.
These functions comprise linguistic variables for the input “interaction” (intlevel0, intlevel1,
intlevel2, intlevel3, intlevel4, intlevel5), for the input “distance” (far, medium, and near), and for the
output “interactive content type” (audio, graphics, text, and video). Gaussian functions were used in
all inputs and outputs because this type of membership function has a soft non-abrupt decay.
The FIS was implemented using the Mamdani method with the minimal implication operator
and the defuzzification method of the centroid.
We defined 18-inference IF–THEN rules covering all linguistic variables; the rules are composed
by the operator associated with the minimum method. Aggregation rules are made by the maximum
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method. The proposed FIS is flexible and permits the addition or deletion of rules; this can be seen as
an advantage, as it can be adapted to different contexts or, if different variables exist, can be increased.
The FIS was also configured considering the performance of the 500 users. It is one of the most
important elements of the proposed model, as it represents the inference that can be considered
as the knowledge base. Table 1 shows the base rules (the knowledge base representation used in
this research).
Table 1. Inference fuzzy rules of the FIS.
No Inference Fuzzy Rules
1 If (IntL is IntL5) and (Dist is Near) then (IntConType is video)
2 If (IntL is IntL5) and (Dist is Med) then (IntConType is video)
3 If (IntL is IntL5) and (Dist is Far) then (IntConType is text)
4 If (IntL is IntL4) and (Dist is Near) then (IntConType is video)
5 If (IntL is IntL4) and (Dist is Med) then (IntConType is video)
6 If (IntL is IntL4) and (Dist is Far) then (IntConType is text)
7 If (IntL is IntL3) and (Dist is Near) then (IntConType is video)
8 If (IntL is IntL3) and (Dist is Med) then (IntConType is text)
9 If (IntL is IntL3) and (Dist is Far) then (IntConType is grfs)
10 If (IntL is IntL2) and (Dist is Near) then (IntConType is text)
11 If (IntL is IntL2) and (Dist is Med then (IntConType is text)
12 If (IntL is IntL2) and (Dist is Far) then (IntConType is audio)
13 If (IntL is IntL1) and (Dist is Near) then (IntConType is grfs)
14 If (IntL is IntL1) and (Dist is Med) then (IntConType is grfs)
15 If (IntL is IntL1) and (Dist is Far) then (IntConType is audio)
16 If (IntL is IntL0) and (Dist is Near) then (IntConType is grfs)
17 If (IntL is IntL0) and (Dist is Med) then (IntConType is audio)
18 If (IntL is IntL0) and (Dist is Far) then (IntConType is audio)
4.1.4. Fuzzy Perceptions Process
An important process that impacts all museum elements is how the HCI—aided by exhibition
(EA)—obtains fuzzy perceptions from the user’s performance. This process begins with the perceiver
(χ) observation of changes in the surrounding environment; this change can be represented as a
set of indicators (ζ), with every indicator being described by set membership function values (pi).
The indicators (ζ) can be perceived by perceivers χ, which can sense these values and consider the
inputs (interaction level and distance) of the FIS. Through its inference, the FIS generates the output
(interactive content type). The fuzzy value result will be considered a belief atom κ(τ), where κ(τ) ε Ω
is a belief set. Figure 7 depicts the fuzzy perception process of the exhibition EA.
Figure 7. Fuzzy perception process. The figure shows the fuzzy perception process. This process is
the key to creating the fuzzy perceptions of the EA in order to deliver the adequate interactive content
type, considering the user’s performance (interaction level and distance).
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4.1.5. Illustrative Example
The following example illustrates how the entities in this case (museum visitor, represented by
LA) can change their performance (interaction level and distance) during a museum tour day and how
the exhibition can perceive the performance changes using fuzzy perceptions.
Let us consider that a visitor takes a museum tour. At the beginning of the tour, the visitor starts
the interaction on the first exhibition modules; at this point, the visitor’s performance is interaction
level is “5” and distance is “near” the exhibition (let us suppose the visitor has much energy and
interest in the exhibition).
Therefore, the EA, using fuzzy perceptions, implies its beliefs, then based on its beliefs,
the resultant belief is a video (fuzzy value) because it perceives high interaction (0.9) and near distance
(0.9). Later, let us suppose that the visitor is in the middle of their museum tour (the visitor decreases
their performance and interest). Now, the interaction level is “2.5”, and the distance is “medium” with
respect to the exhibition. Therefore, the EA, using fuzzy perceptions, implies its beliefs, then based on
its beliefs, the resultant belief is graphics (fuzzy value), because it perceives medium interaction (0.4)
and medium distance (0.4). Finally, let us suppose that the visitor is at the final part of the museum tour
(the visitor’s performance and interest continues to decrease during their visit). Now, the interaction
level is “0.5”, and the distance is “far” from the exhibition. Therefore, the EA, using fuzzy perceptions,
implies its beliefs, then based on its beliefs, the resultant belief is audio (fuzzy value) because it
perceives low interaction (0.1) and distance far (0.1).
Table 2 depicts the exhibition (domain) agent’s mind state, elements, interaction level, and
distance presented.
Table 2. Mind state values of exhibition EA.
Interaction Level Distance Element Description Source
5 Near Belief video(fuzzy value(.9),(.9)) percept
2.5 Medium Belief graphics(fuzzy value(.4),(.4)) percept
0.5 Far Belief audio(fuzzy value(.1),(.1)) percept
5 Near Events +!select(video) self
2.5 Medium Events +!select(graphics) self
0.5 Far Events +!select(audio) self
5 Near Intentions +!deliver(video) self
2.5 Medium Intentions +!deliver(graphics) self
0.5 Far Intentions +!deliver(audio) self
5. Results
In this section, the results obtained from the sample of 500 users visiting the interactive museum
“El Trompo” in Tijuana, Mexico are presented and analysed. The users were evaluated and processed
using a custom fuzzy c-means method of data mining named Data Mined Type-2 (DMT2F) [38].
5.1. FIS Configuration
Once all data were mined with DMT2F and 18 inference rules were added to build the knowledge
base, we obtained as a result of the FIS configuration parameters that the FIS was configured with
two inputs (interaction level and distance). These inputs were composed with the exact parameters
considering the performance of the 500 users. These inputs are essential for feedback to the FIS;
also, the FIS was configured with one output (interactive content type). This output is important
because it delivers the adequate interactive content type in order to avoid interruption during
the interaction.
Additionally, DMT2F considers the uncertainty of each user. This uncertainty is assigned
automatically by the evaluation method of the FIS Type-2. The implementation of DMT2F is adequate
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in the interaction context because it is in context where uncertainty is contemplated and present at all
times. During this process, an FIS with higher accuracy was obtained in the realized configuration,
as we considered and undermined all possible input variables; consequently, an accurate interactive
content type result was obtained during real-time interaction, improving the user’s interest, attention,
and interaction, and avoiding interruptions. Table 3 depicts the configuration parameters of the data
mined Type-2 FIS.
Table 3. Inputs, outputs data mined Type-2 FIS configuration.





IntLevel0 = [0.486 1.709 2.196]
IntLevel1 = [0.373 2.387 2.761]
IntLevel2 = [0.300 3.021 3.321]
IntLevel3 = [0.284 3.607 3.891]
IntLevel4 = [0.286 3.676 3.963]





Far = [0.196 0.312 0.509]
Medium = [0.200 0.372 0.573]





IntCnTypAud = [0.090 0.463 0.554]
IntCnTypGph = [0.066 0.597 0.663]
IntCnTypTxt = [0.070 0.618 0.689]
IntCnTypVid = [0.088 0.792 0.880]
5.2. Interactive Content Type Results
After using the DMT2F in our FIS, an evaluation was conducted to obtain adequate interactive
content type results for the sample of 500 users. Table 4 depicts these analysed users.
Table 4. Results of the interactive content type using the data mined Type-2 fuzzy method (DMT2F).
Subject Interaction Level Distance Interactive Content Type Using DMT2F
1 1.6738 0.4168 0.5553 (audio)
2 2.0087 0.3130 0.0.5451 (audio)
3 3.0073 0.6225 0.5921 (graphics)
4 4.1161 0.8769 0.7665 (video)
5 4.3935 0.3055 0.7370 (video)
6 3.8101 0.3505 0.7166 (text)
... ... ... ...
500 4.3870 0.6969 0.7679 (video)
Interactive Content Type Percentage
In this research, we obtained noteworthy results about the percentage of interactive content types
delivered. The sample results obtained were: 20% of users received content type “video”; 21% of users
received content type “audio”; 32% of users received content type “text”; and 27% of users received
content type “graphics”. This means that the interactive content type “text” is the most adequate to
interact with in this kind of interactive environment, helping to avoid possible interruptions originating
from inadequate content. Figure 8 depicts these results.
Appl. Sci. 2017, 7, 832 15 of 18
Figure 8. Interactive content type percentage. The figure shows the interactive content type percentage
of the 500 users analysed.
6. Discussion
Nowadays, technology is being increasingly used in museums around the world. However, in
Tijuana, Mexico, not many museums are adopting new technologies, with many simply offering the
same content type in all of their exhibitions. On the other hand, we identify some museums, such as
our case study “El Trompo” Interactive Museum in Mexico, which has adopted interactive exhibitions
through the use of technology.
6.1. Technology Use
The use of technology has been seen to help attract more visitors to museums, with visitors
demanding adequate and appropriate interactive content types that permit and encourage their
interest throughout the museum, avoiding interruptions that impact interaction. One way to achieve
this is through the proposed model, which offers museum visitors experiences that directly impact
their knowledge and interest. Our model evaluates and perceives user uncertainty in their interaction
(level and distance), aided by fuzzy perceptions in EA. After this perception, the output interactive
content type is identified, offering suitable services and information; having an impact and improving
interest avoids interruptions or abandonment of the museum’s exhibitions.
6.2. Applying Fuzzy Logic
Our agents—particularly the domain (EA) with mental states—can perceive interruptions at the
moment of the first interaction through the recognition of the user’s performance (interaction level
and distance). The use of fuzzy logic to reconstruct the beliefs on BDI EA can deal with uncertainty
in a model built in part from mental states. This integration allows the analysis of uncertainty in the
user’s performance process, resulting in a suitable profile of each user’s performance.
6.3. Interruption Factor
The user’s low performance is a consequence of interruption factors during the interaction, and
in some cases, it takes time to recover from or could represent a complete interruption of interaction.
In order to identify how to avoid interruptions, some questions arise: How can we recover from
irregular interruptions, or how we can avoid interruptions? The response is through the proposed
research where we analysed factors and offered adequate interactive content types, which can avoid
these interruptions. If we deliver the adequate and appropriate content, we can help users recover
from suspended interaction.
Interruption Factor Recovery
When a user is interrupted, it is necessary to recall their progress before the interruption occurred,
but if we are able to recall this progress with the adequate content, the interruption’s recovery is
much faster; otherwise, the interruption’s recovery can be slower. We can compare the proposed
research with other recovery techniques [44,45], analysing ways to resume after interruption; through
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comparison, we can see that our research improves and strengthens the interaction in order to increase
attention in the exhibition. Moreover, we analysed if negative effects of the interruption are avoided if
the user’s performance increases having a complete and uninterrupted interaction. Comparing our
research with other research [46,47] that used avoidance of interruption techniques, none were seen
to use fuzzy perceptions and did not consider users’ uncertainty, which increases the error degree to
avoid interruption.
6.4. Performance of Users
The user evaluation during HCI is completed to determine the adequate interactive content type
based on performance, the gathering of relevant effects of interruptions, and the identification of
what happens when users are interrupted by a particular interruption factor. This could include
interruptions with content related to the exhibition, where the performance could be maintained,
reduced, or minimised, but not representing the interaction. Otherwise, for interruptions that
are not content related, the performance may degrade until null performance, representing an
interaction abortion. If we deliver adequate content using our proposed model, it is important
to resume interaction after interruptions. Understanding such adaptations will improve interaction
level experience.
6.5. Noninvasive Evaluation
The sample of users was examined during their natural interaction experience. The proposed
evaluation method is noninvasive because it operates in background mode. The users can interact
naturally, obtaining real information in a natural way, influencing the quality of results.
7. Conclusions
During the learning process, we can identify many interruption factors. The proposed model helps
the learner experience a quality means of learning, which is provided by the educator with all of the
adequate interactive content types, improving performance and creating an effective learning process.
We have explored the idea that HCI enhancement—with adequate content types that avoid
interruptions—could intensify the positive influence on learning and improve the relationship with
other users; this can be beneficial to elevate the interactive level experience, allowing a direct
repercussion in the quality of HCI.
Through experimental research, we model and represent with agents the learner (LA)–educator
(EA) interaction; both agents are provided with the BDI approach, which permits the creation of beliefs,
desires, and intentions, allowing mental states for reasoning. The EA uses the fuzzy logic approach to
have a fuzzy perception of the user’s performance, improving interaction and avoiding interruptions.
We have demonstrated that if adequate and appropriate content types are offered, the interaction
can be completed inclusively with some interruptions. We analysed if the content of the interruption
is similar to the interaction context, identifying that not all interruptions can be deemed negative,
with some interruptions helping users to complete their interaction. Otherwise, if the interruption
content is completely different, it can increase the interruption level until the user’s interaction
is abandoned.
This research can act as an alternative for HCI researchers to approach successful interaction;
it can represent an option to understand how to minimize or avoid the interruption factors
during interactions.
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