When a high-speed train is running, it is easy for foreign objects like rail-side plastic bags to enter bottom bogies, cables and equipment gaps, which affects the safety of driving. At present, the detection accuracy of such foreign objects is low. To solve this problem, the present study used the latest deep learning based object detection networks, such as SSD and Faster R-CNN, which combined with different feature extractors to build a detection network. Through data augmentation of a sample, the number of sizes was expanded. By the idea of transfer learning, the COCO dataset was used as the source data to transfer features to the new detection network and then retrained to build a train bottom plastic bag detection network based on deep learning. It was shown that through data augmentation, the precision of each combination significantly improved. Moreover, the results using combination of SSD and MobileNet obtained the fastest detection speed with an average time of 41 ms and a precision rate of 81.3%. The accuracy using combination of SSD + Inception V2 combination reached to 89.7%, with an average time of 53 ms.
I. INTRODUCTION
In recent decades, railway transport has greatly developed worldwide. In China, the advantages of high-speed, on-time arrival and low-cost fares benefited from the optimization of control [1] - [3] has made the railway transport become the most popular choice for many people. The rapid growth in passenger traffic has led to more rigid requirements in railway transportation safety. Safety is the lifeline of railway transport which affects the production efficiency and economic benefits of the enterprise and has a major impact on social politics and the economy. When in the high-speed running state, the EMU (electric multiple units) easily causes foreign matter, such as rail-side plastic bags drawn into bottom bogie, cable and equipment gaps which causes smoke, odour and may cause equipment short-circuits and fires. Therefore, it is The associate editor coordinating the review of this manuscript and approving it for publication was Faisal Khan . important to detect foreign matter attached to the bottom of the EMU quickly for the safety of railway transportation. At present, inspection for this foreign matter has two detection modes. One is the traditional maintenance mode; that is, trained engineers in the trench use a simple tool such as a flashlight to inspect the bottom of the EMU and check for foreign matter. While the manual inspection has many drawbacks, such as consuming too much time, decreasing work efficiency, and more importantly, this inspect mode cannot guarantee the safety of the engineers. Another mode is the use of the trouble of moving EMU detection system (TEDS) to detect foreign matter. TEDS integrate functions of image acquisition, real-time image processing, image recognition, accurate positioning and network control technology. It can realize dynamically visual detection at the exterior of the EMU and detect sudden failures and safety hazards online. However, there are some problems in the TEDS system, such as a high misinformation alarm rate and low accuracy, moreover, it is still necessary to check the acquired images manually because the target detection algorithm of the TEDS system is based on conventional target recognition algorithms, such as SIFT [4] and HOG [5] , which requires careful engineering and extensive expertise to design features artificially and identify the targets through these features and then combine the corresponding strategies to locate the targets. However, due to the difference in the characteristics of the target, it is difficult to identify a standard for extracting its characteristics [6] . Because of the above disadvantages, false positives and false negatives in TEDS occur frequently. The conventional methods encounter a set of limitations when applied in engineering. Therefore, it is important to develop a new method for extracting features automatically.
II. RELATED WORK
Recently, deep learning methods have gained great success in object detection fields because of their strong feature extraction ability. The deep neural convolutional network is inspired by the manner in which the human visual system works, which is a learning process based on multiple layers consisting of linear and nonlinear units to acquire the ability to learn complex data [7] . Compared with traditional methods, deep learning methods do not require considerable feature extraction work on foreign matter. Moreover, deep learning methods have a far superior performance to conventional methods when applied in different fields, sometimes being better than human-level methods. In 2012, Alex Krizhevsky designed the AlexNet [8] detection model based on a convolution neural network, which achieved a 15.3% top-5 error rate in a dataset of millions of images that contained more than 1,000 classes and defeated all the teams using conventional methods in the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) classification tasks, making deep learning one of the most important tools in the field of computer vision. Deep learning methods make it possible to inspect and detect varieties of objects and their different sizes, colors, and shapes in different conditions and achieve remarkable performance. Therefore, target detection based on deep learning methods has gradually replaced the traditional methods.
With the development of machine learning, deep learning technology has been widely used in railways. He et al. [9] used a deep neural network model devised by Google's InceptionV3 to classify metro facilities. Wei et al. [10] applied a method based on deep learning to detect railway track fasteners. Gulsah et al. [11] utilized a deep learning method for detecting arcs in pantograph-catenary systems. Qing et al. [12] proposed an objective and fast tunnel crack identification algorithm based on the ResNet18 CNN to construct a complete tunnel crack identification and analysis system. Juan et al. [13] designed an FB-NET detection model based on a deep learning method to detect railway shapes and dangerous obstacles. At present, many methods based on deep learning have achieved notable success in target detection, but nobody has applied deep learning methods to the detection of foreign bodies in the bottoms of high-speed trains. In this paper, the positive performance of the latest deep learning-based target detection and recognition models SSD [14] (single shot multibox detector) and Faster R-CNN [15] are created to detect foreign matter. In the initial models of SSD and Faster R-CNN only equipped with a specific feature extractor, different feature extractors in combination were applied with these detection models. The transfer learning [16] and data augmentation [17] strategies were used to improve the performance of foreign matter underbody detection.
III. METHOD
Target detection based on deep learning is mainly divided into two processes: feature extraction and target recognition, as shown in Figure 1 .
The image is input into the detection network and processed through a deep network (feature extractor and recognizer) to obtain the classification and location of the target. Target detection methods based on deep learning can be divided into two branches. One branch is one-stage target detection; this kind of neural network converts object detection to a regression problem directly without a region proposal mechanism. The main idea of the one-stage object method is to capture the image at different positions equably and then use the recognizer to classify the image directly. The entire detection task is completed in only one step. Therefore, one-stage target detection methods mainly focus on inspection speed. The other branch is the two-stage target detection method, which integrates region proposal and CNN classification into a model. The two-stage neural network primarily generates a set of scale candidate boxes in different positions of the image through the region proposal mechanism. Then, a convolutional neural network is used to classify the candidate boxes. Generally, the two-stage neural network has better precision. In this work, SSD and Faster R-CNN are used as the most representative algorithms of one-stage and two-stage algorithms, respectively.
A. FEATURE EXTRACTOR
It is important to select the appropriate feature extractor for the performance of the detection model. The number of layers and parameters of the feature extractor should be considered when selecting the feature extractors. The more parameters and layers in the feature extractor, the more complex the calculation will be in the detection model, which directly affects the speed of detection and the performance of the entire network.
In this paper, four representative feature extractors based on deep convolutional neural networks are applied, namely, VGG [18] , ResNet [19] , MobileNet [20] and Inception V2 [21] networks. Although these four feature extractors are structurally different, we apply them to improve accuracy and decrease computations. Table 1 shows the structure parameters of the four feature extractors used in this article and their performance in the ILSVRC.
B. FOREIGN MATTER DETECTION BASED ON SSD
The one-stage method SSD is an end-to-end model, and all detection and identification processes are only in a single feed-forward convolution network. Compared with two-stage detection methods, SSD removes region proposal mechanisms and feature resampling parts, making it one of the most rapid methods among all deep learning methods. The SSD model is composed of a feature extractor and some added convolutional layers. The added layers adopt multiscale feature maps for detection, that is, they allow detectors to make predictions at different scales. Therefore, the detection model can obtain more features in the foreign matter detection process.
Specifically, an image in the detection model was passed through a set of convolutional layers, and a feature map with different sizes was obtained. For each feature map, 3×3 small convolutional filters were used to output a value to measure the probability of classification or offset to the default box position. In the training progress, the network determined which default box matched the ground-truth box in the training picture based on the IOU threshold. The best-matched default box was used as a positive sample. Therefore, SSD can obtain multi-scale information and make the best judgements on foreign matters with high accuracy without affecting speed. The framework of SSD is shown in Figure 2 . The loss function in SSD is defined as follows:
where x is the matching result between the default box and the ground-truth box. x p ij = {1, 0} indicates whether the i-th box matches the bounding box of the j-th object of class p, and the match is 1 and vice versa. If i x k ij ≥ 1, it indicates that at least one box matches the j-th object bounding box. c represents the predicted confidence of the object. g represents the ground-truth information. α is the coefficient used to measure the confidence loss and is set to 1. N represent the number of matching boxes.ĝ m j represent the offset between the ground-truth box and feature extractor. m represents the parameter of the centre coordinate. The position loss is defined as follows:
Softmax loss is applied for confidence loss.
To adapt to the detection of foreign matter in the train bottom, the feature extractors combined with the SSD are set as follows:
VGG: We added four additional convolutional layers with attenuated spatial resolution after the conv4_3 and fc7c layers, each with a depth of 512. The conv4_3 layer was regularized by the L 2 norm, and the learning rate base_lr was set to 0.004.
ResNet: The feature was extracted from the last layer of the 4th convolution block. When in the atrous mode, the step size was set to 8; otherwise, it was set to 16, and the feature map was truncated and adjusted to 14×14. Then, maximum pooling was adopted at the pooling layer to reduce the feature to a size of 7×7. Five additional convolutional layers with attenuated spatial resolution were added after the conv 5 layers with depths of 512, 512, 256, 256, and 128, and the learning rate was set to 0.004.
Inception V2: Four additional convolutional layers with attenuated spatial resolution were added after the mixed 4c and mixed 5c layers, with depths of 512, 256, 256, and 128. The ReLU6 function was set to a nonlinear activation function for each convolutional layer. The basic learning rate was set at 0.004 during the training, and the learning decay rate was 0.9.
MobileNet: After conv 11, conv 13 4 additional convolutional layers with attenuated spatial resolution were added with depths of 512, 256, 256, and 128, setting the ReLU6 function as a nonlinear activation function for each convolutional layer. Identically, the basic learning rate was set at 0.004 during the training, and the learning decay rate was 0.9.
C. FOREIGN MATTER DETECTION BASED ON FASTER R-CNN
The two-stage method Faster R-CNN is a powerful deep CNN improved from R-CNN [22] and Fast R-CNN [23] . A region proposal network (RPN), which is a fully convolutional network [24] that can be computed in a GPU, was applied to generate high-quality candidate regions in Faster R-CNN. In addition, the RPN network can share a convolution layer with the detection model and the ROI strategy was applied to map the candidate region to the feature layer of the CNN and to extract the deep features of the corresponding region directly on the feature layer. Avoiding the input candidate region to the feature layer repeatedly by the ROI strategy not only decreased the detection time but also improved the detection precision. Basically, Faster R-CNNs have a faster and stronger detection ability than Fast R-CNNs and R-CNNs. The basic idea of Faster-RCNN is composed of the Fast R-CNN detection model and RPNs. The framework of Faster R-CNN is shown in Figure 3 .
The RPN takes the image as input and outputs a set of candidate regions, each candidate region having an objective score, and the framework of the RPN is shown in Figure 4 . To generate a candidate region in the RPN, an n * n sliding window is generated on the shared convolutional feature layer with the maximum number of k anchor boxes. The highdimensional features in the sliding window are mapped to the low-dimensional feature is imported into two parallel fully connected layers: the box-regression layer (reg) and the box-classification layer (cls). Then, the box-regression layer and box-classification layer produce 4k and 2k outputs that represent coordinate values of corresponding candidate regions and the probability of whether the candidate area is the target, respectively. Then, the extracted regions from the RPN are used to train the Fast R-CNN.
The loss function of the whole network is defined as follows:
where i represents the subscript of the i-th anchor, and the predicted probability of p i is the i-th anchor. The p * i represents the ground-truth value. If the anchor is a positive sample, the value of p * i is 1; otherwise, the value of p * i is 0. t i represents the value of the coordinate vector predicted by the boxregression layer, while t i represents the correct value of the coordinate vector. N cls and N reg are the normalized parameter and weighted parameter by a balancing parameter λ.
L cls is the log algorithm of the classification loss function.
The regression loss function is
where S L i represents the robust loss function (smooth L 1 ).
To adapt to the detection of foreign matter in the train bottom, the feature extractors combined with Faster R-CNN are set as follows. VGG: The features of each image are extracted from the fifth convolutional layer of the VGG-16 model, and the feature map is truncated and adjusted to 14×14. Then, the maximum pooling strategy at the pooling layer is adopted to reduce the feature to a size of 7×7. The value of the initial learning rate is 0.004.
ResNet 101: Extracting features from the last layer of the 4th convolution block, the step size is set to 8; otherwise, it is 16. Similarly, the feature map is truncated and adjusted to 14×14, and then the maximum pooling strategy is adopted at the pooling layer to reduce the feature to 7×7. The value of the initial learning rate is 0.004.
Inception V2: Features from the ''mixed 4e'' layer in steps of 16 are extracted, and the feature truncation is adjusted to 14×14. The value of the initial learning rate is 0.004.
MobileNet: The feature from the ''Conv2d 11'' layer in steps of 16 are extracted, and the feature truncation is adjusted to 14×14. The value of the initial learning rate is 0.004.
D. TRANSFER LEARINING
Basically, a modern convolutional network model requires a large quantity of data for training. In object recognition and detection task fields, commonly used datasets include the PASCAL VOC dataset, COCO dataset, and ImageNet dataset. The ImageNet dataset includes more than 14 million image data with 1,000 target categories. However, for general specific detection tasks, due to the complexity of detection, it is difficult to obtain datasets with enough data, and insufficient datasets easily cause overfitting. Transfer learning can effectively solve this problem. Each hidden layer in the CNN has a different feature representation, with the lower layer providing a generic feature extraction function and the higher layer carrying more information for a particular classification task. By using this characteristic, specific optimization training based on an already trained model can expedite and optimize training the high performing detection network and not only avoid the overfitting problem caused by insufficient data but also save considerable computational resources and time. Figure 5 is a schematic diagram of transfer learning. The COCO dataset contains 91 common categories with more than 300,000 images. By using the strategy of transfer learning, the COCO dataset was used as the source data to transfer features to the new detection network and then retrained to build the foreign matter detection network.
IV. EXPERIMENTS A. DATA SOURCE AND PROCESSING
The images of foreign matters are taken by the TEDS system when the high-speed train was in a running condition. Since almost all the images of foreign matters that drawn into the bottom of the high-speed train are plastic products, and other foreign matters are extremely rarely, we used 2,000 images of plastic bags drawn into the bottom of the high-speed trains as experimental data. To target the position of foreign matters, each image needs to be labelled. The IOU (intersection-overunion) method was used to determine the identified target:
where A represents the ground-truth box information when the image is marked, and B is the bounding box predicted by the detection model. If the IOU value is greater than the predetermined threshold value, the recognition is successful. In this paper, the IOU value is set as 0.7.
To improve the generalization ability and the robustness of the detection model in the case of overfitting caused by insufficient datasets, data augmentation strategies were applied to extend the dataset to avoid overfitting the entire model. In this paper, the data were expanded to 5,000 images by geometric transformation and intensity transformation of the sample image. Geometric transformations include adjustment, truncation, rotation, and horizontal flipping of images. Intensity transformations include enhanced image contrast and brightness. The data are divided into a training dataset and a test dataset, which are randomly generated in a ratio of 4:1 and make the dataset into COCO format. The training dataset was used to acquire the learning ability of each detection model. The performance of each detection model in detecting foreign matter was evaluated by the test dataset.
The whole experiment was run in the deep learning framework TensorFlow [25] , and each model was trained endto-end by a random gradient descent method. For the SSD model, the value of the initial learning rate was set to 0.001 with a momentum of 0.9 and a decay of 0.0005. When the number of iterations reaches 20,000 and 40,000, the learning rate was reduced to 1/10 of the current learning rate until the loss no longer varied. For the Faster R-CNN model, the initial learning rate was set to 0.001 with a momentum of 0.9, a decay of 0.0005, and a total of 80,000 training steps. Some of the recognition results are shown in Figure 6 . The plastic bags are distributed at different positions on the bottom of the high-speed train. Some are in the wheelto-sleeve of the bogie, the brake disc and the spring of the suspension system. The shape, size and colour of the plastic bags at different positions are different. Table 2 shows the results without data augmentation:
B. EXPERIMENT ANALYSIS
It can be seen from Table 2 that the SSD+VGG combination had the highest precision rate of 83.5% in all detection models. The precision of the Faster R-CNN+VGG combination achieved 82.8%, which was the highest in the Faster R-CNN detection model. The number of layers in the VGG network was the lowest; thus, it can clearly be seen that the shallow convolutional neural network works better for tasks with smaller datasets. The precision of Inception V2 was similar to VGG, and Table 1 shows that the number of parameters of Inception V2 was only 1/12.5 of VGG, which means that the number of calculations was much less than VGG. MobileNet as the feature extractor achieved the lowest precision; however, the parameters of the MobileNet network were only 1/46 of VGG, and the precision was over 70%, which shows obvious advantages when the hardware is constrained.
In the case of the same feature extractor, the SSD was higher than the Faster R-CNN model mainly because the SSD introduces a part of the Faster R-CNN anchor mechanism, which means a part of the idea of regional proposals were introduced based on a one-stage method. The multifeatured layer detection model in SSD improved performance.
The number of datasets was another factor that directly affected the results of the experiment. Data augmentation processing enlarged the dataset. Table 3 shows the results after using data augmentation. It can be seen from Table 3 that after data augmentation was applied, the precision obviously improved, and the precision of all combinations was above 80%. The precision of the SSD+ResNet combination improved the most by 8.9%. In addition, the highest precision among all combinations was the SSD+VGG model, which reached 90.2% with an increase of 6.7% over the previous performance. The precision of the Faster R-CNN+VGG detection model was 87.5% with an increase of 4.7% and achieved the highest precision among all Faster R-CNN models. The Inception V2 network was second in both detection networks, close to the VGG network. MobileNet increased by 3.9% and 6.6% in SSD and Faster R-CNN, respectively. The overall precision of the SSD model was still higher than that of the Faster R-CNN model. Compared with Table 2 , after the data augmentation strategy was applied, the training network learned more features and showed better performance.
The detection speed of the model is an important indicator for measuring real-time performance. Table 3 shows the time consuming statistics of the detection model. The VGG network with its combination has the highest precision; thus, since the number of parameters is as high as 130 million, far more than other feature extractors, it takes the most time on average in both the SSD and Faster R-CNN detection models. With the same detection model, the feature extractor with fewer parameters is faster. The average time of SSD+MobileNet combination with 3 million parameters is only 41 ms, and the Faster R-CNN+MobileNet combination is 72 ms, which is much faster than other combinations. The average time for the combinations of Inception V2 with SSD and Faster R-CNN detection models is 53 ms and 119 ms, respectively. Therefore, it can be concluded that the number of feature extraction network parameters directly affects the detection speed of the network.
Combining the accuracy and speed, the SSD model with Inception V2 as the feature extraction network can balance the precision and speed and is more suitable for detecting foreign bodies under high-speed trains.
To show the effectiveness of the proposed method in foreign matter detection, we compared the best performing method in the conventional target detection method named discriminatively trained part-based models (DPM) [26] with the Inception V2 combination of SSD and Faster R-CNN. The results are shown in Table 4 .
It can be seen from the table that the precision of the SSD and Faster R-CNN models is significantly higher than DPM because the DPM method uses feature templates to perform sliding frame matching detection when detecting images, and its features are derived from HOG features, which are not obtained by deep training, resulting in low precision. The average time of DPM is over 6000 ms, which is far more than the other two models based on deep convolutional neural networks. It is necessary to exhaust all the tiles for matching detection when performing sliding frame matching in the DPM method, which leads to consuming too much time.
The detection method based on deep learning is superior to the conventional method in both precision and detection time.
V. CONCLUSION
At present, the inspection of foreign matter in the train bottom is mostly completed by artificial classification or conventional target recognition methods. How to deal with time and accuracy in inspecting for foreign matter has a significant influence on the safety of railway transportation. Through experimental evaluation, it can be seen that the deep learning methods applied to the detection of foreign matter not only effectively improve the detection precision but are also obviously faster compared to the traditional detection methods. The deep learning detection model combined with different feature extractors can achieve different experimental results. The fastest detection speed was obtained by the SSD+MobileNet combination with only 41 ms, and the precision reached 81.3%, while the precision of the SSD+Inception V2 combination was 89.7%, with an average time of 53 ms. This work considers the SSD+Inception V2 combination to be very appropriate for the detection of foreign matter instead of other deep learningbased methods and conventional target detection methods because the SSD+Inception V2 combination can achieve a balance between accuracy and speed. In the case of insufficient datasets, we applied a data augmentation strategy to enlarge the dataset, which had an obvious influence on the experimental results, and the overall precision improved with a maximum of 8.9%.
