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1. INTRODUCTION 
It is well-known that a number of important physical problems lead to the 
study of a nonlinear equation of the form 
G(v, a) = 0, uE.9, UE R’, (1.1) 
where 9 is a real Banach space, and G: .9 x R ’ -+ 9 is a smooth mapping 
with G(0, a) = 0, CJ E RI. In many such problems the trivial solution is stable 
for u less than some critical value u, and unstable for u > uC. (In this paper, 
stability means “linearized stability”; that is, the stability or instability of a 
solution (a*, u*) of (1.1) is determined by the spectrum of the derived 
operator aG/av at (v *, u *).) If a nontrivial solution of (1.1) exists for u ( uC 
it is said to be a subcritical solution. The existence or nonexistence of 
“large” stable, subcritical solutions is perhaps one of the major unsolved 
problems in physical situations described by equations of type (1.1). 
Although this problem is very difficult in general it is sometimes relatively 
easy to determine the stability properties of a subcritical solution in special 
situations. For example, a subcritical branch (v, a), u < uC, of solutions of 
(1.1) that bifurcates from the trivial solution at u = u, is usually unstable for 
(0, a) near (0, uC) (see [ 13-151). A “typical” bifurcation diagram involving 
subcritical branching from (0, u,) is shown in Fig. 1. The branches in Fig. 1 
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FIGURE 1 
identified by a + sign are stable whereas the branches identified by a - sign 
are unstable. It is usually assumed that if a subcritical branch “turns 
around” at a point such as T in Fig. 1 then the branch gains stability and 
remains bounded for u near ur. Such behavior is often used as a theoretical 
explanation of snap-buckling in shells, hysteresis-type effects in reaction- 
diffusion systems, etc. (e.g., see [8, 151). If the null space of the linearized 
operator for (1.1) at T is “one-dimensional” in some sense, it is possible to 
give conditions under which the subcritical branch either bifurcates at T 
(e.g., see [ 1, 171) or turns around and actually gains stability at T (e.g., see 
[ 14, 171). On the other hand, since in most nonlinear problems the 
subcritical branch being considered is not known explicitly, results that 
depend upon knowledge of the solution at a critical point such as T are not 
always satisfactory. Even less satisfactory is the fact that if the dimension of 
the null space of the linearized operator for (1.1) at T is not one- 
dimensional, then a subcritical branch of (1.1) may or may not gain stability 
when it turns around. For example, let 3 = R2 and consider the gradient 
system 
O=w,-aw,+ch-2aw;+w:-w,w:, 
O=w,-uw2+a2w,+2aw;+w:-w:w,. (1.2) 
It is easy then to see that the solution curve GY = {(w, u): w2 = 0 and u = 1 + 
(w, - a)‘} fails to gain stability when it turns around at (w,, w2, a) = 
(a, 0, 1); the eigenvalues of the linearized problem along %? are 
f2w,(w, - a) so that both eigenvalues change sign at (a, 0, 1). Further 
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analysis shows, in fact, that there are no stable subcritical solutions (“large” 
or “small”) of (1.2). 
Such an example shows clearly that some additional structure must be 
present in the problem being studied in order to guarantee that subcritical 
branches gain stability when they turn around. One way to introduce 
additional structure into the problem is to assume that a selection principle is 
operating so that only stable rather than unstable solutions of (1.1) are 
chosen as possible physical states of the problem. The present paper is an 
attempt to model such phenomena by formulating a selection principle that 
relates the selection of stable states to the structure of the governing 
equations rather than to the properties of the unknown solutions. In this way 
one may be able to construct part of the stable “upper branch” directly 
without knowing the properties of the subcritical branch either “below” the 
turning point T or at the point T itself. For certain problems in which a 
selection principle plays a role, such an approach would seem to model the 
physical process more closely than an approach that involves only an 
analysis of Eq. (1.1). 
In order to illustrate the basic ideas we consider a class of variational 
problems suggested by some buckling problems in the nonlinear theory of 
shells (see [ 5-7, 131). Such problems can be reduced to the study of what we 
shall call a state equation having the form 
F(w, A, a) = w - ilAw + a2A2w + aQ(w) + C(w) = 0, 
WE<F, LEE?‘, aEm\. (*I 
Here A? is a real Hilbert space with norm 11 . I( and inner product (., .), 1 is 
some sort of “load” parameter, and a is some sort of “structural” or 
“geometric” parameter. The linear operator A : <X+ A? is compact, selfad- 
joint and positive. The nonlinear operators Q: Z-1 ,r and C: Z- P are 
continuous, homogeneous, polynomial operators of degree 2 and 3, respec- 
tively, and are gradients of the functionals 
q(u) = 3 <Q(u), u> and c(u) = d (C(u), u), uE 2.F (1.3) 
Some specific applications leading to equations of the form (*) with a < 1 
are described in [5, 61. 
The linear eigenvalue problem associated with (*) is 
L,w=w-11Aw+a2A2w=0, wE2-, w#O. (1.4) 
If we denote the smallest (positive) eigenvalue of (1.4) by II, = A,(a), then the 
trivial solution, w = 0, of (*) is stable for A < A, and unstable for A > A,. In 
the applications described in [5-71 the imallest eigenvalue I,. = A,(a) is the 
“classical buckling load” of the shell. 
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Since the operators in Eq. (*) are gradient operators, a selection principle 
can be introduced into the problem in the following way. Let E: A?’ x R2 + 
R’ be the “energy” functional given by 
E(w,;l, a)= (w, w)-l(Aw, w) + a*(Aw,Aw) 
+ + (Q(w), w) + + (c(w), w>. 
(In the applications described in [5-71 the relevant functional E of the form 
(1.5) is, in fact, a measure of the potential energy of a buckled state of the 
shell.) Then it is easy to see that E = 0 for the trivial solution, w = 0, of (*) 
and, for fixed A and a, grad E = 2F. Therefore, if $Y is a smooth solution 
curve of (*), parameterized by r, then along q 
dE 
-=-g (Aw, w). 
dr (1.6) 
Since A is positive, E decreases (increases) along such curves G? as 1 
increases (decreases). 
We assume in the following discussion of Fig. 2 that a is fixed. If a 
“typical” subcritical branch V such as that shown in Fig. 2 turns around and 
gains stability, we have the following situation: as (w, A) moves along ‘P 
from (0, A,) through T, E is positive and increasing on the “lower branch” 
below T and decreasing on the “upper branch.” Thus, it is natural to 
FIGURE 2 
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conjecture that what we shall call a “selection principle” is related to the 
existence, on the upper branch, of a point P at which E = 0 is a local 
minimum of E for fixed ,4 (and a). In particular, such a selection principle 
should in some sense guarantee that P lies on an upper branch. Note that a 
point P at which E = 0 cannot coincide with the turning point T of a 
subcritical branch such as that shown in Fig. 2. It follows for E sufficiently 
small that there should also be points on the upper branch that correspond to 
stable solutions of (*) with E # 0. 
The basic idea of the paper can now be stated as follows. Instead of 
solving only the state equation (*) in 3’ for “small” solutions w = w(,4, a) as 
is often done, we solve the system of equations 
F(w, A, a) = 0, 
E(w, A, a) = ea4, WE<?, AER’, aER’, eElR’, (**) 
in ,X x R ’ for solutions w = w(a, e), 1= A(a, e) with L(a, e) < l,(a), when 
(a, e) is near (0,O). Then, for fixed a = a0 near a = 0, a subcritical branch 
(w(a,, e), ,l(a,, e)), 1 el < e,, is a valid candidate for a stable solution branch 
of the state equation (*) for ]eJ < e, because one expects the condition 
E(w(a, , e,), A(a,, e,), a,) = e, ai, I4 < e. 
to imply that (w(a,, e), A@,, e)), Iel < e,, is part of an upper branch. In the 
present paper we show that under certain natural conditions on Q and C the 
above approach always yields stable, subcritical solution branches of (*) for 
fixed a=a, and lel <e,, when a, and e, are sufficiently small. Such 
solutions may even be considered as “large” solutions of (*) because they 
are both subcritical and stable whereas “small” subcritical solutions 
branching from w = 0 at L = AC are always unstable. 
Although the nonlinear problems considered here are variational it is 
expected that the main ideas of the paper are applicable to a wide range of 
physical phenomena governed by selection principles. For example, the main 
ideas of the paper also apply to certain Benard-type convection problems in 
fluid mechanics as well as to certain kinds of reactiondiffusion problems for 
chemical systems. Such problems are not variational but they lead to a 
system of “reduced selection equations” that is of the same type as the finite- 
dimensional variational equations given in (2.8) below. The physical inter- 
pretation of the condition “E = 0” and the associated selection principle 
would, of course, be different for such problems and would not be related to 
a potential energy functional. 
An application of some of the results of this paper to the buckling of a 
cylindrical panel is outlined in [8]. In such a problem it appears likely for 
small a that the value of 1, at a point (w, 1) at which E = 0, is an “inter- 
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mediate buckling load” of the panel (see, e.g., [2; 9, Sect. 9; 111 for 
discussions of the concepts of “minimum buckling loads” and “intermediate 
buckling loads” in elastic shell theory). Thus, in addition to the stability of w 
and the subcritical nature of I, the actual value of ,? may also be of interest 
at a point (w, A) at which E = 0. 
2. THE REDUCED SELECTION EQUATIONS 
In this section we reduce the problem of solving system (**) in 3 X R’ 
to a finite-dimensional problem and derive what we shall call the reduced 
selection equations; we shall see that solving the reduced selection equations 
leads to solutions of (*) that are both subcritical and stable. The splitting 
methods used to accomplish this reduction are closely related to the 
Lyapunov-Schmidt method in bifurcation theory. 
We begin by describing briefly the linear theory for Eq. (*). We shall say 
that 1 is an eigenvalue of the linear, selfadjoint operator L, defined by (1.5) 
if L, u = 0 for some u E Z@, u # 0. The eigenvalues of L, are related to the 
characteristic values of A in the following way. Since 
LAO= (I-p+A)(I-p-A)= (I-p-A)(I-p+A), (2.1) 
where ,D * = (1/2)[& f (1: - 4a2)“‘], it follows that ,$, is an eigenvalue of 
L, if and only if one of the numbers ,ut or ,u is a characteristic value of A. 
Therefore, & is an eigenvalue of L, if and only if A,, = cl,, + a2& ’ for some 
characteristic value ,u~ of A. In particular, if ,u~ denotes the smallest (positive) 
characteristic value of A then, for a sufficiently small, 
&=p, +a2,u,’ (2.2) 
determines the smallest (positive) eigenvalue of L,. We always assume a is 
so small that AC in (2.2) is the smallest eigenvalue of L,. 
Let H denote the null space of I - ,u, A. Note that, by assumption, 
dim.H = m < co. Then X can be decomposed as the direct sum 
F = d 0, H’, where H’ is the orthogonal complement of .,H in (F. If S 
denotes the orthogonal projection of (X onto .H then an element w E .W can 
be written as w = z + 2, where z = SW E .1 and 2 = (I - S) w E.. X1. Note 
thatAmaps.Hinto.MsothatAS=SA. 
We seek solutions of system (**) that have the form 
w = a(u + au), u E.&T, UE.4FL, 
A=pu, +a2pu;‘+p,a2t 
=A, +,u,a’t, tE R’. 
(2.3a) 
(2.3b) 
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We shall see that the form chosen for w in (2.3a) is a natural one that 
balances the contributions of the quadratic and cubic operators in (*); in 
particular, the scaling in (2.3a) provides the possibility of obtaining “large” 
solutions of (*). The form of 1 in (2.3b) is essentially determined by the fact 
that we want to construct subcritical solutions of (*). Note that if (w, A) is a 
solution of (*) for fixed CI, and if (w, ;1) is of the form (2.3) with t < 0, then 
1 < A, so that (w, A) is a subcritical solution of (*). Thus, in what follows we 
seek solutions of system (**) of the form (2.3) with t < 0. 
If we substitute (2.3) into (*), project the resultant equation onto ~ X’ and 
H with I - S and S, respectively, and cancel the factors a2 and a3 in the 
respective equations, we obtain the following equations in Y1 and, H: 
O=U-p,AU+a(Z-S)lQ(u+aU)+C(u+aU)l 
+a’IA*U-(p;‘+,uUt)AU], 
0 = -tu + SQ(u + au) + SC(u + all). 
(2.4) 
(2.5) 
Substituting (2.3) into the functional E in (1.5), setting E = ea4, e E R’, and 
cancelling the factor a4, we obtain a third equation in R ‘, namely 
0 = -t lIuI(* + i(Q(u + au), u + au) + f(C(u + au), u + all) 
+~~U~~2-~l(AU,U)+a2[(~2U,U)-~CU’++,tt)(~~,~)l-e. (2.6) 
In order to solve (2.4) through (2.6) near a = e = 0 we define .J: 
.R1X.4X R3 +. aYL X. J? x R’ to be the mapping given by the right hand 
sides of (2.4), (2.5) and (2.6). Then ,9- is a continuous polynomial operator 
and the Frechet derivative of iT with respect to (U, U, t) evaluated at 
(17, u, t, a, e) = (0, u*, t*, 0,O) is given by 
{-PIA 0 0 
0 -t*Z + SQ’(u *) + SC’(u*) 
2(-t*u* + SQ(u*) + SC(u*), .) -&’ ’ I 
(2.7) 
0 
Since the operator I -,LI, A has a bounded inverse on ,H’, it follows that the 
invertibility of (2.7) essentially reduces to the question of whether or not the 
restriction of the Frechet derivative of , P is invertible on .A? x R ‘. If we 
now formally set U = 0 and a = e = 0 in (2.5) and (2.6), we obtain the so- 
called reduced selection equations associated with system (**), namely 
0 = -tu + SQ(u) + SC(u), u EM, t E IT?‘, (2.8a) 
0 = -t 11 u/I2 + <(Q(u), u) + t(Q), u). (2.8b) 
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Clearly, if (u*, t*) E.H x R’ is a solution of system (2.8) with U* # 0, and 
if the operator 
-t*Z + SQ’(u*) + SC’(u*) -u* 
0 -lIu*I12 1 
(2.9) 
has a bounded inverse on, H x R’, then the Frechet derivative of.P in (2.7) 
has a bounded inverse at (0, u*, t*, 0,O). Thus, by the implicit function 
theorem there exist analytic functions U(a, e), ~(a, e) and [(a, e) such that 
(U(rr, e), ~(a, e), t(a, e), a, e) is a solution of .i7(U, U, t, a, e) = 0 for 
0 < a < a,, / el < e, . It then follows that the pair (w*(a, e), J. *(a, e)) defined 
by (2.3) is an analytic solution of system (**) for 0 < a < a,, /e/ < e,. Thus, 
the problem of finding nontrivial solutions of system (**) for (MI, 1, a, e) near 
(0, p,, 0,O) reduces to the problem of finding nontrivial solutions (u*, t*) of 
the reduced selection equations for which (2.9) has a bounded inverse on 
.4X R’. 
Remark 1. The reduced equation in (2.8a) is not the reduced bifurcation 
equation associated with Eq. (*) at ;1= A, (e.g., see [6, 7, 13, 15 I). Note that 
both Q and C appear in (2.8a) because of the form of the scaling in (2.3a) 
whereas typically only the lower order operator Q appears in the reduced 
bifurcation equation. An equation of the form (2.8a) also arises naturally in 
the treatment of Eq. (*) by means of singularity theory; however, the 
derivation and interpretation of such an equation is quite different there (see, 
in particular, the discussion in 13, lo]). 
Remark 2. Suppose that (u*, t*) is a solution of (2.8) with U* f 0. 
Taking the inner product of (2.8a) with U* and using (2.8b) to eliminate the 
term (Q(u*), u*), one sees that r* necessarily satisfies 
,*=-i (w*),u*) 
2 IIu*II* * 
(2.10) 
Thus, if (C(u*), u*) > 0 then t* < 0 and the resultant solution (w*(a, e), 
l*(a, e)) of system (**) provides a subcritical solution branch (~*(a,, e), 
l*(a,, e)) of (*) of the form (2.3) for each fixed a = a,, 0 < a0 < a,, and e 
sufftciently small. In this sense a condition such as (C(U), u) > 0 for u E ,,H, 
u # 0, is “necessary” for the existence of subcritical solutions of (*) of the 
form (2.3). 
3. SUBCRITICAL SOLUTIONS OF SYSTEM (**) 
In this section we obtain nontrivial solutions of the reduced selection 
equations in (2.8) under certain natural assumptions on Q and C. These 
solutions of (2.8), in turn, generate subcritical solutions of system (**) by 
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means of the implicit function theorem. The stability of the resultant 
subcritical solution is considered in Section 4. 
We have the following result when dim, & = 1. 
THEOREM 1. Suppose that dim, N = 1 and that .A? is spanned by u, . 
Suppose further that 
a = (C(q), u,> > 0 and b=(Q<ul,u,>#O. (3.1) 
Then there exist a, > 0 and e, > 0 such that whenever 0 < a < a, and 
lel < e, system (**) has a solution (~*(a, e), L*(a, e)) of the form (2.3) with 
t=t(a,e)<Oand(w*(a,e),~*(a,e))-,(0,~,)as(a,e)~(O,O),a>0. 
Proof: If u E .N then u = ru,, r E RI. Taking the inner product of (2.8a) 
with u, and cancelling terms r and r*, we see that the reduced selection 
equations in (2.8) when dim.N= 1 are equivalent to the following system in 
RZ: 
0 = -t + br + ar*, (3.2a) 
0 = -t + $br + $a,*. (3.2b) 
These equations have the unique nontrivial solution 
(r*, t*) = (-26/3a, -2b2/9a) (3.3) 
at which the Jacobian J satisfies J = b/3 # 0. The proof of Theorem 1 now 
follows from the implicit function theorem and the discussion at the end of 
Section 2. 
In the general case it is convenient to obtain nontrivial solutions of the 
reduced selection equations by means of a variational argument. Consider 
the extremum problem 
(3.4) 
where 
4(u) + c(u) f(u) = I(42 if u#O 
= 0 if u = 0. (3.5) 
Here the functionals q(u) and c(u) are defined as in (1.3). We assume that Q 
and C satisfy the following hypotheses on A: 
WQ) <Q(u), u> f 0, U 64, 
WC) (C(u), u> > 07 uE.L and u#O. 
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(Note that the conditions in (3.1) are equivalent to (HQ) and (HC) when 
dim, X = 1.) Since .,X is finite-dimensional, hypotheses (HQ) and (HC) 
imply that the closely related extremum problem 
47u) max ~ 
1“s. /,/Ju// = 1 1 I 4c(v) 
(3.6) 
is well-defined. Thus, there exists an element u, E &, )I u,)) = 1, such that 
qi/4c, is the maximum value in (3.6) with q0 = (Q(u,), uO), c0 = (C(v,), v,), 
and O<qi/4c,<co. If uE.4 and u#O, we set u=pu, where (lvl(=l. 
Then 
f(u) = C(O)[P + dw2w2 - 92w/w) a -d/% (3.7) 
for all u E. ,Y, u # 0. Since f(u*) = -qi/4c, when u* = -(q,/2c,) vO, it 
follows that f has a finite negative minimum on A at U* # 0. Therefore, 
f ‘(u*) = SQ(u*) + SC@*) V-@*) u* = o -___ 
IIu*l12 II u* II2 
(3.8) 
and 
(f,,(U*) h, h) = (Q'@*) k h) + CC'&*> h> h) _ ‘W*) llhll* 
I/u*/12 llW2 
> 0, h E.N. (3.9) 
If we now set t* = 2f(u*), then (3.8) implies that (u*, t*) is a nontrivial 
solution of (2.8a). Moreover, since we can rewrite (2.8b) as 
0 = --t /(u /I2 + 2q(u) + k(u) 
= c--f + 2f(u)) /I 412, (3.10) 
it follows that (u*, t*) is also a solution of (2.8b). We have established the 
following result when dim. X > 2. 
THEOREM 2. Suppose that dim A = m > 2, and that Q and C sati& 
hypotheses (HQ) and (HC). Suppose that (u *, t*) is a nontrivial solution of 
(2.8) determined by the variational problem (3.4) as in the above discussion, 
and suppose, in addition, that 0 is not an eigenvalue of the operator 
M: .H + .H defined by 
M = -t*Z + SQ’(u*) + SC’(u*). (3.11) 
Then there exists a, > 0 and e, > 0 such that whenever 0 < a < a, and 
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lel < e, system (**) has a solution (w*(a, e), /1*(a, e)) of the form (2.3) with 
t = t(a, e) < 0 and (w*(a, e), A*(a, e)) --t (0, p,) as (a, e) + (0, 0), a > 0. 
The assumption in Theorem 2 that 0 is not an eigenvalue of A4 is a generic 
one and is the usual type of “Jacobian condition” required in higher dimen- 
sional variational problems such as (3.4). Under this assumption the 
operator in (2.9) has a bounded inverse on the finite-dimensional space 
d x R’ so that the proof of Theorem 2 follows by an application of the 
implicit function theorem as described in Section 2. 
The results in Theorem 1 and Theorem 2 provide the existence of 
subcritical solutions of system (**), under what are probably the most 
natural assumptions on Q and C. It remains, of course, to show that the 
above construction actually guarantees stability of the subcritical solutions 
(w*(a, e), /I*(a, e)) for a and e sufficiently small. 
4. STABILITY OF THE SUBCRITICAL SOLUTIONS 
In this section we show that the subcritical solutions of (**) constructed 
in Section 3 are stable for a and e suffkiently small. 
Let (w*, A*) = (w*(a, e), A*(a, e)) be the subcritical solution of (**) 
constructed in Theorem 1 or Theorem 2. Then the derived operator 
D = LF/llw for Eq. (*) at (w*, A*) is given by 
D(w*, ,I*, a) = I - /1*A + a2A2 + aQ’(w*) + C’(w*). (4.1) 
Since the solution (w*, A*) is of the form (2.3) for 0 < a < a, and le/ < e,, 
the derived operator can be written as 
D(w*,l*,a)=Z-p,A+a2[A2-(,u;‘+p,t*)A+Q’(u*) 
+ C’(u*) + K(a, e)], (4.2) 
where (u*, t*) is the appropriate solution of the reduced selection equations 
in (2.8), and K(a, e) is a bounded operator such that IIK(a, e)jj -+ 0 as 
(a, e)-+ (O,O), a > 0. Since, in (4.1), Q’(w*) and C’(w*) are symmetric 
operators (e.g., see 116, p. 56]), the operator DE D(w*,l*, a) is a 
symmetric perturbation of a selfadjoint operator and is therefore itself selfad- 
joint with only real eigenvalues [4, p. 2871. Moreover, since there exists y > 0 
such that 
((~-Pu4~4~YI141Z (4.3) 
for all u E H’, the isolation distance 2d of the eigenvalue o = 0 of Z -p, A is 
positive. Consequently, for a and e sufliciently small, the spectrum of D 
consists of a part containing the m = dim.,@ critical eigenvalues cri = ai(a, e) 
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that lie in the interval (A, d), and a second part that lies in the interval 
(d, co) (e.g., see [4, p. 29Off.I). The definition of stability used in the present 
paper is as follows: If, for fixed a and e suffkiently small, the eigenvalues 
a,(a, e) of D are all positive then w*(a, e) is stable at A = A*(a, e); if at least 
one of the eigenvalues ui(a, e) is negative then w*(a, e) is unstable at 
A= A*(a, e). If neither of these cases hold the stability is indeterminate. Such 
a definition is consistent with the usual notions of “linearized stability.” Note 
that according to the above definition of stability, for fixed a > 0, the trivial 
solution w = 0 of (*) is stable for A < A,(a) and unstable for A > k,(a). 
The following result shows that the stability of the subcritical solutions of 
(**) constructed in Section 3 by means of a selection principle is, in fact, a 
consequence of that construction. 
THEOREM 3. Under the assumptions of either Theorem 1 or Theorem 2, 
the resultant subcritical solution w*(a, e) is a stable solution of Eq. (*) at 
A= A*(a, e) for a and e sufficiently small. 
Proof Suppose that dim. d = m > 1. Let (u, ,..., u,) be a basis for H 
such that 
(Aui 5 u,j) = 6(j (i, j= 1, 2 ,..., m). (4.4) 
The approach in [ 13, Sect. 4 ] can now be used to show that the problem of 
determining the signs of the critical egenvalues ui(a, e) of D for a and e 
suffkiently small is equivalent to the problem of determining the signs of the 
eigenvalues of a symmetric m x m matrix B whose elements B, are given by 
B, = (ML+, u,J = ((-t*I + SQ’(u*) + SC’(u*)) u;, uj), 
i,j= l,..., m. (4.5) 
If dim. R= 1 and if u* = r*u,, where r* is defined as in (3.3) then the 
sign of (Mu,, u,) ill (4.5) is the same as the sign of 
(Mu*, u*> = -t* IIu*I(* + 2(Q(U*), u*) + 3(c(u*), u*) 
= f(c(u*), u*). (4.6) 
Here we have also used (2.8b), (2.10) and the Euler identities (Q’(u) U, u) = 
~(Q(u), u) and (C’(u) u, u) = 3(C(u), 24) (e.g., see [ 121). Since 
(C(u*), u*) > 0 by assumption (3.1) in Theorem 1, it follows that the 
subcritical solution w*(a, e) of (*) at A = A*(a, e) is stable for a and e 
sufficiently small. 
If dim M = m > 2 then (3.9) and the definition of M in (3.11) imply that 
the eigenvalues of the matrix B in (4.5) are always nonnegative. Since 0 is 
not an eigenvalue of M by assumption in Theorem 2, it follows that the 
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critical eigenvalue a,((~, e) of D are all positive for a and e suffkiently small. 
Thus, under the assumptions of Theorem 2, the resultant subcritical solution 
w*(a, e) of (*) at 2 = I*(a, e) is also stable for a and e sufficiently small. 
The results of Section 3 and Section 4 show that under certain natural 
conditions on Q and C (and generic conditions on the solutions of the 
reduced selection equations) the approach described in this paper always 
generates stable subcritical solutions of (*). Simple examples (e.g., see (1.2) 
in the Introduction) show that restrictions such as (HQ) and (HC) are 
“necessary” in the sense that, if they do not hold, then there are examples of 
the form (*) for which there are no stable subcritical solutions. 
Remark 3. Typically, one expects to generate a nontrivial, subcritical 
solution of (*) with E = 0, from each negative isolated stationary value of 
the functional f in (3.5). In this way the methods of the paper may lead to 
the existence of several stable subcritical branches corresponding to negative 
isolated, relative, minimum values off: The t*-values associated with such 
stable solutions would in turn suggest a certain ordering of the stable 
subcritical branches (e.g., an ordering by values of E at a given value of A). 
In specific applications, such an ordering of subcritical branches could be 
useful in explaining why a physical system selects a particular subcritical 
physical state. 
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