Introduction
Evolutionary algorithms, loosely inspired by biological evolutionary processes, have gained considerable popularity as tools for searching vast, complex, deceptive, and multimodal search spaces using little domain-specific knowledge [159, 157, 170] . In addition to their application in a variety of optimization problems, evolutionary algorithms have also been used to design control programs (e.g., artificial neural networks, finite-state automata, LISP programs, etc.) for a wide variety of robot tasks [156, 174, 158, 175, 179, 154, 167, 178, 162, 153, 163, 169, 172, 151, 164] . In such cases, evolutionary search operates in the space of robot control programs, with each member of the population representing a robot behavior. By evaluating these behaviors on the target robot task and performing fitness-based selection/reproduction, evolution discovers robot behaviors (control programs) that lead to effective execution of the robot's task. Some researchers have also used artificial evolution to design robot sensors and their placements [175, 178, 148] , tune sensor characteristics [167, 146] , and even evolve robot body plans [165, 164] . Widespread interest in the use of artificial evolution in the design of robots and software agents has given birth to a field that is increasingly being referred to as evolutionary robotics.
But why does one need an evolutionary approach for synthesizing robot behaviors? Robot behaviors often involve complex tradeoffs between multiple competing alternatives that are difficult to characterize a priori. And even in cases where they are identifiable, it is often hard to specify a priori, how to cope with these competing alternatives. For example, suppose a robot has the task of clearing a room by pushing boxes to the walls. Let us also assume that the robot has limited sensing ranges that prevent it from observing the contents of the entire room and it does not have any means to remember the positions of boxes it has observed in the past. Suppose this robot currently observes two boxes. Which one should it approach and push? Or should it ignore both boxes and continue its exploration to find another box to push? This decision is critical as it directly affects the subsequent behaviors of the robot. We may use heuristics such as approach the closer of the two boxes, but can we be sure that such a decision made at the local level will indeed lead to any kind of globally optimal behavior? Faced with such competing alternatives 110 Karthik Balakrishnan and Vasant Honavar and the lack of rich supervisory signals, many learning techniques become inapplicable. We have mentioned earlier that evolutionary search works well in feedback-impoverished environments, requiring little prior domain knowledge or information about the structure of the solution. With these benefits, evolutionary approaches are aptly suited for searching the space of complex robot behaviors and designs.
In this chapter, we present a short report on our experiments in the evolutionary synthesis of robotic neuro-controllers. We demonstrate the emergence of intricate, aptly tailored, high fitness solutions on a heavily constrained boxpushing robot task. We also demonstrate the power of evolution in designing robot sensory systems, and its ability to carve out robust designs that operate effectively in noisy environments. We present two broad sets of results. First we present a detailed analysis of solutions discovered by the evolutionary approach. In each of these cases, our analysis of the structures of highly successful box-pushing robots reveals critical insights into the behaviors required to successfully overcome the constraints and limitations imposed by the boxpushing task environment. That evolution automatically discovers these intricate workarounds, with little help or human intervention, is testimony to its powerful, population-based search capabilities.
Second, we demonstrate the inherent complexity of the box-pushing task, by showing the difficulty faced by other, simpler, search techniques. Indeed, we argue that the constraints and limitations imposed by this seemingly simple task, result in a complex solution space that cannot be easily traversed using simple, blind search algorithms. The thesis, then, is that even a simple robotic task such as this requires a search algorithm with powerful heuristics. The results in this chapter can thus be construed as an empirical demonstration of the ability of EAs to execute parallel, population-based search with little domain-specific knowledge, a combination that gives them immense potential as global search heuristics [173] .
This chapter is organized as follows. Section 5.2 introduces the boxpushing robot task, along with its associated constraints. It also compares this task to other tasks commonly used in the evolutionary robotics community and argues that the constraints make the box-pushing task considerably more interesting and challenging. Details of the simulation setup are presented in section 5.3 and results of different experiments and analysis are presented in section 5.4. The generality of evolved box-pushing behaviors, and the futility of designing effective behaviors through other search techniques, is discussed in Section 5.5. Section 5.6 presents results in the evolutionary design of robot Evolving Neuro-Controllers and Sensors for Artificial Agents 111 sensory systems, while Section 5.7 highlights the role of evolution in synthesizing robust behaviors in noisy environments. Research related to our work, is summarized in section 5.8 and the chapter concludes with a summary in section 5.9.
The Box-Pushing Task
Teller proposed an interesting task for studying the evolution of control behaviors in artificial agents and robots [177] . The task environment consisted of a square room of dimension The robot (or agent) had the task of clearing the room by pushing the boxes to the enclosing walls. The robot had eight sensors capable of detecting boxes, walls, and empty spaces. These sensors were placed to sense one cell in each of the eight directions around the robot's current position. Thus, the robots were sensorily handicapped, with the robot being blind beyond one cell in each direction. The sensors were also assumed to be fixed to the robot and hence turn with the robot.
Based on its sensory inputs and memory, the robot could choose to perform one of three actions: forward move, left turn through 90 degrees, or right turn through 90 degrees. The robot was thus incapable of moving diagonally 112 Karthik Balakrishnan and Vasant Honavar through its environment and could only move in directions parallel to the walls. The robot was assumed to turn in place, i.e., it remained in the same cell after executing a turn although it was now facing a different direction. Forward moves, on the other hand, took the robot from one cell to the next, in the direction in which it was currently facing. Turn actions executed by the robot were always considered successful, although forward moves could fail under two circumstances. First, if there was a wall in front of the robot, it could not move into the wall (or push boxes through them). Second, the robot could not push more than one box at the same time. For instance in Figure 5 .1, if the robot wanted to move forward, the move would fail because there are two boxes in front of the robot and it is only capable of pushing at most one. The first constraint was something we would expect, however, the second constraint was critical to the performance of the robot since it prevented the robot from collecting multiple boxes and pushing them to the walls together. The robots were thus forced to move boxes to the walls one at a time.
What made the robot task even harder was the inability of the robot to detect such failed movements. For instance, if the robot happened to be against a wall and attempted to move forward, the move would fail. However, owing to its inability to detect such failures, the robot would consider the move successful. For obvious reasons this had undesirable repercussions on the behaviors of the robot.
These constraints, namely: limited sensor ranges, restricted movements, limited box-pushing ability, and the inability to detect failed actions make the task very hard, and the design of an appropriate robot controller immensely challenging.
Genetic Evolution of Robot Control Programs
Teller used a Genetic Programming framework to evolve robot behavior programs for the box-pushing task. His important contribution was the addition of state information to standard Genetic Programming. In particular, his evolved agents had access to 20 indexed memory elements which they could use to remember past information. The evolved programs could make use of 10 predefined functions for reading sensory and memory data, performing mathematical operations on them, comparing numerical quantities, branching, and writing to indexed memory elements.
Teller used environments of size 6 ¢ 6 cells with six boxes randomly placed in the inner 4 ¢ 4 grid. Each agent was introduced in a random cell in the arena (facing a random direction), and allowed a maximum of Evolving Neuro-Controllers and Sensors for Artificial Agents 113 80 simulation time steps within which to move the boxes to the walls. In each time step, the agent sensors sensed the corresponding cell to which they were tuned, returning a value of 0, 1, or 2 corresponding to an empty cell, a box, or a wall respectively. Using these sensory inputs and its state (index memory) information, the agent behavior program determined an appropriate action to perform and the agent was made to execute the action. At the end of the simulation period, each box against a wall was awarded one point while boxes pushed into corners earned an extra point. Thus, the maximum fitness attainable in this environment was 10 (all six boxes along walls with four of them in corners). Each agent was introduced into 40 such random environments and its average performance over them was declared its fitness. For further details regarding this experiment, the reader is referred to [177] .
Teller performed a number of evolutionary experiments with different kinds of agents. He found that without access to indexed memory the evolved programs performed rather poorly, causing the box-pushing agent to obtain an average fitness of less than 0.5 points per test. Teller also evolved mental agents that had the ability to access and use indexed memory. These mental agents averaged 4.25 fitness points per test, with the best agent program evolved achieving a fitness of 4.4.
By switching off specific memory elements Teller was able to identify that memory was critical for successful box-pushing behaviors. However, he was unable to analyze the evolved robot control programs to determine how the robots used their memories to achieve their fitnesses. He was thus unable to characterize agent behaviors in the box-pushing environment. As we will demonstrate shortly, we have evolved neuro-controllers for successful boxpushing behaviors. In addition, through a critical analysis of the evolved neurocontroller structures we have also gained significant insights into what constitutes successful behaviors in the box-pushing environment.
What Makes the Box-Pushing Task Interesting and Challenging
Most of the robot tasks used in evolutionary robotics studies have been simple variants of basic navigation behaviors like obstacle avoidance [156, 174] , goal approaching [158] , wall following [175, 179] , light or target following [154] , feeding [167, 178] , homing, maze or trail learning [162, 153] , simple exploration [163, 169] , etc. In contrast, the box-pushing task described above has a number of salient properties that make it significantly more interesting and challenging.
Firstly, the box-pushing task is dynamic, in the sense that the robot can 114 Karthik Balakrishnan and Vasant Honavar alter its own environment and hence effect its fitness landscape. For instance, suppose the robot is introduced in an environment containing six boxes, where no two boxes are together. Given this state of the environment, the maximum fitness attainable by the robot is 10 (all six boxes against the walls, with four of them in corners). Now suppose the robot moves in such a way that four boxes are somehow collected together in the middle of the arena in the form of a closed square. Since the robot cannot push more than one box at a time, it cannot push any of these boxes to the wall. The maximum attainable fitness has now dropped to 4 (two remaining boxes, both in corners). Thus, the behavior of the robot dynamically alters its fitness landscape. It is much harder to find good control functions (or behaviors) in such dynamic environments, which makes the box-pushing task more challenging than behaviors like obstacle avoidance, wall following, etc., where the environments are static. Secondly, the robots of Teller have limited sensory and pushing abilities (probably overly limited). In any case, this scenario is more realistic (given the state of contemporary robotics technology) than the assumptions made in a number of other evolutionary robotics tasks. For instance, a number of approaches assume that the robots have infinite sensor range (bounded only by the limits of the environment) [172, 178] . Since all biological and artificial sensors are physically constrained to operate within specific limits (range, resource usage, processing time, etc.), such assumptions are quite unrealistic and will lead to problems if the designs are ever to be implemented on actual robots. In contrast, the sensorily and operationally-constrained robots of Teller offer more realistic conditions to work with.
Finally, the box-pushing task subsumes a number of other behaviors mentioned above. For instance, to function well in their environment Teller's robots have to move and explore their environment, approach and push boxes, identify and avoid walls, etc. These primitive behaviors must be interleaved and mixed together in appropriate ways for the robot to excel in pushing many boxes to the walls. Interleaving these primitive behaviors involves multiple tradeoffs. For instance, the robot should be capable of exploring different regions of its environment to find boxes to push. In this process, it must identify and avoid bumping into walls. Once it finds boxes, it must decide whether to push them to walls (at the risk of deviating from its exploratory behavior), or continue with its exploratory behavior and find other boxes to move. This is reminiscent of the exploration versus exploitation dilemma of search algorithms, i.e., should it exploit what is has found (push box) or should it explore more (find other boxes). Assuming that the robot somehow performs this tradeoff and decides Evolving Neuro-Controllers and Sensors for Artificial Agents 115 to push a box, it also has to decide when to stop pushing the box and continue its exploration. This is rather difficult in the current setup since the limited sensory range of the robot prevents it from detecting walls ahead of the box which it happens to be pushing. As the robots are also incapable of detecting failed actions, the robot really has no way of knowing when the box it is pushing comes against a wall.
As may be surmised, the behaviors required by robots in the box-pushing task must be well-balanced combinations of the primary behaviors of exploration, approach, and avoidance, modulated in appropriate ways by the constraints associated with the task. For these reasons it is extremely difficult, if not impossible, to manually design controllers for these box-pushing robots. In contrast, it is rather easy to manually develop controllers to approach and avoid obstacles, follow walls, or navigate in open spaces.
These aspects set the box-pushing task apart from most of the others used by researchers in the evolutionary robotics community. The challenges inherent in this task offer a multitude of opportunities for the evolution of robots with interesting behaviors, and for these reasons, we use the boxpushing robot task in our research.
Simulation Details
We have performed a number of experiments in the evolution of neurocontrollers for the box-pushing robot task. In this section we present details of our simulation setup.
Neural Network Structure and Output Coding Strategies
The neuro-controllers in our simulations used up to eight input units, each deriving input from one robot sensor. The robot sensors (and hence the input units) provided a value of 0, 1, or -1 to the neuro-controller, in response to an empty cell, box, or wall respectively. While some experiments did not permit the use of hidden units, others allowed up to 10 hidden units to be used. These hidden units, when used, computed bipolar threshold functions, i.e., they produced an output of +1 when the net input activation was greater than zero and a -1 otherwise.
The networks used a time-bounded activity propagation mechanism, as detailed in [146] . Here, inputs were supplied to the network and the units in the network computed their activations in a near-synchronous fashion. The activations of the output units at the end of this step were then interpreted as the network response to the inputs. As will become clear later, recurrent neurocontrollers could contain arbitrary connections between units, including direct connections between input and output units, recurrent connections between units, etc., although recurrent connections between output and input units were not permitted. Feed-forward networks could have arbitrary connections between units so long as they were not recurrent connections.
The number of output units in the neuro-controller (along with their activation functions), were dictated by the output coding strategy used, i.e., the mechanism used to translate the neuro-controller outputs into robot actions. For instance, the Left-Forward-Right (LFR) output coding strategy requires the use of three output units, one corresponding to the left-turn action, one for forward moves, and one for right-turns. In the LFR scheme, the output units compute their input activations and then engage in a winner-take-all computation. This simply means that the unit with the largest activation is declared the winner and it produces an output of +1 while the remaining two units produce outputs of -1. The robot then performs the action associated with the unit that is the winner. This output coding strategy is shown in We have also experimented with other output coding schemes. These will be explained in section 5.5.
Multi-Level Variable Length Genetic Representation
The genetic representation used in our experiments was carefully designed to possess a number of properties listed in Section 1.7 (although this is not necessarily the most optimal genetic representation). As shown in Figure 5 .2, our representation explicitly encodes the connectivity (or topology) of the neuro-controller. Each gene in the representation corresponds to the input connectivity of a hidden or output unit. This gene (or input connectivity) itself Evolving Neuro-Controllers and Sensors for Artificial Agents 117 corresponds to a number of connections between units. For instance, the gene corresponding to hidden unit 0 in Figure 5 .2 contains three connections, while the gene corresponding to output unit F contains six connections (the LFR output coding strategy being used in this case). Each connection is specified as a 3-tuple represented by: (LayerID, UnitNo, Weight). Here LayerID is I, H, O, or B corresponding to input, hidden, or output layers, with B denoting the bias (threshold) of the unit. UnitNo identifies the specific unit in LayerID which serves as the source of that connection and Weight, an integer in [-100, +100], denotes the strength of the connection. For instance, hidden unit 0 has a bias value of -49, a recurrent connection from hidden unit 1 of strength 80, and a connection from input unit 4 with a weight of 32. In our experiments, we have restricted the number of connections to any single unit (also called the fan-in of the unit) to a maximum of 10.
In addition to the input connectivities of the neuro-controller units, the genetic representation also supports the evolution of robot sensors. Each such sensor gene encodes the position of the corresponding robot sensor. Note that this representation implicitly allows the evolution of not only the placement of the robot sensor but also the tuning of its range. For instance, if a sensor is placed to sense a cell two units away, its range is automatically tuned to two units. Figure 5 .2 shows the genetic encoding of three sensors. While sensor numbered 0 is placed to sense the cell immediately ahead of the robot, sensor 4 observes the cell forward and to the left, and sensor 6 senses the cell to the left of the robot. For convenience, we will label sensors based on the cells they observe when the robot faces north. Thus, a sensor that observes the cell immediately ahead of the robot is labeled N, while the sensor observing the cell to the left of the north-facing robot is labeled W. It should be noted that even though the genetic representation in Figure 5 .2 has a W sensor, it is effectively useless as none of the neuro-controller units derive input from it.
Our genetic representation also assumes the existence of second-level or modifier genes which control the expression of entire sequences of other genes [155] . In our representation, these modifier genes control the expression of hidden units and robot sensors. For instance, in Figure 5 .2 only the modifier genes corresponding to sensors 0, 4, and 6 are ON. The rest of the genes are OFF, as shown by the black squares in the corresponding gene positions. Thus, the robot using this neuro-controller has access to only three sensors. Similarly, although 10 hidden units are allowed, the representation suggests that only seven of them are expressed. Further, only five of these seven hidden units are actively used, with the other two (shown in grey), not being connected to either the inputs or the outputs (and hence being useless). The neurocontroller (phenotype) that corresponds to this genetic representation, is shown in Figure 5 .15.
As can be observed, modifier genes allow evolution to easily manipulate the size of the evolved neuro-controller or the number of sensors at the robot's disposal, thereby entertaining the possibility of discovering minimal (or optimal) designs.
Properties of this Genetic Representation
The genetic representation we have chosen to use in our experiments has a number of properties described in Section 1.7. It easily supports the evolution of both feed-forward and recurrent neuro-controllers and hence can be used equally well in temporal and non-temporal domains. However, each weight in our network is restricted to be an integer in [-100, 100]. It would appear that networks with arbitrary weights between units cannot evolve in our system.
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However, as our representation allows multiple connections between units, arbitrarily large weights between units can be easily realized via appropriate combinations of multiple connections. This endows our representation with the important property of completeness.
The same genotype in our representation can be decoded into a feedforward or a recurrent network by simply changing the decoding mechanism to disable or enable the expression of recurrent connections. Similarly, the expression of hidden units, recurrent links, etc., can also be controlled during decoding by altering the expression of modifier genes. Thus, multiple phenotypes can result from the same genotype, which leads to the property of phenotypic multiplicity. Also, since the order of the connections in a given gene (input connectivity of a hidden or output unit) does not matter, the exact same neurocontroller can be encoded using multiple genotypes. Thus, our representation exhibits genotypic multiplicity, with different genotypes decoding to the same phenotype.
We have also mentioned that in our genetic representation a given unit (target) can have multiple connections from another unit (source). This allows multiple links between two units. This feature corresponds to genotypic redundancy as well as phenotypic redundancy. Genotypic redundancy allows the system to maintain backup copies of good genes, which is of considerable value if the genetic operators are disruptive and/or the decoding process is error prone (e.g., it does not read entire gene sequences, etc.). Phenotypic redundancy is a useful feature in scenarios where phenotypic components fail. For instance, if our robots operate in hazardous environments that cause neurocontroller links and units to fail, phenotypic redundancy can compensate for such effects through robust and fault-tolerant designs that make use of multiple identical units and links.
Since our representation supports genotypic multiplicity (multiple genotypes decode to the same phenotype), we can easily bias our evolutionary system to preferentially choose compact representations. As described in Section 1.7, notions of topological as well as functional compactness can be incorporated in our system by appropriately defining cost-functions to characterize compactness. One such approach is presented in [146] .
As can be seen, the genetic representation used in our experiments possesses a number of interesting properties that make it suitable for the evolution of neuro-controllers for the box-pushing robot task. 
Miscellaneous Details
Our simulations used populations of size 500 and the evolutionary runs lasted 100 generations. We used binary tournament selection to choose parents for mating in each step [157] . Our experiments made use of two genetic operators: crossover and mutation. We used uniform crossover with the probability of crossover set at 0.5. In uniform crossover each gene in the offspring has a uniform chance of coming from either of its parents [176] . This requires a random coin-toss at each of the gene positions to determine the parent the offspring inherits that particular gene from.
In our implementation, crossover respected gene boundaries, i.e., offsprings inherited entire genes intact from their parents (subject to mutation). Since genes in our representation encoded input connectivities of neurocontroller units or positions of sensors, crossover had the effect of producing offspring with a mix of units and sensors available in the parents. Mutation, on the other hand, operated within genes. Each neuro-controller unit and robot sensor was mutated with probability 0.1. Further, once a unit (or sensor) was chosen for mutation, either the modifier gene bit was flipped with probability 0.1 or the gene (input connectivity or sensor position) was mutated. For neuro-controller units, mutation involved a random modification of either the LayerID, UnitNo, or the Weight of one randomly chosen connection. For sensors, this gene mutation resulted in a random change of the sensor position.
As with the experiments of Teller, each individual in the population (a neuro-controller for a robot) was evaluated in 40 random box-pushing environments and its average performance was used as a measure of fitness for selection. In each experiment, we performed 50 evolutionary runs, each starting with a different random seed. This was done to ensure statistical significance of the results obtained. Further, in order to directly compare the fitnesses of the different neuro-controllers, we computed standardized fitnesses for each of them. This was done by evaluating the performance of the neuro-controller over a fixed set of 1000 box-pushing environments. Unless otherwise mentioned, the fitnesses reported in the following experiments refer to the standardized fitnesses.
Evolving Neuro-Controllers for Box-Pushing Behaviors
In this section we present results of experiments in the evolutionary synthesis of neural network controllers for the box-pushing robot task described earlier. Figure 5 .3 shows the improvement in box-pushing performance in the course of one evolutionary run. This experiment involved the evolution of recurrent networks with no hidden units and three output units (the LFR output coding strategy was used). Note that the plot appears smooth because we have shown the best, average, and worst fitness in the population every ten generations rather than at every generation. It can be easily observed that the networks in the initial population (Generation 0) are highly unfit, i.e., they lead to poor box-pushing performance. This is to be expected given that initial populations are randomly created. Most robots endowed with these networks either keep spinning in the same position or attempt to move into walls. As a result, the best network in the initial population has a fitness of ) © and the population, an average fitness of) . From this modest beginning, the fitnesses can be seen to improve over generations, with the best network in generation 100 having a fitness (nonstandardized) of ) and the population an average fitness of ) . Notice that the fitness of the worst member of the population remains consistently low (¢ ) over the generations. This is due to the disruptive effects of the genetic operators which modify parts of the network crucial to the survival of the robot.
Evolution of Improved Behaviors
The networks of generation 100 demonstrate effective navigation behaviors, particularly when compared to the primitive capabilities of their ancestors. The robots in generation 100 address the box-pushing task well -they move about in their environment, avoid walls, and importantly, approach and push boxes. Thus, evolution discovers neuro-controller designs that give rise to effective box-pushing behaviors.
Evolving Feed-forward and Recurrent Networks
In our experiments, we evolved both feed-forward and recurrent neurocontrollers. As explained earlier, we conducted 50 complete evolutionary runs to present results of statistical significance. Figure 5 .4 shows a comparison of the fitnesses of feed-forward and recurrent networks evolved without any hidden units. In this figure, AFF refers to the fitness of the best feed-forward network produced in each of the 50 evolutionary runs, averaged over the runs, while BFF denotes the fitness of the best feed-forward network discovered by evolution in the 50 runs. ARR and BRR denote similar fitness measures but for recurrent networks. These fitness values are standardized, i.e., they denote the fitness of the robot over a fixed set of 1000 box-pushing environments and hence are directly comparable. From Figure 5 .4 one can observe that the fitness of the best feed-forward networks, averaged over the 50 evolutionary runs and denoted by AFF, was approximately 1.65, while the best feed-forward network discovered by evolution (denoted by BFF) had a fitness of 2.0. On the other hand, the average of the fitnesses of the best recurrent networks evolved (ARR) was approximately 4.0, with the best recurrent network (BRR) having a fitness of 5.46. Some of these recurrent neuro-controllers thus have considerably higher fitnesses than the control programs evolved by [177] .
One can also observe that the recurrent networks are over twice as effective as feed-forward ones. This is largely due to the differences in the abilities of feed-forward and recurrent networks. While feed-forward networks are constrained to make action choices based solely on current sensory inputs, recurrent networks can additionally exploit their memory of the actions undertaken by the robot in the recent past.
This ability to make use of information from the past (albeit recent past) is critical because the networks used in our experiments are deterministic, i.e., they always produce the same action in response to a given input. In such cases, if the sensory inputs available at a given place trigger a robot action but the robot action fails, then the robot remains at the same location indefinitely. This is because the sensory inputs remain the same at subsequent time steps (since the robot does not move) and the deterministic controller produces the same action, which keeps failing. This leads to a permanently stuck robot. This might happen, for instance, if the robot wanted to push a box and the box happened to be against a wall or another box. This would lead to failed actions and a permanently stuck robot. All the feed-forward networks in this experiment suffered from this affliction.
When faced with a similar situation, an appropriately designed recurrent network can exploit its knowledge of the action taken by the robot in the previous step to determine the action to perform. For instance, as we will explain in the following section, a recurrent network could make the robot turn if had moved forward in the previous step, thereby preventing it from getting permanently stuck.
Effective Box-Pushing Behaviors
We have shown earlier that the fitness of the neuro-controllers is rather low in the initial populations but then improves considerably as evolution progresses. We also showed that recurrent networks have much higher fitnesses than their feed-forward counterparts. Why are the robots in the initial populations less fit and why is it that recurrent networks outperform feed-forward ones? What behavior must the robot possess to do well in this box-pushing environment?
Since one of the constraints of the box-pushing task is the inability of the robot to detect failed moves, the robots often get into situations where they remain stuck till the end of simulation. For instance the robot might keep 124 Karthik Balakrishnan and Vasant Honavar spinning in the same place, try to move into a wall, attempt to push two or more boxes simultaneously, etc. What, then, would be the most effective strategy under such circumstances? Obviously, the key is to avoid getting stuck. Since repeated actions of the same kind (e.g., turning in place or continually moving forward and eventually into the wall), lead the robot to stuck states, they must somehow be avoided. One way of doing this would be for the robot to remember its previous action and choose to perform an action that is different from it. For instance, if the robot moved forward in the previous time step, it should be inclined to turn now.
A careful analysis of the structure of the recurrent networks produced in our evolutionary experiments indicates that over generations these networks develop structures that permit them to do just that. These networks evolve a strong negative self-loop at the output unit that codes for forward moves (unit F), as shown in Figure 5 .5 (unit F has a recurrent link with weight -81). The best recurrent (RR) neuro-controller (without any hidden units) that was discovered by evolution. A strong negative self-loop at the forward move (F) unit makes the robot alternate move and turn actions.
Such structures force the robot to interleave or alternate forward moves with turns. Thus, if the current action of the network is to move forward the output of the F unit is a 1. The strong negative self-loop at the F unit automatically biases the robot towards a turn action at the next time step. Of course, strong sensory inputs can override this automatic bias, still, it provides an effective safeguard mechanism against getting into states in which it might be stuck forever. Feed-forward networks cannot exploit this feature since selfloops of this sort qualify as recurrent links. Consequently, these networks perform poorly in comparison. Actions performed by the robots using the best feed-forward (FF) and recurrent (RR) neuro-controllers discovered by evolution. Here, 0, 2, and -2 represent forward moves, right turns, and left turns respectively. The robot behavior on the right was produced by the recurrent neuro-controller shown in Figure 5 .5.
The ordinate axis in these figures codes for the action performed by the robot, with 0 representing forward moves and 2 and -2 denoting right and left turns respectively. The figure on the left shows the behavior of the robot with the best feed-forward network evolved. The relatively poor fitness of the robot is a direct consequence of its inability to change actions, in this particular case, its inability to determine when the box it was pushing actually came against a wall. As a result, the robot continues (at least tries to) move ahead with the box little realizing that it is in fact against the wall. It remains stuck in this state till the end of simulation, obtaining a fitness of merely 1.
The figure on the right shows the behavior of the robot with the best recurrent network found (shown in Figure 5 .5). This network frequently switches actions, interleaving motions of moving forward and turning. It does not choose one box and push it all the way to the side, rather, it pushes many different boxes by steps. This behavior reduces its chances of getting stuck indefinitely, thereby contributing to its higher fitness. This neuro-controller obtains a fitness of 6 in the same environment.
A few other observations can be made about the neuro-controller shown in Figure 5 .5. Notice that the bias (or thresholds) of the L and R units are negative values while that of the F unit is a large positive value. Thus, in the absence of any sensory input this robot moves forward first. We have already pointed out the strong negative self-loop at the F unit that biases the robot to interleave moves and turns. In addition to this feature, this neuro-controller also has other mechanisms that produce a move-turn behavior. Consider the large weight (99) between units L and F. This attempts to equalize the number of moves and left turns. For instance, if the robot did not turn left, the output of the L unit is a -1. This lowers the chances of the robot choosing to move forward at the next time step. Conversely, if the robot turned left, the output of the L unit is a +1. This, in conjunction with the large weight between the L and F units, biases the robot to move forward at the next time step. A similar role is played by the link between F and R units, which has a weight of 91. These different features together endow the robot with a characteristic move-turn behavior.
Let us now consider the effect of the right sensor (E). If it detects a box (sensor value of 1), it provides negative input values to L and F units, thereby biasing the robot to chose R as the winner. The robot thus turns towards the box. Equivalently, when the E sensor detects a wall to the right of the robot (sensor value of -1), the L and F units receive positive activations. In this case the robot either turns left, away from the wall, or moves forward along the wall. In a similar fashion, the left sensor (W) allows the robot to turns towards boxes and avoid walls. Such features prevent the robot from wasting valuable time bumping into walls.
Perhaps the most interesting feature of the evolved network is its response to a box immediately ahead (N sensor detects a +1). Since the objective of the task is to push boxes to the walls, one might expect the robot to respond to such a sensory input with a forward move. However, a closer inspection of the network suggests that such a box has little or no effect on the action choices made by the robot. Although this is a little counter-intuitive, it makes sense when we realize that any commitment on the part of the neuro-controller to sense and push boxes immediately ahead of the robot has the potential to lead to a permanently stuck robot, as explained earlier. Further, since the task constraints do not require the robot to sense a box in order to push it (if the robot moves forward and there is a box in front of it, the box is automatically pushed unless, of course, the box is against a wall or another box), there is no need to really sense and respond to boxes immediately ahead. This is precisely what is achieved by the neuro-controller shown in Figure 5 .5. It does not respond directly to boxes appearing in front of the robot. Instead, it uses its left and right sensors to turn towards boxes, and relies on its move-turn behavior to automatically push boxes.
We have carefully analyzed the different neuro-controllers evolved in the Evolving Neuro-Controllers and Sensors for Artificial Agents 127 various simulation runs. In each case we have found that the best network functionally resembles that shown in Figure 5 .5. Analysis of this kind has helped us identify not only the kinds of behaviors that lead to high-fitness box-pushing behaviors, but also the roles played by the different network components in realizing such behaviors. Using a simple experiment we can further demonstrate that recurrent links in these evolved networks play a crucial role in the box-pushing performance of the robots. We take the best recurrent network produced in each of the 50 evolutionary runs, and determine its standardized fitness with and without the recurrent links, as shown in Figure 5 .7. Since these fitnesses are standardized (the robots are evaluated on the same set of box-pushing environments), any change in fitness is a direct result of the change in the neuro-controller (e.g., presence or absence of recurrent links) and is devoid of other random or environmental influences. It can be observed that the fitness of the neuro-controller drops significantly when the recurrent links are removed. For instance, run 25 produced a network with fitness 5.46 (shown in Figure 5 .5). Without its recurrent links the fitness of this network drops to a mere 0.42. Recurrent links are thus critical to the effective boxpushing performance of these neuro-controllers.
Using Hidden Units in Box-Pushing Behaviors
Although evolution discovers recurrent and feed-forward neuro-controllers that endow robots with the ability to move, approach and push boxes, and avoid walls, the recurrent networks manage higher fitnesses than their feed-forward counterparts by evolving an intuitively appealing strategy that involves the use of recurrent links to remember past actions. However, even with recurrence, the robot's memory is only one time-step long, i.e., the robot remembers the action performed in the previous time step and nothing more. It is natural to wonder if a robot with a longer memory will perform better, since in that case, its decision can be expected to benefit from its history of past input activations and output actions. This motivates us to explore networks with hidden units, since in our model of neural computation, a network with two hidden layers can remember network activations two time steps earlier.
In order to study the effect of hidden units in the evolution of box-pushing behaviors, we allowed evolution to choose up to 10 hidden units. As explained in Section 5.3, the genetic representation used in our simulations allowed arbitrary connections to be formed between units. However, the fan-in or the input connectivity of any unit was restricted to a maximum of 10, as explained earlier. In feed-forward networks, connections between input-output, inputhidden, and hidden-output units were permitted. However, the connectivity between hidden layer units were constrained in such a manner as to allow lower numbered units to connect to higher numbered ones but not vice versa. Recurrent networks, on the other hand, could have connections between arbitrary pairs of units. In both kinds of networks, connections into input units were not allowed.
As can be observed from Figure 5 .8, hidden units improve the performance of both kinds of networks. While the improvement is only marginal for recurrent networks, feed-forward networks benefit tremendously from the addition of hidden units. In fact, the average and best fitnesses of feed-forward networks almost double (a 100% improvement). Note that the best feed-forward network (BFF) evolved with hidden units has a fitness of almost 4.0, which is nearly equal to the average fitness of the best recurrent networks (ARR) without hidden units. It is clear that the hidden units somehow help the robots with feed-forward neuro-controllers, avoid or escape from situations where they used to get stuck earlier.
Just as we did with recurrent links earlier, we can perform a simple experiment to demonstrate the importance of hidden units. We simply take the best neuro-controller produced in each of the evolutionary runs and compute its fitness with and without its hidden units. Figure 5 .9 shows the result of this experiment for the feed-forward neuro-controllers. It can be observed that in every case the fitness decreases alarmingly when the hidden units are disabled. Feed-forward networks thus appear to rely heavily on the hidden units. A similar experiment performed on the evolved recurrent neuro-controllers suggests that these networks too use hidden units when they are available. However, though disabling hidden units results in a marked decrease in the fitness of these networks, they are not as badly impacted as feed-forward ones. These results suggest that recurrent networks perform well on the box-pushing task by making use of recurrence or hidden units, depending on what is available. When hidden units are not available, evolution relies on recurrence. However, when hidden units are available, the tendency of evolution is to exploit them to attain higher fitnesses. Figure 5 .10 shows the behavior of the best feed-forward network evolved with hidden units, on one box-pushing environment. Unlike feed-forward networks evolved earlier (Figure 5 .6), this neuro-controller can be observed to switch effectively between forward moves and turns. In particular, one can easily notice that this robot either moves forward or turns right. It should also be noted that unlike the recurrent networks shown earlier, this robot does not necessarily alternate actions. For instance, between simulation steps 6 and 9, the robot moves forward on four consecutive time steps before turning right. It displays this behavior many times during the course of its box-pushing exercise, as can be confirmed from Figure 5 .10. This ability to turn after moving forward on consecutive time steps, allows the robot to escape from states where it might be stuck indefinitely, thereby attining higher fitnesses. Feed-forward neuro-controllers evolved in other simulation runs possess similar behaviors. forward moves. This is because the activation at the output unit corresponding to forward moves, F, is given by 127 (62+14+51), which is significantly greater than the activations at the other two output units. It can also be noticed that a box detected by the N sensor biases the robot towards a forward move by suppressing left and right turns (through weights of -32 and -62 respectively), while a box detected by the SE sensor biases the robot towards a right turn by increasing the activation of the R unit (through a weight of 91). The best feed-forward network with hidden units, discovered by evolution. Although this network has seven hidden units, it effectively uses only three.
The hidden units H0, H2, and H4 play a critical role in preventing the robot from pushing a box too long. This is achieved as follows. Suppose the units in the network are at their default activations dictated by their thresholds. Hence, H0=+1, H2=-1, H4=-1, L=-25, F=127 (62+14+51), and R=90 (34+56). Since the output unit F has the highest activation, the robot moves forward. Suppose the robot now finds a box immediately ahead and there are no other boxes or walls within its sensory range. This box is detected by the sensor N, which provides an input of +1 at the next step. It can be easily verified that this causes the following activations in the network units: H0=+1, H2=+1, H4=+1, L=-57, F=127, and R=28. Hence the robot moves forward again, possibly pushing the box (if it is not against another box or wall).
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At the next time step, assuming the robot does not sense any additional boxes or walls, the changed activations of H2 and H4 cause the output activations to become: L=-57, F=-3 (62-14-51), and R=28 (34-62+56). Now the unit R is declared the winner and the robot turns right.
Thus, hidden units enable the feed-forward neuro-controllers to remember previous sensory inputs (although they still cannot remember past actions owing to the unavailability of recurrent links). With such hidden units the networks can choose wise actions by taking past observations into account. For instance, in the above example, the hidden units H2 and H4 record the fact that the robot has sensed a box ahead (N=1), by changing their activations from -1 to +1. The robot is then offered one chance to push the detected box, after which it is made to turn. Once the robot turns away from the box, the activations of these two hidden units return to -1.
When we analyzed the feed-forward neuro-controller designs discovered by evolution, we found a similar switching mechanism in place in each. The evolved networks used the hidden units to implement a trigger mechanism to prevent them from getting stuck pushing boxes. The evolved trigger mechanisms varied from pushing the box once and then turning, to pushing the box by up to 5 steps and then turning. It is evident that without the benefit of such trigger mechanisms, the feed-forward neuro-controllers would result in poor box-pushing performance.
Discussion
These different experiments in the evolution of neuro-controllers for boxpushing robots have not only helped us conclude that memory of past actions and activations is critical, but also show precisely how the evolved networks use this memory (either through recurrent links or hidden units) to produce effective box-pushing behaviors. It must be pointed out that though Teller recognized that memory might be important in the box-pushing task, he was unable to analyze the programs to decipher agent behaviors or explain how memory was used by his evolved agents [177] .
Our experiments have revealed that robots with recurrent networks attain high fitnesses by interleaving actions of moving forward and turning. We also showed that such behaviors arise through the use of hidden units, which remember and exploit past input activations. However, are such behaviors truly characteristic of the constraints of the box-pushing task, or merely artifacts of the neuro-controller structure (e.g., the LFR output coding mechanism). Further, is an evolutionary approach really necessary to design good boxpushing behaviors? We discuss these questions in the following sections.
Generality of Box-Pushing Behaviors
One way to absolve the output coding strategy from the primary role in the evolved behaviors is to evolve robots with different output coding mechanisms, analyze the resulting behaviors, and show that the behaviors are qualitatively similar. In order to do this, we repeated the evolutionary experiments described above, with two other output interpretations.
In the Braitenberg strategy [150] , the neuro-controller uses two output units computing bipolar-threshold functions. The two output units are considered to be directly connected to the two wheels of the robot (assuming the robot has one wheel on either side). In this scheme, if an output unit produces a +1, the corresponding wheel turns in the forward direction and vice-versa. Appropriate combinations of the two wheels then lead to forward and backward moves, and to left and right turns.
The second strategy, called Action-Direction (AD), makes use of two output units that compute bipolar-threshold functions. The output of the first unit is interpreted as the action to be performed (+1 to move forward and -1 to turn) while the second unit indicates the direction of turn (+1 to turn left and -1 to turn right). These schemes are illustrated in Table 5 .2.
As shown in Figure 5 .12, there is little difference between the robot fitnesses using the three schemes. A careful analysis of the structures evolved using Braitenberg and Action-Direction output coding strategies confirms our earlier observation that high fitnesses on the box-pushing task are realized by interleaving or alternating forward moves and turns. The networks using the Braitenberg strategy evolve large recurrent links at the two output units. While one link is positive, the other is negative. Thus, the output of one unit is bi-ased towards remaining constant, while the output of the other unit is biased to change at every time step. In the Braitenberg strategy this leads to alternating moves and turns. The neuro-controllers using the Action-Direction strategy consistently evolve a large negative recurrent link at the output unit coding for action. This mechanism makes the robot alternate between moves and turns at each time step. A number of results with the Action-Direction output coding strategy are presented in [147, 148, 149] .
It thus appears that the behavior of interleaving moves and turns is characteristic of the task environment and is consistently discovered by evolution irrespective of the output coding mechanism used.
These results lead us to believe that evolution automatically comes up with ways to effectively counter the constraints and limitations of the task environment. Given the box-pushing task and its associated constraints, evolution uses the neuro-controller structures at its disposal to sculpt behaviors that involve alternating moves and turns.
Baseline Experiments: Random Walk and Random Search
When we presented the box-pushing task, we argued that it was a challenging environment that made the design of appropriate behaviors rather hard. One might be tempted to ask for some quantitative measure of the difficulty of achieving good fitnesses on this task. Although we cannot provide a generic measure, we can show that the box-pushing task cannot be effectively addressed by simple behaviors like a random walk. We can easily demonstrate Evolving Neuro-Controllers and Sensors for Artificial Agents 135 this by conducting simulations where the robots randomly choose an action to perform at each step.
We have also alluded to the fact that evolution is capable of effectively searching vast, multimodal, and complex search spaces, using little domainspecific knowledge. But can we show that the space of neuro-controllers for this box-pushing task is indeed vast and complex? Can we show that other algorithms for searching this neuro-controller space will indeed falter? Although we cannot really prove that other search algorithms will fail to effectively search the neuro-controller space, we can show that simple search algorithms like exhaustive or random search, will be inefficient.
First, let us consider the size of the search space. Assuming that the neuro-controllers do not have any hidden units, the search procedure must determine appropriate connectivities for the three output units (assuming an LFR output coding scheme). Since there are eight input units, three output units, and a threshold for each unit, the search algorithm must determine (8+3+1 = 12) parameters for each of the output units. Now, since the weights are restricted to be integers in the range [-100, +100], there are 201 possible values for each weight. Thus, the total size of the neuro-controller space, i.e., the space of possible values for the weights of the three output units, is
, which is a truly large quantity. Remember that this figure is for a neural network without any hidden units. Adding hidden units leads to an exponential increase in the size of the search space. This vast space plays havoc with simple search algorithms. While an exhaustive search of this space is infeasible and impractical, random search is confronted with a needle-in-ahaystack situation. Thus, simple search algorithms like exhaustive and random search are unsuitable for searching the space of neuro-controllers for the boxpushing task. Figure 5 .13 compares the fitnesses of neuro-controllers produced by evolution with two baseline experiments. The first involves the average fitness of a random walking robot (RW) and the second is a random search of the space of neuro-controllers. As can be seen, random walk results in extremely poor performance in this environment, with the average random walk (over 10,000 such environments), producing a fitness of a mere 1.0 point and the best random walk producing a fitness of approximately 1.6.
Figure 5.13 also shows the best and average fitnesses of 10,000 randomly created neuro-controllers. As can be observed, this random search yields a best fitness of 4.2 and an average fitness less than 1.0. In contrast, the evolutionary approach produces individuals of fitness over 4.5 within 20 generations (i.e., total evaluation of 500 ¢ 20 = 10,000 neuro-controllers). Thus, with the same effort (measured in terms of the number of neuro-controllers evaluated), evolutionary search finds better neuro-controllers than random search.
Further, when continued to 100 generations, the evolutionary approach produces neuro-controllers with a best fitness of 5.46 with all the neurocontrollers produced (and evaluated) yielding an average fitness of approximately 3.9. Thus, searching the neuro-controller space using population-based evolutionary algorithms has a higher likelihood of discovering highly fit designs (on an average).
One of the factors that make the box-pushing task hard is that the boxes in the room are randomly placed for each trial. Also, the robot does not start from a single fixed position in the room, rather, it starts from randomly chosen places. This makes the task particularly hard because the robot has to develop behaviors that work well across all the random environments. What would happen if the robot always found the boxes in the same locations every time? In addition, if the robot were to be introduced into the room at the same place in every trial, would evolution produce robot behaviors of higher fitnesses? It should be noted that with the box positions fixed and the robot starting at the same location every time, the box-pushing task acquires the same flavor as that of trail-following or maze-running tasks. Figure 5 .14 shows the results of such a modified experiment. TR1 refers to the trail-like box-pushing task (with box and robot start positions fixed across trials). In this case the robots used feed-forward neuro-controllers without any hidden units. As can be seen, the best feed-forward neuro-controller attains a Evolving Neuro-Controllers and Sensors for Artificial Agents 137 fitness of 4.0 on this task, which is twice the fitness of the best feed-forward neuro-controller evolved for the regular box-pushing task (Section 5.4). When hidden units are permitted, evolution discovers feed-forward networks with an average fitness of 8.2 and a peak fitness of 9.0, as shown by TR2 in Figure 5 .14. Contrast this with the average and peak fitnesses of 2.6 and 3.9 achieved by feed-forward neuro-controllers on the regular box-pushing task. TR3 shows the fitnesses of recurrent networks without any hidden units. While the average fitness of these networks is 8.2, the best recurrent network produced by evolution has a fitness of 10, which is the maximum fitness attainable in this box-pushing environment. Thus, evolution discovers neurocontrollers with optimal behavior in the modified, trail-like environment. Contrast these results with the best fitnesses observed in the regular boxpushing environment (where the box positions and the robot start locations are randomly chosen). The label RD in Figure 5 .14 shows the average and peak fitnesses of the recurrent networks discovered by evolution. It can be observed that the peak fitness of 5.46 is much lesser than the maximum attainable fitness of 10.
Thus, by relaxing some constraints, the regular box-pushing task can be transformed into a trail-following one. Given the fact that evolution appears perfectly capable of discovering designs (and behaviors) of maximum fitness in trail-following environments, its failure to do so in the regular box-pushing environment may be construed as an indication of the inherent difficulty of the These results show that it is rather difficult to determine good box-pushing behaviors in general. They also demonstrate the ability of artificial evolution to efficiently and effectively search the space of neuro-controller designs.
Sensor Evolution
Although our experiments in the evolutionary synthesis of neuro-controllers for box-pushing behaviors were quite successful, the question remains whether the box-pushing task really requires the eight sensors that Teller had stipulated or could it be equally well-addressed using fewer sensors. This question is motivated by the fact that real sensors on real robots have acquisitional and operational costs associated with them, and one would want to use the minimum number necessary for the task. This consideration forces us to recognize a tradeoff between performance on the task and the incidental cost of providing and operating extra sensors. For instance, we might be willing to tolerate a certain amount of decrease in box-pushing performance provided the designs offer significant savings in sensor costs, and vice-versa. But the question then is "How can we determine the best number, placement, and kind of sensors required for a given task?" Or alternatively, "How can we decide which sensors to use from the set of sensors at the disposal of a robot?"
The wide variety of sensory systems represented in nature is suggestive of the power of evolution in determining good designs over many dimensions including -sensors of different types (e.g., vision, tactile, olfactory, etc.), characteristics (e.g., range, sampling frequency, response function, etc.), numbers (e.g., two eyes, one nose, etc.), placement (e.g., front, rear, top, etc.), and modes of sensory information integration (e.g., through the use of appropriate neural circuits for reactive behaviors, cognitive behaviors, etc.). Given the role evolution seems to have played in developing organisms with varied behaviors realized through the combined or co-evolved design of sensory and neural information processing systems, it only seems natural to presume that the field of robotics, or any enterprise that aims to produce autonomous agents of a certain behavioral repertoire, would benefit from similar co-evolutionary design considerations.
Since evolutionary techniques are already being used quite successfully in the design of neuro-controllers for robots, we would like to explore the use of evolution in the design of sensory systems as well [148] . By evolving the Evolving Neuro-Controllers and Sensors for Artificial Agents 139 sensory system of these robots along with the neuro-controllers, we expect evolution to not only determine efficient sensory system designs but also develop effective behaviors tailored to these sensory characteristics.
Results in Sensor Evolution
In the following experiments, we allow evolution to determine the number, placement, and range of the robot sensors. As explained in Section 5.3, the genetic representation used in our work contains a gene for each allowable robot sensor. Each gene encodes the placement and range of the corresponding sensor. In addition, the second-level or modifier genes used in our representation allow mutation to turn off (or discard) sensors. Given these features, the designs that evolve may be expected to have sensors that are of adaptive value to the box-pushing robots and that allow the robot to sense in critical directions around themselves.
As in our earlier experiments, we used populations of size 500 and the evolutionary runs lasted 100 generations. In order to make statistically meaningful interpretations, we performed 50 evolutionary runs, each starting with a different random seed. Further, based on our earlier results, we only evolved recurrent neuro-controllers with up to 10 hidden units. Since the sensors in Teller's experiments could only sense cells immediately around the robot, we set the maximum range of our sensors to 1 cell.
Our results indicate that the average fitness of the best neuro-controllers discovered in the 50 evolutionary runs is 4.63, while the best neuro-controller has a fitness of 6.32. Further, this neuro-controller only employs three sensors, as shown in Figure 5 .15 has three sensors and seven hidden units, it effectively uses only two sensors and five hidden units. It should also be noted that this robot uses its sensors to sense cells in the front, in particular, the cell immediately ahead (labeled N) and the cell diagonally to the left in front (labeled NW). Thus, there are no sensors that provide input from behind the robot.
It can be observed that owing to its strong positive bias (90), the hidden unit H2 always produces an output of 1. This changes the bias on units F and R to 76 and -61 respectively. Given these biases, it is clear that the robot is inclined to move forward in the absence of any sensory inputs. Further, the strong negative loop at the F unit (-95) makes the robot interleave moves and turns. However, the hidden units lead to more complex dynamics. For instance, suppose the robot moved forward (F=1, L=R=-1) and encountered a wall immediately ahead. This causes the N and NW sensors to produce a -1 at the next time step, which leads to values of +1 and -1 at the hidden units H3 and H0 respectively. Now, the action performed by the robot depends on its past history, in particular on the activation of unit H1. If H1 happens to be in state +1, the output activation becomes: L = -29-61 = -90, F= 76-95-49 = -68, and R = -61+34+62=35, which makes the robot turn right. However, if H1 happens to be in state -1, the activation of the R unit becomes -61+34-62=-89, which makes the robot move forward. Although this causes the robot to bump into the wall, it can be easily verified that at the next time step H1 produces an output of +1 (since the output of H0 becomes a -1), making the robot turn right.
Our empirical results indicate that, on an average, the robots evolved in this study employ only 4.58 sensors out of the maximum possible 8. Further, the best designs found in each of the 50 evolutionary runs make use of fewer than 8 sensors, thereby suggesting that 8 sensors are possibly superfluous for this box-pushing task. As shown in the design in Figure 5 .15, even two appropriately positioned sensors appear to be sufficient for successful box-pushing behaviors to emerge.
What is most noteworthy is that the sensors are automatically discarded without the imposition of any explicit penalty. For instance, we do not penalize robots that make use of their 8 sensors; nor do we favor robots that use fewer than 8 sensors. The only evolutionary pressure appears to be the effect of sensory information on robot behavior. We strongly suspect that having more numbers of sensors leads to sensory inundation and conflict, making the robot perform actions that are eventually self-defeating. Such conflicts possibly take the robot away from optimal behaviors. Our results indicate that this discarding of superfluous sensors also leads to an increase in robot fitness.
Given that eight sensors are not necessary for box-pushing behaviors, can we identify the sensor placements that indeed contribute to the robot fitness? Are certain sensor placements absolutely critical to robot performance? We can answer these questions by analyzing data from our 50 evolutionary runs and observing the distribution of sensors used by successful agents, as shown in Figure 5 .16. As can be seen, 48.3% (almost half) of the sensors used by the evolved robots are placed so as to sense cells ahead of the robot (N, NE, and NW). Further, almost 75% of the sensors are used by the evolved robots to observe cells on the front (N, NE, and NW) and sides (E and W). Few sensors, if any, are tuned to the three cells behind the robots (S, SE, and SW). Thus, sensor evolution leads to effective designs that in all cases employ fewer than the maximum permissible 8 sensors. Further, the placement of sensors is largely biased towards the region ahead and to the sides of the robot, which makes intuitive sense since the robot cannot directly respond to sensors behind it. For instance, if the S sensor detects a box, the robot has to turn twice before it can get into a situation where it can push the box. Not surprisingly, evolution automatically veers away from such sensory system designs. Similar observations using two other output coding strategies are presented in [148] , which also discusses the effect of increasing the range of the sensors.
It should be stressed that these designs are evolved without any explicit penalties or costs on the use of sensors. As we mentioned earlier, the only evolutionary pressure against the use of sensors appears to be the possibility of too much sensory information leading to conflicting behavioral choices. One might expect the designs to become more optimal if the sensors had real costs associated with them. We have explored one such approach wherein the robot has limited battery power and sensors require energy to operate. This leads to very interesting and minimalist designs [146] .
At the concept level, the design of robot sensory systems is reminiscent of the feature selection problem in machine learning applications where a problem is associated with a number of features and the reasoning system, owing to a variety of performance related constraints, has to choose to use a subset of them in arriving at a solution. For instance, in our case, the robot is allowed to use many sensors, but the evolutionary design system chooses to use just a few that somehow translate into performance gains on the box-pushing task. Such evolutionary approaches are thus attractive options for the feature selection problem, as has also been demonstrated by [180] .
Sensor Noise and Evolution of Fault-Tolerant Designs
Noise plays a very important role in robotics research largely because of the noise inherent in real-world environments and robot components. For example, visual sensory readings corresponding to the same object may be quite different at different times owing to a number of environmental effects like lighting, reflection, interference, occlusion, etc., or due to defects and malfunctions of the sensory apparatus. Similarly, robot actions are often sizable deviants of their intended ones, with factors like friction, improper tire-inflation, battery power, motor manufacturing defects, gradients, etc., causing marked changes from the expected trajectories of mobile robots. If robots are to be built to operate in such real-world environments, they must possess mechanisms for dealing reliably with such noises.
In our work, we are concerned with manifestations of noise in the system components. In particular, we would like to study the effects of noise caused by faulty sensors. These failures and malfunctions may be a result of factors intrinsic to the sensors (e.g., manufacturing defects, etc.), or they may be caused by environmental features like excessive concentration of radiation, corrosive substances, moisture, etc. Whatever might be the cause, we expect the robots to function reliably in the presence of such noise.
In general, sensor noise can be modeled in a number of ways. For instance, sensors could either fail and thereby not sense at all, or they might return sensory inputs corrupted by noise. This noise in sensing may be random white noise, or characterized by some probability distribution based on the properties of the operating domain. In addition, sensors may either fail completely, i.e., for the entire duration of simulation, or may simply be unoperational for a few time-steps of the trial. In our work, we assume that each sensor has a certain a priori probability of being faulty, where a fault is modeled by the sensor returning a value of 0 instead of what it currently senses. This is tantamount to saying that each sensor (with a pre-specified probability) confuses boxes and walls with empty spaces. The goal, then, is to design robot behaviors that are robust to the noise caused by such faulty sensors.
Our simulations were performed with a 10% probability of each sensor being faulty. Thus, at each time-step, each sensor independently determines (with probability 0.1), whether to provide a 0 or the sensed value to the neurocontroller. In these experiments, the robots could use up to 10 hidden units in their neuro-controllers and up to 8 different sensors. Evolution was allowed to co-design the neuro-controller and the sensory system of the box-pushing robot with the experimental details same as in the studies in Section 5.6.
When the sensors were assumed to be noisy, we found that evolution discovered robot designs that used 4.46 sensors on average. Of these, 24.7% of the sensors were placed to sense the cell immediately ahead of the robot (labeled N), as shown in Figure 5 .17. When compared to the sensor evolution results without any sensor noise ( Figure 5 .16), it is apparent that a significantly larger fraction of sensors are now used to sense the cell immediately ahead of the robot.
Since 4.46 sensors were used (on an average) by the evolved robot designs, each evolved design has at least one sensor (actually 1.1 = 24.7% of 4.46) placed to sense the cell immediately ahead of the robot (labeled N). We also found that 28% of the evolved robots have two or more N sensors, while 8% of the robots use three N sensors. Since the sensors are faulty, one may infer that evolution discovers robust designs that involve duplication of the faulty resource, namely sensors, in the critical sensing position in front of the robot. Thus, even if one sensor fails, the other functions with high probability, thereby allowing the robot to sense the cell in front of it. We have shown similar results with a different output coding strategy in [149] .
In our experiments the average fitness of the evolved designs (over 50 evolutionary runs), was found to be 4.53 while the best evolved network had a fitness of 5.64. Further, the best evolved network made use of two N sensors, two NE sensors, and one E sensor.
Probably the most important observation in these experiments was the fact that though sensory noise hinders box-pushing performance, evolution discovers designs that are tailored to use this noise. For instance, one may suppose that the box-pushing performance of robots evolved in the presence of sensory noise will improve when the sensory noise is removed. However, empirical evidence suggests otherwise. Figure 5 .18 shows the difference between the fitnesses of the best neuro-controller from each of the 50 evolutionary runs, evaluated on a set of random environments with and without sensory noise. A positive value for this difference represents a decrease in fitness with the removal of sensory noise, while a negative value represents an increase in fitness.
It can be easily observed that in many cases the removal of sensory noise leads to a marked decrease in robot fitness. On the other hand, though some designs show an increase in performance when sensory noise is removed, this improvement is not appreciable in most cases. A closer inspection of the evolved neuro-controllers reveals that evolution often discovers designs that exploit or benefit from the sensor faults. For example, most such designs utilize sensor faults to break away from their fixed-cycle paths, rather than recurrent links in their neuro-controllers. In many cases, we also found that the neuro-controllers had contradictory behaviors programmed within. For instance, one design made use of two N sensors placed to observe the cell immediately ahead of the robot. However, the two sensors biased the robot towards different behaviors. While one N sensor made the robot move forward towards a box, the other had an opposite effect. It biased the robot towards turning away from a box. Although seemingly contradictory in their effects, the two sensors worked well in tandem. When both sensors functioned correctly, the first sensor dominated the second one and the robot responded to boxes by moving towards them. However, in situations when the first sensor failed and the second was active, the robot responded to boxes by turning away from them. Careful thought reveals that unlike the use of recurrent links (which force the robot into alternating moves and turns), this design allows the robot to push a box multiple steps forward and to stop pushing the box when the first sensor fails momentarily. It is no surprise then that the removal of sensor noise causes a decrease in the fitness of these designs.
Related Work
As we mentioned earlier, evolutionary robotics is a rich and blossoming field.
Here we present a sample of related work that compares and compounds the approach we have followed in this chapter. Floreano and Mondada (1994) were perhaps the first to evolve a neural network controller for the Khepera robot [171] . They chose to evolve navigation and obstacle avoidance behaviors, using recurrent neuro-controllers with a fixed architecture containing 8 input and two output units. The output units computed sigmoid activation functions, and directly controlled the two stepper-motors associated with the robot wheels. Importantly, all their evaluations were performed on the robot, i.e., each member of each population was evaluated on the Khepera.
Miglino et al. (1994) evolved neuro-controllers for a wandering robot that effectively performed a variation of navigation and wall-avoidance tasks. The neuro-controllers contained two input units, two hidden units, one memory unit, and two output units. The units computed a threshold activation function. The binary output produced by the network was interpreted into four robot actions: forward/backward move, or left/right turn through 45 degrees. The researchers evolved effective exploration behaviors, analyzed them, and implemented the evolved behaviors on a Lego robot. However, they found considerable differences between robot behaviors in simulation and reality. They also found that by evolving designs for simulated robots that had noisy actions, the simulated and actual behaviors matched rather well.
In other related work, Miglino et al. (1995) evolved neural networks for obstacle avoidance behaviors. They used simple feed-forward neuro-controllers with 8 input units and two output units. Their simulations used a model of the Khepera robot, which has 8 infrared sensors and two stepper-motor driven wheels. Instead of performing their evolutionary experiments directly on the Khepera, they built a simulation environment by placing the Khepera at various positions and orientations in the real environment and recording its sensory inputs. They also built a motor model by executing specific motion commands on the Khepera and observing its displacements. This simulation model was then used to evolve robot behaviors in simulation. Lund and Parisi (1995) attempted to study the effect of environmental changes in the behavioral inclinations of evolving agent populations for a foraging task. Agent behaviors were realized using a fixed neural network architecture containing 5 input, 9 hidden, and 2 output units. While two input units provided the distance and angle of the nearest food element, the other three units signaled the type (A, B, or C) of this food element. The two neurocontroller outputs were interpreted as a turn angle and forward move step size for the robot. Thus the robot could directly approach specific food elements.
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Walker (1995) studied a variation of a foraging task where the robots had to locate and approach radiative energy sources. These robots used extremely simple feed-forward networks with two input units and two output units. Each input unit provided the robot with a measure of the energy field (field strength of each energy source, normalized by its distance from the corresponding robot sensor). The two output units directly controlled the speed of the corresponding wheel of the robot. The researchers evolved behaviors for approaching energy sources, avoiding walls, etc.
It may be noted that most of these approaches involve relatively simple robot tasks (exploration, approach, avoidance, etc.). As we have argued earlier, such behaviors are often easy to program manually. In contrast, the constraints and limitations of the box-pushing task make it hard to manually develop effective behaviors. Secondly, some of these approaches assume that the robot sensors have unlimited ranges [166, 178] . This design choice is unrealistic for large environments. The box-pushing task, on the other hand, makes use of sensorily-constrained robots. Importantly, all of these approaches evolve neuro-controllers of fixed size. In contrast, our approach uses modifier-genes to evolve neuro-controllers of different sizes, providing evolution with the opportunity to automatically discover minimal designs.
While most of the work in evolutionary robotics concerns the design of controllers, some researchers have also considered the role of evolution in the design of agent sensory systems. Menczer and Belew [167] studied the evolution of sensors for food-seeking agents in a controlled environment that they termed latent energy environments or LEEs. Their environments contained food elements of different types (e.g., A, B, and C) and combinations of these elements led to exothermic or endothermic reactions. Instead of simple foraging (find food and eat), the agents thus had to learn to distinguish between food types and recognize useful combinations (exothermic reactions that produce energy). In their work on sensor evolution, the number and placement of sensors was fixed and evolution effectively determined the type of sensor (e.g., A, B, or C). In contrast, our work in this chapter deals with the number, placement, and range of sensors rather than their types.
Reynolds [175] also explored the use of evolution in the design of sensory systems for a corridor following robot task. The sensors in his work were assumed to be noisy range sensors and he evolved programs for robust corridor navigation behaviors. Sensory system design consisted of determining the number and placement of the range sensors. Thus, our work is rather similar to the approach adopted by Reynolds, albeit on a different (and arguably harder) problem. Also, we consider the effects of noise caused by sensor faults rather than noisy range estimation.
Walker [178] studied a variation of a foraging task where the robots had to locate and approach radiative energy sources. Using two sensors and a simple neural network, he evolved effective foraging strategies. His work on sensor evolution dealt with the design of sensor placements and he found that co-evolving the sensor placements and the robot controller leads to marked improvements in robot performance. In contrast, we have used the evolutionary approach to also determine the number of sensors required for the robot task.
Although a number of researchers have used noise in their simulation studies, most have been to develop designs that are robust when transferred on to real robots [169] , [168] , and [161] . In such cases the researchers have found that robot controllers, evolved in simulation environments that contain noise (usually random white noise), perform much better when tested on real robots when compared to the designs evolved without noise. This is in contrast to the sensor noise studied in our experiments.
There has also been some work in the evolution of noisy neuro-controllers for robots [152] and [160] . In this particular model, each neuro-controller unit was considered noisy, with its output being modulated by an additive random white Gaussian noise. The researchers found that this led to robust behaviors. In contrast, the work reported in this chapter assumes reliable neuro-controller units and deals with noise caused by faulty sensors.
Summary
In this chapter we have explored an evolutionary approach to the design of neuro-controllers and sensory systems for a box-pushing robot. Evolution is perfectly suited for this design challenge since the constraints associated with the box-pushing task make it particularly hard to develop good box-pushing behaviors via simple techniques like random-walking or a random search over the space of behaviors. In addition, even understanding the constraints of the task offers little insight into the kinds of sensory and neural structures that would lead to effective box-pushing behaviors.
We showed that against these odds evolution discovers neuro-controller designs that endow the robots with effective box-pushing strategies. Through a detailed analysis of the evolved designs we were also able to show how the robots address the constraints of the box-pushing task. For instance, we were able to conclude that robots with recurrent neuro-controllers interleave moves and turns, thereby avoiding situations that may lead them to a permanently stuck state. Although feed-forward networks do not have recurrent links, we showed that evolution discovers designs that employ hidden units to produce qualitatively similar behaviors.
In addition to the design of the neuro-controller, we also evolved the number, placement, and range of the robot sensors, in addition to designing the neuro-controller. This approach produced a number of interesting results. We found that the box-pushing task did not require eight sensors and each of our evolutionary runs produced robot designs that made use of fewer than eight sensors. It should be pointed out that there was no explicit pressure towards using fewer sensors and the optimization of the numbers of sensors was an emergent property of this system. We believe that having fewer sensors leads to lesser sensory conflicts and hence is favored by evolution. In this regard, the sensory design problem is simply the feature selection problem in a different guise. This study also confirmed our intuition that sensors located to sense cells ahead and to the sides of the robot play a more significant role in their performance than sensors located behind the robot.
We also considered the design of robust robot behaviors in the presence of sensor noise. Since noise is omnipresent in the real-world, this consideration makes the box-pushing task a little more realistic. We introduced noise in the form of sensor faults. We found that evolution discovered designs that were well adapted to effectively handle the noise. For instance, evolution produced robots that employed two (sometimes even three) sensors to sense the cell immediately ahead of the robot. In effect, evolution discovered robust designs by duplicating the faulty resource (namely the sensors) in critical directions around the robot.
We also found that when noise was present in the system, evolution often discovered designs that were tailored to exploit them. When such designs were later tested in environments without noise, their performance decreased. A closer inspection of such designs revealed novel ways in which sensor faults were being exploited. For instance, we found that multiple sensors placed to sense the same cell, often made the robot react in opposite ways. While one made the robot approach boxes, the other biased the robot to turn away from them. This combination, modulated by sensor faults, led to interesting behaviors wherein the robots pushed boxes through multiple steps and then turned away from them. Little wonder then, that the fitness decreased when noise was removed.
Although the box-pushing task has provided an interesting computational context for exploring the evolution of robot behaviors and sensory systems, there is an important dimension that we did not consider in this chapter. We have assumed that the robots have an inexhaustible source of energy that allows them to survive through their entire simulation time. This is in contrast to most real-world situations where the robots must be designed keeping such energy considerations in mind. For instance, real-world sensors require energy to operate. In such a scenario, unnecessary or irrelevant sensors must be discarded (or switched off) by the robot. Similarly, useless units must be discarded from the neuro-controllers. A number of robot designs presented in this chapter include examples of such excesses where sensors and units are retained by the robot, but are never used in any fruitful computation. We need mechanisms to circumvent such design faults. We have developed one such approach that imposes energy penalties on the robot components and uses evolution to discover energy-efficient designs [146] . Other mechanisms need to be explored.
