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ON KATO-SOBOLEV SPACES
GRUIA ARSU
Abstract. We investigate some multiplication properties of Kato-Sobolev
spaces by adapting the techniques used in the study of Beurling algebras by
Coifman and Meyer [Co-Me]. We develop an analytic functional calculus for
Kato-Sobolev algebras based on an integral representation formula belong-
ing A. P. Caldero´n. Also we study the Schatten-von Neumann properties of
pseudo-differential operators with symbols in the Kato-Sobolev spaces.
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1. Introduction
In this paper we study some multiplication properties of Kato-Sobolev spaces,
we develop an analytic functional calculus for Kato-Sobolev algebras and we prove
Schatten-von Neumann class properties for pseudo-differential operators with sym-
bols in the Kato-Sobolev spaces. Kato-Sobolev spacesHsul were introduced in [K] by
Tosio Kato and are known as uniformly local Sobolev spaces. The uniformly local
Sobolev spaces can be seen as a convenient class of functions with the local Sobolev
property and certain boundedness at infinity. We mention that Hsul were defined
only for integers s ≥ 0 and play an essential part in the paper. In this paper, Kato-
Sobolev spaces are defined for arbitrary orders and are proved some embedding
theorems (in the spirit of the [K]) which expresses the multiplication properties
of the Kato-Sobolev spaces. The techniques we use in establishing these results
are inspired by techniques used in the study of Beurling algebras by Coifman and
Meyer [Co-Me]. Also we develop an analytic functional calculus for Kato-Sobolev
algebras based on an integral representation formula of A. P. Caldero´n. This part
corresponds to the section of [K] where the invertible elements of the algebra Hsul
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are determined and which has as main result a Wiener type lemma for Hsul. In
our case, the main result is the Wiener-Le´vy theorem for Kato-Sobolev algebras.
This theorem allows a spectral analysis of these algebras. In Section 2 we define
Sobolev spaces of multiple order. Uniformly local Sobolev spaces of multiple order
were used as spaces of symbols of pseudo-differential operators in many papers [B1],
[B2],.... By adapting the techniques of Coifman and Meyer, used in the study of
Beurling algebras, we prove a result that allows us to extend the embedding theo-
rems of Kato in the case when the order of Hsul is not an integer ≥ 0. In Section
3 we study an increasing family of spaces
{
Ksp
}
1≤p≤∞
for which Ks∞ = H
s
ul. The
Wiener-Le´vy theorem for Kato-Sobolev algebras is established in Section 4. Using
this theorem we build an analytic functional calculus for Kato-Sobolev algebras.
The Schatten-von Neumann class properties for pseudo-differential operators with
symbols in the Kato-Sobolev spaces are presented in the last section.
2. Sobolev spaces of multiple order
Let j ∈ {1, ..., n}. Suppose that Rn = Rn1 × ... × Rnj , where n1, ..., nj ∈ N
∗.
We have a partition of variables corresponding to this orthogonal decomposition,
{1, ..., n} =
⋃j
l=1Nl, where Nl = {k : n0 + ...+ nl−1 < k ≤ n0 + ...+ nl}. Here
n0 = 0 such that N1 = {1, ..., n1}.
Let s = (s1, ..., sj) ∈ R
j . We find it convenient to introduce the following space
Hs (Rn) =
{
u ∈ S ′ (Rn) : (1−△Rn1 )
s1/2 ⊗ ...⊗ (1−△Rnj )
sj/2 u ∈ L2 (Rn)
}
,
‖u‖Hs =
∥∥∥(1−△Rn1 )s1/2 ⊗ ...⊗ (1−△Rnj )sj/2 u∥∥∥
L2
, u ∈ Hs.
For s = (s1, ..., sj) ∈ R
j we define the function
〈〈·〉〉s : Rn = Rn1 × ...× Rnj → R,
〈〈·〉〉s = 〈·〉s1
Rn1
⊗ ...⊗ 〈·〉
sj
R
nj ,
where 〈·〉
Rm
=
(
1 + |·|
2
Rm
)1/2
.Then
〈〈D〉〉s = (1−△Rn1 )
s1/2 ⊗ ...⊗ (1−△Rnj )
sj/2 ,
and
Hs =
{
u ∈ S ′ (Rn) : 〈〈D〉〉
s
u ∈ L2 (Rn)
}
,
‖u‖Hs =
∥∥〈〈D〉〉s u∥∥
L2
, u ∈ Hs.
Let us note an immediate consequence of Peetre’s inequality:
〈〈ξ + η〉〉
s
≤ 2|s|1/2 〈〈ξ〉〉
s
〈〈η〉〉
|s|
, ξ, η ∈ Rn
where |s|1 = |s1|+ ...+ |sj | and |s| = (|s1| , ..., |sj |) ∈ R
j . Also we have
〈〈ξ〉〉s ≤ 〈ξ〉|s|1 , ξ ∈ Rn.
Let k be an integer ≥ 0 or k =∞. We shall use the following standard notations:
BCk (Rn) =
{
f ∈ Ck (Rn) : f and its derivatives of order ≤ k are bounded
}
,
‖f‖BCl = maxm≤l
sup
x∈X
∥∥∥f (m) (x)∥∥∥ <∞, l < k + 1.
ON KATO-SOBOLEV SPACES 3
Proposition 2.1. Suppose that Rn = Rn1× ...×Rnj . Let s ∈ Rj, ks = [|s|1]+n+2
and ms =
[
|s|1 +
n+1
2
]
+ 1.
(a) u ∈ Hs (Rn) if and only if there is l ∈ {1, ..., j} such that u, ∂ku ∈ H
s−δl (Rn)
for any k ∈ Nl, where δl = (δl1, ..., δlj).
(b) If χ ∈ H |s|1+
n+1
2 (Rn), then for every u ∈ Hs (Rn) we have χu ∈ Hs (Rn)
and
‖χu‖Hs ≤ C (s, n, χ) ‖u‖Hs
≤ C (s, n) ‖χ‖
H|s|1+
n+1
2
‖u‖Hs ,
where
C (s, n, χ) = (2π)−n 2|s|1/2
(∫
〈η〉|s|1 |χ̂ (η)| dη
)
≤ (2π)
−n
2|s|1/2
∥∥∥〈·〉−n−1∥∥∥
L1
‖χ‖
H|s|1+
n+1
2
= C (s, n) ‖χ‖
H|s|1+
n+1
2
≤ C (s, n)
 ∑
|α|≤ms
‖∂αχ‖L2
 .
Here Hm (Rn) is the usual Sobolev space, m ∈ R.
(c) If χ ∈ Cks (Rn) is Zn-periodic, then for every u ∈ Hs (Rn) we have χu ∈
Hs (Rn).
(d) If s1 > n1/2, ..., sj > nj/2, then H
s (Rn) ⊂ F−1L1 (Rn) ⊂ C∞ (R
n).
(e) Let k ∈ Nj. If s1 > n1/2 + k1, ..., sj > nj/2 + kj , then for every α =
(α1, ..., αj) ∈ N
n = Nn1 × ...× Nnj , |α1| ≤ k1, ..., |αj | ≤ kj we have
u ∈ Hs (Rn) ⇒ ∂α1
Rn1
...∂
αj
R
nj u ∈ H
s−k (Rn) ⊂ F−1L1 (Rn) ⊂ C∞ (R
n) .
Proof. (a) This part is trivial.
(b) Since S (Rn) is dense in Hs (Rn) and S (Rn) is dense in H |s|1+
n+1
2 (Rn) (see
the Bp.k spaces in Ho¨rmander [Ho¨1] vol. 2 ), we can assume that χ, u ∈ S (R
n). In
this case we have
χ̂u (ξ) = (2π)
−n
χ̂ ∗ û (ξ) .
Now we use Peetre’s inequality and 〈〈ξ〉〉|s| ≤ 〈ξ〉|s|1 to obtain
〈〈ξ〉〉s |χ̂u (ξ)| ≤ (2π)−n 2|s|1/2
(∫
〈ξ − η〉|s|1 |χ̂ (ξ − η)| 〈〈η〉〉s |û (η)|dη
)
.
Then Schur’s lemma implies that
‖χu‖Hs =
∥∥〈〈·〉〉s |χ̂u|∥∥
L2
≤ (2π)
−n
2|s|1/2
(∫
〈η〉
|s|
1 |χ̂ (η)| dη
)∥∥〈〈·〉〉s |û|∥∥
L2
= C (s, n, χ) ‖u‖Hs
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and Schwarz inequality gives the estimate of C (s, n, χ)
C (s, n, χ) = (2π)−n 2|s|1/2
(∫
〈η〉|s|1 |χ̂ (η)| dη
)
≤ (2π)
−n
2|s|1/2
∥∥∥〈·〉−n−1∥∥∥
L1
‖χ‖
H|s|1+
n+1
2
= C (s, n) ‖χ‖
H|s|1+
n+1
2
≤ C (s, n)
 ∑
|α|≤ms
‖∂αχ‖L2
 .
(c) We shall use some results from [Ho¨1] vol. 1, pp 177-179, concerning periodic
distributions. If χ ∈ Cks (Rn) is Zn-periodic, then
χ =
∑
γ∈Zn
e2pii〈·,γ〉cγ ,
with Fourier coefficients
cγ =
∫
I
χ (x) e−2pii〈x,γ〉dx, I = [0, 1)
n
, γ ∈ Zn,
satisfying
|cγ | ≤ Cst ‖χ‖BCks (Rn) 〈2πγ〉
−ks , γ ∈ Zn.
Since êi〈·,η〉u = û (· − η), then Peetre’s inequality implies that∥∥∥ei〈·,η〉u∥∥∥
Hs
≤ 2|s|1/2 〈〈η〉〉
|s|
‖u‖Hs ≤ 2
|s|
1
/2 〈η〉
|s|
1 ‖u‖Hs .
It follows that
‖χu‖Hs ≤ Cst · 2
|s|
1
/2 ‖χ‖BCks (Rn)
∑
γ∈Zn
〈2πγ〉
−ks 〈2πγ〉
|s|
1
 ‖u‖Hs
≤ Cst · 2|s|1/2
∑
γ∈Zn
〈2πγ〉
−n−1
 ‖χ‖BCks (Rn) ‖u‖Hs .
(d) Let u ∈ Hs. If s1 > n1/2, ..., sj > nj/2, then û ∈ L
1 (Rn) since 〈〈·〉〉−s,
〈〈·〉〉
s
û ∈ L2 (Rn). Now the Riemann-Lebesgue lemma implies the result.
(e) is a consequence of (a) and (d). 
Lemma 2.2. Let ϕ ∈ S (Rn) and θ ∈ [0, 2π]n. If
ϕθ =
∑
γ∈Zn
ei〈γ,θ〉ϕ (· − γ) =
∑
γ∈Zn
ei〈γ,θ〉τγϕ,
then
ϕ̂θ = νθ = (2π)
n
∑
γ∈Zn
ϕ̂ (2πγ + θ) δ2piγ+θ.
Proof. We have
ϕθ =
∑
γ∈Zn
ei〈γ,θ〉ϕ (· − γ) =
∑
γ∈Zn
ei〈γ,θ〉δγ ∗ ϕ = ϕ ∗
(
ei〈·,θ〉S
)
,
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where S =
∑
γ∈Zn δγ . We apply Poisson’s summation formula, F
(∑
γ∈Zn δγ
)
=
(2π)
n∑
γ∈Zn δ2piγ , to obtain
ϕ̂θ = ϕ̂ ·
̂(ei〈·,θ〉S) = ϕ̂ · τθŜ = (2π)n ϕ̂ ∑
γ∈Zn
δ2piγ+θ
= (2π)n
∑
γ∈Zn
ϕ̂ (2πγ + θ) δ2piγ+θ.

Above and in the rest of the paper for any x ∈ Rn and for any distribution u on
Rn, by τxu we shall denote the translation by x of u, i.e. τxu = u (· − x) = δx ∗ u.
As we already said the techniques of Coifman and Meyer, used in the study of
Beurling algebras Aω and Bω (see [Co-Me] pp 7-10), can be adapted to the case of
Sobolev spaces Hs (Rn). An example is the following result.
Lemma 2.3. Let s ∈ Rj. Let {uγ}γ∈Zn be a a family of elements from H
s (Rn) ∩
D′K (R
n), where K ⊂ Rn is a compact subset such that (K −K) ∩ Zn = {0}. Put
u =
∑
γ∈Zn
τγuγ =
∑
γ∈Zn
uγ (· − γ) =
∑
γ∈Zn
δγ ∗ uγ ∈ D
′ (Rn) .
Then the following statements are equivalent:
(a) u ∈ Hs (Rn).
(b)
∑
γ∈Zn ‖uγ‖
2
Hs <∞.
Moreover, there is C ≥ 1, which does not depend on the family {uγ}γ∈Zn, such
that
(2.1) C−1 ‖u‖Hs ≤
∑
γ∈Zn
‖uγ‖
2
Hs
1/2 ≤ C ‖u‖Hs .
Proof. Let us choose ϕ ∈ C∞0 (R
n) such that ϕ = 1 on K and suppϕ = K ′ satisfies
the condition (K ′ −K ′) ∩ Zn = {0}. For θ ∈ [0, 2π]
n
we set
ϕθ =
∑
γ∈Zn
ei〈γ,θ〉τγϕ =
∑
γ∈Zn
ei〈γ,θ〉δγ ∗ ϕ,
uθ =
∑
γ∈Zn
ei〈γ,θ〉τγuγ =
∑
γ∈Zn
ei〈γ,θ〉δγ ∗ uγ .
Since (K ′ −K ′) ∩ Zn = {0} we have
uθ = ϕθu, u = ϕθu−θ.
Step 1. Suppose first that the family {uγ}γ∈Zn has only a finite number of non-
zero terms and we shall prove in this case the estimate(2.1). Since uθ, u ∈ E
′ ⊂ S ′
it follows that
ûθ = (2π)
−n
νθ ∗ û, û = (2π)
−n
νθ ∗ û−θ,
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where νθ = ϕ̂θ = (2π)
n∑
γ∈Zn ϕ̂ (2πγ + θ) δ2piγ+θ is a measure of rapid decay at
∞. Since ûθ, û ∈ C
∞
pol (R
n) we get the pointwise equalities
ûθ (ξ) =
∑
γ∈Zn
ϕ̂ (2πγ + θ) û (ξ − 2πγ − θ) ,
û (ξ) =
∑
γ∈Zn
ϕ̂ (2πγ + θ) û−θ (ξ − 2πγ − θ) .
By using Peetre’s inequality we obtain
〈〈ξ〉〉
s
|ûθ (ξ)| ≤ 2
|s|
1
/2
∑
γ∈Zn
〈〈2πγ + θ〉〉
|s|
|ϕ̂ (2πγ + θ)|
· 〈〈ξ − 2πγ − θ〉〉s |û (ξ − 2πγ − θ)| ,
and
〈〈ξ〉〉
s
û (ξ) ≤ 2|s|1/2
∑
γ∈Zn
〈〈2πγ + θ〉〉
|s|
|ϕ̂ (2πγ + θ)|
· 〈〈ξ − 2πγ − θ〉〉
s
|û−θ (ξ − 2πγ − θ)| .
From here we obtain further that
‖uθ‖Hs =
∥∥〈〈·〉〉s ûθ∥∥L2
≤ 2|s|1/2
∑
γ∈Zn
〈〈2πγ + θ〉〉
|s|
|ϕ̂ (2πγ + θ)|
∥∥〈〈·〉〉s û∥∥
L2
= 2|s|1/2
∑
γ∈Zn
〈〈2πγ + θ〉〉
|s|
|ϕ̂ (2πγ + θ)|
 ‖u‖Hs
= Cs,n,ϕ ‖u‖Hs
and
‖u‖Hs ≤ 2
|s|
1
/2
∑
γ∈Zn
〈〈2πγ + θ〉〉
|s|
|ϕ̂ (2πγ + θ)|
 ‖u−θ‖Hs
= Cs,n,ϕ ‖u−θ‖Hs .
The above estimates can be rewritten as∫
〈〈ξ〉〉2s |ûθ (ξ)|
2
dξ ≤ C2
s,n,ϕ ‖u‖
2
Hs ,
‖u‖
2
Hs ≤ C
2
s,n,ϕ
∫
〈〈ξ〉〉
2s
|û−θ (ξ)|
2
dξ.
On the other hand, the equality uθ =
∑
γ∈Zn e
i〈γ,θ〉τγuγ implies
ûθ (ξ) =
∑
γ∈Zn
ei〈γ,θ−ξ〉ûγ (ξ)
with finite sum. The functions θ → û±θ (ξ) are in L
2 ([0, 2π]n) and
(2π)
−n
∫
[0,2pi]n
|û±θ (ξ)|
2
dθ =
∑
γ∈Zn
|ûγ (ξ)|
2
.
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Integrating with respect θ the above inequalities we get that∑
γ∈Zn
‖uγ‖
2
Hs ≤ C
2
s,n,ϕ ‖u‖
2
Hs ,
‖u‖
2
Hs ≤ C
2
s,n,ϕ
∑
γ∈Zn
‖uγ‖
2
Hs .
Step 2. The general case is obtained by approximation.
Suppose that u ∈ Hs (Rn). Let ψ ∈ C∞0 (R
n) be such that ψ = 1 on B (0, 1).
Then ψεu→ u in Hs (Rn) where ψε (x) = ψ (εx), 0 < ε ≤ 1, x ∈ Rn. Also we have
‖ψεu‖Hs ≤ C (s, n, ψ) ‖u‖Hs , 0 < ε ≤ 1,
where
C (s, n, ψ) = (2π)
−n
2|s|1/2 sup
0<ε≤1
(∫
〈η〉
|s|
1 ε−n
∣∣∣ψ̂ (η/ε)∣∣∣ dη)
= (2π)−n 2|s|1/2 sup
0<ε≤1
(∫
〈εη〉|s|1
∣∣∣ψ̂ (η)∣∣∣ dη)
≤ (2π)
−n
2|s|1/2
(∫
〈η〉
|s|
1
∣∣∣ψ̂ (η)∣∣∣ dη) .
Let m ∈ N,m ≥ 1. Then there is εm such that for any ε ∈ (0, εm] we have
ψεu =
∑
|γ|≤m
τγuγ +
∑
finite
τγ ((τ−γψ
ε)uγ) .
By the first part we get that∑
|γ|≤m
‖uγ‖
2
Hs ≤ C
2
s,n,ϕ ‖ψ
εu‖2Hs ≤ C
2
s,n,ϕC (s, n, ψ)
2 ‖u‖2Hs .
Since m is arbitrary, it follows that
∑
γ∈Zn ‖uγ‖
2
Hs <∞. Further from∑
|γ|≤m
‖uγ‖
2
Hs ≤ C
2
s,n,ϕ ‖ψ
εu‖
2
Hs , 0 < ε ≤ εm,
we obtain that ∑
|γ|≤m
‖uγ‖
2
Hs ≤ C
2
s,n,ϕ ‖u‖
2
Hs , ∀m ∈ N.
Hence ∑
γ∈Zn
‖uγ‖
2
Hs ≤ C
2
s,n,ϕ ‖u‖
2
Hs .
Now suppose that
∑
γ∈Zn ‖uγ‖
2
Hs < ∞. For m ∈ N, m ≥ 1 we put u (m) =∑
|γ|≤m τγuγ . Then
‖u (m+ p)− u (m)‖
2
Hs ≤ C
2
s,n,ϕ
∑
m≤|γ|≤m+p
‖uγ‖
2
Hs
It follows that {u (m)}m≥1 is a Cauchy sequence in H
s (Rn). Let v ∈ Hs (Rn) be
such that u (m)→ v in Hs (Rn). Since u (m)→ u in D′ (Rn), it follows that u = v.
Hence u (m)→ u in Hs (Rn). Since we have
‖u (m)‖
2
Hs ≤ C
2
s,n,ϕ
∑
|γ|≤m
‖uγ‖
2
Hs ≤ C
2
s,n,ϕ
∑
γ∈Zn
‖uγ‖
2
Hs , ∀m ∈ N.
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we obtain that
‖u‖
2
Hs ≤ C
2
s,n,ϕ
∑
γ∈Zn
‖uγ‖
2
Hs .

To use the previous result we need a convenient partition of unity. Let N ∈ N
and {x1, ..., xN} ⊂ R
n be such that
[0, 1]
n
⊂
(
x1 +
[
1
3
,
2
3
]n)
∪ ... ∪
(
xN +
[
1
3
,
2
3
]n)
Let h˜ ∈ C∞0 (R
n), h˜ ≥ 0, be such that h˜ = 1 on
[
1
3 ,
2
3
]n
and supph˜ ⊂
[
1
4 ,
3
4
]n
. Then
(a) H˜ =
∑N
i=1
∑
γ∈Zn τγ+xi h˜ ∈ BC
∞ (Rn) is Zn-periodic and H˜ ≥ 1.
(b) hi =
τxi h˜
H˜
∈ C∞0 (R
n), hi ≥ 0, supphi ⊂ xi+
[
1
4 ,
3
4
]n
= Ki, (Ki −Ki)∩Z
n =
{0}, i = 1, ..., N .
(c) χi =
∑
γ∈Zn τγhi ∈ BC
∞ (Rn) is Zn-periodic, i = 1, ..., N and
∑N
i=1 χi = 1.
(d) h =
∑N
i=1 hi ∈ C
∞
0 (R
n), h ≥ 0,
∑
γ∈Zn τγh = 1.
A first consequence of previous results is the next proposition.
Proposition 2.4. Let s ∈ Rj and ms =
[
|s|1 +
n+1
2
]
+ 1. Then
BCms (Rn) · Hs (Rn) ⊂ Hs (Rn) .
Proof. Let u ∈ Hs (Rn). We use the partition of unity constructed above to obtain
a decomposition of u satisfying the conditions of Lemma 2.3. Using Proposition
2.1 (c), it follows that χiu ∈ H
s (Rn), i = 1, ..., N . We have
u =
N∑
i=1
χiu
with χiu ∈ H
s (Rn),
χiu =
∑
γ∈Zn
τγ (hiτ−γu) , hiτ−γu ∈ H
s (Rn) ∩ D′Ki (R
n) ,
(Ki −Ki) ∩ Z
n = {0} , i = 1, ..., N.
So we can assume that u ∈ Hs (Rn) is of the form described in Lemma 2.3.
Let ψ ∈ BCms (Rn). Then
ψu =
∑
γ∈Zn
ψτγuγ =
∑
γ∈Zn
τγ (ψγuγ)
with ψγ = ϕ (τ−γψ), where ϕ ∈ C
∞
0 (R
n) is the function considered in the proof of
Lemma 2.3. We apply Lemma 2.3 and Proposition 2.1 (b) to obtain
‖ψu‖2Hs ≤ C
2
s,n,ϕ
∑
γ∈Zn
‖ψγuγ‖
2
Hs
and
‖ψγuγ‖Hs ≤ Cst
 ∑
|α|≤ms
‖∂α (ϕ (τ−γψ))‖L2
 ‖uγ‖Hs
≤ Cst ‖ϕ‖Hms ‖ψ‖BCms ‖uγ‖Hs , γ ∈ Z
n.
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Hence another application of Lemma 2.3 gives
‖ψu‖
2
Hs ≤ Cst ‖ϕ‖
2
Hms ‖ψ‖
2
BCms
∑
γ∈Zn
‖uγ‖
2
Hs
≤ Cst ‖ϕ‖2Hms ‖ψ‖
2
BCms ‖u‖
2
Hs .

Corollary 2.5. Let s ∈ Rj. Then
BC∞ (Rn) · Hs (Rn) ⊂ Hs (Rn) .
Lemma 2.6. Let λ1, λ2 ≥ 0, λ1 + λ2 > n/2. Then
〈·〉
−2λ1
Rn
∗ 〈·〉
−2λ2
Rn
≤
∥∥∥〈·〉−2(λ1+λ2)Rn ∥∥∥
L1
Proof. The case λ1 · λ2 = 0 is trivial. Thus we may assume that λ1, λ2 > 0,
λ1 + λ2 > n/2. Then
〈·〉
−2λj ∈ Lpj , pj =
λ1 + λ2
λj
> 1, j = 1, 2.
Since 1p1 +
1
p2
= 1, by using Ho¨lder’s inequality we get
〈·〉
−2λ1
Rn
∗ 〈·〉
−2λ2
Rn
≤
∥∥∥〈·〉−2λ1
Rn
∥∥∥
Lp1
∥∥∥〈·〉−2λ2
Rn
∥∥∥
Lp2
with ∥∥∥〈·〉−2λj∥∥∥pj
Lpj
=
∫ [(
1 + |ξ|2
)−λj]λ1+λ2λj
dξ
=
∫ (
1 + |ξ|
2
)−λ1−λ2
dξ
=
∥∥∥〈·〉−2(λ1+λ2)
Rn
∥∥∥
L1
, j = 1, 2.
Therefore,
〈·〉
−2λ1
Rn
∗ 〈·〉
−2λ2
Rn
≤
∥∥∥〈·〉−2λ1
Rn
∥∥∥
Lp1
∥∥∥〈·〉−2λ2
Rn
∥∥∥
Lp2
=
∥∥∥〈·〉−2(λ1+λ2)
Rn
∥∥∥ 1p1+ 1p2
L1
=
∥∥∥〈·〉−2(λ1+λ2)
Rn
∥∥∥
L1
.

Lemma 2.7. Let s, t ∈ R, s + t > n/2. For ε ∈ (0, s+ t− n/2) we put σ (ε) =
min {s, t, s+ t− n/2− ε}. Then
〈·〉−2s
Rn
∗ 〈·〉−2t
Rn
≤ C (s, t, ε, n) 〈·〉
−2σ(ε)
Rn
.
where
C (s, t, ε, n) =
 2
2σ(ε)+1
∥∥∥〈·〉−2(s+t−σ(ε))
Rn
∥∥∥
L1
if s, t ≥ 0,
2|σ(ε)|
∥∥∥〈·〉−2(s+t)Rn ∥∥∥
L1
if s < 0 or t < 0.
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Proof. Let us write σ for σ (ε).
Step 1. The case s, t ≥ 0. We have
〈·〉−2s
Rn
∗〈·〉−2t
Rn
(ξ) =
∫
|η−ξ|≥ 1
2
|ξ|
〈ξ − η〉−2s
Rn
〈η〉−2t
Rn
dη+
∫
|η−ξ|≤ 1
2
|ξ|
〈ξ − η〉−2s
Rn
〈η〉−2t
Rn
dη
(a) If |η − ξ| ≥ 12 |ξ|, then
1
1 + |ξ − η|
2 ≤
4
1 + |ξ|
2 ⇔ 〈ξ − η〉
−1
Rn
≤ 2 〈ξ〉
−1
Rn
and
〈ξ − η〉
−2s
Rn
= 〈ξ − η〉
−2σ
Rn
· 〈ξ − η〉
−2(s−σ)
Rn
≤ 22σ 〈ξ〉−2σ
Rn
〈ξ − η〉
−2(s−σ)
Rn
Since s−σ+ t = s+ t−n/2− ε−σ+n/2+ ε ≥ n/2+ ε > n/2, the previous lemma
allows to evaluate the integral on the domain |η − ξ| ≥ 12 |ξ|∫
|η−ξ|≥ 1
2
|ξ|
〈ξ − η〉
−2s
Rn
〈η〉
−2t
Rn
dη ≤ 22σ 〈ξ〉
−2σ
Rn
∫
|η−ξ|≥ 1
2
|ξ|
〈ξ − η〉
−2(s−σ)
Rn
〈η〉
−2t
Rn
dη
≤ 22σ 〈ξ〉
−2σ
Rn
(
〈·〉
−2(s−σ)
Rn
∗ 〈·〉
−2t
Rn
)
(ξ)
≤ 22σ
∥∥∥〈·〉−2(s+t−σ)
Rn
∥∥∥
L1
〈ξ〉
−2σ
Rn
(b) If |η − ξ| ≤ 12 |ξ|, then |η| ≥ |ξ| − |η − ξ| ≥
1
2 |ξ|. We can therefore use (a) to
evaluate the integral on the domain |η − ξ| ≤ 12 |ξ|. It follows that∫
|η−ξ|≤ 1
2
|ξ|
〈ξ − η〉−2s
Rn
〈η〉−2t
Rn
dη ≤
∫
|η|≥ 1
2
|ξ|
〈ξ − η〉−2s
Rn
〈η〉−2t
Rn
dη
=
∫
|ζ−ξ|≥ 1
2
|ξ|
〈ζ〉
−2s
Rn
〈ξ − ζ〉
−2t
Rn
dζ
≤ 22σ
∥∥∥〈·〉−2(s+t−σ)Rn ∥∥∥
L1
〈ξ〉
−2σ
Rn
(c) From (a) and (b) we obtain
〈·〉−2s
Rn
∗ 〈·〉−2t
Rn
≤ 22σ+1
∥∥∥〈·〉−2(s+t−σ)
Rn
∥∥∥
L1
〈·〉−2σ
Rn
.
Step 2. Next we consider the case s < 0 or t < 0. If s < 0 and s+ t > n/2, then
σ = s. In this case we use Peetre’s inequality to obtain:
〈·〉
−2s
Rn
∗ 〈·〉
−2t
Rn
(ξ) =
∫
〈ξ − η〉
−2s
Rn
〈η〉
−2t
Rn
dη
≤ 2|s|
∫
〈ξ〉−2s
Rn
〈η〉
−2(s+t)
Rn
dη
= 2|σ|
∥∥∥〈·〉−2(s+t)Rn ∥∥∥
L1
〈ξ〉−2σ
Rn
The case t < 0 can be treated similarly. 
Since 〈〈·〉〉
s
= 〈·〉
s1
Rn1
⊗ ...⊗ 〈·〉
sj
R
nj , s = (s1, ..., sj) ∈ R
j we obtain
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Corollary 2.8. Let s, t, ε, σ(ε) ∈ Rj such that, sl + tl > nl/2, 0 < εl < sl + tl −
nl/2, σl (ε) =σl (εl) = min {sl, tl, sl + tl − nl/2− εl} for any l ∈ {1, ..., j}. Then
there is C (s, t, ε, n) > 0 such that
〈〈·〉〉
−2s
∗ 〈〈·〉〉
−2t
≤ C (s, t, ε, n) 〈〈·〉〉
−2σ(ε)
.
Proposition 2.9. Let s, t, ε, σ(ε) ∈ Rj such that, sl + tl > nl/2, 0 < εl <
sl + tl − nl/2, σl (ε) =σl (εl) = min {sl, tl, sl + tl − nl/2− εl} for any l ∈ {1, ..., j}.
Then
Hs (Rn) · Ht (Rn) ⊂ Hσ(ε) (Rn)
Proof. Let us write σ for σ (ε). Let u, v ∈ S (Rn). Then
‖u · v‖2Hσ = ‖〈〈·〉〉
σ û · v‖
2
L2 =
∫
|〈〈ξ〉〉σ û · v (ξ)|
2
dξ
= (2π)
−2n
∫
|〈〈ξ〉〉
σ
û ∗ v̂ (ξ)|
2
dξ
By using Schwarz’s inequality and the above corollary we can estimate the integrand
as follows
|〈〈ξ〉〉σ û ∗ v̂ (ξ)|
2
≤
(∫ ∣∣〈〈η〉〉s û (η)∣∣ ∣∣∣〈〈ξ − η〉〉t v̂ (ξ − η)∣∣∣ 〈〈ξ〉〉σ
〈〈η〉〉
s
〈〈ξ − η〉〉
t
dη
)2
≤
(∫ ∣∣〈〈η〉〉s û (η)∣∣2 ∣∣∣〈〈ξ − η〉〉t v̂ (ξ − η)∣∣∣2 dη)(∫ 〈〈ξ〉〉2σ
〈〈η〉〉
2s
〈〈ξ − η〉〉
2t dη
)
≤ C (s, t, ε, n)
∫ ∣∣〈〈η〉〉s û (η)∣∣2 ∣∣∣〈〈ξ − η〉〉t v̂ (ξ − η)∣∣∣2 dη
Hence
‖u · v‖
2
Hσ ≤ C
′ (s, t, ε, n)
∫ (∫ ∣∣〈〈η〉〉s û (η)∣∣2 ∣∣∣〈〈ξ − η〉〉t v̂ (ξ − η)∣∣∣2 dη) dξ
= C′ (s, t, ε, n) ‖u‖
2
Hs ‖v‖
2
Ht
To conclude we use the fact that S (Rn) is dense in any Hm (Rn). 
Corollary 2.10. Let s ∈ Rj. If s1 > n1/2, ..., sj > nj/2, then H
s (Rn) is a Banach
algebra.
3. Kato-Sobolev spaces Ksp (R
n)
We begin by proving some results that will be useful later. Let ϕ, ψ ∈ C∞0 (R
n)
(or ϕ, ψ ∈ S (Rn)). Then the maps
Rn × Rn ∋ (x, y)
f
−→ ϕ (x)ψ (x− y) = (ϕτyψ) (x) ∈ C,
Rn × Rn ∋ (x, y)
g
−→ ϕ (y)ψ (x− y) = ϕ (y) (τyψ) (x) ∈ C,
are in C∞0 (R
n × Rn) (respectively in S (Rn × Rn)). To see this we note that
f = (ϕ⊗ ψ) ◦ T, g = (ϕ⊗ ψ) ◦ S
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where
T : Rn × Rn → Rn × Rn, T (x, y) = (x, x − y) , T ≡
(
I 0
I −I
)
,
S : Rn × Rn → Rn × Rn, S (x, y) = (y, x− y) , S ≡
(
0 I
I −I
)
.
Let u ∈ D′ (Rn) (or u ∈ S ′ (Rn)). Then using Fubini theorem for distributions
we get
〈u⊗ 1, f〉 = 〈(u⊗ 1) (x, y) , ϕ (x)ψ (x− y)〉
= 〈u (x) , 〈1 (y) , ϕ (x)ψ (x− y)〉〉
= 〈u (x) , ϕ (x) 〈1 (y) , ψ (x− y)〉〉
=
〈
u (x) , ϕ (x)
∫
ψ (x− y) dy
〉
=
(∫
ψ
)
〈u, ϕ〉
and
〈u⊗ 1, f〉 = 〈1 (y) , 〈u (x) , ϕ (x)ψ (x− y)〉〉
=
∫
〈u, ϕτyψ〉 dy.
It follows that (∫
ψ
)
〈u, ϕ〉 =
∫
〈u, ϕτyψ〉 dy
valid for
(i) u ∈ D′ (Rn), ϕ, ψ ∈ C∞0 (R
n);
(ii) u ∈ S ′ (Rn) , ϕ, ψ ∈ S (Rn).
We also have
〈u⊗ 1, g〉 = 〈(u⊗ 1) (x, y) , ϕ (y)ψ (x− y)〉
= 〈u (x) , 〈1 (y) , ϕ (y)ψ (x− y)〉〉
= 〈u (x) , (ϕ ∗ ψ) (x)〉
= 〈u, ϕ ∗ ψ〉
and
〈u⊗ 1, g〉 = 〈1 (y) , 〈u (x) , ϕ (y)ψ (x− y)〉〉
=
∫
ϕ (y) 〈u, τyψ〉 dy.
Hence
〈u, ϕ ∗ ψ〉 =
∫
ϕ (y) 〈u, τyψ〉 dy
true for
(i) u ∈ D′ (Rn), ϕ, ψ ∈ C∞0 (R
n);
(ii) u ∈ S ′ (Rn) , ϕ, ψ ∈ S (Rn).
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Lemma 3.1. Let ϕ, ψ ∈ C∞0 (R
n) (or ϕ, ψ ∈ S (Rn)) and u ∈ D′ (Rn) (or u ∈
S ′ (Rn)). Then
(3.1)
(∫
ψ
)
〈u, ϕ〉 =
∫
〈u, ϕτyψ〉 dy
(3.2) 〈u, ϕ ∗ ψ〉 =
∫
ϕ (y) 〈u, τyψ〉 dy
If ε1, ..., εn is a basis in R
n, we say that Γ = ⊕nj=1Zεj is a lattice.
Let Γ ⊂ Rn be a lattice. Let ψ ∈ S (Rn). Then
∑
γ∈Γ τγψ =
∑
γ∈Γ ψ (· − γ)
is uniformly convergent on compact subsets of Rn. Since ∂αψ ∈ S (Rn), it follows
that there is Ψ ∈ C∞ (Rn) such that
Ψ =
∑
γ∈Γ
τγψ =
∑
γ∈Γ
ψ (· − γ) in C∞ (Rn) .
Moreover we have τγΨ = Ψ(· − γ) = Ψ for any γ ∈ Γ. From here we obtain that
Ψ ∈ BC∞ (Rn). If Ψ (y) 6= 0 for any y ∈ Rn, then 1Ψ ∈ BC
∞ (Rn).
Let ϕ ∈ S (Rn). Then
ϕΨ =
∑
γ∈Γ
ϕ (τγψ)
with the series convergent in S (Rn). Indeed we have∑
γ∈Γ
〈x〉
k ∣∣∂αϕ (x) ∂βψ (x− γ)∣∣
≤ sup
y
〈y〉n+1
∣∣∂βψ (y)∣∣∑
γ∈Γ
〈x〉k
∣∣∣∂αϕ (x) 〈x− γ〉−n−1∣∣∣
≤ 2
n+1
2 sup
y
〈y〉
n+1 ∣∣∂βψ (y)∣∣ sup
z
〈z〉
k+n+1
|∂αϕ (z)|
∑
γ∈Γ
〈γ〉
−n−1
.
This estimate proves the convergence of the series in S (Rn). Let χ be the sum of
the series
∑
γ∈Γ ϕ (τγψ) in S (R
n). Then for any y ∈ Rn we have
χ (y) = 〈δy, χ〉 =
〈
δy,
∑
γ∈Γ
ϕ (τγψ)
〉
=
∑
γ∈Γ
〈δy, ϕ (τγψ)〉 =
∑
γ∈Γ
ϕ (y)ψ (y − γ)
= ϕ (y)Ψ (y) .
So ϕΨ =
∑
γ∈Γ ϕ (τγψ) in S (R
n).
If ψ, ϕ ∈ C∞0 (R
n) and S (Rn) is replaced by C∞0 (R
n), then the previous obser-
vations are trivial.
Lemma 3.2. Let u ∈ D′ (Rn) (or u ∈ S ′ (Rn)) and ψ, ϕ ∈ C∞0 (R
n) (or ψ, ϕ ∈
S (Rn)). Then Ψ =
∑
γ∈Γ τγψ ∈ BC
∞ (Rn) is Γ-periodic and
(3.3) 〈u,Ψϕ〉 =
∑
γ∈Γ
〈u, (τγψ)ϕ〉 .
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Lemma 3.3. (a) Let χ ∈ S (Rn) and u ∈ S ′ (Rn). Then χ̂u ∈ S ′ (Rn) ∩ C∞pol (R
n).
In fact we have
χ̂u (ξ) =
〈
e−i〈·,ξ〉u, χ
〉
=
〈
u, e−i〈·,ξ〉χ
〉
, ξ ∈ Rn.
(b) Let u ∈ D′ (Rn) (or u ∈ S ′ (Rn)) and χ ∈ C∞0 (R
n) (or χ ∈ S (Rn)). Then
Rn × Rn ∋ (y, ξ)→ ûτyχ (ξ) =
〈
u, e−i〈·,ξ〉χ (· − y)
〉
∈ C
is a C∞-function.
Proof. Let q : Rnx × R
n
ξ → R, q (x, ξ) = 〈x, ξ〉. Then e
−iq (u⊗ 1) ∈ S ′
(
Rnx × R
n
ξ
)
.
If ϕ ∈ S
(
Rnξ
)
, then we have〈
e−iq (u⊗ 1) , χ⊗ ϕ
〉
=
〈
u⊗ 1, e−iq (χ⊗ ϕ)
〉
=
〈
u (x) ,
〈
1 (ξ) , e−iq(x,ξ)χ (x)ϕ (ξ)
〉〉
=
〈
u (x) , χ (x)
〈
1 (ξ) , e−i〈x,ξ〉ϕ (ξ)
〉〉
= 〈u, χϕ̂〉 = 〈χ̂u, ϕ〉
and
〈χ̂u, ϕ〉 =
〈
e−iq (u⊗ 1) , χ⊗ ϕ
〉
=
〈
1 (ξ) ,
〈
u (x) , e−i〈x,ξ〉χ (x)ϕ (ξ)
〉〉
=
〈
1 (ξ) , ϕ (ξ)
〈
u, e−i〈·,ξ〉χ
〉〉
=
〈
1 (ξ) , ϕ (ξ)
〈
e−i〈·,ξ〉u, χ
〉〉
=
∫
ϕ (ξ)
〈
e−i〈·,ξ〉u, χ
〉
dξ
This proves that
χ̂u (ξ) =
〈
e−i〈·,ξ〉u, χ
〉
, ξ ∈ Rn.

Let u ∈ D′ (Rn) (or u ∈ S ′ (Rn)) and χ ∈ C∞0 (R
n)r 0 (or χ ∈ S (Rn)r 0). Let
χ˜ ∈ C∞0 (R
n) (or χ˜ ∈ S (Rn))and ϕ ∈ C∞0 (R
n). By using (3.1) we get
〈uτzχ˜, ϕ〉 =
1
‖χ‖2L2
∫
〈uτzχ˜, (τyχ) (τyχ)ϕ〉 dy
=
1
‖χ‖
2
L2
∫
〈uτyχ, (τzχ˜) (τyχ)ϕ〉 dy,
|〈uτzχ˜, ϕ〉| ≤
1
‖χ‖2L2
∫
‖uτyχ‖Hs ‖(τzχ˜) (τyχ)ϕ‖H−s dy.
Let Γ ⊂ Rn be a lattice. Let u ∈ D′ (Rn) (or u ∈ S ′ (Rn)) and let χ ∈ C∞0 (R
n)
(or χ ∈ S (Rn)) be such that
Ψ = ΨΓ,χ =
∑
γ∈Γ
|τγχ|
2
> 0.
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Then Ψ, 1Ψ ∈ BC
∞ (Rn) and both are Γ-periodic. Let χ˜ ∈ C∞0 (R
n) (or χ˜ ∈ S (Rn)).
Using (3.3) we obtain that
〈uτzχ˜, ϕ〉 =
∑
γ∈Γ
〈
uτγχ,
1
Ψ
(τγχ) (τzχ˜)ϕ
〉
,
|〈uτzχ˜, ϕ〉| ≤
∑
γ∈Γ
‖uτγχ‖Hs
∥∥∥∥ 1Ψ (τγχ) (τzχ˜)ϕ
∥∥∥∥
H−s
≤ CΨ
∑
γ∈Γ
‖uτγχ‖Hs ‖(τγχ) (τzχ˜)ϕ‖H−s .
In the last inequality we used the Proposition 2.4 and the fact that 1Ψ ∈ BC
∞ (Rn).
If (Y, µ) is either Rn with Lebesgue measure or Γ with the counting measure,
then the previous estimates can be written as:
|〈uτzχ˜, ϕ〉| ≤ Cst
∫
Y
‖uτyχ‖Hs ‖(τzχ˜) (τyχ)ϕ‖H−s dµ (y)
We shall use Proposition 2.4 to estimate ‖(τzχ˜) (τyχ)ϕ‖H−s . Let us write ms
for
[
|s|1 +
n+1
2
]
+ 1. Then we have
‖(τzχ˜) (τyχ)ϕ‖H−s ≤ Cst sup
|α+β|≤ms
∣∣((τz∂αχ˜) (τy∂βχ))∣∣ ‖ϕ‖H−s .
For any N ∈ N there is a continuous seminorm p = pN,s on S (R
n) so that∣∣(τz∂αχ˜) (τy∂βχ) (x)∣∣ ≤ p (χ˜) p (χ) 〈x− z〉−2N 〈x− y〉−2N
≤ 2Np (χ˜) p (χ) 〈2x− z − y〉
−N
〈z − y〉
−N
≤ 2Np (χ˜) p (χ) 〈z − y〉
−N
, |α+ β| ≤ ms.
Here we used the inequality
〈X〉−2N 〈Y 〉−2N ≤ 2N 〈X + Y 〉−N 〈X − Y 〉−N , X, Y ∈ Rm
which is a consequence of Peetre’s inequality:
〈X + Y 〉
N
≤ 2
N
2 〈X〉
N
〈Y 〉
N
〈X − Y 〉N ≤ 2
N
2 〈X〉N 〈Y 〉N
⇒ 〈X + Y 〉N 〈X − Y 〉N ≤ 2N 〈X〉2N 〈Y 〉2N
Hence
sup
|α+β|≤ms
∣∣((τz∂αχ˜) (τy∂βχ))∣∣ ≤ 2NpN,s (χ˜) pN,s (χ) 〈z − y〉−N ,
‖(τzχ˜) (τyχ)ϕ‖H−s ≤ C (N, s, χ,χ˜) 〈z − y〉
−N
‖ϕ‖H−s ,
|〈uτzχ˜, ϕ〉| ≤ C (N, s, χ,χ˜)
(∫
Y
‖uτyχ‖Hs 〈z − y〉
−N
dµ (y)
)
‖ϕ‖H−s .
The last estimate implies that
‖uτzχ˜‖Hs ≤ C (N, s, χ,χ˜)
(∫
Y
‖uτyχ‖Hs 〈z − y〉
−N
dµ (y)
)
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Let N = n + 1 and 1 ≤ p < ∞. If (Z, υ) is either Rn with Lebesgue measure or a
lattice with the counting measure, then Schur’s lemma implies(∫
Z
‖uτzχ˜‖
p
Hs dυ (z)
) 1
p
≤ C′ (n, s, χ,χ˜)
∥∥∥〈·〉−n−1∥∥∥
L1
(∫
Y
‖uτyχ‖
p
Hs dµ (y)
) 1
p
For p =∞ we have
sup
z
‖uτzχ˜‖Hs ≤ C
′ (n, s, χ,χ˜)
∥∥∥〈·〉−n−1∥∥∥
L1
sup
y
‖uτyχ‖
p
Hs .
By taking different combinations of (Y, µ) and (Z, υ) we obtain the following result.
Proposition 3.4. Let u ∈ D′ (Rn) (or u ∈ S ′ (Rn)) and χ ∈ C∞0 (R
n) r 0 (or
χ ∈ S (Rn)r 0). Let 1 ≤ p <∞.
(a) If χ˜ ∈ C∞0 (R
n) (or χ˜ ∈ S (Rn)), then there is C (n, s, χ,χ˜) > 0 such that(∫
‖uτy˜χ˜‖
p
Hs dy˜
) 1
p
≤ C (n, s, χ,χ˜)
(∫
‖uτyχ‖
p
Hs dy
) 1
p
,
sup
y˜
‖uτy˜χ˜‖Hs ≤ C (n, s, χ,χ˜) sup
y
‖uτyχ‖Hs .
(b) If Γ ⊂ Rn is a lattice such that
Ψ = ΨΓ,χ =
∑
γ∈Γ
|τγχ|
2
> 0
and χ˜ ∈ C∞0 (R
n) (or χ˜ ∈ S (Rn)), then there is C (n, s,Γ, χ,χ˜) > 0 such that(∫
‖uτy˜χ˜‖
p
Hs dy˜
) 1
p
≤ C (n, s,Γ, χ,χ˜)
∑
γ∈Γ
‖uτγχ‖
p
Hs

1
p
,
sup
y˜
‖uτy˜χ˜‖Hs ≤ C (n, s,Γ, χ,χ˜) sup
γ
‖uτγχ‖Hs .
(c) If Γ˜ ⊂ Rn is a lattice and χ˜ ∈ C∞0 (R
n) (or χ˜ ∈ S (Rn)), then there is
C
(
n, s, Γ˜, χ,χ˜
)
> 0 such that∑
γ˜∈Γ˜
‖uτγ˜χ‖
p
Hs

1
p
≤ C
(
n, s, Γ˜, χ,χ˜
)(∫
‖uτyχ‖
p
Hs dy
) 1
p
,
sup
γ˜
‖uτγ˜χ˜‖Hs ≤ C
(
n, s, Γ˜, χ,χ˜
)
sup
y
‖uτyχ‖Hs .
(d) If Γ, Γ˜ ⊂ Rn are lattices such that
Ψ = ΨΓ,χ =
∑
γ∈Γ
|τγχ|
2 > 0
and χ˜ ∈ C∞0 (R
n) (or χ˜ ∈ S (Rn)), then there is C
(
n, s,Γ, Γ˜, χ,χ˜
)
> 0 such that∑
γ˜∈Γ˜
‖uτγ˜χ‖
p
Hs
 1p ≤ C (n, s,Γ, χ,χ˜)
∑
γ∈Γ
‖uτγχ‖
p
Hs
 1p ,
sup
γ˜
‖uτγ˜χ˜‖Hs ≤ C (n, s,Γ, χ,χ˜) sup
γ
‖uτγχ‖Hs .
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Definition 3.5. Let 1 ≤ p ≤ ∞, s ∈ Rj and u ∈ D′ (Rn). We say that u belongs
to Ksp (R
n) if there is χ ∈ C∞0 (R
n)r 0 such that the measurable function Rn ∋ y →
‖uτyχ‖Hs ∈ R belongs to L
p (Rn). We put
‖u‖
s,p,χ =
(∫
‖uτyχ‖
p
Hs dy
) 1
p
, 1 ≤ p <∞,
‖u‖
s,∞,χ ≡ ‖u‖s,ul,χ = sup
y
‖uτyχ‖Hs .
Proposition 3.6. (a) The above definition does not depend on the choice of the
function χ ∈ C∞0 (R
n)r 0.
(b) If χ ∈ C∞0 (R
n)r 0, then ‖·‖
s,p,χ is a norm on K
s
p (R
n) and the topology that
defines does not depend on the function χ.
(c) Let Γ ⊂ Rn be a lattice and χ ∈ C∞0 (R
n) be a function with the property that
Ψ = ΨΓ,χ =
∑
γ∈Γ
|τγχ|
2 > 0.
Then
Ksp (R
n) ∋ u→

(∑
γ∈Γ ‖uτγχ‖
p
Hs
) 1
p
1 ≤ p <∞
supγ ‖uτγχ‖Hs p =∞
is a norm on Ksp (R
n) and the topology that defines is the topology of Ksp (R
n). We
shall use the notation
‖u‖
s,p,Γ,χ =

(∑
γ∈Γ ‖uτγχ‖
p
Hs
) 1
p
1 ≤ p <∞
supγ ‖uτγχ‖Hs p =∞
.
(d) If 1 ≤ p ≤ q ≤ ∞, Then
Ks1 (R
n) ⊂ Ksp (R
n) ⊂ Ksq (R
n) ⊂ Ks∞ (R
n) ≡ Hsul (R
n) ⊂ S ′ (Rn) .
(e) If s′1 ≤ s1,...,s
′
j ≤ sj, then K
s
p (R
n) ⊂ Ks
′
p (R
n).
(f)
(
Ksp (R
n) , ‖·‖
s,p,χ
)
is a Banach space.
(g) u ∈ Ksp (R
n) if and only if there is l ∈ {1, ..., j} such that u, ∂ku ∈ K
s−δl
p (R
n)
for any k ∈ Nl, where δl = (δl1, ..., δlj).
(h) If s1 > n1/2, ..., sj > nj/2, then K
s
∞ (R
n) ≡ Hsul (R
n) ⊂ BC (Rn).
Proof. (a) (b) (c) are immediate consequences of the previous proposition.
(d) The inclusions Ks1 (R
n) ⊂ Ksp (R
n) ⊂ Ksq (R
n) ⊂ Ks∞ (R
n) are consequences
of the elementary inclusions l1 ⊂ lp ⊂ lq ⊂ l∞. What remains to be shown is the
inclusion Ks∞ (R
n) ≡ Hsul (R
n) ⊂ S ′ (Rn). Let u ∈ Hsul (R
n), χ ∈ C∞0 (R
n) r 0 and
ϕ ∈ C∞0 (R
n). We have
〈u, ϕ〉 =
1
‖χ‖
2
L2
∫
〈u, (τyχ) (τyχ)ϕ〉 dy
=
1
‖χ‖
2
L2
∫
〈uτyχ, (τyχ)ϕ〉 dy,
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|〈u, ϕ〉| ≤
1
‖χ‖
2
L2
∫
|〈uτyχ, (τyχ)ϕ〉| dy
≤
1
‖χ‖2L2
∫
‖uτyχ‖Hs ‖(τyχ)ϕ‖H−s dy
≤
1
‖χ‖
2
L2
‖u‖
s,∞,χ
∫
‖(τyχ)ϕ‖H−s dy
We shall use Proposition 2.4 to estimate ‖(τyχ)ϕ‖H−s . Let χ˜ ∈ C
∞
0 (R
n), χ˜ = 1 on
suppχ. If ms =
[
|s|1 +
n+1
2
]
+ 1, then we obtain that
‖(τyχ)ϕ‖H−s ≤ C sup
|α+β|≤ms
∣∣(∂αϕ) (τy∂βχ)∣∣ ‖τyχ˜‖H−s
= C sup
|α+β|≤ms
∣∣(∂αϕ) (τy∂βχ)∣∣ ‖χ˜‖H−s .
Since χ, ϕ ∈ S (Rn) it follows that there is a continuous seminorm p = pn,s on
S (Rn) so that∣∣(∂αϕ) (τy∂βχ) (x)∣∣ ≤ p (ϕ) p (χ) 〈x− y〉−2(n+1) 〈x〉−2(n+1)
≤ 2n+1p (ϕ) p (χ) 〈2x− y〉
−(n+1)
〈y〉
−(n+1)
≤ 2n+1p (ϕ) p (χ) 〈y〉
−(n+1)
, |α+ β| ≤ ms.
Hence
|〈u, ϕ〉| ≤ 2n+1C
1
‖χ‖
2
L2
‖u‖
s,∞,χ
∥∥∥〈·〉−(n+1)∥∥∥
L1
‖χ˜‖H−s p (χ) p (ϕ) .
(e) is trivial.
(f) Let {un} be a Cauchy sequence in K
s
p (R
n). Since Ksp (R
n) ⊂ S ′ (Rn) and
S ′ (Rn) is sequentially complete, there is u ∈ S ′ (Rn) such that un → u in S
′ (Rn).
Let Γ ⊂ Rn be a lattice and χ ∈ C∞0 (R
n) be a function with the property that
Ψ = ΨΓ,χ =
∑
γ∈Γ
|τγχ|
2
> 0.
Then for any γ ∈ Γ there is uγ ∈ H
s such that unτγχ→ uγ in H
s (Rn). As un → u
in S ′ (Rn) it follows that uγ = uτγχ for any γ ∈ Γ.
Since {un} is a Cauchy sequence in K
s
p (R
n) there is M ∈ (0,∞) such that
‖un‖s,p,Γ,χ ≤M for any n ∈ N. Let ε > 0. Then there is nε such that if m, n ≥ nε,
then ‖um − un‖s,p,Γ,χ < ε.
Let F ⊂ Γ a finite subset. Then∑
γ∈F
‖uτγχ‖
p
Hs

1
p
≤
∑
γ∈F
‖uτγχ− unτγχ‖
p
Hs

1
p
+
∑
γ∈F
‖unτγχ‖
p
Hs

1
p
≤
∑
γ∈F
‖uτγχ− unτγχ‖
p
Hs

1
p
+M
By passing to the limit we obtain
(∑
γ∈F ‖uτγχ‖
p
Hs
) 1
p
≤M for any F ⊂ Γ a finite
subset. Hence u ∈ Ksp (R
n).
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For F ⊂ Γ a finite subset and m,n ≥ nε we have∑
γ∈F
‖uτγχ− unτγχ‖
p
Hs
 1p
≤
∑
γ∈F
‖uτγχ− umτγχ‖
p
Hs

1
p
+
∑
γ∈F
‖unτγχ− umτγχ‖
p
Hs

1
p
≤
∑
γ∈F
‖uτγχ− umτγχ‖
p
Hs
 1p + ε
By letting m → ∞ we obtain
(∑
γ∈F ‖uτγχ− unτγχ‖
p
Hs
) 1
p
≤ ε for any F ⊂ Γ a
finite subset and n ≥ nε. This implies that un → u in K
s
p (R
n). The case p =∞ is
even simpler. 
Remark 3.7. Kato-Sobolev spaces are particular cases of Wiener amalgam spaces.
More precisely we have
Ksp (R
n) =W (Hs, Lp)
with local component Hs (Rn) and global component Lp (Rn). Wiener amalgam
spaces were introduced by Hans Georg Feichtinger in 1980.
Proposition 3.8. Let s, t, ε, σ(ε) ∈ Rj such that, sl + tl > nl/2, 0 < εl <
sl + tl − nl/2, σl (ε) =σl (εl) = min {sl, tl, sl + tl − nl/2− εl} for any l ∈ {1, ..., j}.
If 1p +
1
q =
1
r , then
Ksp (R
n) · Ktq (R
n) ⊂ Kσr (R
n)
Proof. Let χ ∈ C∞0 (R
n)r 0, u ∈ Ksp (R
n) s¸i v ∈ Htq (R
n). By using Proposition 2.9
we obtain that uvτyχ
2 ∈ Hσ and∥∥uvτyχ2∥∥Hσ ≤ C ‖uτyχ‖Hs ‖uτyχ‖Ht
Finally, Ho¨lder’s inequality implies that
‖uv‖σ,r,χ2 ≤ C ‖u‖s,p,χ ‖v‖s,q,χ

Corollary 3.9. Let s ∈ Rj and 1 ≤ p ≤ ∞. If s1 > n1/2, ..., sj > nj/2, then
Ksp (R
n) is an ideal in Ks∞ (R
n) ≡ Hsul (R
n) with respect to the usual product.
Now using the techniques of Coifman and Meyer, developed for the study of
Beurling algebras Aω and Bω (see [Co-Me] pp 7-10), we shall prove an interesting
result.
Theorem 3.10. Hs (Rn) = Ks2 (R
n).
To prove the result, we shall use partition of unity built in the previous section.
Let N ∈ N and {x1, ..., xN} ⊂ R
n be such that
[0, 1]
n
⊂
(
x1 +
[
1
3
,
2
3
]n)
∪ ... ∪
(
xN +
[
1
3
,
2
3
]n)
Let h˜ ∈ C∞0 (R
n), h˜ ≥ 0, be such that h˜ = 1 on
[
1
3 ,
2
3
]n
and supph˜ ⊂
[
1
4 ,
3
4
]n
. Then
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(a) H˜ =
∑N
i=1
∑
γ∈Zn τγ+xi h˜ ∈ BC
∞ (Rn) is Zn-periodic and H˜ ≥ 1.
(b) hi =
τxi h˜
H˜
∈ C∞0 (R
n), hi ≥ 0, supphi ⊂ xi+
[
1
4 ,
3
4
]n
= Ki, (Ki −Ki)∩Z
n =
{0}, i = 1, ..., N .
(c) χi =
∑
γ∈Zn τγhi ∈ BC
∞ (Rn) is Zn-periodic, i = 1, ..., N and
∑N
i=1 χi = 1.
(d) h =
∑N
i=1 hi ∈ C
∞
0 (R
n), h ≥ 0,
∑
γ∈Zn τγh = 1.
Lemma 3.11. Ks2 (R
n) ⊂ Hs (Rn).
Proof. Let u ∈ Ks2 (R
n). We have
u =
N∑
j=1
χju with χju =
∑
γ∈Zn
(τγhj)u.
Since u ∈ Ks2 (R
n) applying Proposition 3.4 we get that∑
γ∈Zn
‖(τγhj)u‖
2
Hs <∞.
Using Lemma 2.3 it follows that χju ∈ H
s (Rn) and
‖χju‖Hs ≈
∑
γ∈Zn
‖(τγhj)u‖
2
Hs

1
2
≤ Cj ‖u‖s,2
where ‖·‖
s,2 is a fixed norm on K
s
2 (R
n). So u =
∑N
j=1 χju ∈ H
s (Rn) and
‖u‖Hs ≤
N∑
j=1
‖χju‖Hs ≤
 N∑
j=1
Cj
 ‖u‖
s,2 .

Lemma 3.12. Hs (Rn) ⊂ Ks2 (R
n).
Proof. Then the following statements are equivalent:
(i) u ∈ Hs (Rn)
(ii) χju ∈ H
s (Rn), j = 1, ..., N . (Here we use Proposition 2.1 (c))
(iii)
{
‖(τγhj)u‖Hs
}
γ∈Zn
∈ l2 (Zn), j = 1, ..., N . (Here we use Lemma 2.3)
Since h =
∑N
j=1 hj and
‖(τγh)u‖Hs ≤
N∑
j=1
‖(τγhj)u‖Hs , γ ∈ Z
n
we get that
{
‖(τγh)u‖Hs
}
γ∈Zn
∈ l2 (Zn). Since h =
∑N
j=1 hj ∈ C
∞
0 (R
n), h ≥ 0,∑
γ∈Zn τγh = 1 it follows that u ∈ K
s
2 (R
n) and
‖u‖
s,2,h ≈
∥∥∥{‖(τγh)u‖Hs}γ∈Zn∥∥∥l2(Zn)
≤
N∑
j=1
∥∥∥{‖(τγhj)u‖Hs}γ∈Zn∥∥∥l2(Zn)
≈
N∑
j=1
‖χju‖Hs ≤ Cst ‖u‖Hs .
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
Corollary 3.13 (Kato). Let s, t, ε, σ(ε) ∈ Rj such that, sl + tl > nl/2, 0 < εl <
sl + tl − nl/2, σl (ε) =σl (εl) = min {sl, tl, sl + tl − nl/2− εl} for any l ∈ {1, ..., j}.
Then
Hsul (R
n) · Ht (Rn) ⊂ Hσ (Rn) , Hs (Rn) · Htul (R
n) ⊂ Hσ (Rn) .
Lemma 3.14. If 1 ≤ p <∞, then S (Rn) is dense in Ksp (R
n).
Proof. (i) Let ψ ∈ C∞0 (R
n) be such that ψ = 1 on B (0, 1), ψε (x) = ψ (εx),
0 < ε ≤ 1, x ∈ Rn. If u ∈ Hs (Rn), then ψεu→ u in Hs (Rn). Moreover we have
‖ψεu‖Hs ≤ C (s, n, ψ) ‖u‖Hs , 0 < ε ≤ 1,
where
C (s, n, ψ) = (2π)
−n
2|s|1/2 sup
0<ε≤1
(∫
〈η〉
|s|
1 ε−n
∣∣∣ψ̂ (η/ε)∣∣∣ dη)
= (2π)
−n
2|s|1/2 sup
0<ε≤1
(∫
〈εη〉
|s|
1
∣∣∣ψ̂ (η)∣∣∣ dη)
= (2π)
−n
2|s|1/2
(∫
〈η〉
|s|
1
∣∣∣ψ̂ (η)∣∣∣ dη) .
(ii) Suppose that u ∈ Ksp (R
n). Let F ⊂ Zn be an arbitrary finite subset. Then
the subadditivity property of the norm ‖·‖lp implies that:
‖ψεu− u‖
s,p,Zn,χ ≤
∑
γ∈F
‖ψεuτγχ− uτγχ‖
p
Hs

1
p
+
 ∑
γ∈ZnrF
‖ψεuτγχ‖
p
Hs

1
p
+
 ∑
γ∈ZnrF
‖uτγχ‖
p
Hs
 1p
≤
∑
γ∈F
‖ψεuτγχ− uτγχ‖
p
Hs

1
p
+ (C (s, n, ψ) + 1)
 ∑
γ∈ZnrF
‖uτγχ‖
p
Hs

1
p
By making ε→ 0 we deduce that
lim sup
ε→0
‖ψεu− u‖
s,p,Zn,χ ≤ (C (s, n, ψ) + 1)
 ∑
γ∈ZnrF
‖uτγχ‖
p
Hs
 1p
for any F ⊂ Zn finite subset. Hence limε→0 ψ
εu = u in Ksp (R
n). The immediate
consequence is that
(iii) E ′ (Rn) ∩ Ksp (R
n) is dense in Ksp (R
n).
(iv) Suppose that u ∈ E ′ (Rn)∩Ksp (R
n). Let ϕ ∈ C∞0 (R
n) be such that suppϕ ⊂
B (0; 1),
∫
ϕ (x) dx = 1. For ε ∈ (0, 1], we set ϕε = ε
−nϕ (·/ε). Let K =suppu+
B (0; 1). Let χ ∈ C∞0 (R
n)r 0. Then there is a finite set F = FK,χ ⊂ Z
n such that
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(τγχ) (ϕε ∗ u− u) = 0 for any γ ∈ Z
n r F . It follows that
‖ϕε ∗ u− u‖s,p,Zn,χ =
∑
γ∈F
‖(τγχ) (ϕε ∗ u− u)‖
p
Hs
 1p
≈
∑
γ∈F
‖(τγχ) (ϕε ∗ u− u)‖
2
Hs

1
2
≈ ‖ϕε ∗ u− u‖Hs → 0, as ε→ 0.

4. Wiener-Le´vy theorem for Kato-Sobolev algebras
We shall work only in the case j = 1, i.e. only in the case of the usual Kato-
Sobolev spaces. The case j > 1 can be treated in the same way but with more
complicated notations and statements which can hide the ideas and the beauty of
some arguments. So
Hs (Rn) =
{
u ∈ S ′ (Rn) : (1−△Rn)
s/2 u ∈ L2 (Rn)
}
,
‖u‖Hs =
∥∥∥(1−△Rn)s/2 u∥∥∥
L2
, u ∈ Hs,
Let 1 ≤ p ≤ ∞, s ∈ R and u ∈ D′ (Rn). We say that u belongs to u ∈ Ksp (R
n) if
there is χ ∈ C∞0 (R
n)r0 such that the measurable function Rn ∋ y → ‖uτyχ‖Hs ∈ R
belongs to Lp (Rn). We put
‖u‖s,p,χ =
(∫
‖uτyχ‖
p
Hs dy
) 1
p
, 1 ≤ p <∞,
‖u‖s,∞,χ ≡ ‖u‖s,ul,χ = sup
y
‖uτyχ‖Hs .
In Kato’s notation Ks∞ (R
n) ≡ Hsul (R
n) the uniformly local Sobolev space of order
s.
Lemma 4.1. (a) BCm (Rn) ⊂ Hmul (R
n) for any m ∈ N.
(b) BC[|s|]+1 (Rn) ⊂ Hsul (R
n) for any s ∈ R.
Proof. (a) Let u ∈ BCm (Rn) and χ ∈ S (Rn). Then using Leibniz’s formula
∂α (uτyχ) =
∑
β≤α
(
α
β
)
∂βu · τy∂
α−βχ
we get that ∂α (uτyχ) ∈ L
2 (Rn) for any α ∈ Nn with |α| ≤ m. Also there is
C = C (m,n) > 0 such that
‖uτyχ‖Hm ≈
 ∑
|α|≤m
‖∂α (uτyχ)‖
2
L2
1/2 ≤ C ‖u‖BCm ‖χ‖Hm , y ∈ Rn
which implies
‖u‖m,ul,χ ≤ C ‖u‖BCm ‖χ‖Hm .
(b) We have BC[|s|]+1 (Rn) ⊂ H
[|s|]+1
ul (R
n) ⊂ H
|s|
ul (R
n) ⊂ Hsul (R
n). 
ON KATO-SOBOLEV SPACES 23
Let ϕ ∈ C∞0 (R
n), ϕ ≥ 0 be such that suppϕ ⊂ B (0; 1),
∫
ϕ (x) dx = 1. For
ε ∈ (0, 1], we set ϕε = ε
−nϕ (·/ε).
Lemma 4.2. If s′ ≤ s, then
‖ϕε ∗ u− u‖Hs′ ≤ 2
1−min{s−s′,1}εmin{s−s
′,1} ‖u‖Hs , u ∈ H
s (Rn) .
Proof. We have
F (ϕε ∗ u− u) (ξ) = (ϕ̂ (εξ)− 1) û (ξ)
with
ϕ̂ (εξ)− 1 =
∫ (
e−i〈x,εξ〉 − 1
)
ϕ (x) dx
Since
∣∣e−iλ − 1∣∣ ≤ |λ| we get
|ϕ̂ (εξ)− 1| ≤
{
2
∫
ϕ (x) dx
ε |ξ|
∫
|x|ϕ (x) dx
≤
{
2
ε |ξ|
If 0 ≤ s− s′ ≤ 1, then
|ϕ̂ (εξ)− 1| = |ϕ̂ (εξ)− 1|
1−(s−s′) |ϕ̂ (εξ)− 1|
s−s′
≤ 21−(s−s
′)εs−s
′
|ξ|
s−s′
≤ 21−(s−s
′)εs−s
′
〈ξ〉
s−s′
which implies that
‖ϕε ∗ u− u‖Hs′ ≤ 2
1−(s−s′)εs−s
′
‖u‖Hs , u ∈ H
s (Rn) .
If s′ ≤ s− 1, then
‖ϕε ∗ u− u‖Hs′ ≤ ε ‖u‖Hs′+1 ≤ ε ‖u‖Hs , u ∈ H
s (Rn) .

Let χ, χ0 ∈ C
∞
0 (R
n) r 0 be such that χ0 = 1 on suppχ + B (0; 1). Let u ∈
Hsul (R
n). Then for 0 < ε ≤ 1 we have
τyχ (ϕε ∗ u− u) = τyχ (ϕε ∗ (uτyχ0)− uτyχ0) .
Proposition 2.1 and the previous lemma imply
‖τyχ (ϕε ∗ u− u)‖Hs′ ≤ Cs′,χ ‖ϕε ∗ (uτyχ0)− uτyχ0‖Hs′
≤ Cs′,χ2
1−min{s−s′,1}εmin{s−s
′,1} ‖uτyχ0‖Hs
It follows that
‖ϕε ∗ u− u‖s′,ul,χ ≤ Cs′,χ2
1−min{s−s′,1}εmin{s−s
′,1} ‖u‖s,ul,χ0
Definition 4.3. H
s(s′)
ul (R
n) ≡
(
Hsul (R
n) , ‖·‖s′,ul
)
.
Corollary 4.4. (a) If s′ < s, then Hsul (R
n) ∩ C∞ (Rn) is dense in H
s(s′)
ul (R
n).
(b) If n2 < s
′ < s, then BC∞ (Rn) is dense in H
s(s′)
ul (R
n).
Proof. (b) If s > n2 , thenH
s
ul (R
n) ⊂ BC (Rn). Therefore ϕε∗H
s
ul (R
n) ⊂ BC∞ (Rn).

We need another auxiliary result.
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Lemma 4.5. The map
C∞0 (R
n)×Hsul (R
n) ∋ (ϕ, u)→ ϕ ∗ u ∈ Hsul (R
n)
is well defined and for any χ ∈ S (Rn)r 0 we have the estimate
‖ϕ ∗ u‖s,ul,χ ≤ ‖ϕ‖L1 ‖u‖s,ul,χ , (ϕ, u) ∈ C
∞
0 (R
n)×Hsul (R
n) .
Proof. Let (ϕ, u) ∈ C∞0 (R
n) × Hsul (R
n), χ ∈ S (Rn) r 0 and ψ ∈ S (Rn). Then
using (3.2) we obtain
〈τzχ (ϕ ∗ u) , ψ〉 = 〈u, ϕˇ ∗ ((τzχ)ψ)〉 =
∫
ϕˇ (y) 〈u, τy ((τzχ)ψ)〉 dy
=
∫
ϕ (y) 〈u, τ−y ((τzχ)ψ)〉 dy =
∫
ϕ (y) 〈(τz−yχ)u, τ−yψ〉 dy,
where ϕˇ (y) = ϕ (−y). Since
|〈(τz−yχ)u, τ−yψ〉| ≤ ‖(τz−yχ)u‖Hs ‖τ−yψ‖H−s ≤ ‖u‖s,ul,χ ‖ψ‖H−s
it follows that
|〈τzχ (ϕ ∗ u) , ψ〉| ≤ ‖ϕ‖L1 ‖u‖s,ul,χ ‖ψ‖H−s
Hence τzχ (ϕ ∗ u) ∈ H
s (Rn) and ‖τzχ (ϕ ∗ u)‖Hs ≤ ‖ϕ‖L1 ‖u‖s,ul,χ for every z ∈
Rn, i.e. ϕ ∗ u ∈ Hsul (R
n) and
‖ϕ ∗ u‖s,ul,χ ≤ ‖ϕ‖L1 ‖u‖s,ul,χ

Theorem 4.6 (Wiener-Le´vy for Hsul (R
n), weak form). Let Ω = Ω˚ ⊂ Cd and
Φ : Ω → C a holomorphic function. Let s > n/2.
(a) If u = (u1, ..., ud) ∈ H
s
ul (R
n)
d
satisfies the condition u (Rn) ⊂ Ω, then
Φ ◦ u ≡ Φ (u) ∈ Hs
′
ul (R
n) , ∀s′ < s.
(b) Suppose that s′ ∈ (n/2, s). If u, uε ∈ H
s
ul (R
n)d, 0 < ε ≤ 1, u (Rn) ⊂ Ω and
uε → u in H
s′
ul (R
n)d as ε → 0, then there is ε0 ∈ (0, 1] such that uε (Rn) ⊂ Ω for
every 0 < ε ≤ ε0 and Φ (uε)→ Φ (u) in H
s′
ul (R
n) as ε→ 0.
Proof. On Cd we shall consider the distance given by the norm
|z|∞ = max {|z1| , ..., |zd|} , z ∈ C
d.
Let r = dist
(
u (Rn),Cd r Ω
)
/8. Since u (Rn) ⊂ Ω it follows that r > 0 and⋃
y∈u(Rn)
B (y; 4r) ⊂ Ω .
Let s′ ∈ (n/2, s). On Hs
′
ul (R
n)d we shall consider the norm
|||u|||s′,ul = max
{
‖u1‖s′,ul , ..., ‖ud‖s′,ul
}
, u ∈ Hs
′
ul (R
n)
d
,
where ‖·‖s′,ul is a fixed Banach algebra norm on H
s′
ul (R
n), and on BC (Rn)
d
we
shall consider the norm
|||u|||∞ = max {‖u1‖∞ , ..., ‖ud‖∞} , u ∈ BC (R
n)
d
.
Since Hs
′
ul (R
n) ⊂ BC (Rn) there is C ≥ 1 so that
‖·‖∞ ≤ C ‖·‖s′,ul
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According to Corollary 4.4 BC∞ (Rn) is dense in H
s(s′)
ul (R
n). Therefore we find
v = (v1, ..., vd) ∈ BC
∞ (Rn)
d
so that
|||u− v|||s′,ul < r/C.
Then
|||u− v|||∞ ≤ C |||u− v|||s′,ul < r.
Using the last estimate we show that v (Rn) ⊂
⋃
x∈Rn B (u (x) ; r). Indeed, if z ∈
v (Rn), then there is x ∈ Rn such that
|z − v (x)|∞ < r − |||v − u|||∞
It follows that
|z − u (x)|∞ ≤ |z − v (x)|∞ + |v (x)− u (x)|∞
≤ |z − v (x)|∞ + |||v − u|||∞
< r − |||v − u|||∞ + |||v − u|||∞ = r
so z ∈ B (u (x) ; r).
From v (Rn) ⊂
⋃
x∈Rn B (u (x) ; r) we get
v (Rn) +B (0; 3r) ⊂
⋃
x∈Rn
B (u (x) ; 4r) ⊂ Ω ,
hence the map
Rn ×B (0; 3r) ∋ (x, ζ)→ Φ (v (x) + ζ) ∈ C.
is well defined. Let Γ (r) denote the polydisc (∂D (0, 3r))
d
. Since v (Rn)+Γ (r) ⊂ Ω
is a compact subset, the map
Γ (r) ∋ ζ → Φ (ζ + v) ∈ BC[s
′]+1 (Rn) ⊂ Hs
′
ul (R
n)
is continuous.
On the other hand we have
(ζ1 + v1 − u1)
−1
, ..., (ζd + vd − ud)
−1
∈ Hs
′
ul (R
n)
because ‖u1 − v1‖s′,ul , ..., ‖ud − vd‖s′,ul < r/C ≤ r and |ζ1| = ... = |ζd| = 3r.
It follows that the integral
(4.1) h =
1
(2πi)
d
∫
Γ(r)
Φ (ζ + v)
(ζ1 + v1 − u1) ... (ζd + vd − ud)
dζ
defines an element h ∈ Hs
′
ul (R
n).
Let
δx : H
s′
ul (R
n) ⊂ BC (Rn)→ C, w→ w (x) ,
be the evaluation functional at x ∈ Rn. Then
h (x) =
1
(2πi)d
∫
Γ(r)
Φ (ζ + v (x))
(ζ1 − (u1 (x) − v1 (x))) ... (ζd − (ud (x)− vd (x)))
dζ
= Φ (ζ + v (x)) |ζ=u(x)−v(x) = Φ (u (x))
because |u (x) − v (x)|∞ ≤ |||u− v|||∞ < r, so u (x)− v (x) is within polydisc Γ (r).
Hence h = Φ ◦ u ≡ Φ (u) ∈ Hs
′
ul (R
n), for any s′ ∈ (n/2, s) so
Φ ◦ u ≡ Φ (u) ∈ Hs
′
ul (R
n) , ∀s′ < s.
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(b) Let ε0 ∈ (0, 1] be such that for any 0 < ε ≤ ε0 we have
|||u− uε|||s′,ul < r/C.
Then |||u− uε|||∞ ≤ C |||u− uε|||s′,ul < r and uε (R
n) ⊂
⋃
x∈Rn B (u (x) ; r) ⊂ Ω
for every 0 < ε ≤ ε0.
On the other hand we have |||v − uε|||s′,ul ≤ |||v − u|||s′,ul + |||u− uε|||s′,ul <
r/C + r/C ≤ 2r. It follows that
(ζ1 + v1 − uε1)
−1
, ..., (ζd + vd − uεd)
−1
∈ Hs
′
ul (R
n)
because ‖uε1 − v1‖s′,ul , ..., ‖uεd − vd‖s′,ul < 2r and |ζ1| = ... = |ζd| = 3r.
We obtain that
Φ (uε) =
1
(2πi)
d
∫
Γ(r)
Φ (ζ + v)
(ζ1 + v1 − uε1) ... (ζd + vd − uεd)
dζ
→
1
(2πi)d
∫
Γ(r)
Φ (ζ + v)
(ζ1 + v1 − u1) ... (ζd + vd − ud)
dζ = Φ (u)
as ε→ 0. 
Remark 4.7. According to Coquand and Stolzenberg [CS], this type of representa-
tion formula, (4.1), was introduced more than 60 years ago by A. P. Caldero´n.
Lemma 4.8. Suppose that s > max {n/2, 3/4}. Let Ω = Ω˚ ⊂ Cd and Φ : Ω → C
a holomorphic function. If u = (u1, ..., ud) ∈ H
s
ul (R
n)d satisfies the condition
u (Rn) ⊂ Ω, then
∂jΦ (u) =
d∑
k=1
∂Φ
∂zk
(u) · ∂juk, in D
′ (Rn) , j = 1, ..., n.
Proof. Let s′ be such that max {n/2, 3/4, s− 1} < s′ < s. Then s′ + s′ − 1 > n/2.
Let u = (u1, ..., ud) ∈ (H
s
ul (R
n))
d
. We consider the family {uε}0<ε≤1
uε = ϕε ∗ u = (ϕε ∗ u1, ..., ϕε ∗ ud) ∈ H
s
ul (R
n)d
Then uε → u in H
s′
ul (R
n)
d
as ε→ 0, ∂juε = ϕε ∗∂ju ∈ H
s−1
ul (R
n)
d
and ∂juε → ∂ju
in Hs
′−1
ul (R
n)
d
as ε → 0. Since Φ (uε) → Φ (u) in H
s′
ul (R
n) ⊂ BC (Rn) ⊂ D′ (Rn)
(Theorem 4.6 (b)), it follows that ∂jΦ (uε)→ ∂jΦ (u) in D
′ (Rn), j = 1, ..., n.
On the other hand we have
∂jΦ (uε) =
d∑
k=1
∂Φ
∂zk
(uε) · ∂juεk, in C
∞ (Rn) , j = 1, ..., n.
Let δ > 0 be such that s′ − n/2− δ > 0. Then
s′ − 1 = min {s′, s′ − 1, s′ + s′ − 1− n/2− δ} .
Since
∂Φ
∂zk
(uε)→
∂Φ
∂zk
(u) , in Hs
′
ul (R
n) , (Theorem 4.6 (b)), k = 1, ..., d,
∂juε → ∂ju, in H
s′−1
ul (R
n)
d
, j = 1, ..., n,
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using Proposition 3.8 we get that
∂jΦ (uε) =
d∑
k=1
∂Φ
∂zk
(uε) · ∂juεk → ∂jΦ (u) =
d∑
k=1
∂Φ
∂zk
(u) · ∂juk, in H
s′−1
ul (R
n)
for j = 1, ..., n. Hence
∂jΦ (u) =
d∑
k=1
∂Φ
∂zk
(u) · ∂juk, in D
′ (Rn) , j = 1, ..., n.

Remark 4.9. Let us note that ∂juεk = ϕε ∗ ∂juk → ∂juk in H
s′−1
ul (R
n), but ∂juk
∈ Hs−1ul (R
n), j = 1, ..., n, k = 1, ..., d. This remark leads to the complete version of
the Wiener-Le´vy theorem.
Theorem 4.10 (Wiener-Le´vy for Hsul (R
n)). Suppose that s > max {n/2, 3/4}.
Let Ω = Ω˚ ⊂ Cd and Φ : Ω → C a holomorphic function. If u = (u1, ..., ud) ∈
Hsul (R
n)
d
satisfies the condition u (Rn) ⊂ Ω, then
Φ ◦ u ≡ Φ (u) ∈ Hsul (R
n) .
Proof. Let s′ be such that max {n/2, 3/4, s− 1} < s′ < s. Then s′ + s′ − 1 > n/2.
Let δ > 0 be such that s′ − n/2− δ > 0. Then
s− 1 = min {s′, s− 1, s′ + s− 1− n/2− δ} .
Since
∂Φ
∂zk
(u) ∈ Hs
′
ul (R
n) , (Theorem 4.6 (a)), k = 1, ..., d,
∂ju ∈ H
s−1
ul (R
n)
d
, j = 1, ..., n,
using Proposition 3.8 we get that
∂jΦ (u) =
d∑
k=1
∂Φ
∂zk
(u) · ∂juk ∈ H
s−1
ul (R
n) , j = 1, ..., n.
Now Φ (u) ∈ Hs
′
ul (R
n) ⊂ Hs−1ul (R
n) and ∂jΦ (u) ∈ H
s−1
ul (R
n), j = 1, ..., n imply
Φ (u) ∈ Hsul (R
n). 
Corollary 4.11 (Kato). Suppose that s > max {n/2, 3/4}.
(a) If u ∈ Hsul (R
n) satisfies the condition
|u (x)| ≥ c > 0, x ∈ Rn,
then
1
u
∈ Hsul (R
n) .
(b) If u ∈ Hsul (R
n), then u (Rn) is the spectrum of the element u.
Corollary 4.12. Suppose that s > max {n/2, 3/4}. If u = (u1, ..., ud) ∈ H
s
ul (R
n)
d
,
then
σHsul (u1, ..., ud) = u (R
n),
where σHs
ul
(u1, ..., ud) is the joint spectrum of the elements u1, ..., ud ∈ H
s
ul (R
n).
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Proof. Since
δx : H
s′
ul (R
n) ⊂ BC (Rn)→ C, w→ w (x) ,
is a multiplicative linear functional, Theorem 3.1.14 of [Ho¨2] implies the inclusion
u (Rn) ⊂ σHsul (u1, ..., ud). On the other hand, if λ = (λ1, ..., λd) /∈ u (R
n), then
uλ = (u1 − λ1) (u1 − λ1) + ...+ (ud − λd) (ud − λd) ∈ H
s
ul (R
n)
satisfies the condition
uλ (x) ≥ c > 0, x ∈ R
n.
It follows that
1
uλ
∈ Hsul (R
n)
and
v1 (u1 − λ1) + ...+ vd (ud − λd) = 1
with v1 = (u1 − λ1)/uλ, ..., vd = (ud − λd)/uλ ∈ H
s
ul (R
n). The last equality ex-
presses precisely that λ /∈ σHsul (u1, ..., ud). 
Corollary 4.13. Suppose that s > max {n/2, 3/4}. Let Ω = Ω˚ ⊂ Cd and Φ : Ω →
C a holomorphic function.
(a) Let 1 ≤ p < ∞. If u = (u1, ..., ud) ∈ K
s
p (R
n)
d
satisfies the condition
u1 (Rn)× ...× ud (Rn) ⊂ Ω and if Φ (0) = 0, then Φ (u) ∈ K
s
p (R
n).
(b) If u = (u1, ..., ud) ∈ H
s (Rn)
d
satisfies the condition u1 (Rn)× ...×ud (Rn) ⊂
Ω and if Φ (0) = 0, then Φ (u) ∈ Hs (Rn).
Proof. (a) Since Ksp (R
n) is an ideal in the algebraHsul (R
n), it follows that 0 belongs
to the spectrum of any element of Ksp (R
n). Hence 0 ∈ u1 (Rn)× ...× ud (Rn) ⊂ Ω .
Shrinking Ω if necessary, we can assume that Ω = Ω1× ...×Ωd with uk (Rn) ⊂ Ωk,
k = 1, ..., d. Now we continue by induction on d.
Let F : Ω → C be the holomorphic function defined by
F (z1, ..., zd) =
{
Φ(z1,...,zd)−Φ(0,...,zd)
z1
if z1 6= 0,
∂Φ
∂z1
(0, ..., zd) if z1 = 0.
Then Φ (z1, ..., zd) = z1F (z1, ..., zd) + Φ (0, ..., zd), so
Φ (u) = u1F (u) + Φ (0, ..., ud) ∈ K
s
p (R
n)
because u1F (u) ∈ K
s
p (R
n) · Hsul (R
n) ⊂ Ksp (R
n) and Φ (0, ..., ud) ∈ K
s
p (R
n) by
inductive hypothesis.
(b) is a consequence of (a). 
Corollary 4.14 (A division lemma). Suppose that s > max {n/2, 3/4}. Let t ∈ R
such that s + t > n/2. Let u ∈ Ht (Rn) ∩ E ′ (Rn) and v ∈ Hsul (R
n). If v satisfies
the condition
|v (x)| ≥ c > 0, x ∈ suppu,
then
u
v
∈ Hmin{s,t} (Rn) .
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Proof. Let ϕ ∈ C∞0 (R
n), 0 ≤ ϕ ≤ 1, ϕ = 1 on suppu, be such that
|v (x)| ≥ c/2 > 0, x ∈ suppϕ.
Then w = ϕ |v|
2
+ c2 (1− ϕ) /4 ∈ Hsul (R
n) satisfies w ≥ (ϕ+ (1− ϕ)) c2/4 = c2/4.
If δ satisfies 0 < δ < min {s+ t− n/2, s− n/2}, then
min {s, t} = min {s, t, s+ t− n/2− δ} .
By using Corollary 4.11 and Corollary 3.13 we obtain
u
|v|
2 =
u
w
∈ Ht (Rn) · Hsul (R
n) ⊂ Hmin{s,t} (Rn)
This proves the lemma since
u
v
= v ·
u
|v|
2 ∈ H
s
ul (R
n) · Hmin{s,t} (Rn) ⊂ Hmin{s,t} (Rn) .

5. Kato-Sobolev spaces and Schatten-von Neumann class properties
for pseudo-differential operators
We begin this section with some interpolation results of Kato-Sobolev spaces.
For s = (s1, ..., sj) ∈ R
j , if
Fs =
{
v ∈ S ′ (Rn) : 〈〈·〉〉
s
v ∈ L2 (Rn)
}
,
‖v‖Hs =
∥∥〈〈·〉〉s v∥∥
L2
, v ∈ Fs,
then the Fourier transform F is an isometry (up to a constant factor) from Hs (Rn)
onto Fs and the inverse Fourier transform F
−1 is an isometry (up to a constant
factor) from Fs onto H
s (Rn). The interpolation property implies then that F
maps continuously
[
Hs (Rn) ,Ht (Rn)
]
θ
into [Fs, Ft]θ and F
−1 maps continuously
[Fs, Ft]θ into
[
Hs (Rn) ,Ht (Rn)
]
θ
, so that
[
Hs (Rn) ,Ht (Rn)
]
θ
coincides with the
tempered distributions whose Fourier transform belongs to [Fs, Ft]θ (and one de-
duces in the same way that it is an isometry if one uses the corresponding norms).
Identifying interpolation spaces between Sobolev spaces Hs (Rn) is then the same
question as interpolating between some L2 spaces with weights. The following
lemma is a consequence of this remark and Theorem 1.18.5 in [Tri].
Lemma 5.1. If s, t ∈ Rj and 0 < θ < 1 then[
Hs (Rn) ,Ht (Rn)
]
θ
= H(1−θ)s+θt (Rn) .
Using the results of [Tri] Subsection 1.18.1 we obtain the following corollary.
Corollary 5.2. Let s, t ∈ Rj, 1 ≤ p0 <∞, 1 ≤ p1 ≤ ∞, 0 < θ < 1 and
1
p
=
1− θ
p0
+
θ
p1
, σ = (1− θ) s+ θt.
Then [
lp0 (Zn,Hs (Rn)) , lp1
(
Zn,Ht (Rn)
)]
θ
= lp (Zn,Hσ (Rn)) .
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We pass now to the Kato-Sobolev spaces. We choose χZn ∈ C
∞
0 (R
n) so that∑
k∈Zn χZn (· − k) = 1. For k ∈ Z
n we define the operator
Sk : D
′ (Rn)→ D′ (Rn) , Sku = (τkχZn)u.
Now from the definition of Ksp (R
n) it follows that the linear operator
S : Ksp (R
n)→ lp (Zn,Hs (Rn)) , Su = (Sku)k∈Zn
is well defined and continuous.
On the other hand, for any χ ∈ C∞0 (R
n) the operator
Rχ : l
p (Zn,Hs (Rn))→ Ksp (R
n) ,
Rχ
(
(uk)k∈Zn
)
=
∑
k∈Zn
(τkχ)uk
is well defined and continuous.
Let u = (uk)k∈Zn ∈ l
p (Zn,Hs (Rn)). Using Proposition 2.4 we get
‖(τk′χZn) (τkχ)uk‖Hs ≤ Cst sup
|α+β|≤ms
∣∣((τk′∂αχZn) (τk∂βχ))∣∣ ‖uk‖Hs .
where ms =
[
|s|1 +
n+1
2
]
+1. Now for some continuous seminorm p = pn,s on
S (Rn) we have∣∣((τk′∂αχZn) (τk∂βχ)) (x)∣∣ ≤ p (χZn) p (χ) 〈x− k′〉−2(n+1) 〈x− k〉−2(n+1)
≤ 2n+1p (χZn) p (χ) 〈2x− k
′ − k〉
−n−1
〈k′ − k〉
−n−1
≤ 2n+1p (χZn) p (χ) 〈k
′ − k〉
−n−1
, |α+ β| ≤ ms.
Hence
sup
|α+β|≤ms
∣∣((τk′∂αχZn) (τk∂βχ))∣∣ ≤ 2n+1p (χZn) p (χ) 〈k′ − k〉−n−1 ,
‖(τk′χZn) (τkχ)uk‖Hs ≤ C (n, s,χZn , χ) 〈k
′ − k〉
−n−1
‖uk‖Hs .
The last estimate implies that
‖(τk′χZn)Rχ (u)‖Hs ≤ C (n, s,χZn , χ)
∑
k∈Zn
〈k′ − k〉
−n−1
‖uk‖Hs .
Now Schur’s lemma implies the result( ∑
k′∈Zn
‖(τk′χZn)Rχ (u)‖
p
Hs
) 1
p
≤ C′ (n, s,χZn , χ)
∥∥∥〈·〉−n−1∥∥∥
L1
(∑
k∈Zn
‖uk‖
p
Hs
) 1
p
.
If χ = 1 on a neighborhood of suppχZn , then χχZn = χZn and as a consequence
RχS = IdSpw(Rn):
RχSu =
∑
k∈Zn
(τkχ)Sku =
∑
k∈Zn
(τkχ) (τkχZn)u
=
∑
k∈Zn
(τkχZn) u = u.
Thus we proved the following result.
Proposition 5.3. Under the above conditions, the operator Rχ : l
p (Zn,Hs)→ Ksp
is a retraction and the operator S : Ksp → l
p (Zn,Hs) is a coretraction.
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Corollary 5.4. Let s, t ∈ Rj, 1 ≤ p0 <∞, 1 ≤ p1 ≤ ∞, 0 < θ < 1 and
1
p
=
1− θ
p0
+
θ
p1
, σ = (1− θ) s+ θt.
Then [
Ksp0 (R
n) ,Ktp1 (R
n)
]
θ
= Kσp (R
n) .
Proof. The last part of Theorem 3.6 (d) shows that
{
Ksp0 (R
n) ,Ktp1 (R
n)
}
is an
interpolation couple (in the sense of the notations of Subsection 1.2.1 of [Tri] one
can choose A = S ′ (Rn)). If F is an interpolation functor, then one obtains by
Theorem 1.2.4 of [Tri] that
‖u‖F({Ksp0(R
n),Ktp1(R
n)}) ∼
∥∥(Sku)k∈Zn∥∥F ({lp0 (Zn,Hs(Rn)),lp1(Zn,Ht(Rn))})
By specialization we obtain
‖u‖[Ksp0(R
n),Ktp1(R
n)]
θ
∼
∥∥(Sku)k∈Zn∥∥[lp0(Zn,Hs(Rn)),lp1(Zn,Ht(Rn))]
θ
∼
∥∥(Sku)k∈Zn∥∥lp(Zn,Hσ(Rn))
∼ ‖u‖Kσp (Rn)

In addition to the above interpolation results we need an embedding theorem
which we shall prove below. First we shall recall the definition of spaces that appear
in this theorem.
Definition 5.5. Let 1 ≤ p ≤ ∞. We say that a distribution u ∈ D′ (Rn) belongs
to Spw (R
n) if there is χ ∈ C∞0 (R
n)r 0 such that the measurable function
Uχ,p : R
n → [0,+∞) ,
Uχ,p (ξ) =
{
supy∈Rn
∣∣ûτyχ (ξ)∣∣ if p =∞(∫ ∣∣ûτyχ (ξ)∣∣p dy)1/p if 1 ≤ p <∞ ,
ûτyχ (ξ) =
〈
u, e−i〈·,ξ〉χ (· − y)
〉
.
belongs to L1 (Rn).
These spaces are special cases of modulation spaces. They were used by many au-
thors (Boulkhemair, Gro¨chenig, Heil, Sjo¨strand, Toft ...) in the analysis of pseudo-
differential operators defined by symbols more general than usual.
We now list some properties of these spaces.
Proposition 5.6. (a) Let u ∈ Spw (R
n) and let χ ∈ C∞0 (R
n). Then the measurable
function
Uχ,p : R
n → [0,+∞) ,
Uχ,p (ξ) =
{
supy∈Rn
∣∣ûτyχ (ξ)∣∣ if p =∞(∫ ∣∣ûτyχ (ξ)∣∣p dy)1/p if 1 ≤ p <∞ ,
ûτyχ (ξ) =
〈
u, e−i〈·,ξ〉χ (· − y)
〉
.
belongs to L1 (Rn).
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(b) If we fix χ ∈ C∞0 (R
n)r 0 and if we put
‖u‖Spw,χ =
∫
Uχ,p (ξ) dξ = ‖Uχ,p‖L1 , u ∈ Sw (R
n) ,
then ‖·‖Spw,χ is a norm on S
p
w (R
n) and the topology that defines does not depend
on the choice of the function χ ∈ C∞0 (R
n)r 0.
(c) Let 1 ≤ p ≤ q ≤ ∞. Then
S1w (R
n) ⊂ Spw (R
n) ⊂ Sqw (R
n) ⊂ S∞w (R
n) = Sw (R
n) ⊂ BC (Rn) ⊂ S ′ (Rn) .
(d) If λ ∈ EndR (R
n) is invertible and u ∈ Spw (R
n), then uλ = u ◦ λ ∈ S
p
w (R
n)
and there is C ∈ (0,+∞) independent of u and λ such that
‖uλ‖Spw ≤ C |detλ|
−n/p
(1 + ‖λ‖)
n
‖u‖Spw .
A proof of this proposition can be found for instance in [A].
Lemma 5.7. Suppose that Rn = Rn1 × ... × Rnj . If s1 > n1, ..., sj > nj and
1 ≤ p ≤ ∞, then Ksp (R
n) →֒ Spw (R
n).
Proof. Let u ∈ Ksp (R
n). Let χ, χ˜ ∈ C∞0 (R
n)r 0 be such that χ˜ = 1 on suppχ. For
y ∈ Rn we have
uτyχ = (uτyχ˜) (τyχ) ⇒ ûτyχ = (2π)
−n ûτyχ˜ ∗ τ̂yχ.
Then by Peetre’s inequality and by Cauchy-Schwarz inequality, we obtain
〈〈ξ〉〉s
∣∣ûτyχ (ξ)∣∣ ≤ 2|s|1/2 (2π)−n ∫ 〈〈η〉〉s ∣∣∣ûτyχ˜ (η)∣∣∣ 〈〈ξ − η〉〉s |τ̂yχ (ξ − η)| dξ
≤ Cs,n
∥∥∥〈〈·〉〉s ûτyχ˜∥∥∥
L2
∥∥〈〈·〉〉s τ̂yχ∥∥L2
= C′s,n ‖uτyχ˜‖Hs ‖χ‖Hs ,
hence ∣∣ûτyχ (ξ)∣∣ ≤ C′s,n ‖uτyχ˜‖Hs ‖χ‖Hs 〈〈ξ〉〉−s .
It follows that
Uχ,p (ξ) ≤ C
′
s,n ‖χ‖Hs 〈〈ξ〉〉
−s
{
supy∈Rn ‖uτyχ˜‖Hs if p =∞(∫
‖uτyχ˜‖
p
Hs dy
) 1
p if 1 ≤ p <∞
≤ C′s,n ‖χ‖Hs 〈〈ξ〉〉
−s
{
‖u‖
s,∞,χ˜ if p =∞
‖u‖
s,p,χ˜ if 1 ≤ p <∞
≤ C′s,n ‖χ‖Hs ‖u‖s,p,χ˜ 〈〈ξ〉〉
−s ,
which implies that
‖u‖Spw,χ = ‖Uχ,p‖L1 ≤ C
′
s,n ‖χ‖Hs
∥∥∥〈〈·〉〉−s∥∥∥
L1
‖u‖
s,p,χ˜ , u ∈ K
s
p (R
n) .

In fact, the result proved in the particular orthogonal decomposition Rn = Rn1×
...× Rnj is true for arbitrary orthogonal decomposition of Rn.
First we shall associate to an orthogonal decomposition a family of Banach spaces
such as those introduced in Section 2 and Section 3. Let j ∈ {1, ..., n}, 1 ≤ p ≤ ∞
and s = (s1, ..., sj) ∈ R
j . Let V = (V1, ..., Vj) denote an orthogonal decomposition,
i.e.
Rn = V1 ⊕ ...⊕ Vj .
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We introduce the Banach space Hs
V
(Rn) = H
s1,...,sj
V1,...,Vj
(Rn) defined by
HsV (R
n) =
{
u ∈ S ′ (Rn) : (1−△V1)
s1/2 ⊗ ...⊗ (1−△Vk)
sj/2 u ∈ L2 (Rn)
}
,
‖u‖Hs
V
=
∥∥∥(1−△V1)s1/2 ⊗ ...⊗ (1−△Vk)sj/2 u∥∥∥
L2
, u ∈ Hs
V
.
We recall that if λ : Rn → V is an isometric linear isomorphism, where V is an
euclidean space, then (1−△V )
γ/2
u = (1−△)
γ/2
(u ◦ λ) ◦ λ−1 (see appendix A).
Definition 5.8. Let 1 ≤ p ≤ ∞, s ∈ Rj and u ∈ D′ (Rn). We say that u belongs
to Ksp,V (R
n) if there is χ ∈ C∞0 (R
n) r 0 such that the measurable function Rn ∋
y → ‖uτyχ‖Hs
V
∈ R belongs to Lp (Rn). We put
‖u‖Ks
p,V
,χ =
(∫
‖uτyχ‖
p
Hs
V
dy
) 1
p
, 1 ≤ p <∞,
‖u‖Ks∞,V,χ
≡ ‖u‖
s,ul,χ = sup
y
‖uτyχ‖Hs .
If λ : Rn → Rn is a orthogonal transformation satisfying λ (Rn1) = V1, ...,
λ (Rnk) = Vk, then the operators
Hs
V
(Rn) ∋ u→ u ◦ λ ∈ Hs (Rn) ,
Ksp,V (R
n) ∋ u→ u ◦ λ ∈ Ksp (R
n) ,
are linear isometric isomorphisms (see appendix A).
A consequence of Corollay 5.4 is is the following remark.
Remark 5.9. Let s, t ∈ Rj, 1 ≤ p0 <∞, 1 ≤ p1 ≤ ∞, 0 < θ < 1 and
1
p
=
1− θ
p0
+
θ
p1
, σ = (1− θ) s+ θt.
Then [
Ksp0,V (R
n) ,Ktp1,V (R
n)
]
θ
= Kσp,V (R
n) .
The previous result and the invariance of the ideals Spw to the composition with
λ ∈ GL (n,R) imply the following corollary.
Corollary 5.10. Suppose that Rn = V1 ⊕ ... ⊕ Vj. If s1 > dimV1, ..., sj > dimVj
and 1 ≤ p ≤ ∞, then Ksp,V (R
n) →֒ Spw (R
n).
The embedding theorem allows us to deal with Schatten-von Neumann class
properties of pseudo-differential operators.
Let τ ∈ EndR (R
n) ≡Mn×n (R), a ∈ S (R
n × Rn), v ∈ S (Rn × Rn). We define
Opτ (a) v (x) = a
τ (X,D) v (x)
= (2π)−n
∫∫
ei〈x−y,η〉a ((1− τ) x+ τy, η) v (y) dydη.
If u, v ∈ S (Rn), then
〈Opτ (a) v, u〉 = (2π)
−n
∫∫∫
ei〈x−y,η〉a ((1− τ) x+ τy, η)u (x) v (y) dxdydη
=
〈((
1⊗F−1
)
a
)
◦ Cτ , u⊗ v
〉
,
where
Cτ : R
n × Rn → Rn × Rn, Cτ (x, y) = ((1− τ) x+ τy, x− y) .
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We can define Opτ (a) as an operator in B (S,S
′) for any a ∈ S ′ (Rn × Rn) by
〈Opτ (a) v, u〉S,S′ =
〈
KOpτ (a), u⊗ v
〉
,
KOpτ (a) =
((
1⊗F−1
)
a
)
◦ Cτ
Theorem 5.11. Suppose that Rn × Rn = V1 ⊕ ...⊕ Vj.
(a) Let 1 ≤ p < ∞, τ ∈ EndR (R
n) ≡ Mn×n (R) and a ∈ K
s
p,V (R
n × Rn). If
s1 > dim V1, ..., sj > dimVj , then
Opτ (a) = a
τ (X,D) ∈ Bp
(
L2 (Rn)
)
where Bp
(
L2 (Rn)
)
denote the Schatten ideal of compact operators whose singular
values lie in lp. We have
‖Opτ (a)‖Bp ≤ Cst ‖a‖ ‖u‖Ksp,V
.
Moreover, the mapping
EndR (R
n) ∋ τ → Opτ (a) = a
τ (X,D) ∈ Bp
(
L2 (Rn)
)
is continuous.
(b) Let τ ∈ EndR (R
n) ≡Mn×n (R) and a ∈ K
s
∞,V (R
n × Rn). If s1 > dimV1, ...,
sj > dimVj , then
Opτ (a) = a
τ (X,D) ∈ B
(
L2 (Rn)
)
We have
‖Opτ (a)‖B(L2(Rn)) ≤ Cst ‖a‖Ks∞,V
.
Moreover, the mapping
EndR (R
n) ∋ τ → Opτ (a) = a
τ (X,D) ∈ B
(
L2 (Rn)
)
is continuous.
Proof. This theorem is a consequence of the previous corollary and the fact that it
is true for pseudo-differential operators with symbols in Spw (R
n) (see for instance
[A] for 1 ≤ p <∞ and [B2] for p =∞). 
Theorem 5.12. Suppose that Rn×Rn = V1⊕ ...⊕Vj. Let n = (dimV1, ..., dimVj),
µ > 1 and 1 ≤ p <∞. If τ ∈ EndR (R
n) ≡Mn×n (R) and a ∈ K
µn|1−2/p|
p,V (R
n × Rn)
then
Opτ (a) = a
τ (X,D) ∈ Bp
(
L2 (Rn)
)
.
Moreover, the mapping
EndR (R
n) ∋ τ → Opτ (a) = a
τ (X,D) ∈ Bp
(
L2 (Rn)
)
is continuous.
Proof. The Schwartz kernel of the operator Opτ (a) is
((
1⊗F−1
)
a
)
◦Cτ . Therefore,
a ∈ K02,V (R
n × Rn) ≡ L2 (Rn × Rn) implies that Opτ (a) ∈ B2
(
L2 (Rn)
)
. Next
we use the interpolation properties of Kato-Sobolev spaces Ksp,V (R
n) and of the
Schatten ideals Bp
(
L2 (Rn)
)
to finish the theorem.[
K02,V (R
n × Rn) ,Kµn1,V (R
n × Rn)
]
2
p
−1
= K
µn(2/p−1)
p,V (R
n × Rn)[
B2
(
L2 (Rn)
)
,B1
(
L2 (Rn)
)]
2
p
−1
= Bp
(
L2 (Rn)
) , 1 ≤ p ≤ 2,
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K02,V (R
n × Rn) ,Kµn∞,V (R
n × Rn)
]
1− 2
p
= K
µn(2/p−1)
p,V (R
n × Rn)[
B2
(
L2 (Rn)
)
,B
(
L2 (Rn)
)]
1− 2
p
= Bp
(
L2 (Rn)
) , 2 ≤ p <∞.

Appendix A. Convolution operators
Let V be an n dimensional real vector, V ′ its dual and 〈·, ·〉V,V ′ : V × V
′ → R
the duality form. We define the (Fourier) transforms
FV , FV : S
′ (V )→ S ′ (V ′) ,
FV ′ , FV ′ : S
′ (V ′)→ S ′ (V ) ,
by
(FV u)(ξ) =
∫
V
e−i〈x,ξ〉V,V ′u(x)dµ (x) ,
(FV u)(ξ) =
∫
V
e+i〈x,ξ〉V,V ′u(x)dµ (x) ,
(FV ′v)(x) =
∫
V ′
e−i〈x,ξ〉V,V ′ v(ξ)dµ′ (ξ) ,
(FV ′v)(x) =
∫
V ′
e+i〈x,ξ〉V,V ′ v(pξ)dµ′ (ξ) .
Here µ is a Lebesgue (Haar) measure in V and µ′ is the dual one in V ′ such that
Fourier’s inversion formulas hold: FV ′◦FV = 1S′(V ), FV ◦FV ′ = 1S′(V ′). Replacing
µ by cµ one must change µ′ to c−1µ′. These (Fourier) transforms defined above are
unitary operators FV ,FV : L
2 (V )→ L2 (V ′) and FV ′ ,FV ′ : L
2 (V ′)→ L2 (V ).
If V = Rn we use µ = m -Lebesgue measure in V with the dual µ′ = (2π)
−n
m
in V ′, so that FV = F and FV ′ = F
−1, where F is the usual Fourier transform.
Let λ : Rn → V be a linear isomorphism. Then there is cλ ∈ C
∗ such that for
u ∈ S (V ) we have
F (u ◦ λ) = cλ (FV u) ◦
tλ−1.
Indeed, the measure m ◦λ−1 is a Haar measure in V and therefore there is cλ ∈ C
∗
such that m ◦ λ−1 = cλµ. Then
F (u ◦ λ) =
∫
Rn
e−i〈y,·〉 (u ◦ λ) (y) dy =
∫
V
e−i〈λ
−1x,·〉u (x) d
(
m ◦ λ−1
)
(x)
= cλ
∫
V
e
−i〈x,tλ−1·〉
V,V ′u (x) dµ (x) = cλ (FV u) ◦
tλ−1.
Similarly it is shown that there is c′λ ∈ C
∗ such that for w ∈ S (V ′) we have
F−1
(
w ◦ tλ−1
)
= c′λ
(
FV ′w
)
◦ λ.
Let us note that the above formulas hold for elements in L2, S ′, .... Since the
measures µ and µ′ are dual, we obtain that cλc
′
λ = 1.
u ◦ λ = F−1F (u ◦ λ) = cλF
−1
(
(FV u) ◦
tλ−1
)
= cλc
′
λ
(
FV ′FV u
)
◦ λ = cλc
′
λ (u ◦ λ)
⇒ cλc
′
λ = 1.
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Let a : V ′ → C be a measurable function. We introduce the densely defined
operator a (DV ) defined by
a (DV ) = FV ′MaFV .
Lemma A.1. Let λ : Rn → V be a linear isomorphism. Then
(a) u ∈ D (a (DV )) if and only if u ◦ λ ∈ D
((
a ◦ tλ−1
)
(D)
)
.
(b) For any u ∈ D (a (DV ))(
a ◦ tλ−1
)
(D) (u ◦ λ) = a (DV ) u ◦ λ.
Proof. (a) The following statements are equivalent:
(i) u ∈ D (a (DV )) .
(ii) aFV u ∈ L
2 (V ) .
(iii) (aFV u) ◦
tλ−1 ∈ L2 (Rn) .
(iv)
(
a ◦ tλ−1
) (
FV u ◦
tλ−1
)
∈ L2 (Rn) .
(v)
(
a ◦ tλ−1
)
F (u ◦ λ) ∈ L2 (Rn) .
(vi) u ◦ λ ∈ D
((
a ◦ tλ−1
)
(D)
)
.
(b) Let u ∈ D (a (DV )). Then(
a ◦ tλ−1
)
(D) (u ◦ λ) = F−1Ma◦tλ−1F (u ◦ λ) = cλF
−1
[
(MaFV u) ◦
tλ−1
]
= cλc
′
λ
(
FV ′MaFV u
)
◦ λ = a (DV )u ◦ λ.

If a ∈ C∞pol (V
′) then the operator a (DV ) = FV ′MaFV belongs to B (S
′ (V )). In
this case we have the following result.
Lemma A.2. Let λ : Rn → V be a linear isomorphism. If a ∈ C∞pol (V
′) then for
any u ∈ S ′ (V ) (
a ◦ tλ−1
)
(D) (u ◦ λ) = a (DV ) u ◦ λ.
Proof. By continuity and density, it suffice to prove the equality for u ∈ S (V ). But
this is done in previous lemma. 
Suppose that (V, |·|V ) is an euclidian space and that a is symbol of the form
a = b
(
|·|2V ′
)
,
where b ∈ C∞pol (R) and |·|V ′ is the dual norm of |·|V .
Let λ : Rn → V be a linear isometric isomorphism. Then tλ−1 : Rn → V ′ is a
linear isometric isomorphism so that |·|V ′ ◦
tλ−1 = |·|, where |·| is the euclidian in
Rn. It follows that
b
(
|·|2V ′
)
◦ tλ−1 = b
(
|·|2
)
.
Using the previous lemma we obtain the following result.
Corollary A.3. Let λ : Rn → V be a linear isometric isomorphism. If b ∈ C∞pol (R)
then for any u ∈ S ′ (V )
b
(
|D|
2
)
(u ◦ λ) = b
(
|DV |
2
)
u ◦ λ.
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