Although the self-referent encoding task (SRET) is commonly used to measure self-referent cognition in depression, many different SRET metrics can be obtained. The current study used best subsets regression with cross-validation and independent test samples to identify the SRET metrics most reliably associated with depression symptoms in three large samples: a college student sample (n ϭ 572), a sample of adults from Amazon Mechanical Turk (n ϭ 293), and an adolescent sample from a school field study (n ϭ 408). Across all 3 samples, SRET metrics associated most strongly with depression severity included number of words endorsed as self-descriptive and rate of accumulation of information required to decide whether adjectives were self-descriptive (i.e., drift rate). These metrics had strong intratask and split-half reliability and high test-retest reliability across a 1-week period. Recall of SRET stimuli and traditional reaction time (RT) metrics were not robustly associated with depression severity.
suring number of word endorsements for positive and negative stimuli, decision-making RT and recall of SRET stimuli can also be assessed, providing a variety of metrics relating to the cognitive processing of self-relevant information.
Research in depression has examined a variety of SRET responses and the association of these metrics with depression has been somewhat variable. Faster endorsement of negative adjectives as self-descriptive on the SRET has been associated with depression (e.g., Alloy et al., 1997; MacDonald & Kuiper, 1985) , suggesting that reduced RT indicates a dominant negative selfschema. However, not all studies find this result; many have indicated no RT differences between low-and high-depression groups (Bradley & Mathews, 1983; Dozois & Dobson, 2001; Gotlib et al., 2004) . Similarly, preferential recall for negative rather than positive words that were previously endorsed as describing the self is also commonly used to measure a negative memory bias (e.g., Bradley & Mathews, 1983; Gotlib et al., 2004) . Some results suggest that differing levels of depressive symptoms may also impact on recall, endorsement, or RT (Derry & Kuiper, 1981; Kuiper & Derry, 1982; Timbremont & Braet, 2004; Timbremont, Braet, Bosmans, & Van Vlierberghe, 2008) .
Additionally, some have used a "processing bias" scores to investigate the SRET (e.g., Hayden et al., 2013; Johnson, Joormann, & Gotlib, 2007; Prieto et al., 1992) . Positive and negative processing scores are ratios which relate to the number of selfreferential words of each valence that are recalled. Prieto et al. (1992) created ratios of endorsed words of each valence to the total numbers of words endorsed, while others created ratios of the number of self-referential words recalled of each valence to the number of words endorsed of that valence (Hayden et al., 2013; Johnson et al., 2007) . However, which of these outcomes from the SRET best and most consistently predicts depressive symptom severity remains unclear.
Importantly, use of a variety of SRET metrics in past research makes it difficult to compare results across studies and, perhaps more importantly, highly flexible processing and scoring of task data has been identified as a leading contributor to inconsistent literatures and nonreplications (Wicherts et al., 2016) . Thus, an important focus of the current paper is to provide strong evidence for SRET metrics that are most reliably associated with depression severity and could therefore be used consistently in future research. Some past research has attempted to narrow potential predictors from the SRET down to those that were most predictive of depressive symptoms (Disner, Shumake, & Beevers, 2016) . In this research, the depressive symptoms of a medium-sized group of adults (n ϭ 57) were best predicted by the positive and negative words they endorsed on the SRET. However, this sample size was moderate and the possible predictors were limited. Thus, this study motivates a more thorough study of the SRET.
In addition to the problem that different SRET metrics have been used in past research, the psychometric properties of this task are not well established. There is an increasing focus on the importance of establishing task reliability (Rodebaugh et al., 2016) , just as there has been for self-report assessments for many decades. As the SRET has been used in various incarnations over the years, and is used to measure a construct that is central to the cognitive theory of depression, it is important to establish whether the SRET has adequate psychometric properties.
In terms of its psychometric properties, few studies have collected SRET data over multiple time points, and this has usually been done over extended periods of time-to measure change in self-referent processing but not to determine task reliability. There are nonetheless some indications that the SRET is stable over time. For example, several studies in relatively large samples of children (ns Ͼ 200) indicate that processing bias scores for positive and negative adjectives on the SRET remained stable over time. Hayden et al. (2013) found significant correlations ranging from r ϭ .24 to r ϭ .39 for SRET processing scores over one year periods, and Goldstein et al. (2015) found significant correlations ranging from r ϭ .10 for negative processing to r ϭ .24 for positive processing over a 3-year period.
Few studies have looked at the SRET longitudinally in older samples. One early study in 24 participants diagnosed with major depressive disorder found that several SRET metrics, including endorsements and RT, remained stable over the course of 2-3 weeks in those who remained depressed, while changing when participants remitted from depression (Dobson & Shaw, 1987) . However, that study was quite small. Similarly, a small number of studies have examined psychometric properties of the SRET. An early study found that depressed participants endorsed more negative words than healthy participants at baseline and after 2 weeks (Dobson & Shaw, 1987) . Researchers also showed consistent endorsements of negative information when tested six months apart, which were only consistent for participants who remained depressed (Dozois & Dobson, 2001) . Additionally, researchers who have examined the psychometrics of the SRET within study samples have shown high internal consistency in the responses (Auerbach et al., 2016) . However, these studies all had relatively small samples (ns Ͻ 100) and internal reliability has not routinely been assessed with the SRET. Thus, one major goal of this study was to identify the SRET parameters that are most strongly and reliably associated with depression symptom severity and determine whether these components have strong internal consistency and are reliable over time.
One focus was thus to investigate the relative utility of RT measures on the SRET, which may have led to ambiguous past results. In fact, although RT measures have been used with the SRET, an important literature has emerged indicating that simple RT measures for two-choice decisions may be suboptimal (White, Ratcliff, Vasey, & McKoon, 2010) . Rather than relying on RT, the diffusion model assumes that information is continuously accumulated (i.e., as individuals process stimuli) until a threshold is hit which results in a response (Voss, Nagler, & Lerche, 2013 ). The diffusion model uses RT and response data, and their distributions, to draw conclusions about the cognitive processes underlying decisions. For example, the drift rate (v) is estimated using the diffusion model, representing the speed of accumulation of information, that is, how the buildup of information leading to a decision. This component, as well as others described below, putatively provides a greater level of precision about two choice decision-making than simple RT response and may be important for predicting depression symptom severity. Thus, in addition to obtaining a traditional RT metric, the current study also examined the utility of applying the diffusion model to SRET responses.
Given the large number of potential parameters that can be derived from the SRET, what is the best way to identify the most reliable predictors of depression severity? Best subsets selection, This document is copyrighted by the American Psychological Association or one of its allied publishers.
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an automated procedure that evaluates the predictive performance of various combinations of predictors using cross-validation, is ideally suited for this goal. Best subsets regression introduces linear combinations of predictors into a series of regression models, comparing all possible combinations in terms of model fit and identifying which combination of predictors provide the best model fit. Cross-validation procedures aim to identify which predictors best explain variance in new data, thus minimizing overfitting to the sample data. To provide an additional test of how well the best cross-validated model generalizes to new samples, before beginning we randomly selected 20% of the data in each sample to serve as a completely independent validation test (i.e., data that were never used at any point during model fitting). This test data is distinct from the data used during cross-validation, which does use all of the data, albeit not all at the same time. Generalizing to new samples is the ultimate goal for most research, and thus we believe this independent validation test is an important feature and strength of the current study. Self-referent processing has been measured across a variety of populations in past research, and thus we elected to administer the SRET and measures of depression severity to different samples. The first sample was collected online in an undergraduate student sample (the college student sample); the second was collected online using Amazon Mechanical Turk (the MTurk sample); the third sample was from a school field study which included high school adolescents (the adolescent sample). These three samples provide the opportunity to observe whether the optimal parameters are consistent across adolescence and adulthood.
For the relationship between self-schema and depressive symptom severity, we predicted a bias toward negative information would be stronger for participants with elevated depressive symptoms. Given the rigorous approach to predictor selection designed to maximize reliability of results and generalizability to new samples, we expected that similar SRET metrics would be chosen as the best predictors of depression severity across each sample. We also hypothesized that these metrics would have strong reliability, with high internal consistency and strong test-retest reliability over the course of 1 week.
Method Participants
Participants in the college student sample were eligible to participate if they were over the age of 18, were fluent in English, and provided informed consent. Participants in this sample were undergraduates recruited from the University of Texas at Austin psychology subject pool and received course credit for their participation (n ϭ 527). Although not all participants disclosed age (n ϭ 236 chose not to disclose age), those participants who did reported a narrow age range (18 -24; M ϭ 19.12, SD ϭ 1.14). A slight majority of this sample was female (62.9%) and White (58%).
Participants in the second sample were recruited from Amazon Mechanical Turk (the MTurk sample; n ϭ 293). Amazon Mechanical Turk has been used for collecting behavioral data for psychological experiments with positive results (Buhrmester, Kwang, & Gosling, 2011) ; participants have also been shown to vary in psychopathology symptoms (Shapiro, Chandler, & Mueller, 2013) . Data for this study were collected through an adjunctive website, TurkPrime (Litman, Robinson, & Abberbock, 2016) , which allowed us to specifically and flexibly recruit participants who were from the United States and were positively rated respondents on Mechanical Turk. Additionally, participants in this sample were over the age of 18, were fluent in English, and provided informed consent. This sample was in their late thirties (age M ϭ 37.51, SD ϭ 10.7), 57.9% female, and largely White (79%).
Participants in the third sample participated in an approved program evaluation study, requested and approved by the school district and school principal (the adolescent group, n ϭ 408). Data were collected over the course of May and July of 2016. Participants were primarily in the ninth grade and on average were 14-years-old (M ϭ 13.99, SD ϭ 1.14); the majority was female and White (see Table 1 for full demographic information for all three samples). Note. As not all participants provided demographic information, sample size (N) is provided for each row. Some participants reported belonging to multiple groups. Ethnicity was not available for the college student sample. Depression scores for college students and MTurk samples come from the Center for Epidemiologic Studies-Depression Scale (CES-D), which ranges from 0 to 60 (with a common cut-off of 16); for adolescents, from the Children's Depression Inventory: Short (CDI:S), which ranges from 0 to 20 (with a common cut-off of 3). This document is copyrighted by the American Psychological Association or one of its allied publishers.
Measures
Center for Epidemiologic Studies-Depression Scale (CES-D). The CES-D (Radloff, 1977) assesses depressive symptoms over the past week using a 20-item self-report questionnaire. Potential scores range from 0 to 60; higher scores indicate more depressive symptoms, with 16 a common cut-off for elevated symptomatology. The CES-D was used in the college student and MTurk samples. Scores on the CES-D can be accurately reflective of both low levels of depressed mood and elevated depressive symptoms.
Children's Depression Inventory: Short (CDI:S). The Children's Depression Inventory (Kovacs, 1981 (Kovacs, , 1992 ) is a self-report questionnaire for measuring depression symptoms in children between the ages of 8 and 18. A short version (Allgaier et al., 2012; Kovacs, 2003) has 10 items and is sensitive as well as brief (Ahlen & Ghaderi, 2017) ; total scores range from 0 to 20, with higher scores indicating more depressive symptoms and a recommended cut-off of 3 for the short-form (Allgaier et al., 2012) . The CDI:S was used in the adolescent sample, chosen to be time-efficient and to replicate past work which had used the CDI:S (e.g., Miu & Yeager, 2015) . Self-referent encoding task (SRET). The SRET (Derry & Kuiper, 1981 ) is a computer-based task designed to assess schemarelated processing. Participants make decisions about whether positive and negative adjectives are self-descriptive. Participants view the words one at a time and make rapid judgments about whether or not each word presented described themselves following word offset. Participants viewed 26 negative and 26 positive words.
1 Words were selected from a well-validated list of positive and negative self-descriptive adjectives (Doost, Moradi, Taghavi, Yule, & Dalgleish, 1999) .
For the college student and MTurk samples, the SRET consisted of three blocks; in each block, all 52 words were displayed once in random order. In the adolescent sample, due to time constraints, words were presented only once. Words were displayed in white text on a black screen and remained on-screen until participants responded. Participants were told to use the Q or P keys on their personal keyboard to answer whether the word described them or not. Each trial was followed by a 1,500 ms intertrial interval.
After completing the task, participants were asked to pause for 1 min and relax. Then, participants in the college and MTurk samples were given 5 min to recall as many adjectives as possible from the SRET. In the adolescent sample, 3 min were given for free recall due to time constraints.
SRET metrics. Although the SRET is a simple, straightforward task, it is possible to generate a number of metrics from this task. Commonly used metrics include the number of positive and negative words endorsed as self-descriptive. Individuals with a higher number of negative words endorsed are thought to have a more negative schema; the reverse is true for positive endorsements. Second, the number of positive and negative words that were endorsed as self-descriptive and then recalled is also commonly used to measure self-schema. Recalling more negative words is indicative of a more negative self-schema. Third, some research has examined RT to indicate whether a word is selfdescriptive or not. Faster RT for negative words endorsed as self-descriptive is thought to reflect a stronger negative selfschema (Alloy et al., 1997; Markus, 1977) . Some (e.g., Prieto et al., 1992) have also used ratios to compare, for example, the number of positive words endorsed to the total number of words endorsed. Inclusion of such ratios in regression models induces a linear dependency with the intercept, given that they sum to one. Additionally, they reduce the degrees of freedom of the model. As such, although past work has employed them, we could not include them in these models.
Additionally, responses to the SRET can be examined via a computational model known as the diffusion model. Both RTs and responses were used as input for the drift diffusion model (Ratcliff, 1978; Ratcliff & Rouder, 1998; White et al., 2010) , a sequential sampling technique that decomposes responses, RTs, and their distributions into distinct components of decision-making and processing. The diffusion model has been used with the SRET in a previous study (Disner et al., 2016) ; it assumes that on each trial, evidence is accumulated until one of two response criteria have been met (i.e., whether a given word is self-descriptive).
The relative ease of evidence accumulation is measured by a component referred to as the drift rate. For the SRET, drift rate (v) can be conceptualized as an index of self-schema. A very positive drift rate to negative words indicates that it is easy to categorize such words as self-referential; a drift rate close to zero for positive words indicates that it is difficult to categorize such words; and a strongly negative drift rate reflects that evidence accumulation often leads to rejecting a stimulus as self-referential. Thus, a highly positive drift rate to negative words can be thought of as representing a strong negative self-schema, while a highly positive drift rate to positive words can be thought of as representing a strong positive self-schema. Relative starting point (zr) refers to the degree to which a given valence (positive or negative) may be biased toward one decision (self-referent vs. non-self-referent). Both the relative starting point and the drift rate were calculated separately for positive and negative words.
The diffusion model also estimates the following components: the threshold separation (a), or amount of information needed to make a decision; the response time constant (t0); the difference in speed of response execution (d); and the intertrial variability of drift (sv), intertrial variability of starting point (szr), and intertrial variability of nondecisional components (st0). The diffusion model's components were computed with the program fast-dm using the Kolmogorov-Smirnov estimation method (Voss & Voss, 2007) .
Procedure
The Institutional Review Board at the University of Texas at Austin approved all procedures across all samples. Online participants provided informed consent via an online form and did not provide identifying information. Adolescent participants participated as part of a program evaluation study; demographic information was provided from school rosters. Participants were al-1 Positive words were: happy, good, joyful, proud, brilliant, great, nice, excited, pleased, glad, excellent, wonderful, loved, fun, friendly, helpful, confident, fantastic, cool, awesome, best, content, free, playful, kind, funny; Negative words were: alone, angry, annoyed, ashamed, bad, depressed, guilty, hateful, horrible, lonely, lost, mad, nasty, naughty, sad, scared, silly, sorry, stupid, terrible, unhappy, unloved, unwanted, upset, wicked, worried. In the adolescent sample, "silly" was replaced by "dumb". This document is copyrighted by the American Psychological Association or one of its allied publishers.
lowed to opt out of the study. No structured interview or questionnaire was used to assess psychopathology or past depression; thus, no participants were excluded on this basis. For all three samples, questionnaires presented in Qualtrics (Provo, UT) were used to assess symptoms of depression. Following these measures, participants were automatically directed to a separate website to complete the SRET. In both the college and MTurk samples, two waves of data collection occurred. In the first wave, participants completed the SRET using Qualtrics and the QRTEngine (Barnhoorn, Haasnoot, Bocanegra, & van Steenbergen, 2015) ; a second wave of participants completed the SRET using Inquisit software (Millisecond Software LLC, Seattle, WA).
2
Inquisit is a commercial platform that runs "full screen" on participant's computers as a Java applet; the QRTEngine runs in participants' Internet browsers or on school computers, within the Qualtrics website. In the college student sample, 144 participants completed the study in Qualtrics and 383 participants completed the experiment in Inquisit. In the MTurk sample, 109 participants completed the experiment in Qualtrics and 184 used Inquisit.
Following the SRET, online participants had five minutes to complete free recall of the words presented during the SRET. Participants were compensated with experiment credit (college students) or $1.75 (MTurk), which is roughly the standard for studies collected on Amazon's Mechanical Turk platform (Buhrmester et al., 2011; Mason & Suri, 2012) . Participants did not complete additional measures as part of this experiment.
In the adolescent sample, a self-report survey was administered in Qualtrics to assess depressive symptoms and other internalizing symptoms. Following this, participants were led to complete a series of cognitive task batteries in Inquisit. The SRET was presented at the beginning of this battery and was immediately followed by the recall assessment. Adolescent participants were not compensated.
All MTurk participants who were included following the baseline collection were invited to repeat the procedures a second time 1 week later; 167 participants' data were included at both T1 and T2. These participants were paid slightly more when they completed the second time point ($2.00) than the first time point to encourage completion.
Participant Attrition and Data Filtering
A large number of participants did not complete all aspects of the study or in other ways provided questionable data. In keeping with published guidelines for online data collection (Shapiro et al., 2013) , online participants (college and MTurk samples) were excluded prior to conducting inferential statistical analyses for a variety of reasons. Participants who incorrectly answered either of two simple math problems (e.g., "Feel free to use a calculator: What is 7 ϩ 15?") were excluded, as these participants were assumed not to be attending to study materials. Participants in these two studies also completed the Infrequency-Psychopathology Scale of the Minnesota Multiphasic Personality Inventory-2 (MMPI). As described in Shapiro et al. (2013) , this instrument measures bizarre beliefs; those who scored more than 3 standard deviations above the group mean were presumed to be inattentive and were excluded. Participants with incomplete data or a variance of zero on the self-report measures (i.e., they responded to every item with the same response) were also excluded.
3
On the SRET, across all samples, participants who answered more than 10% of trials in under 200 ms were excluded. Those participants with more than 15% of trials deemed outliers for any reason were excluded. Any participants for whom there was no free recall data from the SRET were excluded. Given these exclusions, ns reported above are the sample size of the final data; original sample sizes for those who completed the study were n ϭ 676 for the college student sample, n ϭ 420 for the MTurk sample, and n ϭ 571 for the adolescent sample. That is, 149 participants were lost from the college student sample, 127 from the MTurk sample, and 163 for the adolescent sample. Although such exclusions are high, they followed a priori plans and are representative of much online research (Hauser & Schwarz, 2016; Zhou & Fishbach, 2016) . We tested whether depression scores predicted that participants' data being filtered out in each sample separately, entering all participants for whom we had CES-D data into a logistic model that predicted whether data was included by CES-D score. Dropped data in the student sample was linked to CES-D score, z(675) ϭ Ϫ3.01, p ϭ .003, while this was not the case for the MTurk sample, z(419) ϭ Ϫ1.46, p ϭ .14, or the adolescent sample, z(570) ϭ Ϫ1.25, p ϭ .21.
Data from the SRET were filtered for both time points, as described above. Trials with RTs under 200 ms were dropped, as were trials at least 3 median absolute deviations above individual participant's median RTs (Leys, Klein, Bernard, & Licata, 2013) . After dropping trials based on RT, for participants who had multiple blocks of the SRET, the number of words endorsed was calculated as a rounded average across word repetitions, such that although each word was presented three times, it could only be endorsed once. (Although most words were consistently endorsed, words that were endorsed one third of the time were considered not to have been endorsed, whereas those that were endorsed two thirds of the time were considered to have been endorsed.)
Data Analytic Plan
Three primary analyses were conducted. First, we used best subsets regression with 10-fold cross-validation, repeated under 10 different randomizations, to determine the best SRET predictors of depressive symptom severity (on the CES-D or CDI:S), including word endorsements, RT, recall, and the components of the diffusion model described above. Second, the features from the SRET identified as most strongly correlated with depression symptoms were examined in terms of internal reliability, including Cronbach's alpha for positive and negative items and split-half reliability. Third, repeated-measures analyses were conducted to determine test-retest reliability, using the subsample of MTurk participants who completed the task twice over the course of one week.
Due to nonselected samples with a high prevalence of zero or near-zero depressive symptoms, the frequency distributions for CES-D and CDI:S responses were decidedly non-Gaussian and far 2 Analyses were initially performed to determine whether the engine by which the SRET was administered (QRTEngine or Inquisit) significantly altered results. Given that this variable did not significantly affect results, all further analyses were repeated within group but ignoring engine.
3 Some items on these measures are reverse-scored; thus, zero variance does not exclude people with a score of zero on the measure. This document is copyrighted by the American Psychological Association or one of its allied publishers.
better characterized as count distributions with overdispersion (data distributions can be seen in supplementary materials, Figure  S1 ). Therefore, for the best subsets analyses, we modeled depressive symptom severity using negative binomial regression, a generalized linear model (GLM) that fits an additional parameter to account for overdispersion. For the Mechanical Turk and adolescent samples, there was also some evidence of zero inflation (more 0 values than would be expected for a negative binomial model), and we explored fitting these data with zero-inflated negative binomial (ZINB) models. While these models achieved somewhat better fits, the decrease in prediction error was not substantial, and the same set of best predictors was selected. Thus, to facilitate comparison with the college student sample (which did not show excessive zero values), we only report here the results of the negative binomial regressions. Best subset selection using negative binomial GLMs was implemented with the beset package (Shumake, 2016) , which uses cross-validation to find the subset of predictors that minimizes the mean cross-entropy between the predicted responses ŷ (based on models fit to within-fold samples) and the observed responses y (from the corresponding out-of-fold samples). Mean cross entropy is an information-theoretic quantity that is analogous to mean squared error, but instead of averaging (ŷ Ϫ y) 2 , it averages the negative logs of the probability density functions for ŷ (given the error distribution of the GLM, in this case the negative binomial) evaluated at y. It is important to note that cross entropy simply converts prediction error into a relative likelihood parameter; if applied to the training set instead of the test set, mean cross entropy equals the negative log-likelihood of the model divided by the number of observations. (For logistic regression, this is also known as "log-loss.") Given that GLMs are fit by minimizing the negative log-likelihood (thus maximizing the likelihood), cross entropy defines a unified loss function for both fitting and crossvalidating GLMs (Murphy, 2012) . The end-goal of this resampling procedure is to find the most reproducible model that will generalize best to new data. Given that we had a large sample size, we randomly set aside 20% of the data from each sample prior to best subset selection to serve as an additional, independent test of how well the best model, chosen by cross-validation, performs on new data. The 20% statistic mirrors one fifth of the data used in each fold of the cross-validation, and follows guidelines (Hastie, Tibshirani, & Friedman, 2008) . The data, models, and corresponding analyses script can be found in the online supplementary materials (https://doi.org/10.18738/T8/XK5PXX and https://jdbest.github.io/ sretmodels/).
All available metrics from the SRET, including those from the diffusion model, were included as predictors in these analyses. As such, 19 predictors were available for selection, but models were limited to a maximum of 10 predictors. For both positive and negative valence, these predictors included number of words endorsed as self-descriptive, self-referential recall, total recall, RT, drift rate (v), and relative starting point (zr). Additional elements from the diffusion model (a, t0 days, sv, szr, and st0), described above, were also included.
All participants included in these analyses had complete data for every variable, as well as a measure of depression (CES-D for the college student and MTurk samples; CDI:S for the adolescent sample). The best models were chosen not for having the absolute lowest cross-validation error, but rather for having the fewest predictors while having a mean cross-validation error that remained within one standard error of the mean of the absolute lowest cross-validation error (Hastie et al., 2008) . This procedure results in the selection of the most parsimonious model that can achieve predictive performance comparable to that of a more complicated model.
To provide a familiar index of goodness of fit and prediction, we calculated an R 2 measure appropriate for negative binomial regression. The traditional R 2 statistic is not appropriate for GLMs that utilize non-Gaussian error distributions, as its interpretation as the fraction of uncertainty explained no longer holds. Cameron and Windmeijer (1997) proposed an R 2 measure based on the ratio of Kullback-Leibler divergence (entropy-cross-entropy) between the fitted and null models that generalizes this interpretation of R 2 to non-Gaussian GLMs.
Given that entropy is equivalent to the negative log-likelihood of the saturated model, this R 2 can be calculated as 1 Ϫ dev nulldev , where dev is the deviance of the fitted model and nulldev is the deviance for the intercept-only model. We therefore abbreviate this statistic as R D 2 and refer to it as "deviance explained" to make clear the distinction between this and the "variance explained" R 2 from ordinary least squares regression. In addition to the model-fit R D 2 , which describes how well the models fit the training data, we also calculated a predictive R D 2 , using the cross-entropies computed for the withheld folds during cross-validation. This statistic indicates the fraction of uncertainty in new data that the model is expected to explain. As we also obtained 100 estimates of the predictive R D 2 from the cross-validation procedure (10 folds ϫ 10 resamples), we further resampled these results 1,000 times to obtain a bootstrap estimate of the 95% confidence interval for the mean predictive R D 2 . Beyond computing diffusion model components, data cleaning, simple modeling, and visualization were conducted in RStudio (Version 1.0.136) running R (Version 3.3.2) with the following packages: dplyr (Wickham & Francois, 2015) , tidyr (Wickham, 2015) , ggplot2 (Wickham, 2009) , lme4 (Bates, Mächler, Bolker, & Walker, 2015) , and psych (Revelle, 2016) . In addition, best subset selection with repeated cross-validation was performed using a version of R (3.2.1) compiled for high-performance computing (HPC) with the Wrangler data analysis system at the Texas Advanced Computing Center (TACC), using our own R package, beset (Shumake, 2016) , to parallelize model resampling.
Results

Summary Statistics for Behavioral Data and Outcomes
Self-report data from the CES-D and CDI:S are presented along with basic demographic information per sample in Table 1 . The college student (M ϭ 14.19; SD ϭ 9.71) and MTurk (M ϭ 13.39; SD ϭ 11.85) samples had, on average, mildly elevated depression symptoms on the CES-D, although symptom severity ranged mild to severe. Similarly, the adolescent sample on average had scores on the CDI:S indicating mild symptoms of depression but there were cases across the range of depression symptom severity (M ϭ 2.56; SD ϭ 3.14).
Descriptive data for the SRET metrics are presented in Table  2 , alongside components from the diffusion model. As a whole, participants endorsed more positive words than negative, This document is copyrighted by the American Psychological Association or one of its allied publishers.
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4
Best Subsets Analyses
For each model, at each number of predictors, the average cross-entropy error for the train data, cross-validation data, and test data are presented in Figure 1 . Errors are standardized for each Sample ϫ Dividing ϫ The null model's cross-entropy error for that data type, such that the standardized error for the null model is equal to 1. Across all models, standardized cross-entropy error for the training data (in gray) decreases quickly after the first two to three predictors and then continues to decrease gradually as more predictors are added to the model. For the standardized cross-validation cross-entropy error (in red), a similar pattern is observed for the college and MTurk samples, except that standardized cross-entropy error becomes relatively stable after the third predictor rather than continuing to decrease. For the adolescent model, the standardized cross-validation cross-entropy error (in red) begins to slightly increase after the fifth predictor variable. Last, for the independent test dataset (i.e., 20% of data set aside and not used to train the models), standardized cross-entropy error (in blue) mirrors the training and cross-validation error for the college student sample. For the MTurk sample, change in error for the test dataset improved initially, but started to increase for models with more than two predictors. For the adolescent sample, there was a clear improvement in test cross-entropy error for models with one, three, and four predictors, and then test crossentropy error began to increase with more predictors in the model. Nonetheless, prediction error improved substantially between the null model and the model with two predictors, and continued to improve with three predictors for the college student sample, and with four predictors for the MTurk and adolescent samples. Hence, three-and four-predictor models were selected as the best model for each sample, as these were the most parsimonious models that had a mean cross-validation error within one standard error of the mean of the model with the absolute lowest crossvalidation error.
The best model for the college student sample included three predictors: the number of negative words endorsed (␤ ϭ 0.05, SE ϭ 0.005), drift rate (v) to positive words (␤ ϭ Ϫ0.13, SE ϭ 0.02), and intertrial variability of starting point (szr; ␤ ϭ Ϫ0.46, SE ϭ 0.19). This model explained 45% and 43% of the deviance in depressive symptom severity in the training and test samples, respectively. The mean cross-validated R D 2 was 0.44, 95% CI [0.42, 0.46].
The best model for the MTurk sample included four predictors: the number of negative words endorsed (␤ ϭ 0.03, SE ϭ 0.01), drift rate (v) to negative words (␤ ϭ 0.13, SE ϭ 0.07), drift rate (v) to positive words (␤ ϭ Ϫ0.11, SE ϭ 0.04), and intertrial variability of nondecisional components (st0; ␤ ϭ 1.44, SE ϭ 0.57). This model explained 43% and 29% of the deviance in depressive 4 An interactive shiny interface to explore the relationships between these variables can be viewed online at https://jdbest.shinyapps.io/shinycomparisons/ . In order to compare the consistency of the predictors chosen by the best models, we compared R D 2 across samples for the best models described above. Given that R D 2 is affected by the number of parameters, we compared the best models with four predictors-the minimum required for the MTurk and adolescent samples-for all three samples; the best model with four predictors for the college students included the three predictors described above, and the relative starting point (zr) for negative words. The predictors chosen by the MTurk model resulted in R D 2 in the college students, which is only 0.009 less than the best model. The predictors chosen by the adolescent model resulted in R D 2 in the college students, which is 0.015 less than the best model. The predictors chosen by the college student model resulted in R D 2 in the MTurk sample, which is 0.02 less than the best model. The predictors chosen by the adolescent model resulted in R D 2 in MTurk sample, which is 0.009 less than the best model. The predictors chosen by the college student model resulted in R D 2 in the adolescent sample, which is 0.05 less than the best model. The predictors chosen by the MTurk model resulted in R D 2 in adolescent sample, which is 0.05 less than the best model. That these models at worst indicated 0.05 less deviance explained is indicative of a strong degree of consistency. (The worst models chosen with four predictors had R D 2 of less than 0.001.) Given that many models had comparable prediction errors with mean cross entropy error within the 95% confidence intervals of the best model's R D 2 , and given the high degree of correlation between many of the predictors, Figure 2 shows all possible two-variable models for each sample (more than two variables would have made this figure unwieldy). Squares for each comparison are shaded by degree of cross-entropy error, with lower errors receiving darker shading. The top and right of each plot has predictors relating to positive valence; the bottom and left of each plot has predictors relating to negative valence. Predictors in the middle come from the diffusion model. These plots demonstrate how well each combination of all possible two variable models predicts depression symptom severity.
Of note are the number of negative and positive words endorsed, and the drift rate to positive and negative words; these variables were strongly predictive of depression symptom severity in any combination. Self-referential recall of negative words only-not positive words-was often a strong predictor of depression severity with a second predictor, although it was chosen in none of the best models. Also important to note is that although several nonvalenced components of the diffusion model were included in the three-and four-predictor models; in these two-predictor plots, such components are only predictive of depression in conjunction with valenced predictors. Figure 1 . Standardized cross-entropy errors, as a function of increasing the number of predictors for each model. Cross entropy is an index of the discrepancy between model predictions and observed data. Errors are standardized to the null model (i.e., 0 predictors) for each data type, so that the error for the null model is equal to 1. The dotted gray line shows the standardized cross-entropy error for the training data ("train"), which is guaranteed to always decrease as the number of predictors increase. (However, this decrease may be due to the model picking up on random chance patterns, and does not necessarily translate into better predictions with new data.) Solid red lines show the standardized mean cross entropy across 10 repetitions of 10-fold cross-validation ("CV"), with the standard error of the mean indicated by error bars. Models were chosen based on CV error. Dashed blue lines show the standardized cross-entropy error for an independent test data set ("test"), a pseudorandomly chosen 20% subset of each sample. For the college student sample, all three error curves are highly similar, likely because this sample has the largest sample size (n ϭ 527). With the other, smaller samples (MTurk n ϭ 293, adolescent n ϭ 408), there are widening discrepancies between the training error versus the cross-validation and test error as the number of predictors increases. These models indicate that prediction error improves substantially relative to the null, intercept-only model (0 predictors) with the addition of between two and four predictors, and then appears relatively constant up to 10 predictors. The three-and four-predictor models were chosen for each sample, as the simplest model within one standard error of the minimum of each curve. See the online article for the color version of this figure. This document is copyrighted by the American Psychological Association or one of its allied publishers.
Comparing Targeted Models
The best subsets procedures chose endorsements and components of the diffusion model as the best predictors of depression severity and did not choose predictors relating to recall or RT. Given our interest in determining the best predictors that would be sufficient to predict depressive symptom severity, we targeted models to compare against one another using cross-validated R D 2 with bootstrapped 95% confidence intervals as a measure of predicted deviance explained. Thus, we were able to compare in a "head to head" fashion whether specific predictors were markedly better than others. Specifically, we were interested in comparing how well positive and negative word endorsements alone compared with the recall of positive and negative words, and to the drift rate (v) for positive and negative words. In particular, collecting recall data and RT data (necessary for calculating drift rate and the diffusion model) adds experimental time and burden to both researchers and participants. We were therefore interested in evaluating whether this added cost translates to a worthwhile gain in terms of predicting depression severity.
The model with just positive and negative word endorsements explained between 31% and 42% of the cross-validated deviance, This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. 
SRET Internal Consistency
For each sample (and for both time points for the MTurk sample), Cronbach's alpha for all participants was calculated using the psych package in R (Revelle, 2016) . Word endorsements and RTs were present for every participant, for every trial, and thus alpha was calculated for each of these, for positive and negative trials separately. Confidence intervals on alpha were bootstrapped using 10,000 iterations.
Cronbach's alpha across each sample for endorsements of positive words was strong and ranged from .93, 95% CI [.91, .94] to .97, 95% CI [.97, .98] . Similarly strong internal reliability was observed for endorsements of negative words, as alpha ranged from .91, 95% CI [.90, .92] to .94, 95% CI [.93, .95] . Interitem correlations were somewhat higher for endorsements of positive items than for negative, ranging from r ϭ .34 to r ϭ .56 for positive words, and from r ϭ .27 to r ϭ .40 for negative words. The item "silly," which had been considered a negative word, was correlated close to zero with the other items. Given the low loading, this item was replaced for the adolescent sample (refer to Footnote 2). However, no other item failed to correlate with the positive or negative items, indicating strong internal reliability of endorsements. Tables of interitem correlations for each sample will be available in online materials following review, or are available by request.
Cronbach's alpha across all samples for RTs to positive words ranged from .95, 95% CI [.94, .95] [.98, .99] . Interitem RT correlations were roughly equivalent, and ranged from r ϭ .40 to r ϭ .69 for RTs to positive words, and from r ϭ .38 to r ϭ .70 for RTs to negative words. These correlations and extremely high alphas indicate strong internal reliability of RTs.
Split-half task reliability was calculated for all predictors chosen in the best subsets procedures, which included the number of positive and negative endorsed words, the drift rate (v) to positive and negative words, the relative starting point (zr) for negative words, the intertrial variability of starting point (szr), the intertrial variability of nondecisional components (st0), and the threshold separation (a). Reliability was calculated in two ways for each variable. First, we correlated the predictor of interest on even versus odd trials across the whole task for each sample. Second, for the college student and MTurk samples, for which there were three blocks of the SRET, we correlated the predictor of interest on the first block to the predictor of interest on the third block.
Because of limits on the efficacy of the diffusion model's components with too few trials, these processed scores were only calculated for the college student and MTurk samples. Pearson's correlation coefficient (r) was calculated for each comparison and 95% confidence intervals on r were calculated by using 10,000 bootstrapped iterations.
For endorsements, correlations were high across samples for the odd-even comparison, ranging from r ϭ .87 95% CI [.84, .90 
SRET Test-Retest Reliability
Mixed-effects regression models with fixed effects of time and valence, a random intercept per participant, and a random slope per valence, were calculated for all valenced predictors chosen in the best subsets procedures. These models were run with participants from the MTurk sample who had completed two time points, using data that passed verification checks at both time points (n ϭ 167).
We examined test-retest reliability for the number of positive and negative endorsed words, the drift rate (v) to positive and negative words, and the relative starting point (zr) for positive and negative words. None of the interactions between valence and time were significant (|t|s for drift rate and relative starting point Ͻ1; t for endorsements ϭ Ϫ1.35; all ps Ն .18); for models repeated without the interaction, time was not significantly predictive (|t|s This document is copyrighted by the American Psychological Association or one of its allied publishers.
for drift rate and relative starting point Ͻ1; t for endorsements ϭ Ϫ1.10, all ps Ͼ .27), indicating that these SRET metrics were stable (i.e., not significantly different) across time. We ran paired sample t tests on all predictors chosen in the best subsets procedures, all |t|s Ͻ 0.6 and all ps Ͼ .45. We next correlated the data from T1 and T2 across all predictors chosen in the best subsets procedures: the number of positive and negative endorsed words, the drift rate (v) to positive and negative words, the relative starting point (zr) for negative words, the intertrial variability of starting point (szr), the intertrial variability of nondecisional components (st0), and the threshold separation (a). We calculated 95% confidence intervals on Pearson's r using 10,000 bootstrapped iterations.
For number of words endorsed, 1-week test-retest correlations were high, with r ϭ .87, 95% CI [.80, .93 These analyses indicate between moderate and very strong test-retest reliability over a 1-week period, with the exception of the intertrial variability of starting point, which was poorly correlated between time points.
Discussion
These findings support a strong relationship between selfschema and depressive symptoms. A best subsets analysis shows that many of the aspects of the self-referent encoding task (SRET) are strongly linked with depressive symptom severity; this linkage was consistent across three separate samples. Analyses indicated that models with either three or four predictors, each using at minimum one positive valence and one negative valence predictor, were sufficient for explaining between 29% and 43% of the deviance in an independent test sample, and between 43% and 45% of the deviance in the training dataset; cross-validated 95% confidence intervals ranged from 36% to 43%.
Endorsements and drift rate were the most robust predictors of depressive symptom severity. (Drift rate measures ease of categorizing words of each valence as self-referential.) Throughout samples, the best models typically included at least one positive valence variable and one negative variable valence from endorsements and drift rate. Figure 2 clearly indicates that these variables were strongly associated with depression severity across samples. That these variables were highlighted consistently in all permutations indicates that they provided additional information beyond other variables. Importantly, even though drift rate is partially derived from whether or not a person endorses a word as selfreferent, these variables explained unique variance in depression severity (or they both would not have been identified as best predictors).
There was a great deal of overlap in the predictors chosen by the best subsets regression in this study to those selected in previous work (Disner et al., 2016) , and more broadly to those used in the research literature. Several findings in particular are of interest. First, the drift diffusion model (Ratcliff, 1978; Ratcliff & Rouder, 1998) , which incorporates response data and RTs, was important in these analyses. Of particular note is the drift rate, the speed of accumulation of information toward making a decision as to whether positive or negative words were self-referent. This predictor was included in all three of the best models, for all three samples, providing additional evidence for the utility of the diffusion model in clinical research (White et al., 2010) . Further, the best model for the adolescent sample included only elements of the diffusion model; no other historically utilized outcomes from the SRET were included. It is possible that the brief forms of both the SRET and the depression severity index used in the adolescent sample resulted in a higher percentage of floor responses, thus privileging a metric that takes a combination of response and RT into account. Importantly, traditional RT methods were very poor predictors of depression severity, indicating that while RT is not problematic per se, how RT is measured and processed appears to be very important.
It is, however, important to note that when we compared models including only drift rate to positive and negative words with models including only endorsements of positive and negative words, these models were comparable in their proportion of deviance explained. This indicates that the models including components of the diffusion model may not be substantially better than those without. The effort and time required to compute the components of the diffusion model should be weighed against the possible gain that results from its output.
Second, although the recall of both positive and negative words previously endorsed as self-referential was considered a good predictor by the model selection procedures (refer to Figure 2 ), the number of positive or negative words recalled on their own was not strongly associated with depression severity, as recall only models explained relatively little deviance. We believe that the relative predictive power of self-referential recall may be a direct corollary of the number of positive or negative words endorsed. That is, in a sample where many participants endorsed no negative words, the only participants who can have a nonzero selfreferential recall of negative words are those who already endorse negative words. With the exception of studies directly investigating memory bias, collecting recall information may not be useful when administering the SRET. It is important to note that certain predictors may in fact measure somewhat different constructsthat is, memory bias on the SRET stems from biased self-reference but may be different from drift rate.
Third, although two-predictor models were excellent at predicting depression, best subsets analyses nonetheless chose models that included an additional, nonvalenced parameter. These parameters (in the college student sample, intertrial variability of starting point [szr] ; in the MTurk sample, intertrial variability of nondecisional components [st0]; and in the adolescent sample, the threshold separation [a]) relate to intertrial variability and to RTs. That is, the valenced parameters already selected for each model contain sufficient information to differentiate between participants based on processing of positive and negative valence; the best method to further explain residual deviance was to use methods that measure differential reaction speeds or differential patterns of response (Iacoviello et al., 2014 ; but note Kruijt, Field, & Fox, 2016) . In This document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. Figure 2 , it is clear that these parameters do not have significant impact on their own, but only in conjunction with the other variables selected previously in the models. And, indeed, st0 is correlated with depression in the MTurk sample, and both st0 and a are strongly correlated with RTs to both positive and negative words in the MTurk and adolescent samples (see Table S1 ). (In the college student sample, szr was not correlated with any other variables. It additionally had low internal reliability.) As a whole, these results were remarkably consistent across all three samples (college students, MTurk adults, and adolescents), providing a set of findings that increases confidence in the conclusions of this work. The endorsements and drift rate from the SRET also showed strong psychometric properties, including high internal consistency and high test-retest reliability. This reliability remained high in all three samples, and both online and in-person, indicating its utility in a variety of contexts. And, indeed, the predictors chosen by the best models for each sample generalized relatively well to the other two samples, as well as to a left-out percentage of each sample. That is, the predictors themselves were very consistent across samples, even as there were slight differences in the models chosen as "best." However, some metrics from the diffusion model, including relative starting point (zr) and intertrial variability of starting point (szr), were less consistent despite being selected in best models.
The statistical methods we used in this study also bear further discussion for their relative strengths. Our procedures, including both cross-validated regression and reserving a subset of our data for testing models, represent the most rigorous of scientific recommendations (Begley & Ioannidis, 2015; Munafò et al., 2017) . By using these techniques and likewise by running iterative bootstrapped samples, we are able to provide not just estimates of confidence intervals, but also identify models that are consistent across multiple permutations of the data.
Although this study was not limited in size, it was somewhat limited in scope; participants were not screened beyond the symptom measures for other potential diagnoses. Nor were oversampling procedures employed to make use of clinically depressed participants, although a number of participants in all three samples did endorse elevated depressive symptoms as noted in Table 1 . However, many studies have utilized the SRET with nonclinical samples (e.g., Auerbach et al., 2016; Goldstein et al., 2015; Hayden et al., 2013) , implying its effectiveness as a dimensional measure of self-referent processing in depression, and our samples are similar in makeup to these studies. Measures of socioeconomic status were not collected and thus cannot be reported. However, given the three different samples (i.e., high school students, college students, and adults who participated through Amazon Mechanical Turk), it is known that there were differing levels of education. The samples were, however, largely White, female, and somewhat young in age. Future work may recruit targeted populations to increase diversity of SRET data in terms of race, sex, diagnostic information, and age. Future work may also choose to use measures of depression with multiple dimensions, including subscales beyond those evident in the CDI:S (Ahlen & Ghaderi, 2017) .
Some past work has used a mood induction (Teasdale, 1988; Teasdale & Russell, 1983) before administering the SRET, based on the theory that induced sad mood may activate a latent negative self-schema. Indeed, some research has suggested that inducing sad mood may differentiate between those with a vulnerability to depression and those without (Kelvin, Goodyer, Teasdale, & Brechin, 1999; Taylor & Ingram, 1999) . Such an induction has been occasionally used throughout the literature (e.g., Timbremont & Braet, 2004; Timbremont et al., 2008) . This relationship between induced sad mood and depressive self-referential processing is theoretically rooted in cognitive vulnerability to depression, rather than current symptomatology; as such, it was not employed in the current studies. The inability to diagnose this sample, and the lack of information about past depressive episodes and cognitive vulnerability for depression, does limit the results. However, use of mood inductions may yet be useful in research investigating risk factors for depression.
There have been some suggestions that depressed individuals have more generally negative self-schema than others with disorders of negative affect, including anxiety (Greenberg & Beck, 1989) . However, many studies have suggested that in dysphoria and depression, not only are negative schemas amplified but positive schemas are also attenuated (Walker, Skowronski, & Thompson, 2003) . The findings from the SRET confirm this, with the strongly negative relationship, for example, between number of endorsed positive words and CES-D score. This "positive blockade" (Beck, 1967) in depression invites further investigation.
This study provides further evidence for the link across levels of analysis, between self-reference, self-schema, and depression symptoms. Further, it highlights the importance of measuring both positive and negative self-schema, and using them in conjunction when investigating depression, which is often thought of as a disorder focused on negative cognitive biases. Future work using the SRET should consider using variables most closely associated with depressive symptomatology: the number of negative and positive words endorsed and the drift rate from the diffusion model. Conversely, we do not recommend the use of traditional RT and, with the exception of research explicitly focused on memory bias, future research may choose to drop measures of recall while still retaining sufficient information from endorsements and drift rate to accurately predict levels of depressive symptoms. However, we continue to recommend additional numbers of trials-repeating blocks for the college student and MTurk samples provided consistency in endorsement data, strong reliability, and the ability to more effectively make use of the diffusion model.
When possible or useful, given its demonstrated efficacy in our results, we do recommend the decomposition of available information possible from the diffusion model. Such a threshold may be met (a) when research collects sufficient numbers of trials per participant (as recommended by Voss et al., 2013 , a minimum of 40 trials for maximum likelihood estimation and of 100 trials for Kolmogorov-Smirnov estimation, although the 52 words presented in the adolescent sample proved sufficient for KolmogorovSmirnov estimation in this study); (b) when there is a theoretical use for more nuanced disintegration of response behavior; and (c) when there is a theoretical utility to be provided by a predictor, that is, the drift rate, which incorporates all available information. The choice of which outcomes from the SRET to use in future research is, of course, also dependent on the theoretical questions being asked.
We hope that this work encourages additional psychometric research with the SRET and other assessments of cognitive bias This document is copyrighted by the American Psychological Association or one of its allied publishers.
in depression and across other forms of psychopathology. Deepening our understanding of cognitive biases and their relationship with the maintenance of depression is an important next step in developing more targeted treatments. Findings from the current study indicate that how the person views themselves and the ease with which they make those determinations may be integral to understanding-and possibly changing-symptoms of depression among adolescents and adults.
Correction to Dainer-Best et al. (2018)
In the article "Determining Optimal Parameters of the Self-Referent Encoding Task: A Large-Scale Examination of Self-Referent Cognition and Depression," by Justin Dainer-Best, Hae Yeon Lee, Jason D. Shumake, David S. Yeager, and Christopher G. Beevers (Psychological Assessment. Advance online publication, June 7, 2018. http://dx.doi.org/10.1037/pas0000602), there was an error in how exclusions for one of the three samples were reported, which resulted in inaccurate reporting of how many participants did not have complete data. This error did not change the primary results of the article or the conclusions. However, in the second paragraph of the Participant Attrition and Data Filtering section, the number of exclusions for the adolescent sample should be 301, not 163. As a result, n ϭ 408 should read n ϭ 270 in the abstract; in paragraph 3 of the Method section; and in the Figure 1 legend. In addition, the correct values for the Adolescents sample reported in Tables 1 and 2 are as follows: http://dx.doi.org/10.1037/pas0000646 This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
