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Fahrzeuge, die unter Tage, in Fa-




kompakte und für die Planung
von Wegen und Aktionen nütz-
liche Geometriemodelle. Ihre
räumliche Wahrnehmung wird die
heutiger Kanalroboter oder
Reinigungsroboter bei weitem
übersteigen. In diesem Beitrag
geht es speziell um Ser-
viceroboter, welche verfahrens-
technische Anlagen im Rahmen
der zustandsabhängigen Instand-
haltung mit Distanzsensoren von
außen routinemäßig inspizieren
sollen. Die Fahrzeuge sollen auf
mehreren Ebenen der Anlage frei
navigieren, um die Temperatur-
verteilung an isolierten Kesseln
oder Öfen mit einer Wärmebildka-
mera zu messen, oder undichte
Flansche oder Ventile mit der
Elektronischen Nase zu
erschnüffeln. 3D-Informationen
sind mit nicht geometrischen Si-
gnalen wie Temperaturen und
Gaskonzentrationen zu Aussa-
gen wie Hot Spot oder Leck zu
verknüpfen.
Gute Gründe sprechen dafür,
dass die Fahrzeuge die Kartie-
rung der Anlage, wie sie für ihre
Aufgaben angemessen ist, selbst
erledigen, statt ein extern und zu
einem ganz anderen Zweck er-
stelltes CAD-Modell erst anzu-
passen. Zur Aufnahme eignen
sich optische Sensoren wie
Laserscanner, Stereokamera
oder Infrarotkamera. Bei der Er-
kundung, ob autonom oder
bedienergeführt, sind viele Teil-
ansichten von unbekannten oder
unsicheren Positionen aus wie in
einem Puzzle lagerichtig zuzu-
ordnen und redundanzfrei zu-
sammenzusetzen: alle Teile sol-
len im Ganzen wiedererkannt,
aber überlappende Teile nur ein-
mal repräsentiert sein. Das Ziel
lautet, zunächst den Grundzyklus
Zuordnen fi Lokalisieren fi Ver-
schmelzen für die Teilansichten
zeitlich schritthaltend und trotz
Messfehlern, Verdeckung und
eingeschränkter Sichtbarkeit zu-
verlässig zu realisieren. Die La-
gebeziehung zwischen der mit
dem Fahrzeug verknüpften Teil-
ansicht und einer zweiten Karte
liefert die Fahrzeugposition. In
dem Grundzyklus liegt der
Schlüssel zur Lösung der meis-
ten geometriebezogenen Prob-
leme mobiler Systeme: Kartie-
rung bei gleichzeitiger Selbstlo-
kalisation, Wegplanung, Inspekti-
on und Objekterkennung. Der Ar-
tikel gibt im ersten Teil eine Über-
sicht über hierzu laufende Arbei-
ten am IAI und stellt im zweiten
Teil die Zukunftsvision Mobile In-
spektion vor.
Erfolgsentscheidend für die Ak-
tionen im „Puzzlespiel“ ist die Re-
präsentation der Teile wie des
Ganzen. So ist eine globale Be-
schreibung der Geometrie eines
Bauteils, etwa als Verteilung der
Normalenvektoren, schwer hand-
habbar, wenn Teile des Objektes
verdeckt oder nicht sichtbar sind,
oder wenn eine solche Darstel-
lung die Objekte nicht eindeutig
charakterisiert. Lokale (oder
merkmalbasierte) Modelle be-
schreiben dagegen explizit, wie
ein Objekt sich aus einzelnen
Merkmalen zusammen setzt. Sie
untergliedern sich in Rastermo-
delle, geometrische und topologi-
sche Modelle. Rastermodelle,
z.B. Gitternetze oder Voxelmodel-
le, teilen den Gesamtraum in
gleich große Zellen auf und ord-
nen ihnen einen diskreten Zu-
stand “frei” oder “belegt”, oder ei-
ne Wahrscheinlichkeit zu, durch
Objekte belegt oder Aufenthalts-
ort des Fahrzeugs zu sein. Bei ei-
ner vorgegebenen Mindestauflö-
sung des Raumes wächst ihr Auf-
wand proportional zum Volumen
und unabhängig von der tatsäch-
lichen Komplexität der Anlage.
Dies ist bei drei Dimensionen
nicht mehr tragbar. Hingegen bil-
den geometrische Modelle nur
die real vorhandenen, miteinan-
der verknüpften Elemente ab. To-
pologische Modelle ähneln den
geometrischen, legen aber den
Schwerpunkt mehr auf die quali-
tativen und funktionalen Zusam-
menhänge zwischen den Ele-
menten als auf metrische Infor-
mationen. Die Elemente bilden
die Knoten, und ihre Verknüpfun-
gen die Kanten eines Graphen.
Elemente wie Verknüpfungen tra-
gen zusätzliche numerische oder
symbolische Attribute, daher




stücke oder Volumina in Frage.
Zunehmende Verdichtung der
Daten, wachsender Nutzwert für
die Wiedererkennung und für die
Planung von Aktionen durch ein
Fahrzeug, aber auch wachsende
Probleme gehen damit einher, die
Elemente aus Sensordaten auto-
matisch abzuleiten. Laser-Radar-
Sensoren liefern durch punkt-,
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tung der Körperoberfläche ein
3D-Punktmodell.
Eine automatische Segmen-
tierung kann daraus geometrisch
sinnvolle Oberflächenstücke und
Flächenbeziehungen (Relatio-
nen) generieren. Jedes Flä-
chenstück ist durch ein oder meh-
rere Polygone berandet. Sein In-
neres wird durch eine Ebene oder
quadratische Approximations-
fläche angenähert und zusätzlich
durch die Verteilung der Krüm-
mungen charakterisiert. Schwer-
punkt- und Richtungsvektor (ge-
mittelter Normalenvektor, der
vom Material weg zeigt), Flä-
cheninhalt und Ausdehnung sind
weitere Attribute. Das Gewicht
misst die Bedeutung der Fläche
für die Teilansicht und hängt von
Größe und Sichtbarkeit ab. Rela-
tionen kennzeichnen die Über-
gänge zwischen Flächenstücken,
etwa als Unstetigkeiten des Ab-
stands (Sprungkanten), der Rich-
tungsvektoren (Schnittkanten)
oder der Krümmungen. Zu den
geometrischen Attributen kom-
men weitere hinzu: eine Fläche
wird nach Vorgaben eines Bedie-
ners einem Anlagenbauteil zuge-
ordnet, erhält Vorschriften für die
Inspektion und im Betrieb erho-
bene Inspektionsbefunde. Spe-
zielle Flächen, zum Beispiel der
Boden, dienen dem Fahrzeug zur
Wegplanung (Abb. 1). Attribu-
tierte Oberflächenmodelle sind
also kompakt, leicht erweiterbar
und automatisch aus Sensorda-
ten generierbar und eignen sich
somit hervorragend als internes
Weltmodell für ein Inspektions-
fahrzeug.
Künstliche Landmarken (Bea-
cons, Reflektoren [2]) können die
Lokalisierung der Roboter und
die Kartierung der Einsatzumge-
bung erleichtern. Sie erfordern
aber eine aufwändige Präparie-
rung der Anlage, ebenso wie im
Gebäude installierte Kameranet-
ze [3], welche die Fahrzeuge
dirigieren. Satellitengestützte Na-
vigationssysteme (GPS) gewähr-
leisten in umbauten Fertigungs-
anlagen mit vielen Abschattun-
gen keinen sicheren Empfang.
Auch sei daran erinnert, dass der
Einsatz von GPS eine Karte der
Einsatzumgebung, welche Koor-
dinaten mit Zielen verknüpft
356
(356)
Abb. 1: Vom Tiefenbild (unten) über das attributierte Oberflächenmodell (Mit-
te) zum Weltmodell (oben), das mobilen Robotern gleichermaßen zur Inspek-
tion wie zur Erkundung der Einsatzumgebung dient. Das Bild oben links zeigt
ein der zylindrischen Fläche aufgeprägtes Infrarotbild (vom Drehrohrofen der
THERESA-Anlage). Im Bild oben rechts ist die Bodenfläche des Fahrzeugs
als Grundriss dargestellt, an dem die Skelettierung, Wegplanung und Ab-













Inspektionsfläche Karte zur Navigation
(beim Auto-Navigationssystem
die digitalisierte Straßenkarte),
voraussetzt, und nicht überflüssig
macht. Mobile Systeme, die sich
selbst charakteristische natürli-
che, ortsfeste Landmarken als
Referenzen suchen, sind univer-
seller und flexibler einsetzbar.
Wand-, Boden- und Decken-
flächen, Pfeiler, Röhren, Behälter
oder sonstige auffällige Objekte
können dazu dienen.
Ein beliebtes Verfahren zur Ge-
winnung von 3D-Modellen ist die
Rekonstruktion aus Silhouetten
[4]. Dabei rotiert das Objekt auf
einem Drehteller, oder die Kame-
ra fährt um das Objekt. Das Volu-
men wird durch sukzessive
Schnittbildung von Kegelvolumi-
na erzeugt, die den Blickpunkt als
Scheitel und den Umriss des Ob-
jektes als Grundfläche haben.
Dies funktioniert nur, wenn das
Objekt als Ganzes im Sensor-
fenster sichtbar und vom Hinter-
grund einfach zu trennen ist, eine
bei komplexen Anlagen nicht er-
füllbare Annahme. Hier kommt
nur die Rekonstruktion aus
überlappenden Teilansichten der
Oberfläche (Projektionen) [5] in
Frage.
Die Rekonstruktion muss also die
Verschmelzung immer größerer
Karten, und gleichzeitig die Ver-
dichtung von Punkten zu Flächen
und schließlich symbolischen
Merkmalen leisten. Es kommt
nun darauf an, wie beide Aufga-
ben miteinander verzahnt sind.
Fast alle Rekonstruktionsverfah-
ren sammeln und verschmelzen
dichte Punktmodelle aller Teilan-
sichten (Frühe Fusion), und er-
zeugen daraus erst am Ende ein
Flächenmodell [6]. Sie sind damit
nicht Schritt haltend (Abb. 2). Ein
neues, am IAI entwickeltes Ver-
fahren [7, 8] registriert und ver-
schmilzt direkt die reduzierten
Flächenmodelle (Späte Fusion).
Das symbolische Modell zur Pla-
nung der Exploration, Navigation
oder Inspektion wird also fort-
laufend erweitert. Durch die Ver-




Abb. 2: Zwei Wege zur fahrtbegleitenden Kartierung. Die frühe Fusion (oben)
kann neue Teilansichten nur als Punktwolke oder Dreiecksnetz lagerichtig
verschmelzen. Aus diesem wachsenden 3D-Punktmodell müsste eine zur Ak-
tionsplanung geeignetere Karte, zum Beispiel Oberflächenmodell, jedes Mal
neu abgeleitet werden. Facettierung und 3D-Segmentierung sind dabei kriti-
sche Operationen. Bei der späten Fusion (unten) wird jede Teilansicht sofort
verdichtet (segmentiert) und direkt mit dem Oberflächenmodell der aktuellen
Karte verschmolzen. Die Verschmelzung erfolgt also auf symbolischer Ebe-











































fehlende Flächen müssen dabei
aber toleriert werden. Ein nume-
risch genaues, photorealistisch
glattes, zusammenhängendes
CAD-Modell ist ohne eine interak-
tive Nachbearbeitung [9] so nicht
zu erreichen.
Drei-Ebenen-Architektur




Überlappung. Die Zuordnung ein-
ander entsprechender („korres-
pondierender“) Flächen, und die
Schätzung ihrer Lagebeziehung
stehen in enger Wechselwirkung.
Beide werden gleichzeitig so be-
stimmt, dass eine Gesamtähn-
lichkeit der Teilansichten maximal
wird. Diese wird, vereinfacht ge-
sagt, um so größer, je ähnlicher
die korrespondierenden Flächen-
merkmale unter der geschätzten
Lage und je umfassender die Zu-
ordnung. Da das Optimierungs-
problem im ungünstigsten Fall ex-
ponentielle Komplexität besitzt,
aber unter der Echtzeitbedingung
des mobilen Roboters steht, er-
weist es sich als sinnvoll, ver-
schiedenartige Verfahren zu kom-
binieren, die auf drei Ebenen mit-
einander kooperieren und gleich-
zeitig um die beste Lösung in vor-
gegebener Zeit konkurrieren
(Abb. 3).
Die unterste Ebene paart
Flächen in einer tiefenbegrenzten
Baumsuche, welche Sektoren
begrenzter Knotenzahl nachein-
ander absucht und lageunabhän-
gig die Gesamtähnlichkeit ma-
ximiert. Sie ist damit auch robust
gegenüber unbekannter oder
falscher Anfangslage. Die mittlere






Abb. 3: Verfahren, das Oberflächenmodelle unbekannter Überlappung lagerichtig zusammen fügt („regis-
triert“). Layer 1 findet korrespondierende Flächen durch breiten- und tiefenbegrenzte Baumsuche und schätzt
daraus eine erste grobe Lagetransformation. Layer 2 optimiert gleichzeitig die Flächenzuordnung und verfei-
nert die Lagetransformation. Layer 3 mutiert und rekombiniert Zuordnungen, um aus lokalen Minima zu ent-
kommen. Gemeinsame Zielfunktion ist die Ähnlichkeit der Teilansichten, die sich aus den lageabhängigen Ähn-




















































ordnungen und daraus geschätz-
te Lagetransformationen im Hin-
blick auf maximale lageabhängi-
ge Ähnlichkeit. Die oberste Ebe-
ne, ein Evolutionärer Algorith-
mus, bringt ein stochastisches
Element ein: sie verändert Zuord-
nungen über die genetischen
Operatoren der Mutation und Re-
kombination, und bedient sich
wiederum der beiden unteren
Ebenen zur Feinoptimierung der
Lage und zur Ähnlichkeits-
berechnung. Die Teilansichten-
Ähnlichkeit dient als Fitness-
funktion zur Bewertung. Während
bei großer Überlappung der Teil-
ansichten oder eindeutiger Lö-
sung die unteren Ebenen zuerst
erfolgreich sind, entkommt die
obere Ebene leichter den lokalen
Optima der Lagetransformation,
sofern insgesamt mehr Zeit zur
Verfügung steht.
Flächen-Ähnlichkeitsmaße
Für eine gute Bewertung der Lö-





Berandungen in einem hohen
Maße tolerieren und gleichwohl
unterscheidungsfähig bleiben.
Drei solcher Maße wurden als
Neuro-Fuzzy-Regelwerke ent-
wickelt: die lageinvariante und die
lageabhängige Flächenähnlich-
keit sowie die Relationenähnlich-
keit. Normierte Differenzen oder
Quotienten der Attributwerte bil-
den den Eingabevektor, ein Wert
im Intervall [0,1] das Ausgangs-
signal. Die Verknüpfung wird
durch ein Fuzzy-Regelwerk be-
schrieben; dazu müssen die Ein-
und Ausgangssignale als lingui-
stische Variable mit Zugehörig-
keitsfunktionen spezifiziert wer-
den. Deren Parameter und die
Regelgewichte werden – nach
Training an Beispielen – durch ein
Neuronales Netz eingestellt, das
dem Fuzzy-Regelwerk äquivalent
ist und das durch ein kommer-
zielles Entwicklungswerkzeug
(FuzzyTech 5.01) automatisch er-
zeugt wird [7].
Typischerweise bestimmen eini-
ge der Eingangsattribute die Wir-
kung anderer auf den Ausgang.
Die Verknüpfung ist also nichtli-
near. Ist zum Beispiel das Attribut
„Verdeckungsgrad“ bei zwei
Flächen hoch, was hohe Unsi-
cherheit bedeutet, haben Flä-
cheninhalte oder Formeigen-
schaften nur geringen Einfluss
auf ihre lageinvariante Ähnlich-
keit. Oder: solange der „Versatz“
einer Fläche normal zu einer an-
deren hoch ist, bleibt deren lage-
abhängige Ähnlichkeit durchweg
niedrig. Wenn die Fehler normal
zur Oberfläche dagegen klein
und die Richtungsvektoren fast
gleich sind, zählt der Grad der
Überlappung der – gegenüber
Rauschen und Verdeckung emp-
findlichen – Berandungen, der
letztlich für die Verschmelzbarkeit
der Flächen wichtig ist.
Zuordnung nach
Landmarkenkriterium
Als entscheidend für den Erfolg
der Baumsuche [10] erweist sich,
ob es gelingt, diejenigen Flächen
einer Teilansicht zuerst zuzuord-
nen, die mit der höchsten Wahr-
scheinlichkeit überhaupt eine kor-
respondierende in der Nachbar-
ansicht besitzen, und zu denen
die passende Fläche möglichst
eindeutig und zuverlässig ange-
geben werden kann. Flächen mit
diesen Eigenschaften bezeich-
nen wir als gute natürliche Land-
marken. Um sie zu finden, wer-
den mehrere Kriterien verwendet,
die Flächeneigenschaften einer
oder beider Teilansichten bewer-
ten. Eine gute Landmarke 
1. ist vorzugsweise eben (hat ei-
nen hohen Anteil lokal plana-
rer Pixel) 
2. ist unverdeckt (hat einen ho-
hen Anteil von Berandungen,
der durch Relationen zu
Nachbarflächen erklärt ist)
3. hat viele Nachbarflächen, die
in Relation zu ihr stehen
4. ist gut sichtbar (nahe am Sen-
sor, dem Sensor zugewandt,
hat hohe Punktdichte)
5. ist markant: wenige Flächen
der Vergleichsansicht, aber
mindestens eine, haben ähn-
liche Merkmale
6. ist relational verträglich: für
die beste Zuordnung zur
Nachbaransicht ist die mittle-
re relationale Ähnlichkeit aller
diese beiden Flächen enthal-
tenden Flächenpaare hoch 
7. hat eine zumindest mittlere
Größe
8. liegt zentral und grenzt mög-
lichst wenig an den Rand des
Sensorblickfeldes
9. hat oft eine invariante Orien-
tierung im jeweiligen Sensor-
bzw. Fahrzeugkoordinaten-
system
10. besitzt eine gewisse Stetig-





Die Reihenfolge der Flächen
nach absteigender Landmarken-
qualität wird sogar dynamisch in
Abhängigkeit vom aktuellen
Suchpfad angepasst (Forward
Checking [11]). Dies vermeidet
die Leerzuweisung von Flächen
(Wildcard [10]) mit ihrer kombi-
natorischen Aufblähung, die bei
starrer Reihenfolge notwendig ist,
wenn mit Flächen ohne Kor-
respondenten zu rechnen ist. Die
Wildcard macht jede Komple-
xitätsreduktion, die für die echten




Aus dem best bewerteten Such-
pfad jedes Baumsektors werden
korrespondierende Flächenmerk-
male extrahiert und daraus eine
Transformation geschätzt, die im
einfachsten Fall aus einer Dre-
hung im Raum (Rotationsmatrix)
und einer Verschiebung (Transla-




Sie minimieren zwar nicht direkt
unser komplexeres Ähnlichkeits-
maß, liefern aber brauchbare
Startwerte für die optimale Lage.
Paare von Richtungs- oder Ach-
senvektoren korrespondierender
Flächen legen zunächst nur die
Rotation fest. Die Bestimmung
der Translation erfordert zusätz-
lich Punkte, etwa korrespondie-
rende Flächenschwerpunkte
oder Stützpunkte der Beran-
dungspolygone. Da diese Merk-
male stark von der Blickrichtung,
Verdeckung und Segmentierung
abhängen, dürfen sie nicht direkt
aufeinander abgebildet werden.
Vielmehr sind die Lotabstände
der Punkte zu ihren Partner-
flächen zu minimieren (Punkt-
Flächen-Korrespondenzen). Da
dieses Problem nicht auf eine ge-
schlossene Lösung für Rotation
und Translation gemeinsam führt,
wird aus Vektorpaaren zuerst die
Rotation bestimmt, und zu dieser
dann im zweiten Schritt die
Translation, die die quadratischen
Lotabstände minimiert.
Iterative Verfeinerung
Da die Baumsuche nur lageinva-
riante Beschränkungen einsetzt,
muss es weder eine Lagetrans-
formation geben, die alle Flächen
des Suchpfades paarweise
aufeinander abbildet, noch muss
die Zuordnung die größtmögliche
sein. Zuordnung und Lage sind
also weiter zu verbessern. Dabei
wird abwechselnd die Lage fi-
xiert, Flächen aus der Zuordnung
entfernt und neue ihr hinzugefügt,
solange die Ähnlichkeit der Teil-
ansichten wächst, und dann die
Zuordnung fixiert und die optima-
le Lage dazu neu geschätzt. An-
ders als bei dem bekannten Itera-
tive-Closest-Point-Algorithmus
[13] zur Registrierung von 3D-Da-
tensätzen schrumpft oder wächst
360
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Abb. 4: Teilansichtenähnlichkeit als Funktion der Lagetransformation und
Zuordnung für zwei konkrete, segmentierte Teilansichten eines Innenraums
(vgl. auch Abb. 5). Der blau-rot gezeichnete Pfad symbolisiert das abwech-
selnde Erweitern (oder Schrumpfen) der Zuordnung und das Nachjustieren
der Lagetransformation.










hier also die Menge korrespon-
dierender Merkmale.
In Abb. 4 ist die lageabhängige
Ähnlichkeit zweier Teilansichten
beispielhaft und vereinfacht als
Funktion nur eines von sechs La-
gekoeffizienten und der Anzahl
zugeordneter Flächen darge-
stellt. Die zugrunde liegenden
Flächen- und Relationenähnlich-
keiten sind um Strafterme ver-
mindert, die aus der Verteilung
der Ähnlichkeiten automatisch
berechnet werden und die Ge-
samtähnlichkeit bei Hinzunahme
schlecht korrespondierender
Merkmale sinken lassen. Mit zu-
nehmender Größe der Zuord-
nung sinkt also die Ähnlichkeit
wieder ab. Zu gegebener Zuord-
nung bewertet die Ähnlichkeit
den Lagefehler der Transformati-
on, der im Fall zu weniger Korres-
pondenten aber nur wenig Auf-
schluss über die gesuchte Trans-
formation gibt („flache“ Flanke),
im Fall zu vieler oder falscher Kor-
respondenten dagegen viele lo-




Verfahren, auch wenn das Fahr-
zeug ohne Vorwissen über seine
Lage in der Umgebung ausge-
setzt wird. Steht solches Wissen
in Form von Weggebersignalen
(Odometrie und Koppelnavigati-
on) zur Verfügung, kann es zu ei-
ner effizienteren fortlaufenden
Lokalisierung genutzt werden.
Dazu werden die Positions- und
Richtungsänderungen des Fahr-
zeugs zwischen zwei Teilan-
sichten zunächst aufintegriert
und daraus eine Transformation
geschätzt. Besonders die Rotati-
on wird nach längerer Fahrt sehr
ungenau. Ist die Verteilung, oder
sind obere Schranken für die
Schätzfehler der Transformation
bekannt, so kann aus der Distanz
zwischen vorhergesagter (trans-
formierter) Lage von Merkmalen
der ersten und beobachteten
Merkmalen der zweiten Ansicht
ein Ähnlichkeitswert zwischen 0
und 1 angegeben werden, der
Merkmalszuordnungen außer-
halb des Unsicherheitsbereiches
ausschließt. Damit wird der Such-






eine der beiden Teilansichten un-
ter der berechneten Lage trans-
formiert wurde, wird versucht, alle
Flächenstücke, die über Zuord-
nungen direkt oder indirekt ver-
knüpft sind, miteinander zu ver-
schmelzen. Dazu werden die Be-
randungspolygone so fusioniert
(„vernäht“), dass die Vereini-
gungsmenge der Teilflächen um-
schlossen wird. Ein neuartiger Al-
gorithmus erkennt und mittelt im
3D-Raum gleichlaufende Kon-
turstücke mit geringem Abstand
und verfolgt an Verzweigungs-
oder Kreuzungsstellen die lokal
erweiternde der beiden Konturen
[8]. Neben der äußeren Beran-





werden aus den Attributen der
Teilflächen gewichtet gemittelt.
Flächen ohne Korrespondenten
oder solche, deren Verschmel-
zung scheitert, werden der
Resultatbeschreibung hinzuge-
fügt, falls keine Sichtbarkeits-
konflikte mit weiteren Flächen be-
stehen. Andernfalls werden sie
gelöscht. Zur Prüfung der Sicht-
barkeit werden die Berandungen
in einem gemeinsamen Koordina-
tensystem dargestellt und die
Überlappungen festgestellt.
Die in Visual C++ 6.0 realisierten
neuen Algorithmen zur Rekon-
struktion von Objekten und
Innenräumen werden zunächst
an mehreren Bildserien erprobt,
bevor sie auf ein Fahrzeug por-
tiert werden. In diesem Beitrag
werden segmentierte Tiefenbilder
(128x128 Pixel) untersucht, die in
einer Laborumgebung an unbe-
kannten Positionen von einem
realen Fahrzeug mit Laserscan-
ner aufgenommen und von der
University of South Florida [14]
zur Verfügung gestellt wurden.
Abb. 5 zeigt ein Verschmelzungs-
ergebnis von sieben Teilansich-
ten. Die Tiefe des Suchbaums ist
auf 12 begrenzt, und jeder Sektor
umfasst 1000 Knoten. Alle Ergeb-
nisse beruhen auf der besten Zu-
ordnung des ersten Sektors des
Suchbaums, daher sind die Lauf-
zeiten für paarweise Zuordnung
und Registrierung auf 300-
800 msec begrenzt (auf einem
650-MHz-PC). Die eigentliche
Verschmelzung hat einen ähn-
lichen Zeitbedarf. Der Anteil der
Fehlzuweisungen in der Baumsu-
che liegt hier bei etwa 3.5%. Abb.
6 zeigt mit der Rekonstruktion ei-
nes Sessels aus 16 Teilansichten,








Abb. 5: Verschmelzung einer Sequenz aus sieben segmentierten Oberflächenmodellen eines Laborinnen-
raums. Die zugehörigen Aufnahmepositionen des Fahrzeugs sind unbekannt.
Abb. 6: Rekonstruktion eines Sesselmodells aus 16 Tiefenbildansichten, die grobe Messfehler in Richtung der
optischen Achse aufweisen (linkes Bild, die rote Scanlinie verdeutlicht den Verlauf von Konvex- und Konkav-
kanten, orange Bereiche stehen für ‘mixed-points’). Diese Fehler werden durch Drehung des linken bzw. rech-
ten Tiefenbildes um ±22.5° in die Perspektive der mittleren Ansicht sichtbar. Das Bild rechts illustriert das Er-
gebnis der letzten acht Verschmelzungsschritte, wobei jedes Teilmodell aus drei benachbarten, segmentierten
Ansichten entstand.






quantitativen Bewertung und wei-
terer Verbesserung der Zuverläs-
sigkeit arbeiten wir an der ge-
meinsamen Lageoptimierung von
mehr als zwei überlappenden
Teilansichten durch elastische
Graphen. Zur Geometriebe-
schreibung von Kesseln, Rohrlei-
tungen etc. sollen in Zukunft ge-
neralisierte Zylinder an Stelle all-
gemeiner quadratischer Ober-
flächen eingesetzt werden.
Mobile Roboter, einzeln oder im
Team, sollen einmal großtechni-
sche Anlagen mit Hilfe von Wär-
mebildkameras, elektronischen
Mikronasen und weiteren zer-
störungsfreien Prüfsensoren
flächendeckend von außen inspi-
zieren und so eine Störungs-
früherkennung betreiben. Gegen-
stand der Inspektion können
Rohrleitungen, Öfen oder Käl-
teanlagen mit ihrer Isolierung,
Kessel, Kolonnen und Reaktoren,
Ventile, Abluft- und Filterstrecken,
Siebe, Pumpen und Lüfter, aber
auch z.B. elektrische Anlagen
sein. Das mobile System ergänzt
das stationäre, über Prozessleit-
system (PLS) erschlossene In-
line-Messstellennetz und soll wie
dieses routinemäßig im Einsatz
sein (Abb. 7).
Die Gesamtaufwendungen für In-
standhaltung und Wartung liegen
in Deutschland bei ca. 10% des
Bruttosozialproduktes und betru-
gen 1996 rund 265 Milliarden
DM. Einen Bedarf für solche mo-
bilen Systeme für Inspektion und
Wartung sehen wir in folgenden
Entwicklungen:
1. Inspektion und Instandhaltung
spielen eine wachsende Rolle
im integrierten Kosten-, Qua-
litäts- und Umweltmanage-
ment. Aus welchen Motiven
auch immer – flexiblere Pro-
duktion, gesetzliche Auflagen
zur Emissionsminderung, Sen-
kung der Unfallzahlen, Sen-
kung der Energiekosten und
Klimaschutz, Werterhalt der
Anlagen und Steigerung ihrer
Verfügbarkeit – der Trend geht
auch in der Instandhaltung zu
formalisierten, standardisier-




2. Die genannten Gründe führen
auch dazu, dass auf derselben
Anlage in immer kürzerer Fol-
ge neue Verfahren und Prozes-
se, Varianten und Verbesse-
rungen „ausprobiert“ werden.
Dies bedingt häufigeres An-
und Abfahren oder Umstellen
der Fahrweise, Befüllen, Ent-
leeren und Reinigen. In sol-
chen speziellen Wartungsak-
tionen scheint neben uner-
kanntem Verschleiß von Bau-
teilen eine Hauptursache von
Betriebsstörungen und Unfäl-
len in Anlagen zu liegen [15].
3. Stammpersonal für eine quali-
fizierte manuelle Inspektion bei
den Betreibern ist knapp. Die-
se wenigen Fachleute, z.B.
Thermographen, haben Wich-
tigeres zu tun, als routi-
nemäßig in lauten, heißen
oder emissionsintensiven An-





Abb. 7: Die Führung und Überwachung verfahrenstechnischer Anlagen
durch Prozessleitsysteme mit diskreten, stationären, im Innern angeordne-
ten Sensoren wird ergänzt durch ein mobiles, auf Fahrzeuge verteiltes Sen-






könnten sie mehr erreichen.
Oftmals werden externe Anbie-
ter von Inspektions-Dienstleis-
tung gerufen, wenn Probleme
auftreten. Eine wirklich flä-
chendeckende Zustandserhe-
bung wird aus Zeit- und Kos-
tengründen oft nicht realisiert.
4. Stationäre Sensornetze sind
zu grobmaschig zur Störungs-
früherkennung und zur Ortung
von Defekten. Es erscheint im-
praktikabel, in einer komplexen
Anlage überall dort einen
Druck-, Temperatur- Gas- oder
Lecksensor oder eine Kamera
vorbeugend zu installieren, wo
jemals ein Wächter sinnvoll
werden könnte. Die Fehlerdia-
gnose allein aufgrund von In-
line-Messgrößen erfolgt nicht
zeitnah und nicht ursachen-
nah: eine sich langsam anbah-
nende Funktionseinbuße wirkt
sich oft erst über eine längere
Ereigniskette an einem ande-
ren Bauteil aus, wo sie vom
Prozessleitsystem etwa als
Druckabfall oder Notabschal-
tung bemerkt wird (Abb. 8).
5. Zur Innen- und zum Teil auch
Außeninspektion von Rohrlei-




Röntgensensoren [16, 17, 18]
entwickelt. Die bekannten Lö-
sungen sind in ihrem Einsatz-
spektrum durch Rohrdurch-
messer, Rohrgeometrie, zuläs-
sige Wandstärken und Material
stark eingeschränkt.
Mobile Inspektion verspricht
wichtige Vorteile gegenüber dem
geschilderten Stand der Technik:
Flächendeckend und reprodu-
zierbar: Mobile, oft kostspielige
Inspektionssysteme sind flexibel
einsetzbar, wo immer sie benötigt
werden, statt dort zu messen, wo
ein System installiert ist. Speziell
Infrarotkameras liefern flächen-
hafte Bilder hoher Auflösung. So
können die Fahrzeuge auch
große Anlagen effizient absu-
chen, etwa vom Weitwinkel-Pano-
rama zum schwer zugänglichen
364
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Abb. 8: Ereigniskette in einer chemischen Anlage, die letztlich zu einem Ausfall führen könnte, mit sensoriellen
Erkennungsmöglichkeiten. Zur Störungsfrüherkennung eignen sich in diesem Beispiel Infrarotkamera, visuel-
le Oberflächenprüfung oder Vibrationsanalyse, in anderen Szenarien Elektronische Nasen. Das Prozessleit-
















































Detail, zeitlich periodisch oder zu-
standsabhängig. Die Fahrzeuge
können sich exakt und re-
produzierbar zu bestimmten Bau-
teilen positionieren und vergleich-
bare Bildausschnitte immer wie-
der aufnehmen. Ihre individuelle
und langfristige zeitliche Entwick-
lung („Anamnese“) liefert ent-
scheidende Hinweise für eine au-
tomatische Auswertung wie für
das Fachpersonal. Abweichun-
gen von Normwerten für Tempe-
raturverteilungen oder Gaskon-
zentrationen, auch wenn sich die-
se über einen Produktionszyklus
ändern, lassen sich nachvollzieh-
bar und lückenlos darstellen.
Unbegrenzte Raumauflösung
und Ortung: Hochempfindliche
Elektronische Nasen wie die am
Institut für Instrumentelle Analytik
(IFIA) entwickelten Systeme KA-
MINA [19] oder SAGAS werden,
auf mobilen Fahrzeugen montiert
und mit Geruchskarte und Such-
algorithmen ausgestattet, erst zu
Elektronischen Schnüffelhunden,
die selbständig etwa den Ort ma-
ximaler Konzentration eines aus-
tretenden Gases aufspüren. Auch
die IR-Kamera kann im Zusam-
menspiel mit dem Lasersensor
Hot (oder Cold) Spots in 3D loka-
lisieren.
Zeit- und ursachennahe Stö-
rungsdiagnose: da Alterung von
Bauteilen oder Überlast sich oft
langsam anbahnen, bringen die
räumlich und zeitlich engmaschi-
ge Überwachung und die Kennt-
nis der realen Abnutzung von
Bauteilen selbst bei plötzlichen
Ausfällen einen Reaktionsvorteil.
Ist die Inspektion auf mehrere
Fahrzeuge verteilt, die über ein
Mobilfunknetz kommunizieren,
kann an weit entfernten Orten ei-
ner Anlage gleichzeitig gemes-
sen werden.
Nicht-invasive Inspektion: Ers-




nachträglich in einer bestehen-
den Anlage installiert werden;
über die Stromversorgung (Akku-
Ladestationen) hinaus stellt das
System keine harten Anforderun-
gen an die Infrastruktur.
Informationstechnische Ver-
netzung: die Fahrzeuge sind
über eine Basisstation mit dem
Leitsystem oder mit Systemen





tern. Mit zusätzlichen Software-
Modulen lassen sich Abnut-
zungsvorräte von Bauteilen für ei-
ne zustandsorientierte Instand-
haltung schätzen. Auf der Basis
modellgestützter thermographi-
scher oder chemischer Auswer-





Leitbild soll die Inspektion einer
intakten und über Ebenen oder
Rampen im Prinzip zugänglichen
Anlage sein, nicht das „Trüm-
merszenario“, das zur Entwick-
lung vielgliedriger Fahrzeuge
oder Schreitwerke mit komplexer
Mechanik und Bewegungssteue-
rung herausfordert. Der Roboter
soll auf einer kommerziell verfüg-
baren fahrbaren Grundplattform
aufbauen; er sollte klein und wen-
dig sein (Wenderadius Null) und
dank geeigneter Radsätze kleine-
re Hindernisse wie Kabel,
Schläuche oder Stufen bis ca.
8 cm problemlos überwinden
können. Um auf verschiedenen
Niveaus aktiv zu werden, sollen
mehrere Fahrzeuge eines Teams
geeignet verteilt werden. Wo dies
möglich ist, sind Lastenaufzüge
oder Kräne zur Niveauüberwin-
dung per Funk zu nutzen. Trotz
des visionären Gesamtzieles las-
sen sich überschaubare Szenari-




dem Fahrzeug die Grundpro-
gramme zur Inspektion der Anla-
ge durch Vormachen bei. Er be-
stimmt den Fahrkurs und spezifi-
ziert, welche Anlagenkom-
ponenten mit welchen Sensoren
oder Kameras zu beobachten,
prüfen oder messen sind. Das
Manövrieren des Fahrzeugs und
das Positionieren der Kamera
über Schwenk-Neige-Kopf kön-
nen manuell per Joystick, mit Hil-
fe optischer Zeigeinstrumente
(Laser-Pointer) oder durch Erken-
nung menschlicher Hautfarbe,
Gesichter oder Gestik durch das
Fahrzeug erfolgen. Der Bediener
benennt die Komponenten, kom-
mentiert über Spracheingabe die
Sensorbilder („aktuelles Wärme-
bild gehört zu Pumpe X / Kessel Y
...“) und spezifiziert wichtige Infor-
mationen über Zustandsabhän-
gigkeit von Soll- oder Normberei-
chen (... „im Zustand EIN bzw.
AUS von X, zu Beginn oder am
Ende der Aufheizphase von Y“).
Bei den elektronischen Nasen




trainieren; sie werden als Refe-
renzmuster abgelegt. Weitere für
die Fahrzeuge wichtige Fähigkei-
ten, wie das Andocken an eine
Akku-Ladestation zum Aufladen,
die Prozedur zur Benutzung von
Betriebsmitteln der Anlage, oder
die Ausgrenzung „verbotener“
Bereiche wie Treppen werden
ebenfalls per Training erworben.
Alle Fahrprogramme dieser Pha-
se beginnen und enden bei der
Ladestation.
2. Automatische Inspektion:
Das Fahrzeug kann die einge-
lernten Inspektionsfahrten dank
der im Training aufgebauten Anla-
genkarte und seiner externen Lo-
kalisierung nachvollziehen, situa-
tionsgerecht Messungen vorneh-
men und die „Sinneseindrücke“
zu den entsprechenden Bauteilen
eintragen. Der Bediener soll Fahr-
kurse aus zuvor gelernten Bau-
steinen auch neu zusammenset-
zen können.
Während seines Einsatzes muss
der Inspektionsroboter temporär
auftretende Hindernisse erken-
nen und ihnen lokal ausweichen.
Ferner muss er den Ladezustand
seiner Akkus ständig überwa-
chen, bei Bedarf die nächste La-
destation aufsuchen (mindestens
eine sollte auf jedem Niveau vor-
handen sein) und dann seine
Mission fortsetzen. Ferner sind
der Selbsttest der Komponenten,
die Überwachung von Tempera-
tur, Luftfeuchte und anderen Um-
gebungsbedingungen notwendig.
Eine leistungsfähige automati-
sche Datenkompression und ein
gegenüber thermischem Rau-
schen oder allmählicher Oxydati-
on der Oberflächen toleranter
Vergleich mit den eingelernten
Befunden sind bei umfangreichen
Infrarotbildserien unerlässlich.
Damit Bildausschnitte vergleich-
bar sind, müssen kleinere Positi-
onsfehler durch automatische
Bildregistrierung ausgeglichen
werden. Nicht zuordenbare Be-
funde oder auffällige Abweichun-
gen von gelernten Sollwerten
oder Sollverläufen werden geeig-
net aufbereitet und dem Bediener
an einer Basisstation präsentiert.
Ferner kann der Bediener die ört-
liche Eingrenzung auffälliger
Werte, z.B. Gasbefunde, anfor-
dern. Dabei spürt das Fahrzeug
in einem lokal begrenzten Such-




de Karte eines Anlagenbereiches
vorliegt, ist der mobile Roboter
auf eingelernte Wege nicht mehr
angewiesen, sondern kann jede
Kombination erreichbarer Bautei-
le selbst zu einer Inspektionsfahrt
verbinden. Darüber hinaus kann
er die bekannte Karte auch er-
weitern: nachdem etwa eine
Pumpe durch Vormachen inspi-
ziert wurde, wird er aufgefordert,
gleichartige Komponenten inner-
halb eines Bereiches selbständig
zu finden und sie inspektions-
technisch gleich zu behandeln.
Eine noch ehrgeizigere Aufgabe
besteht darin, unbekannte Berei-
che aufgrund eines digitalisierten
Anlagenschemas (Graphen)
selbständig zu erkunden, wel-
ches nur qualitativ die erwarteten
Komponenten, ihren Material-
fluss und die inspektionstechni-
sche Bedeutung (was ist womit
und wie zu messen?) zeigt. Das
detaillierte Geometriemodell er-
zeugt das Fahrzeug selbst und
benutzt es, um den weiteren
Fahrweg zu planen.
In dieser Phase sollen auch die
Aufgabenteilung mehrerer Fahr-
zeuge untereinander und die
Kooperation mit dem Prozessleit-
system, der Instandhaltungspla-
nung oder einem Diagnose-
system realisiert werden. Das
Prozessleitsystem profitiert von
den neuartigen mobilen Messda-
ten wie Temperaturverteilungen,
Alterungszuständen, Gaskonzen-
trationen, so wie umgekehrt in-






Spezielle Fähigkeiten zur Hand-
habung werden zuletzt ent-
wickelt. Für die Vergleichs-
messung per Kontaktthermome-
ter, Materialprüfung mit einem
Magnetstreufluss-Sensor, oder
um an schwer zugänglichen Stel-
len zu „schnüffeln“, kann ein
Leichtbau-Teleskoparm sinnvoll
werden. Beschränkte sich die bis-
herige Funktion auf das Beob-
achten, so entwickelt sich viel-
leicht ein Fahrzeug des Teams
zum Spezialisten, welches mit
Werkzeugen und ggf. einer
Wechseleinrichtung ausgerüstet
wird, um die Techniker auch beim
Reinigen der Anlage, dem Nach-
stellen oder Auswechseln be-
stimmter Teile zu unterstützen.
Zur Verbesserung der Inspektion
schwer zugänglicher Anlagen
können ultraleichte selbsttragen-
de Flugkörper, zum Beispiel Mi-
niatur-Luftschiffe, als Assistenz-
systeme einem Bodenfahrzeug




die nur ca. 200g wiegen. Den-
noch besteht ein Zielkonflikt: mit
Helium als Füllgas ist ein Volu-
men von ca. 5m3 erforderlich, um
überhaupt Nutzlast zu tragen.
Dies würde aber bei der vorherr-
schenden Zeppelinform die
Manövrierfähigkeit und Zugäng-





roboter nutzbar für die Inspektion
und Instandhaltung industrieller
Anlagen zu machen, sind große,
interdisziplinäre Anstrengungen
erforderlich. Ein Kernpunkt liegt in
der Fusion der Ergebnisse von
Oberflächen-, Wärme- und spezi-
ellen Inspektionssensoren, die
sich optimal ergänzen können
(Abb. 9).
Die Infrarotkamera bildet den
idealen Leitsensor zur Verdacht-
erhebung, da sie flächen-
deckend und effizient arbeitet
und viele Schwachstellen einer
Anlage sichtbar macht, lange be-
vor es zum Ausfall oder Störfall
kommt. So gehen Schwelbrände
oft von fehlerhaften Klemmver-
bindungen der Elektrik, schad-
hafter Isolierung, überlasteten
Transformatoren oder heißlaufen-
den Lagern aus, und in allen die-
sen Fällen tritt lokal überdurch-
schnittliche Wärmeentwicklung
auf. Hier wird IR-Thermographie
in der Industrie schon heute in-
tensiv eingesetzt. Auch Lecks




te Wärme- oder Kälteisolierungen
oder Wärmebrücken an Schweiß-
nähten. Verschmutzungen von
Abluftkanälen und Filtern durch
Staub, oder das Absintern von
Dämmmaterial lassen sich eben-
falls oft erkennen.
Mit einer kalibrierten optischen
Anordnung von IR-Kamera und
Laserscanner werden Tempera-
turextrema nicht nur in der Bild-
ebene, sondern auch in der Tiefe
lokalisiert (3D-Ortung). Die 3D-
367
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zu erfassen bzw. sie aufeinander
abzubilden (zu registrieren).
Wichtiger noch bei der Messung
von Wärmestrahlung ist die Be-
stimmung des Emissionsgrades
eines Objektes und der Hin-
tergrundstrahlung. Für dieses





tung von den individuellen Tem-
peraturprofilen, die Stränge ver-
fahrenstechnischer Anlagen aus-
zeichnen. Durch sie wird eine zu-
verlässigere und effizientere Ob-
jektsegmentierung und -erken-
nung möglich, als es das Tiefen-
bild allein mit seinem Labyrinth
von Rohren und Kesseln erlaubt.
Auch für die Erkennung temporä-
rer, dynamischer Hindernisse
(z.B. vorbeilaufende Menschen)
eignen sich IR-Bilder besser als
Tiefen- oder Videobilder. Diese
neuartige Fusion von Lasersen-
sor und Infrarotkamera be-
zeichnen wir als 3D-Thermogra-
phie.
Doch leistet IR-Thermographie
allein wegen ihrer mangelnden
Selektivität keine sinnvolle Zu-
standsbeurteilung. Selbst wenn
Wärmedurchschläge an einem
isolierten Rohr sichtbar werden,
zeigen diese noch nicht, ob die
Ummantelung oder der metalli-
sche Kern schadhaft ist, ob be-
reits Flüssigkeit oder Gas ausge-
treten ist, um welche chemischen
Substanzen es sich ggf. handelt
und wie das Gefahrenpotential
einzuschätzen ist (Klassifizie-
rung). Letzteres können z.B.
elektronische Nasen beurteilen.
Zur Eingrenzung und Erhärtung
dienen auch Prüfsensoren, die ei-






soren. Welche dieser Inspek-
tionssensoren zusammen den
Kosten-Nutzen-optimalen „Werk-
zeugkasten“ ergeben, ist dabei
noch offen. Die Sensitivität und
die Selektivität, Einsatzvoraus-
setzungen (Materialeigenschaf-
ten), Kosten und Platzbedarf der
Sensoren, die Fähigkeit Materiali-
en zu durchdringen, Abstand und
Anordnung zum Prüfobjekt und
daraus erwachsende Zugänglich-
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