This paper presents two di erent mathematical methods which can be used separately or in conjunction to accommodate shape variabilities between normal human neuroanatomies. Both methods use a digitized textbook to represent the complex structure of a typical normal neuroanatomy. Probabilistic transformations on the textbook coordinate system are de ned to accommodate shape di erences between the textbook and images of other normal neuroanatomies. The transformations are constrained to be consistent with the physical properties of deformable elastic solids in the rst method and those of viscous uids in the second. Results presented in this paper demonstrate how a single deformable textbook can be used to accommodate normal shape variability.
Introduction
The goal of this research is to provide algorithms for representing normal neuroanatomies by precisely specifying the global anatomical relationships between structures and how they can vary from one individual to another. The method of Grenander's shape models is used to represent the structure and variability of the brain. The structure of a typical normal brain is represented by constructing a neuroanatomy textbook and the shape variability is accommodated by de ning probabilistic transformations on the coordinate system of the textbook. By applying the transformations to the textbook, a rich family of brains may be represented using a single textbook. The transformations on the textbook need to maintain the continuity of the textbook, and also be of high spatial dimension to accommodate the complex anatomy of the brain{ventricles, cortical folds, etc. We achieve this by constraining the set of transformations to those consistent with physical deformations of real materials such as elastic solids and viscous uids.
The neuroanatomy textbook is a registered set of images generated from a typical healthy brain. It consists of two types of images, measured and labeled. The measured set of images can consist of MR images, CT images, digitized photographs of the cryosectioned brain, etc. The labeled images contain information about the measured images, consisting of structure names, sizes, locations, functionality, dependence on other structures, etc. The textbook is individualized by estimating the transformation that accommodates the shape di erences in the measured images of the textbook with measured images from a subject's brain. Once this transformation is known, all the information contained in the labeled images of the textbook are mapped onto the measured images of the subject.
Over the last decade, there has been a lot of research in the area of deformable atlases. Methods such as (Pelizzari et al 1989) , and (Evans et al 1991) involve low-dimensional transformations and require the investigator locate landmarks in the data images that correspond with landmarks in the atlas. Other methods such as (Bajcsy et al 1989) and (Collins et al 1992) use high-dimensional transformations but su er from small deformation assumptions. The method described in this paper overcomes the limitation of small deformations and do not require human intervention to place landmarks.
Anatomical Textbook and Transformations
The neuroanatomy textbook is a digitized set of images generated from a typical healthy brain. These images show what the textbook brain looks like when measured with di erent medical instruments. The measured images in the textbook can include MR spin-density, t1, and t2 images, CT attenuation density images, and functional PET images. The textbook also contains symbolic information such as white matter tracts, gray matter nuclei, Broca's areas, etc. The symbolic information is included in the textbook as segmentation images and text strings associated with a location in the textbook. For the work in this paper, we assume that the measured images in the textbook are accquired in register or registered in a preprocessing step. Registration of the textbook modalities can be accomplished in a fashion similar to that described in this paper with one minor change. The likelihood of the deformed textbook and study would have to be changed from an intensity based function to a function based on common features such as edges.
To make the notion of a textbook more formal, we de ne the textbook to be a vector mapping of the coordinate system < 3 . The range of the textbook is de ned to be T which is an M-fold product of spaces T 1 T 2 : : : T M where each component T m 2 T m corresponds to a di erent image in the textbook. The triple ( ; T; T ) is termed the anatomical textbook.
There are two kinds of variations which must be accommodated: normal variation between humans and diseased or abnormal states. Disease and abnormal variation is not addressed in this paper. Focusing on normal human variation, a set of transformations h 2 H on the ideal coordinate system are de ned where H is the set of homeomorphic maps h : ! where h :x = (x 1 ; x 2 ; x 3 ) ! (x 1 ? u 1 (x); x 2 ? u 2 (x); x 3 ? u 3 (x)) :
(1)
The vector eldũ(x) = u 1 (x); u 2 (x); u 3 (x)] T is called the displacement eld. The maps constructed from these transformations allow for the dilation, contraction, and warping of the coordinate system of the textbook into the coordinate system of the individual anatomy at a very local level. The set of normal anatomies generated from the textbook ( ; T; T ) becomes fT h : h 2 Hg, with the composition operator.
Problem Statement
A data set from a subject is represented by a study S, an N-valued vector function consisting of Ncharacterizing data sets fS n g N n=1 . It is assumed that each component of the study is present in the textbook which implies S n : ! T mn , for some m n 2 f1; 2; : : :; Mg and that the study modalities are acquired in register.
Problem Statement: Find the transformation,ĥ 2 H on , that accounts for the shape di erences between the textbook, ( ; T; T ), and the study, S, where H is the set of all allowable transformations.
Elastic Model
A Bayesian approach is adopted to estimate the parameters of the transformationĥ(x; ) that satis es an elastic-solid model (Miller et al 1993) . In this method, the posterior p( jS) is de ned in terms of a likelihood p(Sj ) and a prior p( ), i.e.,
( 2) The textural variability of the data as well as sensor noise is accounted for by de ning the likelihood p(Sj ).
We assume the likelihood to be of a Gibbs' form 1 Z e ?H(S;T) where
jT n (h(x)) ? S n (x)j 2 dx (3) and T n and S n correspond to the same modalities. The form of the potential in (3) is not xed and can be modi ed to account for other more appropriate statistical models such as those which are Poisson based.
The prior p(ũ) is used to ensure that the transformations h 2 H obey the physical properties of elastic solids. In particular, an elastic transformation is smooth and continuous so that structures in the textbook are not broken apart. We assume that the elastic-solid prior has a Gibbs' form 1 Z e ?H(ũ) with potential 
where the i; j; k subscripts have been suppressed onẽ n and~ n , and the coe cients n;i;j;k give each eigenvector unit energy. We will use the abbreviation ESBT to refer to this elastic-solid basis transformation.
Notice thath(x) =x ?ũ(x) maps = R 3 into for equations (5) and (6). We make the assumption that bothT andS are spatially band limited to 0; 1] 3 so thath(x) only needs to be evaluated on 0; 1] 3 and not R 3 . We choose 1;ijk , 2;ijk and 3;ijk to be zero mean, independent Gaussian random variables with variances 1;i;j;k = 2=( 2 ( 0 + 2 0 )(i 2 + j 2 + k 2 )) and 2;i;j;k = 3;i;j;k = 2=( 2 0 (i 2 + j 2 + k 2 )) respectively.
It can be shown that the potential of the elastic-solid model with the displacement eld speci ed by (5) and (6) induces a Gaussian covariance structure on the coe cients~ = f n;i;j;k : n = 1; 2; 3; i; j; k = 0; : : : ; Ng.
Notice that this parameterization of the displacement eld corresponds to a Karhunen-Loeve expansion. It can also be shown thatũ corresponds to a band limited, quadratic mean continuous Gaussian process. Note that a second basis can be constructed by replacing sines with cosines and cosines with sines in equation (6). This second basis has the advantage of mapping = 0; 1] 3 into but su ers from the disadvantage of requinringT andS to be padded by background.
Fluid Model
Transformations such as those based on the theory of elasticity develop restoring forces which are proportional to the deformed distance. Except for the smallest deformations, such elastic transformations prevent the textbook from being fully deformed into the shape of the patient's brain. The short comings of the elasticity model can be over come by a viscous uid model which allows the restoring forces to relax over time. We take the approach described in (Christensen et al 1993) to determine the viscous uid spatial transformation (VFST). The VFST at each time t satis es the partial di erential equation (PDE) r 2ṽ + ( + )r(r Tṽ ) =b (7) whereṽ = v 1 (x; t); v 1 (x; t); v 3 (x; t)] T is the instantaneous velocity of the deformation eldũ. The gradient operator is de ned byr = @ @x1 ; @ @x2 ; @ @x3 ] T and r 2 =r Tr is the Lapliacian. The body force per unit volumeb is the discretization of the variational calculus gradient of (3). The r 2ṽ term in (7) is called the viscous term of the PDE. This term constrains neighboring particles of the displacement eld to deform with roughly the same velocity by spatially smoothing the velocity eld. Ther(r Tṽ ) is called the mass source term and it allows structures in the textbook to grow and shrink in mass. The coe cients and are the viscosity coe cients.
An Eulerian reference frame is used to track the kinematics of the deformation. In this reference frame, a spatially-xed set of points{one located at each voxel in the study{is de ned to observe the deformation of the textbook. As the textbook continuously deforms over time and space, points (particles) in the textbook ow through the observation points. At any instant of time, the transformation h(x) =x ?ũ(x) gives the original position of a particle as it passes through the observation point located at x. Since we are using an Eulerian reference frame, the velocity,ṽ, of a particle is related to its displacement,ũ, bỹ v(x; t) = @ũ(x; t) @t +ṽ(x; t) Trũ (x; t):
The termṽ(x; t) Trũ (x; t) accounts for the kinematic nonlinearities of particles as they pass through the observation points.
Algorithms

Minimum Mean Squared Error Estimation
Minimum Mean Squared Error (MMSE) estimation or conditional mean estimation is used to estimate the parameters of the ESBT. Samples of the posterior are generated by using the stochastic di erential equation (SDE)
where w(t) is a vector valued Wiener process with independent components and H( ) = H(S; T) + H(ũ) is the Gibbs' potential of the posterior. Under appropriate conditions (Amit et al 1991, Grenander and Miller 1994) , the sample mean generated from samples generated by the SDE converges to the conditional mean of the posterior, i.e.,
Time Integration of Viscous Fluid PDE
The displacement eldû statisfying the viscous uid model is determined in the following manner. The time interval 0; 1) is discretized into small increments 0 = t 0 < t 1 < t 2 < : : : and the displacement eld at time t 0 for allx 2 is de ned to be zero. Successive overrelaxation (SOR) with checker board update (Strikwerda 1989) is used to solve (7) for the instantaneous velocityṽ(x; t i ) of the displacement eld at each pointx 2 . The SOR formula used for solving (7) 
where = 1 and = 0 to simplify the notation. The subscripts ij denote the ij th pixel location in the study, the superscript n denotes the relaxation iteration, and the superscript (m) denotes the m th component of a vector. Through experimentation, ! = 1:5 gives fast convergence of (11). Note that SOR is computationally intensive because it is an iterative algorithm. The displacement eld at time t i+1 at each lattice pointx 2 is determined from the instantaneous velocity at time t i bỹ u(x; t i+1 ) =ũ(x; t i ) + (t i+1 ? t i ) Ĩ ?rũ(x; t i ) T ṽ(x; t i )
which is the discrete version of (8). Note thatĨ is the identity matrix. The velocity of the displacement eld and the value of the displacement eld is calculated at each time point t i and lattice pointx 2 until the energy norm associated with the body force approaches zero (or a preset limit close to zero).
Experiments
The experiments were performed on a 64 64 DECmpp 12000Sx (MasPar) massively parallel, single instruction multiple data (SIMD) computer. This architecture is well suited for computing the transformations for three reasons. First, the computational power of the DECmpp is required to compute the 3D ESBT and VFST in a reasonable time. Second, the nearest neighbor interconnection between processors is very e cient for computing the SOR algorithm used to calculate the VFST. Finally, the global router and parallel indirect addressing of this computer|-features not found on other mesh-connected computers|-can e ciently fetch non-local data in order to transform the textbook. The rst experiment was designed to show how the ESBT and the VFST can be combined to generate a single transformation. For this experiment a 2D textbook was deformed into the 2D study using both the ESBT and the VFST. The W1-textbook and A1-study used in this experiment were constructed from spin-density, t1-weighted, and t2-weighted MR images that were collected in register by Scott Nadel of Duke University from two di erent subjects. The W1-textbook consisted of a spin-density, a t1-weighted, and a t2-weighted MR image of a single axial slice from the rst subject and a hand segmentation which delineated the ventricles, head of the caudate nucleus, putamen, thalamus, other brain matter, and background. The t2 modality and the segmentation of the W1-textbook are shown in the left column of Figure 1 . The A1-study was constructed from corresponding spin-density, t1-weighted, and t2-weighted MR images of a single slice from the second subject. The slice used in the study was selected so that the study and the textbook contained the same structures. The t2 modality of the A1-study and a hand segmentation of this slice of the brain is shown in the middle column of Figure 1 . The right column of Figure 1 shows the nal transformation applied to the t2 modality and segmentation of the W1-textbook. Notice how similar the middle and right columns of Figure 1 are.
To avoid local minima when deforming the W1-textbook into the A1-study we took a multi-resolution approach. The idea is to match large structures rst and then match smaller structures. The ESBT was estimated by running the SDE for 160 iterations. Initially, d = 1 in (5) and every 40 iterations d was incremented by one. The samples of the SDE for the last 20 iterations were averaged to generate the basis coe cients. The 3D elastic-solid basis was converted to a 2D basis as in (Miller et al 1993) . As the number of basis functions increased, smaller and smaller variabilities between the textbook and study were accommodated. The ESBT took 134 seconds to estimate a 128 128 transformation. After estimating the ESBT, the VFST was estimated using the ESBT as an initial condition. The VFST was estimated in a coarse to ne manner by rst estimating a 64 64 transformation for 200 iterations using a 64 64 downsampled version of the the textbook and study. The VFST was then estimated at 128 128 for 40 iterations by up-sampling the 64 64 VFST and using a 128 128 down-sampled textbook and study. Finally, the 256 256 VFST was estimated by up-sampling the 128 128 VFST and using the 256 256 textbook and study. The execution time for the VFST is shown in table 1. Table 2 shows the relative overlap of all the segmented regions before transformation, after application of the ESBT, and after application of the VFST. The relative overlap measure was rst introduced by (Dann et al 1989) and is a useful measure for comparing two di erent segmentations when neither is necessarily correct. The relative overlap of a structure is de ned to be the area of the intersection of structure in both segmentations divided by the area of their union. This table shows that the relative overlap increased for each of the structure increased after applying the ESBT and again after applying the VFST. Notice that the head of the caudate nucleus did not overlap initially in the textbook and study, but had a relative overlap of 0.78 after transformation. Also, the relative overlap of the background went from 0.79 to 0.99 which means that outer contour of the deformed textbook matched almost perfectly with the outer contour of the study.
To demonstrate the procedure in 3D, Marcus Raichle and Tom Videen of Washington University collected 21 consecutive, t2-weighted MR slices with 5mm spacing from a schizophrenic and a depressed patient. A 3D textbook was constructed using the images from schizophrenic patient and a 3D study was constructed using the images from the depressed patient. The choice of study and textbook was arbitrary. This textbook and study will be referred to as the S1-textbook and the D1-study. For computation, the two volumes were reduced from 256 256 21 voxels to 64 64 21 voxels by averaging 4 4 blocks of voxels in each slice of the volume. The transformation was estimated in 251 seconds. After determining the coe cients for the 64 64 21 ESBT, the ESBT was applied to the full 256 256 21 voxel textbook. Figure 2 shows slices 11-16 of the S1-textbook (left column), the D1-study (middle column), and the 3D ESBT deformed S1-textbook (right column) from top to bottom. Notice how similar the middle and right columns are. Also notice how the textbook deformed not only in the x and y directions, but also the z direction to match the study. Figure 3 shows slice 14 of the S1-textbook (top-left) the D1-study (top-middle), and the 3D ESBT deformed S1-textbook (top-right). The bottom row shows the di erence images between slice 14 of the study and the textbook before transform (left) and after transformation (right). Notice that the ventricles in slice 14 of the textbook do not appear in slice 14 of the study. To accommodate this di erence the ventricles have been translated in the axial direction so they do not appear in slice 14 of the deformed textbook. Figure 1: Left column shows the t2-weighted MR (top) and hand-drawn, nuclei segmentation (bottom) images from the W1-textbook. Middle column shows the t2-weighted MR (top) and hand-drawn, nuclei segmentation (bottom) images from the A1-study. Right column shows the result of deforming the W1-textbook t2-weighted MR (top) and segmentation (bottom) images into the shape of the A1-study.
Figure 2: This gure shows slices 11-16 of the S1-textbook (left column), the D1-study (middle column), and the 3D ESBT deformed S1-textbook (right column) from top to bottom. Notice how similar the middle and right columns are. Also notice how the textbook deformed not only in the x and y directions, but also the z direction to match the study.
Figure 3: This gure shows slice 14 of the S1-textbook (top-left) the D1-study (top-middle), and the 3D ESBT deformed S1-textbook (top-right). The di erence images before transform (left) and after transformation (right) are shown in the bottom row. Notice that the textbook slice had to deform in all three coordinate directions to match the study slice.
