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Resumo
A otimização não suave é um ramo da otimização que trabalha com funções objetivo não
diferenciáveis em um subconjunto do domínio. Neste trabalho, apresentamos resultados
computacionais para a minimização de problemas nos quais as funções objetivo são não
diferenciáveis em um subconjunto de medida nula do domínio, e não apresentam restrições.
O algoritmo Gradient Sampling (GS) foi proposto recentemente e minimiza a função
objetivo com base no gradiente calculado em amostras de pontos gerados uniformemente
em uma vizinhança do ponto corrente. Variações deste método envolvendo diferentes
direções e diferentes valores de parâmetros foram exploradas. Problemas conhecidos da
literatura foram utilizados para analisar comparativamente o comportamento de algumas
variantes do método e sua dependência com relação ao número de pontos amostrados.
O número de iterações e o valor ótimo obtido foram as medidas de eficiência utilizadas,
e pela natureza randômica do método, cada problema foi resolvido diversas vezes, para
garantir a relevância estatística dos resultados.
Palavras-chave: Otimização não diferenciável, Otimização irrestrita, Algoritmos, Amos-
tragem (Estatística), Experimentos numéricos
Abstract
Nonsmooth optimization is a branch of optimization that deals with non-differentiable ob-
jective functions in a subset of the domain. In this work, we present computational results
for the minimization of problems in which the objective functions are non-differentiable in
a subset of the domain with null measure, and do not present restrictions. The Gradient
Sampling (GS) algorithm was recently proposed and minimizes the objective function
based on the computed gradient at sampled points uniformly generated in a neighborhood
of the current point. Variations of this method involving different directions and different
parameter values have been explored. Problems from the literature were used to compar-
atively analyze the behavior of some variants of the method and its dependence on the
number of sampled points. The number of iterations and the optimum value obtained were
the efficiency measures used, and due to the random nature of the method, each problem
was solved several times, to guarantee the statistical relevance of the results.
Keywords: Nonsmooth optimization, Unrestricted optimization, Algorithms, Sampling
(Statistics), Numerical experiments
Lista de símbolos
Bpx, q Bola fechada de raio  e centrada em x
} ¨ } Norma Euclidiana
convX Envoltório convexo de X
clX Fecho de X
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Introdução
Problemas de otimização envolvendo funções não suaves possuem grande inte-
resse prático, uma vez que estes estão presentes em diversos problemas reais [1, 2, 3, 4].
Tais problemas podem ser agrupados em duas classes distintas: aqueles que lidam com
funções convexas e os demais problemas de otimização não suave que apresentam funções
não convexas como um complicador adicional. Para a solução desta primeira classe, não
podemos deixar de citar os algoritmos conhecidos como métodos de feixe (ou, em inglês,
Bundle Methods) [5, 6, 7, 8, 9]. Tais algoritmos apresentam um bom desempenho na
resolução de problemas contidos neste primeiro grupo e são, juntamente com os métodos
de subgradientes, as ferramentas mais conhecidas para estes problemas.
Para o grupo de problemas de otimização envolvendo funções não suaves e não
convexas, as técnicas de feixe não mais apresentam a mesma eficiência. Foi então que, no
ano de 2005, surgiu o primeiro estudo oferecendo uma alternativa prática e robusta para
estes referidos métodos. O algoritmo chamado Gradient Sampling (GS) tem suas raízes
nos trabalhos apresentados em [10, 11], e tem como principal ideia generalizar o algoritmo
de máxima descida para funções não suaves. Para tanto, o método GS faz uso de uma
amostra de pontos em volta do ponto corrente para obter informações do comportamento
local da função em questão. Assim, o algoritmo é capaz de calcular uma direção de busca
satisfatória e obter um decréscimo suficiente da função objetivo a cada iteração. Uma das
vantagens deste método é lidar apenas com pontos onde a função objetivo é diferenciável.
Em outras palavras, o método GS nunca faz uso de subgradientes.
Embora os métodos de feixe possuam um papel extremamente relevante na
minimização de funções não suaves, limitaremos nosso estudo aos métodos de otimização
que fazem uso de técnicas amostrais, isto é, somente algoritmos que estejam relacionados
às ideas iniciais do método GS. Durante estes mais de doze anos, diversas variantes deste
algoritmo foram propostas [12, 13, 14, 15, 16, 17]. Aqui, estudaremos algumas destas
variantes aplicadas a funções largamente conhecidas na literatura de otimização não suave.
Esperamos, com este texto, tornar o entendimento deste algoritmo mais claro àqueles que
queiram se aprofundar nas técnicas desenvolvidas em [18, 19] e, ao mesmo tempo, destacar
as diferentes características de cada versão do método GS.
Esta dissertação está organizada da seguinte maneira. No primeiro capítulo,
introduzimos definições e conceitos que serão importantes ao longo de todo o texto. O
segundo capítulo apresenta uma versão comentada do algoritmo GS proposto em [19], bem
como exibe o seu resultado de convergência global. No capítulo três, visando aclarar como o
algoritmo GS se comporta em diferentes cenários, problemas bidimensionais de otimização
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não suave são resolvidos e analisados estatisticamente. O quarto capítulo traz análises de
problemas em dimensões maiores, para cinco variações do algoritmo GS, incluindo também
a versão padrão de [18]. Reservamos o quinto capítulo para analisar o comportamento do
algoritmo GS quando diferentes tamanhos de amostras de gradientes são utilizados a cada
iteração do método. Por fim, apresentamos as nossas considerações finais no capítulo seis.
Todos os experimentos foram feitos utilizando a versão 2010a do MATLAB,
em um computador com processador Intel(R) Core(TM) i7–7700 CPU @ 3.60GHz 3.60
GHz e 8.00 GB de memória RAM.
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Capítulo 1
Definições Introdutórias
Nosso problema de interesse é
min fpxq
s.a. x P Rn,
em que f : Rn Ñ R é localmente Lipschitz contínua e também continuamente diferenciável
em D Ă Rn, sendo D um conjunto aberto no Rn com medida completa.
Para facilitar a compreensão dos conceitos envolvidos no problema de interesse
e no algoritmo GS, apresentamos a seguir definições importantes para o estudo de funções
não suaves. Ademais, alguns exemplos também são exibidos com a intenção de tornar estes
conceitos mais intuitivos.
Definição 1.1. Dado x P Rn, chamamos de Bpx, q :“ ty P Rn : }y ´ x} ď u a bola
fechada de raio  ą 0 e centrada em x, sendo } ¨ } a norma Euclidiana, ou norma 2.
Definição 1.2. Dado um subconjunto X Ă Rn, denotamos por convX a interseção de
todos os conjuntos convexos que contém X, chamado de envoltório convexo de X. Caso
X seja um conjunto finito, dado por X “ tx1, x2, ..., xmu, com m P N e xi P Rn para todo
i P t1, 2, ...,mu, temos que
convX :“
#
mÿ
i“1
λixi :
mÿ
i“1
λi “ 1 e λi ě 0, @i P t1, 2, ...,mu
+
.
Exemplo 1.1. Dado X “ tp0, 0q, p1, 0q, p0, 1qu Ă R2, temos que o envoltório convexo de
X é dado por convX “  px, yq P R2 : x ě 0, y ě 0 e x` y ď 1(.
Definição 1.3. Dado um subconjunto X Ă Rn, dizemos que a P Rn é um ponto aderente
de X se a é limite de alguma sequência de pontos
 
xj
( Ă X.
Exemplo 1.2. Dado a P X, temos que a é aderente a X, basta tomarmos a sequência
xn P X, sendo xn “ a para todo n P N.
Exemplo 1.3. Dado X “ r0, 1q Ă R, temos que 1 é aderente a X, basta tomarmos a
sequência xn “ 1´ 1
n
P X.
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Definição 1.4. Chamamos de fecho de um conjunto X, denotado por clX, o conjunto
formado por todos os pontos aderentes a X.
É trivial provar que X Ă clX; e caso X “ clX, dizemos que X é um conjunto
fechado.
Definição 1.5. Dizemos que um conjunto X Ă Rn é denso no Rn se clX “ Rn.
Definição 1.6. Dado o conjunto X Ă R, dizemos que a P R é o ínfimo de X, denotado
por infX, se dado qualquer a1 P R, com a1 ď x para todo x P X, temos que a1 ď a ď x
para todo x P X.
Exemplo 1.4. Temos que 1 “ inf p1, 2s “ inf r1, 2s.
Definição 1.7. Dados n P N, a P Rn e um conjunto não vazio X Ă Rn, temos que
distpa,Xq :“ inf t}x´ a} : x P Xu é a distância entre a e o conjunto X. Caso X também
seja um conjunto fechado e convexo, temos que distpa,Xq é a norma da diferença entre o
próprio vetor a e o vetor dado pela projeção de a em X, denotado por projpa,Xq, ou seja,
distpa,Xq “ }a´ projpa,Xq}.
Exemplo 1.5. Caso a P X, temos que distpa,Xq “ }a´ a} “ }0} “ 0.
Exemplo 1.6. Temos que distp1, r2, 3sq “ 1.
Apresentaremos na sequência alguns conceitos introdutórios de teoria da medida,
com uma visão bem simplificada e intuitiva. Uma maior profundidade no tema pode ser
encontrada em [20].
Definição 1.8. Chamamos de ΓpRnq “ tX : X Ă Rnu o conjunto de todas as partes do
Rn.
Definição 1.9. Sendo Ψ “ pa1, b1q ˆ pa2, b2q ˆ ... ˆ pan, bnq Ă Rn o produto cartesiano
de n intervalos do conjunto R, onde bi ě ai para todo i P t1, 2, ..., nu, chamamos de
volΨ “ |b1 ´ a1||b2 ´ a2|...|bn ´ an| P R` o volume de Ψ.
Definição 1.10. Dado B P ΓpRnq, definimos a medida exterior de Lebesgue em B como
a aplicação ω : ΓpRnq Ñ r0,`8s dada por ωpBq :“ inf t
ÿ
jPN
volΨj : B Ă
ď
jPN
Ψju, onde
Ψj “ pa1j, b1jq ˆ pa2j, b2jq ˆ ...ˆ panj, bnjq Ă Rn.
Sempre que falarmos em medida, estaremos nos referindo à medida exterior de
Lebesgue. Quando ωpBq “ 0, dizemos que B tem medida nula, e quando ωpRnzBq “ 0,
dizemos que B tem medida completa.
Enunciaremos um teorema abaixo cuja demonstração pode ser encontrada no
capítulo 5 de [20], e que estabelece propriedades essenciais da medida exterior de Lebesgue.
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Teorema 1.1. Seja ω : ΓpRnq Ñ r0,`8s a medida exterior de Lebesgue, então temos que:
1. ωpHq “ 0.
2. ωpAq ď ωpBq se A Ă B.
3. ω
˜ď
jPN
Aj
¸
ď
ÿ
jPN
ωpAjq para qualquer sequência de conjuntos tAju Ă Rn,
valendo a igualdade caso os conjuntos sejam dois a dois disjuntos.
Exemplo 1.7. Seja A “ tpx, 0q : x P Ru o eixo das abscissas no R2, temos que A “
ď
jPN
Ψj
onde Ψj “ p´j, jq ˆ p0, 0q e volΨj “ 0 para todo j P N. Com isso temos que ωpAq “ 0 e o
eixo das abscissas é um conjunto de medida nula.
Axioma 1.1. Dado um espaço amostral Ω, temos que a probabilidade P pAq de um evento
A Ă Ω satisfaz as seguintes propriedades:
1. 0 ď P pAq ď 1, para todo A Ă Ω
2. P pΩq “ 1
3. Se A1, A2, A3, ... Ă Ω com Ai X Aj, i ‰ j, então P
˜ď
jPN
Aj
¸
“
ÿ
jPN
P pAjq
Definição 1.11. Definimos a probabilidade uniforme de obtermos um ponto em um
conjunto C Ă Rn contido no espaço amostral Ω Ă Rn como sendo P pCq :“ ωpCq
ωpΩq .
É trivial mostrar que a definição de probabilidade uniforme dada acima obedece
aos axiomas de probabilidade.
Exemplo 1.8. Dado um espaço amostral Ω com medida de valor finito e C Ă Ω com
medida nula, é fácil ver que P pCq “ 0.
Definição 1.12. Dada uma função f : Rn Ñ R diferenciável em A Ă Rn, definimos o
gradiente de f no subconjunto A Ă Rn como o subconjunto ∇fpAq :“ t∇fpxq : x P Au Ă
Rn.
Exemplo 1.9. Dada fpxq “ |x| para todo x P R, temos que f é diferenciável em Rz t0u.
Para A “ p´1, 0q Y p0, 1q, temos que ∇fpAq “ t´1, 1u.
Definição 1.13. Dizemos que f : Rn Ñ R é localmente Lipschitz contínua em x P Rn se
existem Lx ą 0 e δx ą 0 tais que
}x´ y} ă δx ùñ |fpxq ´ fpyq| ď Lx}x´ y}.
Se a relação acima é válida para todo ponto no domínio da função f , então dizemos que f
é localmente Lipschitz contínua.
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Como ao longo de todo o texto assumimos que f é continuamente diferenciável
em um conjunto aberto e de medida completa D Ă Rn, a seguinte definição se apoiará
neste conjunto D (para mais detalhes, veja o resultado original do Teorema 2.5.1 de [21]).
Definição 1.14. Dada f : Rn Ñ R localmente Lipschitz contínua, o subdiferencial de
Clarke de f em x P Rn é dado por Bfpxq :“ conv
"
lim
j
∇fpyjq : yj Ñ x e yj P D
*
.
Note que o subdiferencial de Clarke é um subconjunto convexo e fechado do Rn.
Exemplo 1.10. Para fpxq “ |x| dada no Exemplo 1.9, temos D “ Rz t0u onde teremos
sequências em D convergindo para 0 pelo lado direito, yj “ 1
j
por exemplo, sendo ∇fpyjq “
1 para todo j P N; e também sequências em D convergindo para 0 pela esquerda, yj “
´1
j
por exemplo, sendo ∇fpyjq “ ´1 para todo j P N. Com isso temos que Bfp0q “
conv t´1, 1u “ r´1, 1s.
É trivial mostrar que Bfpxq “ t1u para todo x ą 0 e Bfpxq “ t´1u para todo
x ă 0, sendo fpxq “ |x| dada no Exemplo 1.9.
Definição 1.15. Dada f : Rn Ñ R, como na Definição 1.14, e A Ă Rn, temos que
BfpAq :“ conv
"
lim
j
∇fpyjq : yj Ñ x, @x P A e yj P D
*
é o subdiferencial de Clarke de f
no conjunto A.
Definição 1.16. Dada f : Rn Ñ R como na Definição 1.14, o -subdiferencial de Clarke
de f em x P Rn é dado por Bfpxq :“ BfpBpx, qq.
Podemos aproximar Bfpxq por Gpxq :“ cl conv∇fpBpx, qXDq, uma vez que
temos Gpxq Ă Bfpxq e B1fpxq Ă G2pxq para 0 ď 1 ă 2.
Caso 0 P Bfpxq, então dizemos que x é um ponto estacionário da função f ;
e caso 0 P Bfpxq, então dizemos que x é um ponto -estacionário da função f .
Exemplo 1.11. Podemos ver no Exemplo 1.10 que 0 é um ponto estacionário da função
módulo, já que 0 P r´1, 1s “ Bfp0q.
Exemplo 1.12. Dada fpxq “ |x|, é trivial mostrar que B0.5fp0q “ r´1, 1s, e com isso
temos que 0 também é um ponto 0.5-estacionário para f .
Como Bpx, q é um subconjunto infinito do Rn, torna-se inviável para um
algoritmo encontrar Bfpxq ou Gpxq. Visando aproximar estes conjuntos por um proce-
dimento implementável, os autores de [10] fazem uso de um sorteio randômico com uma
distribuição de probabilidade uniforme em uma bola fechada com centro no ponto corrente.
Desta forma, em uma dada iteração k do algoritmo onde xk P Rn é o ponto corrente,
encontramos o subconjunto Gk :“ conv
 ∇fpxkq,∇fpxk,1q,∇fpxk,2q, ...,∇fpxk,mq(, para
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m P N e suficientemente grande, como uma aproximação de Bfpxkq ou Gpxkq, sendo 
xk, xk,1, xk,2, ..., xk,m
( Ă Bpxk, kq e k o raio amostral corrente.
Exemplo 1.13. Para fpxq “ |x ´ 1|, note que 1 é um ponto estacionário de f , pois
0 P Bfp1q “ r´1, 1s; note também que para  “ 0.8, temos que B0.8fp1q “ G0.8p1q “ r´1, 1s
sendo D “ Rz t1u, e com isso 1 também é um ponto 0.8-estacionário de f . Caso queiramos
uma aproximação de B0.8fp1q com sorteio de apenas 2 pontos em Bp1, 0.8q, podemos ter, por
exemplo, conv t∇fp0.9q,∇fp1.2qu “ r´1, 1s “ B0.8fp1q, ou conv t∇fp0.6q,∇fp0.65qu “
t´1u ‰ B0.8fp1q, ou conv t∇fp1.12q,∇fp1.46qu “ t1u ‰ B0.8fp1q.
O Exemplo 1.13 mostra que nem sempre a aproximação por Gk é perfeita e ela,
na média, se torna mais precisa quanto maior for o tamanho da amostra.
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Capítulo 2
O Algoritmo GS
Nosso objetivo neste capítulo é apresentar o algoritmo GS da maneira proposta
pelos autores originais [18, 19]. Para evidenciar suas particularidades, optamos por primeiro
comentar detalhadamente cada passo do algoritmo GS. A versão condensada do algoritmo
apresentado em [19] é incluída no final do capítulo, juntamente com o seu teorema de
convergência e justificativas para as escolhas práticas dos parâmetros algorítmicos.
PASSO 0: Nesse passo vamos selecionar o ponto inicial x1 P D e os seguintes parâmetros:
νot ě 0, ot ě 0, β P p0, 1q, γ P p0, 1q, θ P p0, 1s, θν P p0, 1s, 1 ě ot, ν1 ą νot,
m P tn` 1, n` 2, ...u. Ademais, fazemos k “ 1 como indicativo de que estamos na
primeira iteração do método. Os parâmetros dados serão explicados nos próximos
passos à medida que são usados no algoritmo.
PASSO 1: Trabalharemos nesse passo com uma amostra de pontos gerados de maneira
uniforme e independente
 
xk,i
(m
i“1, sendo que x
k,i P Bpxk, kq para todo i P
t1, 2, ...,mu.
Note que o tamanho da amostra m dado no PASSO 0 deve ser sempre estritamente
maior que o número de variáveis do problema que estamos otimizando; e a sequência
tku, também inicializada no PASSO 0, contém o raio amostral da bola centrada no
ponto xk. O objetivo central desse procedimento é aproximar o conjunto Gkpxkq,
conforme explicado após a Definição 1.16.
Como é de costume na prática, produzimos uma amostra
 
uk,i
(m
i“1 Ă Bp0, 1q e
fazemos xk,i “ xk ` kuk,i para todo i P t1, 2, ...,mu.
Caso
 
xk,i
(m
i“1 Ć D, ou seja, se existir j P t1, 2, ...,mu de tal maneira que xk,j R D,
paramos o algoritmo. Entretanto, uma vez que D é um conjunto de medida
completa, este evento tem probabilidade zero de ocorrer.
Caso tenhamos a amostra com todos os elementos em D, encontramos o conjunto
Gk :“ conv
 ∇fpxkq,∇fpxk,1q,∇fpxk,2q, ...,∇fpxk,mq( e seguimos para o próximo
passo. Note que deveremos calcular o gradiente de f em m` 1 elementos: os m
pontos da amostra e o ponto xk.
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PASSO 2: Calcular gk :“ projp0,Gkq. Assim, segue que a norma de gk é dada por }gk} “
distp0,Gkq.
Neste passo estamos preocupados em saber quão “próximos” estamos de um ponto
estacionário. Como o conjunto Gk é uma combinação convexa finita de elementos
em Rn, é possível transformar esta projeção em um problema de otimização
quadrática. Desta forma, fazemos gk “ Gkλk, sendo
Gk “ r∇fpxkq,∇fpxk,1q,∇fpxk,2q, ...,∇fpxk,mqs P Rnˆpm`1q,
e λk “ rλk1, λk2, ..., λkm`1sT P Rm`1 o vetor que resolve o problema quadrático dado
por
min
λ
1
2λ
TGTkGkλ
s.a.
m`1ÿ
i“1
λi “ 1
λi ě 0, i “ 1, 2, . . . ,m` 1.
PASSO 3: Caso tenhamos }gk} ď νot e k ď ot, terminamos o algoritmo, uma vez que estas
desigualdades indicam uma situação de estacionariedade satisfatória.
Vemos assim a utilidade dos parâmetros de tolerância de otimalidade νot e ot
dados no PASSO 0, sendo νot a tolerância do quão próximo queremos que xk
esteja de ser um ponto estacionário da função objetivo na vizinhança de xk, com
um raio menor ou igual a ot.
PASSO 4: Caso }gk} ď νk, “apertamos” os nossos parâmetros, definindo νk`1 “ θννk e
k`1 “ θk; continuamos no mesmo ponto definindo o tamanho do passo tk “ 0,
e consequentemente, xk`1 “ xk. Em seguida, o algoritmo executa o PASSO 7.
Caso contrário, mantemos os nossos parâmetros definindo νk`1 “ νk e k`1 “ k.
Escolhemos com isso uma direção que leve a um valor menor da função objetivo,
dada por dk “ ´ g
k
}gk} . Observe que d
k é um vetor unitário no sentido oposto de
gk definido no PASSO 2.
Sendo gk uma combinação linear positiva de gradientes em pontos da bola Bpxk, kq,
temos que xg, gky ě }gk}2 para todo g P Gk, como provado no capítulo 3 de [22];
e como ∇fpxkq P Gk, temos que
∇fpxkqTdk “ ∇fpxkqT
ˆ
´ g
k
}gk}
˙
“ ´ 1}gk}∇fpx
kqTgk ď ´}gk}.
Com isso temos que dk é uma direção de descida a partir de xk, como queremos.
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PASSO 5: Devemos agora escolher o tamanho do passo que tomaremos na direção dk para
alcançar um menor valor da nossa função objetivo.
Definimos o tamanho do passo dado por
tk :“ max
 
t : fpxk ` tdkq ă fpxkq ´ βt}gk}, t P  1, γ, γ2, γ3, ...(( .
Note que teremos escolhas para tk dentro do conjunto enumerável
 
1, γ, γ2, γ3, ...
(
,
usando um decréscimo suficiente para a função f , de pelo menos βtk}gk}, assim
como na condição de Armijo utilizada com funções objetivo suaves no Rn (ver em
[23]).
PASSO 6: Caso xk ` tkdk P D, basta fazermos xk`1 “ xk ` tkdk e seguir para o próximo
passo.
Caso xk ` tkdk R D, então devemos encontrar um ponto xk`1 P D que satisfaça
fpxk`1q ă fpxkq´βtk}gk} e |pxk`tkdkq´xk`1| ď min ttk, ku. Note que a segunda
desigualdade nos força a escolher um ponto “próximo” de xk ` tkdk.
Note que na maioria dos problemas, a identificação do conjunto D é um processo
custoso ou até mesmo impossível. Desta forma, na prática, este passo é omitido na
implementação do método. No entanto, existem exemplos em que a convergência
não pode ser garantida quando este passo é ignorado, como pode ser visto em [15].
PASSO 7: Faça k Ð k ` 1 e vá para o PASSO 1.
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Uma vez que detalhamos cada passo presente no algoritmo GS, exibimos abaixo
uma versão não comentada do mesmo método (c.f. [19]).
Algoritmo 1: Agoritmo GS
PASSO 0: Selecionar x1 P D, νot ě 0, ot ě 0, β P p0, 1q, γ P p0, 1q, θ P p0, 1s, θν P p0, 1s,
1 ą 0, ν1 ą 0, m P tn` 1, n` 2, ...u e fazer k “ 1.
PASSO 1: Sortear de forma independente e uniforme xki em Bpxk, kq, i P t1, 2, ...,mu, e
definir Gk :“ conv
 ∇fpxkq,∇fpxk1q,∇fpxk2q, ...,∇fpxkmq(.
Caso
 
xki
(m
i“1 Ć D, PARAR o algoritmo!
PASSO 2: Calcular gk “ projp0,Gkq.
PASSO 3: Se }gk} ď νot e k ď ot, terminar o algoritmo.
PASSO 4: Se }gk} ď νk, definir νk`1 “ θννk, k`1 “ θk, xk`1 “ xk e ir para o PASSO 7.
Caso contrário, definir νk`1 “ νk, k`1 “ k e dk “ ´ g
k
}gk} .
PASSO 5: Encontrar tk “ max
 
t : fpxk ` tdkq ă fpxkq ´ βt}gk}, t P  1, γ, γ2, γ3, ...((.
PASSO 6: Se xk ` tkdk P D, definir xk`1 “ xk ` tkdk.
Caso contrário, encontrar xk`1 P D que satisfaça fpxk`1q ă fpxkq ´ βtk}gk} e
|pxk ` tkdkq ´ xk`1| ď min ttk, ku.
PASSO 7: Fazer k Ð k ` 1 e ir para o PASSO 1.
O algoritmo GS possui convergência global, conforme estabelece o seguinte
resultado (Teorema 3.3 de [19]). Embora em [18] os autores exijam que deva existir x˜ P Rn
de tal modo que L “ tx : fpxq ď fpx˜qu seja compacto e com ponto inicial x1 P LXD, o
estudo de [19] mostrou que a convergência do método é preservada somente com exigência
de x1 P D. Desta forma, a hipótese de que L seja um conjunto compacto não é necessária.
2.1 Convergência
Teorema 2.1. Seja
 
xk
(
uma sequência gerada pelo algoritmo GS com ν1 ą νot “ ot “ 0,
1 ą 0 e θ, θν ă 1. Então, com probabilidade 1, o algoritmo não para no PASSO 1. Além
disso, ou fpxkq decresce ilimitadamente, ou lim
kÑ8 νk “ 0, limkÑ8 k “ 0 e todo ponto limite de 
xk
(
é estacionário para f .
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2.2 Questões práticas da implementação
Embora a hipótese de convergência exija que β ą 0, adotamos como padrão
a escolha de β “ 0 feita em [18], cuja implementação pode ser encontrada em https:
//cs.nyu.edu/overton/papers/gradsamp/. Como pode ser visto em [18], a escolha de
β “ 0 não causa, em geral, problemas na convergência do método GS. Contudo, quando
β possui um valor distante de zero, a aplicação do algoritmo GS em problemas reais de
otimização não suave pode provocar falhas na busca linear, forçando o método a parar
prematuramente. Desta forma, a escolha de β “ 0 fica justificada, mesmo não estando de
acordo com a teoria de convergência do método.
A implementação feita em [18] também não executa o PASSO 6, responsável por
verificar se xk ` tkdk P D e encontrar um ponto em D caso o ponto proveniente da busca
não pertença a D. Na implementação também não é feita a verificação se
 
xki
(m
i“1 Ă D,
conforme PASSO 1. Este seria um trabalho muito difícil, ou até mesmo impossível de ser
feito em alguns problemas, e, portanto, inviável de ser implementado para uma grande
variedade de funções objetivo. Sendo muito raro encontrarmos pontos não pertencentes a
D na prática, este não precisa ser um fator preocupante. Cabe observar, no entanto, que
existem exemplos nos quais a probabilidade do resultado da busca sair de D é não nula,
assim como há alternativas com suporte teórico e efetivamente implementáveis para se
contornar essa dificuldade (ver [15]).
No capítulo seguinte, apresentamos o comportamento do método GS em alguns
problemas bidimensionais de otimização. Desta forma, esperamos proporcionar ao leitor
uma visão mais clara e geométrica de como este método funciona. Análises mais detalhadas
e específicas deste algoritmo serão apresentadas nos próximos capítulos.
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Capítulo 3
Aspectos Geométricos e Estatísticos
do Algoritmo GS
Neste capítulo abordaremos alguns aspectos estatísticos e geométricos do
algoritmo GS em quatro problemas apresentados a seguir, sendo que os problemas G1 e G2
podem ser encontrados em [24], o problema G3 em [18], e o problema G4 em [10]. Vamos
analisar o número de iterações como uma medida de “esforço” do algoritmo, mostrando
informações da média e do coeficiente de variação de iterações, dependendo do ponto
de partida e da função com a qual estamos trabalhando. Analisaremos também medidas
estatísticas envolvendo os menores valores de função atingidos e como tais medidas se
relacionam com a quantidade necessária de iterações demandadas para atingir tais valores.
G1: Number of Active Faces
fpxq “ max
1ďiďn
#
g
˜
nÿ
i“1
xi
¸
, gpxiq
+
, sendo gpyq “ lnp|y| ` 1q e x P Rn;
G2: Brown Function 2
fpxq “
n´1ÿ
i“1
p|xi|x2i`1`1 ` |xi`1|x2i`1q, com x P Rn;
G3: SampleFun
fpxq “a|x1| `amax t0, x2u ` |x2|, com x P R2;
G4: BLO Function
fpxq “ 2 max
!
|x1|,
a|x2|)` x1, com x P R2.
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Os quatro problemas acima foram escolhidos por apresentarem características
interessantes para ilustrar o comportamento do algoritmo GS no domínio R2. Para isso,
vamos trabalhar com a média de iterações em cada ponto como uma medida de esforço, e
também com o coeficiente de variação das iterações em cada ponto como uma medida de
“estabilidade”.
Para plotar essas medidas, trabalhamos com vários pontos iniciais igualmente
espaçados em um sistema de grade dado por r´10.23, 10.47s ˆ r´10, 10.7s e com intervalos
de 0.9 unidades em cada eixo, dando um total de 23 ¨ 23 “ 529 pontos iniciais. Tal grade
foi propositalmente escolhida de modo a evitar pontos iniciais de não diferenciabilidade
das funções analisadas. O algoritmo foi executado 100 vezes para cada ponto inicial,
sendo registradas quantas iterações foram feitas em cada uma dessas execuções. Com isso,
calculamos a média, o desvio padrão e o coeficiente de variação (ver Definição 3.1 abaixo) do
número de iterações em cada um dos pontos. Para tanto, usamos uma versão do algoritmo
GS com a direção dk de descida normalizada, como tratada no PASSO 4 (dk :“ ´ g
k
}gk}); o
valor de β, usado na busca de tk no PASSO 5, igual a zero; νk constante e igual a 10´6; k
variando no vetor decrescente dado por r10´1, 10´2, 10´3, 10´4, 10´5, 10´6p“ otqs; e m, o
tamanho da amostra definido no PASSO 0, dado por m “ 2n “ 4.
Definição 3.1. Dados a média µ ą 0 e o desvio padrão σ de uma amostra, temos que
cv “ σ
µ
é chamado de coeficiente de variação; e indica o quanto a variabiliade da amostra
representa em relação à sua média. Quanto maior o cv, mais isso indica que a amostra
varia proporcionalmente à sua média.
O coeficiente de variação apenas é usado para variáveis aleatórias com valo-
res positivos, sendo também bastante usado para comparar a variabilidade de diferentes
distribuições, como pode ser visto em [25].
Os resultados dos experimentos são apresentados a seguir, onde cada seção
corresponde ao estudo do algoritmo GS em cada um dos problemas.
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3.1 Estudo da função G1
Figura 1 – Gráfico da função G1 (esq.) juntamente com as curvas de nível (dir.).
Figura 2 – Gráfico da média de iterações (esq.) do algoritmo GS referente à função G1
juntamente com a densidade de nível (dir.).
Figura 3 – Gráfico do cv de iterações (esq.) do algoritmo GS referente à função G1 junta-
mente com a densidade de nível (dir.).
Podemos ver pelas Figuras 1 e 2 que, para uma certa distância do ponto ótimo,
a função assume valores maiores no primeiro e terceiro quadrantes, mas o algoritmo GS
gasta, na média, mais iterações partindo do segundo e quarto quadrantes.
Com relação ao coeficiente de variação, exibido na Figura 3, podemos ver que
quanto mais distante o ponto inicial estiver do ponto ótimo, temos menor variabilidade
proporcional à média amostral.
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3.2 Estudo da função G2
Figura 4 – Gráfico da função G2 (esq.) juntamente com as curvas de nível (dir.).
Figura 5 – Gráfico da média de iterações (esq.) do algoritmo GS referente à função G2
juntamente com a densidade de nível (dir.).
Figura 6 – Gráfico do cv de iterações (esq.) do algoritmo GS referente à função G2 junta-
mente com a densidade de nível (dir.).
Aqui fica bastante evidente, pela Figura 4, que a função tem maiores taxas de
crescimento, e consequentemente também de decaimento, em pontos do domínio próximos
das bissetrizes dos quadrantes pares e ímpares, enquanto podemos ver, pela Figura 5, que
nessa mesma região o algoritmo GS gasta menos iterações na média.
Ainda nos pontos do domínio próximos das bissetrizes dos quadrantes pares e
ímpares, podemos ver, pela Figura 6, que o coeficiente de variação é baixo.
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Com base nas duas observações anteriores, podemos ver que o algoritmo GS é
bem “comportado” nos pontos do domínio próximos das bissetrizes dos quadrantes pares
e ímpares, enquanto que a função costuma apresentar valores altos nessas regiões para
uma certa distância do ponto ótimo, se comparado com as regiões próximas dos eixos
cartesianos, por exemplo.
3.3 Estudo da função G3
Figura 7 – Gráfico da função G3 (esq.) juntamente com as curvas de nível (dir.).
Figura 8 – Gráfico da média de iterações (esq.) do algoritmo GS referente à função G3
juntamente com a densidade de nível (dir.).
Figura 9 – Gráfico do cv de iterações (esq.) do algoritmo GS referente à função G3 junta-
mente com a densidade de nível (dir.).
Podemos ver, pela Figura 8, que o algoritmo GS aumenta muito sua quantidade
média de iterações à medida que temos valores de x1 negativos.
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Com relação ao coeficiente de variação, a Figura 9 mostra uma certa “estabili-
dade” em todos os pontos, com uma leve tendência de aumento nos pontos próximos ao
ponto ótimo.
3.4 Estudo da função G4
Figura 10 – Gráfico da função G4 (esq.) juntamente com as curvas de nível (dir.).
Figura 11 – Gráfico da média de iterações (esq.) do algoritmo GS referente à função G4
juntamente com a densidade de nível (dir.).
Figura 12 – Gráfico do cv de iterações (esq.) do algoritmo GS referente à função G4
juntamente com a densidade de nível (dir.).
Temos aqui o exemplo de uma função em que o algoritmo GS costuma fazer
menos iterações em pontos próximos ao eixo x1, como mostra a Figura 11; enquanto que o
seu coeficiente de variação tem um comportamento parecido com o da função anterior,
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possuindo pouca variabilidade nos pontos e com uma leve tendência de aumento nos pontos
próximos ao ponto ótimo, como podemos ver na Figura 12.
Podemos ver na análise dos experimentos do algoritmo GS com domínio em
duas dimensões que, em todos os 4 problemas, temos uma média menor de iterações em
regiões com gradientes de maior norma. Além disso, conseguimos perceber que, em regiões
nas quais a função apresenta pontos de não diferenciabilidade, o esforço do algoritmo GS
é maior. Acreditamos que esta é uma característica que pode ser explicada pela própria
natureza randômica do método GS. Quando não estamos próximos de uma região de
não diferenciabilidade da função f , o algoritmo não apresenta maiores problemas para
encontrar uma boa direção de descida. Contudo, quando o iterando está na proximidade de
uma região onde f é não diferenciável, os pontos sorteados são cruciais para a construção
de uma boa direção de descida. Desta forma, se os pontos sorteados não representam bem
o comportamento local da função, a direção dk calculada será ruim, e consequentemente,
o tamanho de passo tk será pequeno. Nestas condições, o método GS realiza uma iteração
com pouca redução no valor de função, obrigando o algoritmo a trabalhar mais.
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Capítulo 4
Desempenho do Algoritmo GS em
funções da literatura, com dimensões
maiores
Neste capítulo temos o objetivo de fazer uma análise mais detalhada do com-
portamento do método GS em problemas bem conhecidos na literatura de otimização
não suave. Faremos um estudo envolvendo 5 versões do algoritmo GS e utilizando como
medidas de desempenho o número de iterações e o menor valor de função atingido. Este
estudo será feito com base nas seguintes 18 funções, presentes em [24, 26].
F1: Generalization of MAXQ
fpxq “ max
1ďiďnx
2
i
F2: Generalization of MAXHILB
fpxq “ max
1ďiďn
ˇˇ nÿ
j“1
xj
i` j ´ 1
ˇˇ
F3: Chained LQ
fpxq “
n´1ÿ
i“1
max
 ´xi ´ xi`1,´xi ´ xi`1 ` px2i ` x2i`1 ´ 1q(
F4: Chained CB3 I
fpxq “
n´1ÿ
i“1
max
 
x4i ` x2i`1, p2´ xiq2 ` p2´ xi`1q2, 2e´xi`xi`1
(
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F5: Chained CB3 II
fpxq “ max
#
n´1ÿ
i“1
px4i ` x2i`1q,
n´1ÿ
i“1
pp2´ xiq2 ` p2´ xi`1q2q,
n´1ÿ
i“1
p2e´xi`xi`1q
+
F6: Number of Active Faces
fpxq “ max
1ďiďn
#
gp
nÿ
i“1
xiq, gpxiq
+
, onde gpyq “ lnp|y| ` 1q
F7: Nonsmooth Generalization of Brown Function 2
fpxq “
n´1ÿ
i“1
p|xi|x2i`1`1 ` |xi`1|x2i`1q
F8: Chained Mifflin 2
fpxq “
n´1ÿ
i“1
p´xi ` 2px2i ` x2i`1 ´ 1q ` 74 |x
2
i ` x2i`1 ´ 1|q
F9: Chained Crescent I
fpxq “ max
#
n´1ÿ
i“1
px2i ` pxi`1 ´ 1q2 ` xi`1 ´ 1q,
n´1ÿ
i“1
p´x2i ´ pxi`1 ´ 1q2 ` xi`1 ` 1q
+
F10: Problema 2 do TEST29
fpxq “ max
1ďiďn |xi|
F11: Problema 5 do TEST29
fpxq “
nÿ
i“1
ˇˇˇ nÿ
j“1
xj
i` j ´ 1
ˇˇˇ
F12: Problema 6 do TEST29
fpxq “ max
1ďiďn |p3´ 2xiqxi ` 1´ xi´1 ´ xi`1| onde x0 “ xn`1 “ 0
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F13: Problema 11 do TEST29
fpxq “
2pn´1qÿ
k“1
|fkpxq|
onde
fkpxq “ xi ` xi`1pp1` xi`1qxi`1 ´ 14q ´ 29 se mod pk, 2q “ 0
fkpxq “ xi ` xi`1pp5´ xi`1qxi`1 ´ 2q ´ 13 se mod pk, 2q “ 1
sendo i “ tpk ` 1q2 u
F14: Problema 22 do TEST29
fpxq “ max
1ďiďn
ˇˇˇ
2xi ` 12pn` 1q2 pxi `
i
n` 1 ` 1q
3
´ xi´1 ´ xi`1
ˇˇˇ
onde x0 “ xn`1 “ 0
F15: Problema 24 do TEST29
fpxq “ max
1ďiďn
ˇˇˇ
2xi ` 102pn` 1q2 sinhp10xiq ´ xi´1 ´ xi`1
ˇˇˇ
onde x0 “ xn`1 “ 0
F16: Problema 13 do TEST29
fpxq “
2pn´2qÿ
k“1
ˇˇˇˇ
ˇyl ` 3ÿ
h“1
h2
l
4ź
j“1
xi`j
|xi`j|
ˇˇˇ
x
j
hl
i`j
ˇˇˇˇˇˇˇˇ
onde
i “ 2tpk ` 3q4 u ´ 2, l “ mod pk ´ 1, 4q ` 1, y1 “ ´14, 4, y2 “ ´6, 8, y3 “ ´4, 2 e
y4 “ ´3, 2. Também devemos ter n sendo número par.
F17: Problema 17 do TEST29
fpxq “ max
1ďiďn
ˇˇˇ
5´ pj ` 1qp1´ cosxiq ´ senxi ´
5j`5ÿ
k“5j`1
cosxk
ˇˇˇ
onde j “ tpi´ 1q5 u e n deve ser um múltiplo de 5.
F18: Chained Crescent II
fpxq “
n´1ÿ
i“1
max
 
x2i ` pxi`1 ´ 1q2 ` xi`1 ´ 1,´x2i ´ pxi`1 ´ 1q2 ` xi`1 ` 1
(
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4.1 Estruturação dos experimentos
Para cada função apresentada, consideraremos três dimensões distintas: n P
t10, 20, 40u. Além disso, cinco versões do algoritmo GS (todas considerando o tamanho
da amostra m “ 2n) serão examinadas. Cabe notar que estas versões não são simples
variações de parâmetros, pois consideramos a direção de busca não normalizada, além de
inibir a condição de decréscimo suficiente. A seguir destacamos as diferenças de cada uma
destas versões e também estabelecemos a notação que iremos usar para cada uma delas.
GS–NsD (Gradient Sampling Normalizado sem Decréscimo): direção dk de des-
cida normalizada, como tratada no PASSO 4 (dk :“ ´ g
k
}gk}); valor de β, usado
na busca de tk no PASSO 5, igual a zero; νk, definido no PASSO 0, constante e
igual a 10´6; k, definido no PASSO 0, variando no vetor decrescente dado por
r10´1, 10´2, 10´3, 10´4, 10´5, 10´6p“ otqs. Esta versão corresponde ao algoritmo im-
plementado em [18].
GS–nNsD (Gradient Sampling não Normalizado sem Decréscimo): direção dk de
descida não normalizada, sendo dada por dk :“ ´gk; valor de β, usado na busca de
tk no PASSO 5, igual a zero; νk e k como em GS–NsD.
GS–NcD (Gradient Sampling Normalizado com Decréscimo): direção dk de des-
cida normalizada, como tratada no PASSO 4 (dk :“ ´ g
k
}gk}); valor de β, usado na
busca de tk no PASSO 5, igual a 10´6; νk e k como em GS–NsD.
GS–nNcD (Gradient Sampling não Normalizado com Decréscimo): direção dk
de descida não normalizada, sendo dada por dk :“ ´gk; valor de β, usado na
busca de tk no PASSO 5, igual a 10´6; νk e k como em GS–NsD.
GS–LOC (Gradient Sampling Localmente Convergente): direção dk de descida
não normalizada, sendo dada por dk :“ ´gk; valor de β, usado na busca de tk no
PASSO 5, igual a zero. Os valores de νk, parâmetro definido no segundo capítulo,
variaram no vetor decrescente dado por
r10´1, 10´2, 10´3, 10´4, 10´5, 10´6p“ νotqs.
Os valores de k, definido no segundo capítulo, variaram no vetor decrescente dado
por
r10´1, 10´3, 10´6.75, 10´9, 10´11.25, 10´13.5p“ otqs.
Tais valores são sugeridos no trabalho [16], em que os autores analisam a convergência
local do algoritmo GS.
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Como veremos adiante, o GS–LOC se distingue muito das demais versões para
resolver algumas classes de funções, como mostram os resultados teóricos apresentados
em [16], já que esta versão é fruto de uma análise de convergência local para o algoritmo
GS. Para satisfazer as hipóteses destes resultados, também devemos ter β ą 0, sendo
que aqui usamos β “ 0 com base na mesma explicação apresentada no segundo capítulo.
De qualquer forma, a escolha do valor zero não impediu que o algoritmo convergisse nos
nossos experimentos.
Os dados foram gerados a partir da minimização de cada uma das 18 funções,
em cada uma das 3 dimensões e em cada uma das 5 versões do algoritmo GS, com 30
pontos iniciais x1 escolhidos randomicamente no domínio r´1, 1sn da F1 até a F15 e r0, 2sn
da F16 até a F18, totalizando 18 ¨ 3 ¨ 5 ¨ 30 “ 8100 experimentos. Em cada uma das 8100
otimizações, encontramos o número de iterações e o menor valor de função atingido.
Para uma dada dimensão n, sabe-se por [24], que os valores ótimos das funções
F1, F2, F6, F7 e F8 são todos iguais a zero, a função F3 tem valor ótimo ´?2pn´ 1q e as
funções F4 e F5 têm valores ótimos iguais a 2pn´ 1q. Para as demais funções, os valores
ótimos não são conhecidos.
Alguns dos gráficos dos experimentos realizados são apresentados, juntamente
com a análise, neste capítulo. A totalidade dos resultados dos experimentos pode ser vista
no APÊNDICE A, dividida da seguinte forma:
Nas seções A.1 – A.3 mostramos dois tipos de gráfico, sendo que cada seção
corresponde a um determinado número fixo de variáveis dos problemas resolvidos. No
primeiro tipo de gráfico, comparamos a média de iterações de cada versão do algoritmo
GS em cada problema para a dimensão descrita na seção. No segundo tipo de gráfico,
comparamos a mediana dos menores valores de função atingidos também de cada versão
do algoritmo GS em cada problema para a dimensão descrita na seção, só que os valores
de cada versão do algoritmo GS em cada problema correspondem à mediana dos menores
valores de função atingidos, subtraído do menor valor entre os menores valores atingidos
das versões do algoritmo GS no problema em questão. Os gráficos do segundo tipo estão
em uma escala logarítmica no eixo vertical para melhor visualização, já que estamos
comparando valores próximos de zero.
Nas seções A.4 – A.8 mostramos os gráficos de BoxPlot dos números de iterações,
sendo que cada seção corresponde a uma versão do algoritmo GS possuindo três gráficos
explorando três dimensões distintas para cada função. Desta forma, podemos comparar
como o algoritmo GS se comporta em cada problema para uma dada dimensão e em cada
uma das versões do algoritmo GS descritas na seção.
Nas seções A.9 – A.26 mostramos os gráficos de BoxPlot dos menores valores
de função atingidos, sendo que cada seção corresponde a uma função, possuindo três
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gráficos explorando três dimensões distintas para cada versão do algoritmo GS. Desta
forma, podemos comparar como cada versão do algoritmo GS se comporta para uma dada
dimensão e uma dada função descrita na seção.
4.2 Análise: média de iterações e mediana dos menores valores de
função atingidos
Tendo em vista o caráter amostral do GS, adotamos a média (medida de
tendência central) para representar o número de iterações dispendido em cada uma das
versões do método analisado, para o mesmo conjunto de problemas, inicializado da mesma
maneira. Com relação aos menores valores de função atingidos, optamos por analisar a
mediana, uma vez que esta medida despreza possíveis outliers, que poderiam distorcer os
resultados.
Com base nas Figuras 13 a 18, podemos facilmente notar que os desempenhos
dos métodos GS–NsD e GS–NcD não apresentam grandes diferenças, uma vez que a única
característica que os diferenciam é o decréscimo exigido na busca linear. Enquanto GS–NsD
demanda um decréscimo simples (β “ 0), o método GS–NcD declara sucesso na busca
linear apenas quando um decréscimo suficiente é alcançado (β “ 10´6). Com o mesmo
argumento, podemos justificar a proximidade dos resultados obtidos para os métodos
GS–nNsD e GS–nNcD.
De forma geral, é possível notar que a diferença de desempenho entre os
métodos que normalizam a direção de busca e aqueles que não o fazem é também pequena.
Tanto o número médio de iterações quanto os menores valores de função atingidos são,
em geral, muito similares e não é possível dizer, com estes dados, qual escolha é mais
vantajosa. Entretanto, problemas onde as duas abordagens apresentam resultados distintos
existem. Por exemplo, ao observar a Figura 15, e considerando as funções F9 e F13, vemos
claramente que a normalização da direção de busca diminui consideravelmente o número
de iterações realizadas e, ao mesmo tempo, atinge a mesma precisão dos métodos que não
envolvem a normalização (veja Figura 16).
Um método que visivelmente se distingue de todos os outros é o algoritmo
GS–LOC. Para efeito de comparação, destacamos as Figuras 13 e 14. Podemos notar que,
ou este método apresenta um ótimo desempenho em relação aos demais ou, no extremo
oposto, um péssimo desempenho. Este comportamento já era esperado. O algoritmo GS–
LOC foi desenvolvido com o intuito de apresentar uma convergência linear para problemas
de otimização que possuem uma função objetivo “parcialmente suave”, isto é, para funções
que, em seu domínio, possuam um subespaço não nulo onde o comportamento da função
é suave ao redor do ponto ótimo. Com isto, justificamos o bom comportamento deste
método para, por exemplo, as funções F5 e F9, as quais satisfazem as hipóteses exigidas
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em [16]. Ademais, podemos ver que, mesmo quando a dimensão do problema é alterada
(ver Figuras 17 e 18), o desempenho do algoritmo GS–LOC para essas funções permanece
melhor que as demais abordagens. Do mesmo modo, justificamos o mau desempenho deste
método em boa parte das outras funções, uma vez que não podemos assegurar que tais
problemas satisfazem as condições exigidas pela teoria por trás do algoritmo GS–LOC.
Na seção a seguir, apresentamos algumas observações adicionais que julgamos
pertinentes com relação ao desempenho dos diferentes métodos aqui estudados. Para tanto,
fizemos uso de gráficos contendo BoxPlots para os diferentes problemas tratados nesta dis-
sertação. Como auxílio ao leitor e para não tornar a nossa apresentação desnecessariamente
poluída, destacamos alguns gráficos que exemplificam as características que gostaríamos de
salientar e exibimos, para registrar a completude dos experimentos numéricos, os demais
gráficos no APÊNDICE A deste texto.
Figura 13 – Média do número de iterações para n “ 10.
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Figura 14 – Mediana dos valores de função atingidos relativa ao menor valor atingido
dentre todos os experimentos para n “ 10.
Figura 15 – Média do número de iterações para n “ 20.
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Figura 16 – Mediana dos valores de função atingidos relativa ao menor valor atingido
dentre todos os experimentos para n “ 20.
Figura 17 – Média do número de iterações para n “ 40.
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Figura 18 – Mediana dos valores de função atingidos relativa ao menor valor atingido
dentre todos os experimentos para n “ 40.
4.3 Análise: diagrama de caixa - BoxPlot
Para iniciarmos esta seção, apresentamos um conjunto de gráficos que enri-
quecem os elementos já apresentados na seção anterior. Aqui exibimos a variabilidade do
número de iterações de cada método em cada uma das funções que foram minimizadas (ver
Figuras 57–71 no APÊNDICE A). Desta forma, conseguimos perceber características que
não podiam ser notadas com apenas a informação da média das iterações. Por exemplo,
conseguimos ver a enorme variabilidade do número de iterações de todos os métodos
aqui considerados na função F16 quando n “ 10 (ver, por exemplo, as Figuras 19 e 20).
Contudo, mesmo considerando estas novas informações, novamente não podemos afirmar
se a normalização da direção de busca trás um benefício claro para o método GS.
Como adiantado na seção anterior, o método GS–LOC é outra vez a abordagem
que mais se diferencia das demais. Observando novamente as funções que, de antemão,
sabemos que satisfazem as hipóteses exigidas em [16], isto é, as funções F5 e F9, percebemos
que a variabilidade do número de iterações deste método é realmente muito pequena quando
comparada aos demais métodos (veja, por exemplo, as Figuras 22 e 24). Por outro lado, sua
variabilidade pode ser consideravelmente alta para funções que não se encaixam na teoria
que motivou a criação desta versão do algoritmo GS. Veja, por exemplo, o comportamento
do algoritmo GS–LOC na Figura 23, em comparação com o comportamento do método
GS–nNcD na Figura 21, para a função F11.
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Figura 19 – BoxPlot do número de iterações no GS–NsD para n “ 10.
Figura 20 – BoxPlot do número de iterações no GS–nNsD para n “ 10.
Figura 21 – BoxPlot do número de iterações no GS–nNcD para n “ 20.
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Figura 22 – BoxPlot do número de iterações no GS–nNcD para n “ 40.
Figura 23 – BoxPlot do número de iterações no GS–LOC para n “ 20.
Figura 24 – BoxPlot do número de iterações no GS–LOC para n “ 40.
Podemos ainda nos perguntar sobre a variabilidade de cada método em obter
os menores valores de função atingidos para cada problema. Novamente, a diferença mais
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marcante encontra-se entre a variabilidade dos menores valores de função atingidos quando
o método GS–LOC é considerado, e os demais métodos estudados. Para as funções F5
e F9, vemos que esta variabilidade é realmente baixa considerando o método GS-LOC
(veja as Figuras 28–30 e 31–33). Em outras palavras, podemos dizer que GS-LOC sempre
encontra uma solução satisfatória para estes problemas. No extremo oposto, podemos
apresentar as Figuras 25–27 e 34–36, as quais exibem a variabilidade dos valores de função
obtidos para as funções F1 e F14. Para estes casos, o método GS-LOC raramente encontra
uma solução satisfatória.
No caso da Figura 25, por exemplo, a variabilidade do GS–LOC é grande e
a escala atribuída a ele não possibilita estabelecermos uma comparação efetiva entre os
outros 4 métodos. Com isso, destacamos, na Figura 37, o BoxPlot para a F1 e n “ 10 sem
o GS–LOC, e podemos ver que o GS–NcD possui maior variabilidade, mas diferindo pouco
das demais.
Figura 25 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F1 e n “ 10.
Figura 26 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F1 e n “ 20.
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Figura 27 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F1 e n “ 40.
Figura 28 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F5 e n “ 10.
Figura 29 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F5 e n “ 20.
Capítulo 4. Desempenho do Algoritmo GS em funções da literatura, com dimensões maiores 46
Figura 30 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F5 e n “ 40.
Figura 31 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F9 e n “ 10.
Figura 32 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F9 e n “ 20.
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Figura 33 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F9 e n “ 40.
Figura 34 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F14 e n “ 10.
Figura 35 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F14 e n “ 20.
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Figura 36 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F14 e n “ 40.
Figura 37 – BoxPlot dos menores valores de função atingidos pelas quatro primeiras versões do
algoritmo GS para a F1 e n “ 10.
Na possibilidade de que o leitor queira observar a variabilidade dos valores de
função obtidos para os demais problemas de minimização, apresentamos todos os gráficos
gerados por nós no APÊNDICE A desta dissertação.
Finalizamos o capítulo concluindo, com base nos experimentos analisados, que
• o uso, ou não, de decréscimo suficiente apresenta pouca influência no desempenho
do algoritmo GS;
• a normalização, ou não, da direção de busca apresenta, no geral, pouca influência no
desempenho do algoritmo GS;
• o GS–LOC é a versão que mais se distingue das outras, possuindo melhor desempenho
em problemas que possuem uma região suave que contenha o conjunto solução.
49
Capítulo 5
Desempenho do Algoritmo GS para
diferentes tamanhos da amostra de
gradientes
Dentro da literatura recente do algoritmo GS, a dependência deste método
com relação ao número de pontos amostrados a cada iteração é um assunto pouco ex-
plorado. Sabemos que, ao menos na teoria, este número deve ser estritamente maior que
o número de variáveis do problema. Na prática, a maioria das rotinas implementadas
definem m “ 2n, valor este também usado inicialmente pelos autores originais. Desta
forma, parece natural nos perguntarmos se podemos obter um desempenho melhor do
método aumentando ou diminuindo este valor. Para tanto, resolvemos 5 problemas de
minimização com características bem distintas, definidos pelas funções F1, F6, F7, F9 e
F12, respectivamente, do Capítulo 4.
A função H1 (F1) não cumpre as hipóteses da versão GS–LOC. Além disso,
apresenta uma característica muito singular para uma função não suave, uma vez que em
seu ponto ótimo x˚ “ 0, temos que todas as funções suaves que a descrevem possuem
gradiente igual ao vetor nulo. Assim, mesmo um único gradiente da função objetivo
próximo do ponto ótimo já é suficiente para reconhecermos que estamos em uma região de
estacionariedade, ou seja, não há necessidade de uma combinação convexa de diferentes
gradientes para gerar o vetor nulo. Em contrapartida, as funções H2 (F6) e H3 (F7),
também analisadas no capítulo 3, não possuem esta mesma peculiariedade. Ademais, não
podemos encontrar nenhum subespaço não nulo em Rn onde estas funções se comportem
de maneira suave ao redor do ponto ótimo x˚. A função H4 (F9), por outro lado, cumpre
as hipóteses da versão GS–LOC. Por fim, a função H5 (F12) foi escolhida por não favorecer
nenhuma das versões do algoritmo GS. Para comodidade do leitor, as expressões das
funções são repetidas a seguir:
H1: Generalization of MAXQ
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fpxq “ max
1ďiďnx
2
i
H2: Number of Active Faces
fpxq “ max
1ďiďn
#
gp
nÿ
i“1
xiq, gpxiq
+
, onde gpyq “ lnp|y| ` 1q
H3: Nonsmooth Generalization of Brown Function 2
fpxq “
n´1ÿ
i“1
p|xi|x2i`1`1 ` |xi`1|x2i`1q
H4: Chained Crescent I
fpxq “ max
#
n´1ÿ
i“1
px2i ` pxi`1 ´ 1q2 ` xi`1 ´ 1q,
n´1ÿ
i“1
p´x2i ´ pxi`1 ´ 1q2 ` xi`1 ` 1q
+
H5: Problema 6 do TEST29
fpxq “ max
1ďiďn |p3´ 2xiqxi ` 1´ xi´1 ´ xi`1| onde x0 “ xn`1 “ 0
5.1 Estruturação dos experimentos
Para os experimentos deste capítulo, selecionamos 4 dimensões distintas: n P
t5, 10, 20, 40u. Além disso, apenas 3 versões do algoritmo GS foram consideradas: GS–
NsD, GS–nNsD e GS–LOC. Como vimos no capítulo anterior, a diferença entre exigir
um decréscimo simples ou suficiente da função objetivo não trouxe grande impacto nos
experimentos, assim, ficamos restritos, neste capítulo, a estas três versões (todas com
β “ 0).
Os valores considerados para o número de pontos amostrados a cada iteração
foram: m P trn{2s, n ` 1, 2n, 3nu. Assim como o uso de β “ 0 não dá garantia de
convergência, embora não apresente dificuldades ao resolvermos as funções consideradas
neste trabalho, o valor de m “ rn{2s também não garante a convergência do método
GS. Já o segundo valor, m “ n ` 1, é a quantia mínima exigida pela teoria para se
obter convergência. O terceiro valor é considerado padrão pela maioria dos algoritmos
GS, enquanto que o último valor tem como objetivo apenas verificar se o GS poderia se
beneficiar de uma amostra maior de pontos.
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Os dados foram gerados a partir da minimização de cada uma das 5 funções,
em cada uma das 4 dimensões, em cada uma das 3 versões do algoritmo GS, e em cada
um dos 5 valores de m, com 30 pontos iniciais x1 escolhidos randomicamente no domínio
r´1, 1sn, totalizando 5 ¨4 ¨3 ¨5 ¨30 “ 9000 experimentos. Em cada uma das 9000 otimizações,
registramos o número de iterações e o menor valor de função atingido.
Todos os gráficos dos experimentos estão no APÊNDICE B, onde exibimos os
gráficos de BoxPlot dos números de iterações à esquerda e dos menores valores de função
atingidos à direita, sendo que cada seção corresponde a uma função e uma dimensão,
possuindo três partes, explorando três versões distintas do algoritmo GS para cada valor de
m, o número de amostras. Desta forma, podemos comparar como o algoritmo se comporta
para cada valor de m e para cada versão do algoritmo GS, e de cada função e dimensão
descritos na seção.
5.2 Análise dos dados
Assim como fizemos no capítulo 4, iremos destacar alguns gráficos que suportam
as nossas observações. Contudo, a totalidade dos resultados dos nossos experimentos pode
ser encontrada no APÊNDICE B desta dissertação.
As Figuras 38 e 39 mostram diferentes comportamentos do método GS–LOC
para a função H2 em n “ 5 e n “ 20. Para n “ 5, podemos ver que o número de iterações
diminui, na média, quando aumentamos a amostra de gradientes, enquanto que o menor
valor atingido aumenta. Para n “ 20, vemos que o número de iterações tende a ter um
leve aumento quando aumentamos a amostragem de gradientes, possuindo maior variação
para 2n amostras, enquanto que o menor valor atingido tende ao mesmo patamar, também
possuindo maior variação para 2n amostras.
No geral, o número de iterações diminui à medida que aumentamos a amostra
de gradientes para as várias dimensões e para as várias funções, tendo algumas exceções
principalmente no GS–LOC, como podemos ver para a H1 com n “ 5 e n “ 10 nas
Figuras 40 e 41. Podemos ver também que, na maior parte das vezes, o desempenho não
apresenta muita diferença quando passamos de 2n amostras para 3n amostras, enquanto
que o desempenho com 2n amostras difere mais das opções com menos pontos, o que
sugere 2n como um bom valor para o número de amostras padrão de gradientes.
Com relação aos menores valores de função atingidos, na maior parte das vezes
eles aumentam ligeiramente quando aumentamos o número de amostras de gradientes, o
que não é um bom comportamento, já que estamos procurando o mínimo das funções. No
entanto, podemos ter exceções a essa regra, como é o caso da Figura 42, que mostra o
caso do GS–nNsD para a função H5 e n “ 40.
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Figura 38 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–LOC, H2 e n “ 5, variando o tamanho da amostra
em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 39 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–LOC, H2 e n “ 20, variando o tamanho da amostra
em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 40 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–LOC, H1 e n “ 5, variando o tamanho da amostra
em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
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Figura 41 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–LOC, H1 e n “ 10, variando o tamanho da amostra
em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 42 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–nNsD, H5 e n “ 40, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Podemos ver nas Figuras 43 e 44 que, para a H1 e n “ 5, o GS–NsD e
o GS–nNsD possuem comportamentos parecidos, diminuindo o número de iterações e
aumentando o valor mínimo atingido quando aumentamos a amostra, como é esperado
para a maioria das funções. Na Figura 40, por outro lado, vemos que o GS–LOC tende a
aumentar o número de iterações quando aumentamos a amostra, e o valor mínimo atingido
possui o mesmo patamar até 2n amostras, apresentando posteriormente um salto para 3n
na mediana e na variação. Uma situação distinta acontece para a função H3 e n “ 20, como
mostram as Figuras 45, 46 e 47, sendo que todos os tipos do algoritmo GS trabalhados
possuem comportamentos parecidos.
Mais uma vez vimos que a eficiência das versões do algoritmo GS não mudam
com o aumento de 2n amostras de gradientes para 3n amostras, o que torna o método
mais custoso para pouco ganho, ou até mesmo perda, de eficiência. Já as Figuras 45, 46 e
47 mostram que existe uma grande diferença no número de iterações entre o uso de 2n
amostras para o uso de tamanhos menores de amostras.
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Figura 43 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–NsD, H1 e n “ 5, variando o tamanho da amostra
em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 44 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–nNsD, H1 e n “ 5, variando o tamanho da amostra
em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 45 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos sem outliers com ordens de grandeza discrepantes (dir.) para o
GS–NsD, H3 e n “ 20, variando o tamanho da amostra em m P trn{2s, n`
1, 2n, 3nu, respectivamente.
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Figura 46 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos sem outliers com ordens de grandeza discrepantes (dir.) para o
GS–nNsD, H3 e n “ 20, variando o tamanho da amostra em m P trn{2s, n`
1, 2n, 3nu, respectivamente.
Figura 47 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos sem outliers com ordens de grandeza discrepantes (dir.) para o
GS–LOC, H3 e n “ 20, variando o tamanho da amostra em m P trn{2s, n`
1, 2n, 3nu, respectivamente.
Analisando as Figuras 41 e 48, vemos diferentes comportamentos quando
consideramos o método GS–LOC e n “ 10, quando comparamos os problemas H1 e
H5 para rn{2s amostras. Para o problema H1, o GS–LOC faz menos iterações e atinge
valores mínimos menores, tendo um excelente desempenho comparado aos outros números
de amostras, mesmo se tratando de uma quantidade de amostras que não garantem a
convergência do método, enquanto que, para o problema H5, vemos que o GS–LOC possui
um desempenho pior para rn{2s amostras comparado aos demais números de amostras.
Mais uma vez percebemos exceções do GS–LOC com relação à maioria dos comportamentos
observados na análise anterior.
No geral, o uso de 2n amostras, valor padrão sugerido pelos autores de [18], é
um bom patamar na economia de iterações e sofre pouca perda de precisão na busca do
valor ótimo.
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Figura 48 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–LOC, H5 e n “ 10, variando o tamanho da amostra
em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Olhando a Figura 49, podemos ver que existe um outlier em 2n amostras com
grandeza muito discrepante dos demais valores e, consequentemente, aumentando a escala,
fazendo com que as caixas fiquem achatadas. Na Figura 50 podemos ver os novos diagramas
sem o outlier discrepante, sendo que os demais outliers restantes possuem grandezas da
mesma ordem dos valores das caixas, e com isso vemos uma variabilidade ligeiramente
maior para 3n amostras de gradientes quando trabalhamos no GS–LOC, H2 e n “ 40.
Figura 49 – BoxPlot dos menores valores de função atingidos para o GS–LOC, H2 e n “ 40,
variando o tamanho da amostra emm P trn{2s, n`1, 2n, 3nu, respectivamente.
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Figura 50 – BoxPlot dos menores valores de função atingidos para o GS–LOC, H2 e n “ 40,
variando o tamanho da amostra em m P trn{2s, n`1, 2n, 3nu, respectivamente,
retirando o outlier com ordem de grandeza discrepante.
Após a análise dos experimentos, podemos ver que a versão default do algoritmo
GS, que trabalha com 2n amostras de gradientes, no geral, não produz muita diferença
nos resultados quando comparada com 3n amostras, sendo que esta última quantidade de
amostras apresenta maior custo computacional para realizar os cálculos dos gradientes e
resolver o problema quadrático. Podemos ver também que a diferença, nos resultados, entre
n`1 e 2n amostras é bastante relevante em boa parte dos experimentos, principalmente ao
analisarmos o número de iterações demandado. Os resultados com 2n amostras apresentam
patamares muito menores em grande parte dos casos. Com base nisso, concluímos que
a escolha de 2n amostras, apresentada na versão default do algoritmo GS, é a mais
satisfatória.
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Considerações finais
Neste trabalho, exploramos o desempenho computacional do algoritmo GS
para resolver problemas irrestritos não suaves, de grande importância, por exemplo, na
formulação dual de problemas de grande porte, ou em otimização combinatória. Como
alternativa ao método de amostragem de gradientes, vale mencionar os métodos de
subgradiente, de planos de corte e de feixes. Nosso enfoque, no entanto, se concentrou
no GS e em algumas variantes, obtidas com escolhas específicas para definir a direção de
busca, bem como o critério de decréscimo propriamente dito.
No Capítulo 1 elencamos as principais definições e resultados necessários para
acompanhar o texto, ilustrados com exemplos. Optamos por apresentar, no Capítulo 2, o
algoritmo GS de forma detalhada e comentada, para oferecer ao leitor uma visão esmiuçada
das etapas envolvidas.
Em seguida, no Capítulo 3, trabalhamos com 4 funções de 2 variáveis, de modo
a explorar a potencialidade de visualização geométrica. Considerando o número de iterações
efetuado como medida de esforço, preparamos uma análise da média e do coeficiente de
variação de iterações, em termos do ponto inicial utilizado, para cada função estudada, com
um número significativo de rodadas para cada ponto, de modo a assegurar a significância
estatística dos resultados. Para esses testes, utilizamos a variação de parâmetros default do
algoritmo GS. Percebemos a variabilidade do esforço e do melhor valor obtido em termos
das características de cada uma das funções.
No Capítulo 4, nossa ênfase foi avaliar o desempenho de 5 variações de parâ-
metros do algoritmo GS, contemplando normalização (ou não) da direção de busca, bem
como a inclusão (ou não) do termo de decréscimo suficiente na busca. Além dessas quatro
opções, agregamos uma versão localmente convergente do algoritmo GS, recentemente
proposta em [16]. Essas 5 versões foram analisadas ao resolvermos uma família de 18
problemas da literatura, em um conjunto de 3 dimensões. Os resultados obtidos não
apontaram para uma escolha definitiva dentre as 5 versões. Particularmente no quesito
normalizar ou não a direção de busca, tendo em vista a semelhança entre os resultados
obtidos, nossa opção é adotar a versão não normalizada, possivelmente por ser empregada
com sucesso na resolução de problemas suaves. Vale mencionar que, embora a versão
do algoritmo disponível para download, em comunicação pessoal, na página do professor
Michael Overton efetue a normalização, ele mesmo declarou que em suas implementações
recentes deixou de efetuar a normalização.
Finalmente, no Capítulo 5, investigamos o efeito da variação do número de
pontos amostrados, nos quais os gradientes são avaliados, considerando 4 possibilidades,
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em um subconjunto de 5 funções, com 4 dimensões distintas, e para 3 variações de parâ-
metros do algoritmo GS. Novamente, não se destacaram resultados quando consideramos
normalizar ou não a direção, e a versão local do GS sobressai, tanto com resultados muito
bons quanto muito ruins, dependendo da função em questão cumprir, ou não, a hipótese
de suavidade local em um subespaço contendo a solução. Podemos, mais uma vez, ver que
a versão default do algoritmo GS, programada pelos autores, se mostra satisfatória, a qual
trabalha com 2n amostras de gradientes.
Como sugestões de trabalhos futuros, destacamos a investigação do desempenho
do GS no contexto da otimização não suave restrita, bem como um estudo comparativo entre
GS e métodos de feixe, particularmente em problemas práticos, por exemplo envolvendo
otimização de estruturas, otimização estocástica de distribuição energética, ou ainda
otimização de carteiras de investimentos econômicos.
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APÊNDICE A
Gráficos do capítulo 4
Mostraremos abaixo os gráficos referentes aos experimentos realizados no
capítulo 4.
Nas seções A.1 – A.3 mostramos dois tipos de gráfico, sendo que cada seção
corresponde a um determinado número fixo de variáveis dos problemas resolvidos. No
primeiro tipo de gráfico, comparamos a média de iterações de cada versão do algoritmo
GS em cada problema para a dimensão descrita na seção. No segundo tipo de gráfico,
comparamos a mediana dos menores valores de função atingidos também de cada versão
do algoritmo GS em cada problema para a dimensão descrita na seção, só que os valores
de cada versão do algoritmo GS em cada problema correspondem à mediana dos menores
valores de função atingidos, subtraído do menor valor entre os menores valores atingidos
das versões do algoritmo GS no problema em questão. Os gráficos do segundo tipo estão
em uma escala logarítmica no eixo vertical para melhor visualização, já que estamos
comparando valores próximos de zero.
Nas seções A.4 – A.8 mostramos os gráficos de BoxPlot dos números de iterações,
sendo que cada seção corresponde a uma versão do algoritmo GS possuindo três gráficos
explorando três dimensões distintas para cada função. Desta forma, podemos comparar
como o algoritmo GS se comporta em cada problema para uma dada dimensão e em cada
uma das versões do algoritmo GS descritas na seção.
Nas seções A.9 – A.26 mostramos os gráficos de BoxPlot dos menores valores
de função atingidos, sendo que cada seção corresponde a uma função, possuindo três
gráficos explorando três dimensões distintas para cada versão do algoritmo GS. Desta
forma, podemos comparar como cada versão do algoritmo GS se comporta para uma dada
dimensão e uma dada função descrita na seção.
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A.1 Média de iterações e mediana dos menores valores de função
atingidos para n “ 10
Figura 51 – Média do número de iterações para n “ 10.
Figura 52 – Mediana dos valores de função atingidos relativa ao menor valor atingido
dentre todos os experimentos para n “ 10.
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A.2 Média de iterações e mediana dos menores valores de função
atingidos para n “ 20
Figura 53 – Média do número de iterações para n “ 20.
Figura 54 – Mediana dos valores de função atingidos relativa ao menor valor atingido
dentre todos os experimentos para n “ 20.
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A.3 Média de iterações e mediana dos menores valores de função
atingidos para n “ 40
Figura 55 – Média do número de iterações para n “ 40.
Figura 56 – Mediana dos valores de função atingidos relativa ao menor valor atingido
dentre todos os experimentos para n “ 40.
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A.4 BoxPlot de iterações do GS–NsD
Figura 57 – BoxPlot do número de iterações no GS–NsD para n “ 10.
Figura 58 – BoxPlot do número de iterações no GS–NsD para n “ 20.
Figura 59 – BoxPlot do número de iterações no GS–NsD para n “ 40.
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A.5 BoxPlot de iterações do GS–nNsD
Figura 60 – BoxPlot do número de iterações no GS–nNsD para n “ 10.
Figura 61 – BoxPlot do número de iterações no GS–nNsD para n “ 20.
Figura 62 – BoxPlot do número de iterações no GS–nNsD para n “ 40.
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A.6 BoxPlot de iterações do GS–NcD
Figura 63 – BoxPlot do número de iterações no GS–NcD para n “ 10.
Figura 64 – BoxPlot do número de iterações no GS–NcD para n “ 20.
Figura 65 – BoxPlot do número de iterações no GS–NcD para n “ 40.
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A.7 BoxPlot de iterações do GS–nNcD
Figura 66 – BoxPlot do número de iterações no GS–nNcD para n “ 10.
Figura 67 – BoxPlot do número de iterações no GS–nNcD para n “ 20.
Figura 68 – BoxPlot do número de iterações no GS–nNcD para n “ 40.
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A.8 BoxPlot de iterações do GS–LOC
Figura 69 – BoxPlot do número de iterações no GS–LOC para n “ 10.
Figura 70 – BoxPlot do número de iterações no GS–LOC para n “ 20.
Figura 71 – BoxPlot do número de iterações no GS–LOC para n “ 40.
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A.9 BoxPlot dos menores valores de função atingidos da F1
Figura 72 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F1 e n “ 10.
Figura 73 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F1 e n “ 20.
Figura 74 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F1 e n “ 40.
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A.10 BoxPlot dos menores valores de função atingidos da F2
Figura 75 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F2 e n “ 10.
Figura 76 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F2 e n “ 20.
Figura 77 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F2 e n “ 40.
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A.11 BoxPlot dos menores valores de função atingidos da F3
Figura 78 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F3 e n “ 10.
Figura 79 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F3 e n “ 20.
Figura 80 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F3 e n “ 40.
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A.12 BoxPlot dos menores valores de função atingidos da F4
Figura 81 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F4 e n “ 10.
Figura 82 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F4 e n “ 20.
Figura 83 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F4 e n “ 40.
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A.13 BoxPlot dos menores valores de função atingidos da F5
Figura 84 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F5 e n “ 10.
Figura 85 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F5 e n “ 20.
Figura 86 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F5 e n “ 40.
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A.14 BoxPlot dos menores valores de função atingidos da F6
Figura 87 – BoxPlot dos menores valores de função atingidos pelas versões GS-NsD, GS–NsD,
GS–nNsD, GS–NcD, GS–nNcD e GS–LOC, respectivamente, para a F6 e n “ 10.
Figura 88 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F6 e n “ 20.
Figura 89 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F6 e n “ 40.
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A.15 BoxPlot dos menores valores de função atingidos da F7
Figura 90 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F7 e n “ 10.
Figura 91 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F7 e n “ 20.
Figura 92 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F7 e n “ 40.
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A.16 BoxPlot dos menores valores de função atingidos da F8
Figura 93 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F8 e n “ 10.
Figura 94 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F8 e n “ 20.
Figura 95 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F8 e n “ 40.
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A.17 BoxPlot dos menores valores de função atingidos da F9
Figura 96 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F9 e n “ 10.
Figura 97 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F9 e n “ 20.
Figura 98 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F9 e n “ 40.
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A.18 BoxPlot dos menores valores de função atingidos da F10
Figura 99 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F10 e n “ 10.
Figura 100 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F10 e n “ 20.
Figura 101 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F10 e n “ 40.
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A.19 BoxPlot dos menores valores de função atingidos da F11
Figura 102 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F11 e n “ 10.
Figura 103 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F11 e n “ 20.
Figura 104 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F11 e n “ 40.
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A.20 BoxPlot dos menores valores de função atingidos da F12
Figura 105 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F12 e n “ 10.
Figura 106 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F12 e n “ 20.
Figura 107 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F12 e n “ 40.
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A.21 BoxPlot dos menores valores de função atingidos da F13
Figura 108 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F13 e n “ 10.
Figura 109 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F13 e n “ 20.
Figura 110 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F13 e n “ 40.
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A.22 BoxPlot dos menores valores de função atingidos da F14
Figura 111 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F14 e n “ 10.
Figura 112 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F14 e n “ 20.
Figura 113 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F14 e n “ 40.
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A.23 BoxPlot dos menores valores de função atingidos da F15
Figura 114 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F15 e n “ 10.
Figura 115 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F15 e n “ 20.
Figura 116 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F15 e n “ 40.
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A.24 BoxPlot dos menores valores de função atingidos da F16
Figura 117 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F16 e n “ 10.
Figura 118 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F16 e n “ 20.
Figura 119 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F16 e n “ 40.
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A.25 BoxPlot dos menores valores de função atingidos da F17
Figura 120 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F17 e n “ 10.
Figura 121 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F17 e n “ 20.
Figura 122 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F17 e n “ 40.
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A.26 BoxPlot dos menores valores de função atingidos da F18
Figura 123 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F18 e n “ 10.
Figura 124 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F18 e n “ 20.
Figura 125 – BoxPlot dos menores valores de função atingidos pelas cinco versões do algoritmo
GS para a F18 e n “ 40.
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APÊNDICE B
Gráficos do capítulo 5
Mostraremos, neste apêndice, os gráficos referentes aos experimentos realizados
no capítulo 5, onde exibimos os gráficos de BoxPlot dos números de iterações à esquerda
e dos menores valores de função atingidos à direita, sendo que cada seção corresponde
a uma função e uma dimensão, possuindo três partes, explorando três versões distintas
do algoritmo GS para cada valor de m, o número de amostras. Desta forma, podemos
comparar como o algoritmo se comporta para cada valor de m e para cada versão do
algoritmo GS, e de cada função e dimensão descritos na respectiva seção.
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B.1 Dados da função H1 e n “ 5
Figura 126 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–NsD, H1 e n “ 5, variando o tamanho da amostra
em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 127 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–nNsD, H1 e n “ 5, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 128 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–LOC, H1 e n “ 5, variando o tamanho da amostra
em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
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B.2 Dados da função H1 e n “ 10
Figura 129 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–NsD, H1 e n “ 10, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 130 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–nNsD, H1 e n “ 10, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 131 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–LOC, H1 e n “ 10, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
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B.3 Dados da função H1 e n “ 20
Figura 132 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–NsD, H1 e n “ 20, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 133 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–nNsD, H1 e n “ 20, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 134 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–LOC, H1 e n “ 20, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
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B.4 Dados da função H1 e n “ 40
Figura 135 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–NsD, H1 e n “ 40, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 136 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–nNsD, H1 e n “ 40, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 137 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–LOC, H1 e n “ 40, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
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B.5 Dados da função H2 e n “ 5
Figura 138 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–NsD, H2 e n “ 5, variando o tamanho da amostra
em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 139 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–nNsD, H2 e n “ 5, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 140 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–LOC, H2 e n “ 5, variando o tamanho da amostra
em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
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B.6 Dados da função H2 e n “ 10
Figura 141 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–NsD, H2 e n “ 10, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 142 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–nNsD, H2 e n “ 10, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 143 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–LOC, H2 e n “ 10, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
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B.7 Dados da função H2 e n “ 20
Figura 144 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–NsD, H2 e n “ 20, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 145 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–nNsD, H2 e n “ 20, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 146 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–LOC, H2 e n “ 20, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
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B.8 Dados da função H2 e n “ 40
Figura 147 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–NsD, H2 e n “ 40, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 148 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–nNsD, H2 e n “ 40, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 149 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–LOC, H2 e n “ 40, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
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B.9 Dados da função H3 e n “ 5
Figura 150 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–NsD, H3 e n “ 5, variando o tamanho da amostra
em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 151 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–nNsD, H3 e n “ 5, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 152 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–LOC, H3 e n “ 5, variando o tamanho da amostra
em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
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B.10 Dados da função H3 e n “ 10
Figura 153 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–NsD, H3 e n “ 10, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 154 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–nNsD, H3 e n “ 10, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 155 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–LOC, H3 e n “ 10, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
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B.11 Dados da função H3 e n “ 20
Figura 156 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–NsD, H3 e n “ 20, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 157 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–nNsD, H3 e n “ 20, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 158 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–LOC, H3 e n “ 20, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
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B.12 Dados da função H3 e n “ 40
Figura 159 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–NsD, H3 e n “ 40, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 160 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–nNsD, H3 e n “ 40, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 161 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–LOC, H3 e n “ 40, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
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B.13 Dados da função H4 e n “ 5
Figura 162 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–NsD, H4 e n “ 5, variando o tamanho da amostra
em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 163 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–nNsD, H4 e n “ 5, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 164 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–LOC, H4 e n “ 5, variando o tamanho da amostra
em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
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B.14 Dados da função H4 e n “ 10
Figura 165 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–NsD, H4 e n “ 10, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 166 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–nNsD, H4 e n “ 10, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 167 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–LOC, H4 e n “ 10, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
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B.15 Dados da função H4 e n “ 20
Figura 168 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–NsD, H4 e n “ 20, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 169 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–nNsD, H4 e n “ 20, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 170 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–LOC, H4 e n “ 20, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
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B.16 Dados da função H4 e n “ 40
Figura 171 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–NsD, H4 e n “ 40, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 172 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–nNsD, H4 e n “ 40, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 173 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–LOC, H4 e n “ 40, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
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B.17 Dados da função H5 e n “ 5
Figura 174 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–NsD, H5 e n “ 5, variando o tamanho da amostra
em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 175 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–nNsD, H5 e n “ 5, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 176 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–LOC, H5 e n “ 5, variando o tamanho da amostra
em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
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B.18 Dados da função H5 e n “ 10
Figura 177 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–NsD, H5 e n “ 10, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 178 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–nNsD, H5 e n “ 10, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 179 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–LOC, H5 e n “ 10, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
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B.19 Dados da função H5 e n “ 20
Figura 180 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–NsD, H5 e n “ 20, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 181 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–nNsD, H5 e n “ 20, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 182 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–LOC, H5 e n “ 20, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
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B.20 Dados da função H5 e n “ 40
Figura 183 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–NsD, H5 e n “ 40, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 184 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–nNsD, H5 e n “ 40, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
Figura 185 – BoxPlot do número de iterações (esq.) e dos menores valores de função
atingidos (dir.) para o GS–LOC, H5 e n “ 40, variando o tamanho da
amostra em m P trn{2s, n` 1, 2n, 3nu, respectivamente.
