We have developed a graphical-based methodology to categorise continuous predictors to be used in clinical prediction models. The proposal is based on the use of Generalised Additive Models (GAM) with P-spline smoothers to determine the relationship between the continuous predictor and the outcome. This proposal is based on the work done by Hin et al. (1999) [1], but it considers the need for more than two categories. The proposed method consists of creating at least one average-risk category along with high-and low-risk categories based on the GAM smooth function [2] . Without loss of generality, let us assume that there is a continuous predictor variable X which we wish to categorise and a dichotomous response variable Y . In such a case, the GAM is specified by: logit(π(X)) = β 0 + f (X). We consider an average-risk category by building an interval around the point x 0 ∈ X such that f (x 0 ) = 0. To do so, we calculate the value for x 0 , by computing the inverse of f , and then the estimated valueπ 0 , such that,π 0 = logit −1 (β 0 + f (x 0 )) = logit −1 (β 0 ) and its 95% confidence interval π 0 inf ,π 0sup given the estimated standard error of the expected response given by the GAM evaluated at pointπ 0 . Finally, we obtain the interval x 0 inf , x 0sup by reversing the process, such that f −1 (logit(π 0 inf ) − β 0 ) = x 0 inf and f −1 (logit(π 0sup ) − α 0 ) = x 0sup . Thus, the points x 0 inf and x 0sup are thus the cut points that determine the average-risk category.
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Abstract
We have developed a graphical-based methodology to categorise continuous predictors to be used in clinical prediction models. The proposal is based on the use of Generalised Additive Models (GAM) with P-spline smoothers to determine the relationship between the continuous predictor and the outcome. This proposal is based on the work done by Hin et al. (1999) [1] , but it considers the need for more than two categories. The proposed method consists of creating at least one average-risk category along with high-and low-risk categories based on the GAM smooth function [2] . Without loss of generality, let us assume that there is a continuous predictor variable X which we wish to categorise and a dichotomous response variable Y . In such a case, the GAM is specified by: logit(π(X)) = β 0 + f (X). We consider an average-risk category by building an interval around the point x 0 ∈ X such that f (x 0 ) = 0. To do so, we calculate the value for x 0 , by computing the inverse of f , and then the estimated valueπ 0 , such that,π 0 = logit −1 (β 0 + f (x 0 )) = logit −1 (β 0 ) and its 95% confidence interval π 0 inf ,π 0sup given the estimated standard error of the expected response given by the GAM evaluated at pointπ 0 . Finally, we obtain the interval x 0 inf , x 0sup by reversing the process, such that f −1 (logit(π 0 inf ) − β 0 ) = x 0 inf and f −1 (logit(π 0sup ) − α 0 ) = x 0sup . Thus, the points x 0 inf and x 0sup are thus the cut points that determine the average-risk category.
This methodology has been develop and validated in the context of the IRYSS-COPD study [3] . In particular, the response variable poor evolution and the independent continuous variables PCO2 and respiratory rate (RR) have been considered. Additionally, a sensitivity analysis has been performed to assess the impact the sample size has on the average-risk category width considering different sample sizes. Finally, we proposed to categorise the PCO2 as <= 43; 
