A p-regular element in a finite group is an element of order not divisible by the prime number p. We show that for every prime p and every finite simple group S, a fair proportion of elements of S is p-regular. In particular, we show that the proportion of p-regular elements in a finite classical simple group (not necessarily of characteristic p) is greater than 1/(2n), where n − 1 is the dimension of the projective space on which S acts naturally. Furthermore, in an exceptional group of Lie type this proportion is greater than 1/15. For the alternating group An, this proportion is at least 26/(27 √ n), and for sporadic simple groups, at least 2/29.
Introduction

Main results
Let S be a finite simple group and p a prime number. Our objective is to show that a fair proportion of the elements of S is p-regular (i. e., its order is not divisible by p). Theorem 1.1 For a prime p and a group G let G(p ) denote the set of p-regular elements of G. Let S be a finite simple group and p any prime number. Then (a) |S(p )|/|S| ≥ 26/(27 √ n) if S = A n is the alternating group of degree n;
(b) |S(p )|/|S| > 1/(2n) if S is a classical simple group naturally acting on a projective space of dimension n − 1;
(c) |S(p )|/|S| > 1/15 if S is an exceptional group of Lie type;
(d) |S(p )|/|S| > 2/29 when S is sporadic.
Remark 1.2 For some classes of classical simple groups, the value of n is not uniquely defined, e. g., Ω 2k+1 (2 e ) ∼ = Sp 2k (2 e ). In such cases, we can use either definition in item (b), so for example for S = Ω 2k+1 (2 e ) we obtain the stronger lower bound S(p )/|S| > 1/(4k).
This result allows p-regular elements to be discovered in S efficiently by random sampling, a key ingredient to several recent algorithms for matrix groups [BB, BS] . We emphasize that p may or may not be equal to the characteristic of the field of definition of S when S is of Lie type. We note that if p is the characteristic of the field of definition then almost all elements of S are p-regular; in fact the proportion of p-singular elements (i. e., of those of order divisible by p) is O(1/q) where q is the order of the field of definition. More precisely, their proportion is less than 3/(q − 1) + 2/(q − 1) 2 (Guralnick and Lübeck [GL] ; see also Neumann and Praeger [NeP] for certain classical groups).
In some applications, all we know about our simple group is that it is a section of a linear group. We can then give a lower bound on the proportion of p-regular elements in terms of the dimension of the linear group. In the following theorem, F is an arbitrary field. Theorem 1.3 Let F be a field and S a finite simple group which is a quotient of a finite subgroup of GL n (F ). Let γ(n) = max{31, 2n}. Then for any prime r, at least a 1/γ(n) fraction of the elements of S is r-regular. Theorem 1.3 is a corollary to Theorem 1.18; both results will be derived in Section 1.4 from our main technical result, Theorem 1.5 (below). This paper has been a long time in coming; versions of its main results have been quoted and applied in several papers, starting with [BB] in 1999. Theorem 1.1 has been quoted as "Theorem 4.9" in the paper [BS] in the following form. Theorem 1.4 Let S be a finite simple group and p a prime number. Then at least a c/d fraction of the elements of S is p-regular, where c > 0 is an absolute constant and d = d(S) is defined as follows. For the alternating group A t we set d(A t ) = √ t, for a classical simple group S we define d(S) to be the dimension of the projective space on which S acts; for all other simple groups S, d(S) = 1. Theorem 1.4 follows from Theorem 1.1 with c = 1/15. An earlier version of the result was mentioned in [BB, Theorem 4.2] , where the estimate for the alternating groups was weaker, using d(A t ) = t instead of √ t. The heart of the proof of Theorem 1.1 is the following result about simple groups of Lie type. For a group G and T ⊆ G we use the notation T G = g∈G T g .
Theorem 1.5 Let S be a finite simple group of Lie type. Then S has two maximal tori T 1 , T 2 of relatively prime orders such that for each i the set T S i has nonnegligible density: |T S i |/|S| ≥ 1/(2n) if S is a classical simple group naturally acting on a projective space of dimension n − 1, and |T S i |/|S| ≥ 1/31 if S is an exceptional group of Lie type other than the Tits group 2 F 4 (2) . The tori T i can be chosen to be cyclic except for the case of the Tits group and the orthogonal groups S = P Ω + n (q) with 4 | n.
The bulk of this paper is devoted to proving this result. Theorem 1.5 immediately implies part (b) of Theorem 1.1, in view of Proposition 1.10 (below). It also implies a weaker version of part (c) (with a lower bound of 1/31 instead of the claimed 1/15). The improvement is based on finding sharp (strongly self-centralizing, cf. Definition 1.11) tori in most classes of exceptional simple groups of Lie type (Theorem 3.1) and using the strategy of Proposition 1.13. Remark 1.6 This approach does apply to the Tits group as well, using the maximal tori of types 13 and 5 2 , and yields the lower bound of 1/50. We achieve the better constant 1/15 in Theorem 1.1 (c) by treating the Tits group as sporadic (Section 5). Theorem 1.5 will be proved for classical groups in Section 4 (Theorem 4.1) and for exceptional groups in Section 3 (Theorem 3.4).
Remark 1.7 Theorem 1.5 was quoted somewhat inaccurately as Theorem 8.7 in [BB] . Specifically, the exceptions 2 F 4 (2) and P Ω + n (q) were omitted in [BB] . We emphasize that these inaccuracies do not affect the validity of any of the applications given in [BB] ; the cyclicity of the tori is never used in [BB] and the Tits group can be treated as sporadic.
Remark 1.8 The significance of Theorem 1.5 goes beyond proving Theorems 1.1 and 1.4. The principal motivation behind our results has been the analysis of algorithms for matrix groups and quotients of matrix groups by efficiently recognizable normal subgroups. The abundance of p-regular elements in simple groups was identified in [BB] as central to the analysis of certain algorithms such as factoring a semisimple group into its simple factors; the scope of applications was further broadened in [BS] to include testing membership in a simple normal subgroup and, in the case when G/Z(G) is simple, finding Z (G) .
These applications work only under the assumption that a superset of prime divisors of the order of G is given. This could be achieved if we knew the prime factorization of |SL n (p)|, but this is not known, and not expected, to be doable in time, polynomial in n 2 log(p) (the bit-length of an n × n matrix over GF (p)). This difficulty is avoided by demonstrating the abundance not only of elements of order relatively prime to prime numbers but also relatively prime to certain composite numbers (cyclotomic and semicyclotomic factors of the numbers p j − 1), a consequence of the presence of two maximal tori of relatively prime orders. The details are described in Section 1.4.
Groups of Lie type: general strategy
For the classical simple groups our proof will follow the following general pattern.
Let G be a finite group. For a self-centralizing subgroup T ≤ G, we define
Proposition 1.9 Let T be a self-centralizing subgroup of the finite group G. Then
are pairwise disjoint and their number is |G : N G (T )|. Therefore
The right hand side is then |G|v/u. 2 Proposition 1.10 Assume T 1 , T 2 are subgroups of relatively prime orders in the finite group G. Then, for any prime p, the proportion of p-regular elements in G is at least
Proof. The coprimality of |T 1 | and |T 2 | ensures that at least one of
For the classical simple groups, the T i will be maximal tori. We shall choose T i such that v i ≥ 1/2 and u i ≤ n, where n − 1 is the dimension of the projective space on which the simple group acts in its natural representation. Note that our lower bounds do not depend on the order q of the underlying finite field. Our construction will be elementary and self-contained, using the geometry of classical groups. We include all cases for the sake of completeness, although the estimate in many, but not all, cases can be derived from results of Niemeyer and Praeger [NiP1] (see Section 1.5).
For the exceptional simple groups of Lie type, pairs of maximal tori of coprime orders also exist, see Theorem 3.4. However, for these groups a different approach, which relies on the existence of sharp tori, yields better estimates. Definition 1.11 We call a nontrivial proper subgroup T of the group G sharp (or
In Theorem 3.1 we show that, with the exception of E 7 (q), all exceptional simple groups of Lie type contain sharp tori. We make the following simple observation about sharp subgroups.
Proposition 1.12 Let T be a sharp subgroup of the finite group G. Then (a) T is a Hall subgroup;
(b) each element of G outside T G has order relatively prime to |T |;
Proof. Let p be a prime divisor of |T | and P a Sylow p-subgroup of G which intersects T nontrivially. We claim that P ≤ T ; this in turn implies that T is a Hall subgroup, proving part (a). Indeed, let x ∈ T ∩ P have order p and let z = 1 be a central element of P . Then the centralizer condition implies that z ∈ T ; and then again the centralizer condition implies that P ≤ T .
It also follows that every p-element of S lies in a conjugate of T , so every p-singular element is centralized by a nonidentity element in a conjugate of T . The centralizer condition now implies that every p-singular element belongs to a conjugate of T , proving part (b) .
To estimate the order of N = N G (T ), let us consider the action of N/T on T × = T \ {1} by conjugation. The sharpness of T is equivalent to saying that this action is semiregular (the stabilizer of every point is the identity) and therefore
Sharp subgroups allow the following estimation.
Proposition 1.13 Let G be a finite group containing a sharp subgroup T such that N G (T ) = T , and let p be a prime number. Then the proportion of p-regular elements in G is at least 1/(|N G (T )/T | + 1). Moreover, if G contains pairwise non-conjugate sharp subgroups T 1 , . . . , T k , then the proportion of p-regular elements in G is at least
Proof. If p does not divide |T | then every element in T G is p-regular. Hence the proportion of p-regular elements in G is at least
where the last inequality follows from the fact that since T is sharp, we have
If p divides |T |, then by Proposition 1.12, the proportion of p-regular elements is at least
since T is not self-normalizing by our assumption.
If there are several conjugacy classes of sharp subgroups in G and p does not divide the order of any of them, then the proportion of p-regular elements is at least
2 Remark 1.14 One advantage of using the quantity |N G (T )/T | in our estimates is that for a family X(q) of finite simple groups of Lie type and the family of maximal tori T (q) in these groups defined by a particular class C of the corresponding Weyl group, the right hand side is independent of q (it depends only on the type X and the class C).
Regarding the sporadic simple groups we observe that each sporadic simple group has a self-centralizing subgroup of order r for some prime r, so every element of the group is either r-regular or has order r (see Proposition 5.1).
Sometimes we shall use the language of probabilities. For a nonempty finite set X and a subset Y ⊆ X we set Prob X (Y ) = |Y |/|X|. By a "random element" of a finite nonempty set X we mean a uniformly distributed random element of X.
Erratum to a prior announcement of our results
The paper [BB] announced the main results of the present paper and gave a number of applications. Since the applications given in [BB] served as the principal motivation for the present work, we review the results used in [BB] , correcting some inaccuracies and giving more detailed versions. We emphasize that none of the changes affect the validity of the applications given in [BB] .
The two principal results used in [BB] are Theorem 1.5 and Theorem 1.18. Theorem 1.5 corrects some inaccuracies of its [BB] -version (see Remark 1.7). Theorem 1.18 gives a more detailed version of the result stated as Corollary 8.10 in [BB] and fixes an omission in its proof.
In Section 8.3 of [BB] a summary form (k 1 k 2 )/(k 3 k 4 ), with appropriate constraints on the k i , has been given for the orders of the tori constructed. From the list of possible values of k i , [BB] erroneously omitted the values k 2 = q 2 − 1 (for E 6 (q) and 2 E 6 (q)), as well as k 4 = 2 or 4 (for certain orthogonal groups). (Cf. Tables II and III below.) Moreover, as noted in Remark 1.7, as a single exception, 2 F 4 (2) does not contain two maximal cyclic tori of coprime orders. (It does contain maximal tori of orders 13 and 5 2 .)
Pseudo-orders
In algorithmic applications it is often impossible to calculate the order of an element, because it would require finding prime factors of large numbers. Instead, following [BB, Section 8] , one is content with determining a so-called pseudo-order of elements. To define this concept we start with a set P of pairwise relatively prime integers. We refer to the elements of P as pretend-primes. (The idea is that we may have difficulty splitting these numbers into their prime factors, so we pretend instead that they are prime.) We assume that every prime divisor of |G| divides a suitable pretend-prime in P, or, equivalently, that |G| has a multiple of the form p∈P p kp . The P-closure of a divisor n of |G| is the smallest positive integer n P which is a multiple of n and which can be written as a product of integers from P. The pseudo-order of an element g ∈ G with respect to the set P is defined to be the Pclosure of the actual order. Equivalently, the pseudo-order of g ∈ G is the smallest positive integer such that g = 1 and is a product of pretend-primes (see [BB] , p. 55). If the set P is explicitly given then it is easy to calculate the pseudo-order (with respect to P) of any element of the group.
Given two sets of integers, P 1 and P 2 , we say that P 1 is coarser than P 2 if (a) every member of P 2 divides some member of P 1 ; and (b) every member of P 1 is the product of some members of P 2 .
Given a (finite or infinite) set L of positive integers, the relatively prime refinement of L is the coarsest set P of pairwise relatively prime integers such that L is coarser than P. If L is an explicitly given finite set then P can be computed efficiently (see [BB, Claim 8.8]) . Now the task is to find nontrivial P -regular elements in G, i. e., elements of which the order is relatively prime to P , where P is a P-closed number.
This can be accomplished, using Theorem 1.5, with reference to a certain explicitly computable set P obtained from the orders of the maximal tori mentioned in Theorem 1.5. Next we describe the set P.
Let us fix the parameters n and p. [BB] defines a set of integers L(n, p) whose relatively prime refinement P(n, p) is then used as the set of pretend-primes for determining the pseudo-orders of elements in sections (quotients of subgroups) of GL n (p). Below we give a slightly modified definition to handle sections of GL n (q), q a power of p, as well as the case of characteristic zero.
For the definition we require the following result, obtained by combining a result by Landazuri and Seitz [LS] with another by Feit and Tits [FT] . Theorem 1.15 Let S be a finite simple group of Lie type of characteristic r over the field of order q = r e . Let m − 1 be the minimum dimension of projective spaces over GF (q) on which S acts nontrivially. Let H be a finite group which involves S (as a quotient of a subgroup). If H acts faithfully on a projective space of dimension n−1 over a field of characteristic other than r then q m ≤ n c1 , where c 1 = 248 27 + log 2 3 = 8.67589 . . .. In particular, S has a faithful permutation representation of degree less than n c1 . If S is a classical group, then a better estimate q m ≤ n c2 holds with c 2 = 8 log 3/ log 6 = 4.90517 . . .. Moreover, if we exclude S = P SL 3 (2) and Sp 4 (2) , then we have m ≤ n as well.
For large n, the last inequality, m ≤ n, is far weaker than the main inequalities which are of the form q m ≤ n c ; but this weaker inequality will be helpful for small values of n.
We indicate the proof of Theorem 1.15 in an Appendix (Section 6). In order to define our sets L(n, p), we need to consider the cyclotomic polynomials. Let Φ n (x) denote the n-th cyclotomic polynomial, so
Recall that we have
We displayed a factorization of Φ 4 (x), Φ 6 (x), and Φ 12 (x) over R[ √ x]; we refer to the factors in these particular factorizations as semicyclotomic factors. We denote the two semicyclotomic factors of Φ n (x) (n = 4, 6, 12) by Φ + n (x) and Φ − n (x); the first of of these has only "+" signs in its expression.
, and in all the three cases,
Definition 1.17 We call the numbers ±Φ n (q) (n, q integers, n ≥ 1) cyclotomic numbers. We call the numbers ±Φ ± n (q) semicyclotomic numbers if n = 4 or 12 and q is an odd power of 2; and if n = 6 and q is an odd power of 3.
We now define our sets L(n, p). Let n ≥ 2 and p a prime or p = 0. Let L(n, p) consist of the following numbers:
(i) all primes ≤ 47 and the primes 59, 67, 71 (these are the primes occurring in sporadic groups, including the Tits group 2 F 4 (2) );
(ii) all primes ≤ n c1 where c 1 = 8.67589 . . . is the constant from Theorem 1.15;
(iii) if p = 0 then additionally the cyclotomic numbers |Φ i (±p j )| for all j ≥ 1 and i ∈ {1, 3, 5, 15}.
(iv) if p = 2, then additionally the semicyclotomic numbers Φ ± 4 (2 2t+1 ) and Φ ± 12 (2 2t+1 ) for all t ≥ 1; (v) if p = 3, then additionally the semicyclotomic numbers Φ ± 6 (3 2t+1 ) for all t ≥ 1.
Let P(n, p) be the relatively prime refinement of L(n, p). A corollary to the following strengthening of Theorem 1.3 is central to the polynomial-time claims made in [BB] . The corollary is given as Corollary 8.10 in [BB] . Theorem 1.18 Let F be a field of characteristic p ≥ 0. Let S be a finite simple group which occurs as a quotient of a finite subgroup of GL n (F ). Let γ(n) = max{31, 2n}. Then for any prime r, at least a 1/γ(n) fraction of the elements g ∈ S has pseudo-order relatively prime to r with respect to the set P(n, p) of pretend-primes.
Proof. The proof is based on the fact that the orders of the maximal tori given in Tables II and III below are products of numbers from L(n, p), occasionally divided by an integer d ≤ n and by q ± 1 = |Φ 1 (±q)|, where q is a power of p; and all prime divisors of the orders of any alternating groups that may be involved as well as all prime divisors of the orders of all sporadic groups belong to L(n, p). Note that we treat the Tits group 2 F 4 (2) as sporadic; all prime divisors of
We follow the lines of the proof of Corollary 8.10 from [BB] . If S is sporadic then π(S) ⊂ P = P(n, p) so we only need to refer to Theorem 1.1 (d) to obtain
If S is alternating of degree k ≥ 9 then k ≤ n + 2 by Proposition 1.20 (a) below. For k ≤ 8, the prime divisors of |A k | are ≤ 7. So, if S is alternating of any degree then π(S) ⊂ P. Therefore we only need to consider the proportion |S(r )|/|S|, which, by Theorem 1.1 (a), is at least 26/(27
If S is of Lie type of characteristic s = p over the field of order s e , then, by Theorem 1.15, we have s ef ≤ n c1 , where f − 1 is the minimum dimension of projective spaces over GF (s e ) on which S acts nontrivially and c 1 = 8.67589 . . .. In particular, S has a faithful permutation representation of degree less than n c1 . Therefore all primes dividing the order of S are ≤ n c1 and hence π(S) ⊂ P. Therefore we only need to consider the proportion |S(r )|/|S|. This proportion is at least 1/15 > 1/31 if S is exceptional, by Theorem 1.1 (c), and at least 1/(2f ) if S is classical, by Theorem 1.1 (b). The last statement in Theorem 1.15 yields that f ≤ n with the exceptions of S = P SL 3 (2) and Sp 4 (2) , and so |S(r )|/|S| ≥ 1/(2n), as in the two exceptional cases one can easily check that |S(r )|/|S| > 1/2.
Finally, let S be of Lie type of characteristic p other than the Tits group 2 F 4 (2) . Then, by Theorem 1.5, S has two maximal tori T 1 and T 2 of relatively prime orders with the properties given in Theorem 1.5. Now |T i | is a product of cyclotomic and semicyclotomic factors included in L(n, p) according to Tables II and III below, occasionally divided by an integer d ≤ n and by q ± 1 = |Φ 1 (±q)|, where q is a power of p (the order of the field of definition of S); all these numbers are included in L(n, p). Therefore if r does not divide |T i | (which holds for at least one of i = 1, 2) then the pseudo-order of elements in T S i with respect to P is not divisible by r. The proportion |T S i |/|S| is ≥ 1/31 if S is exceptional and ≥ 1/(2f ) if S is classical where f − 1 is the dimension of the projective space on which S acts naturally.
The parameter f is associated with the name of the classical group but not with its isomorphism type (e. g., Ω 2k+1 (2 e ) ∼ = Sp 2k (2 e ); under the first name we have f = 2k + 1, under the second, f = 2k). In Proposition 1.20 below, we show that if S is a classical simple group then S has a name under which f ≤ n, with the single exception of Sp 4 (2) for which n = 3. This completes the proof for all but this exceptional case. Now for Sp 4 (2) we have proved that the proportion in question is ≥ 1/8 which is greater than 1/31, the largest possible value of 1/γ(n).
2
For characteristic p = 0, the sets L(n, p) and P(n, p) referred to in Theorem 1.18 are infinite. Although these sets are sufficiently explicit and sparse so they would support the polynomial time algorithms based on the result, explicit finite sets are preferable. For algorithmic applications, if p = 0 then we may assume that F is an explicitly given finite field. In this case we can impose the following bounds on the parameters.
Theorem 1.19
Let n, h ≥ 1 and let p be a prime. Define the set L(n, p, h) by the rules (i) through (v) stated before Theorem 1.18 with the following bounds imposed on the parameters i, j, t occurring in items (iii), (iv), (v):
(iv') 1 ≤ t ≤ (nh − 4)/8 for the first type of semicyclotomic polynomials given and 1 ≤ t ≤ (nh − 12)/24 for the second type;
Let P(n, p, h) be the relatively prime refinement of L(n, p, h). Let S be a finite simple group which occurs as a quotient of a subgroup of GL n (p h ). Let γ(n) = max{31, 2n}. Then for any prime r, at least a 1/γ(n) fraction of the elements g ∈ S has pseudoorder relatively prime to r with respect to the set P(n, p, h) of pretend-primes.
The proof is identical with the proof of Theorem 1.18.
The next proposition, used in the preceding proof, gives the maximum dimensions of classical simple sections and the maximum degrees of alternating sections of linear groups, combining results of Feit-Tits and Kleidman-Liebeck.
The only classical finite simple group not covered by this list is P Sp 4 (2) which indeed is an exception; in this case, n ≥ 3.
Proof. We combine the proofs of the two parts of the Proposition. We may assume F is algebraically closed.
A result of Feit and Tits [FT] asserts that if S is an arbitrary finite simple group and S is a quotient of some subgroup of P SL n (F ) where F is algebraically closed then either (i) S is a subgroup of P SL n (F ), or (ii) char F = 2 and S is of Lie type of characteristic 2.
In our case (a), S is not of Lie type; and in case (b), S and F have the same characteristic. In either case, therefore, case (ii) of the Feit-Tits result cannot occur. Therefore, S ≤ P SL n (F ). Now if S = A k ≤ P GL n (F ) then k ≤ n + 1 if the characteristic of F is zero; and in finite characteristic, k ≤ n + 2 according to [KL, Proposition 5.3.7, p. 186] ).
Let now S be one of the classical simple groups listed in case (b). Then, according to [KL, Proposition 5.4.13, p. 200] , f is indeed the smallest value of n such that S ≤ P GL n (F ). For P Sp 4 (2) , the smallest value of n is 3. 2
Comparison with results of Niemeyer and Praeger
For certain classical groups, a lower bound for the proportion of p-regular elements can be obtained directly from the estimates for the proportion of ppd elements given by Niemeyer and Praeger [NiP1] . Recall that g ∈ G ≤ GL n (q) is called a primitive prime divisor element, or more precisely a ppd(n, q; e)-element in G if its order is divisible by a primitive prime divisor of q e − 1 (i. e., a prime divisor which does not divide q j − 1 for any j, 0 < j < e).
Theorem 1.21 [NiP1, Theorem 5.7] Let G be a finite classical simple group acting naturally on a projective space of dimension n − 1 over GF(q), and let e with n/2 < e ≤ n be such that the group G contains ppd(n, q; e)-elements. Then the proportion of ppd(n, q; e)-elements in G lies in the interval [1/(e + 1), 1/e), except for some cases when G is an orthogonal group and e ≥ n − 1, when this proportion belongs to the interval [2/(e + 1), 2/e).
(For the detailed description of the exceptional cases we refer to the original paper.) An extension of the estimates to the case e = n/2 can be found in [NiP2] .
Corollary 1.22 Let G be a finite classical simple group naturally acting on a projective space of dimension n − 1 over the q-element field, and let p be a prime number. If there exists an e with n/2 < e ≤ n such that the group G contains ppd(n, q; e)-elements and the order of no ppd(n, q; e)-element is divisible by p, then the proportion of p-regular elements in G is at least 1/(e + 1) ≥ 1/(n + 1).
Actually, when applicable, this is a better estimate than our 1/2n. However, such an e does not always exist. If n is small, namely in the cases G = P SL 2 (q), P Sp 4 (q), P SU 3 (q), P SU 4 (q), P SU 6 (q), or P Ω + 8 (q), there is only one possible value of e > n/2 of the required parity (namely 2, 4, 3, 3, 5, and 6, respectively), so the result is not applicable for the primitive prime divisors p of q e − 1 for this e. Even worse is the situation for G = P SU n (q) with n ≥ 8 even. Let p be a prime divisor of q + 1 not dividing n. (Note that throughout the paper we use the convention that P SU n (q) is defined over GF (q 2 ); in contrast, in [NiP1] the field of definition for P SU n (q) was taken to be GF (q) with q being a square.) Then for every odd e with n/2 < e < n (for unitary groups only these should be considered), if we choose a ppd(n, q 2 ; e)-element g ∈ G of prime order then its centralizer C G (g) always has a normal subgroup of index p, hence at most a 1 p fraction of the ppd(n, q 2 ; e)-elements is p-regular. So the Niemeyer-Praeger estimates cannot be used directly in this case.
In Section 3 we obtain a result for exceptional groups of Lie type which is analogous to Theorem 5.7 of Niemeyer and Praeger [NiP1] . We employ the following Lemma of Niemeyer and Praeger: Lemma 1.23 [NiP1, Lemma 5.6] Suppose G is a finite group with a self-centralizing cyclic subgroup C of order m and set u = |N G (C) : C|. Let t be a divisor of m. Suppose further that, if g ∈ G has order dividing m and g t = 1, then g is conjugate in G to an element g of C and C G (g ) = C. Then the proportion of elements of G of order dividing m which have non-trivial t-th power is equal to (1 − t/m)/u. In particular if m/t ≥ u + 1, then this proportion lies in the interval [1/(u + 1), 1/u).
The following result, to be proved in Section 3.1, extends the work of Niemeyer and Praeger to exceptional groups. Theorem 1.24 Let G = G(q) be a simple exceptional group of Lie type. For the values of e as given in Table I , and also for e = 7 and 14 in the case of G = E 7 (q), the proportion of elements in G of order divisible by a primitive prime divisor of q e − 1 lies in the interval
is an odd power of 2 for 2 B 2 (q) (Suzuki groups) and 2 F 4 (q) (Ree groups of rank two), and q ≥ 27 is an odd power of 3 for 2 G 2 (q) (Ree groups of rank one)),
where the value of u can be found in Table I or u = 14 in the case of E 7 (q).
The alternating groups
For the symmetric group S n the probability that a random element is p-regular has been determined by Erdős and Turán [ET, Lemma I] . Modifying their argument we obtain a similar result for the alternating group A n . This was proved independently, in a slightly different form, by Beals, Leedham-Green, Niemeyer, Praeger and Seress [BLNPS] . More generally, Maróti [M] determined the proportion of l-regular elements in S n and A n for arbitrary natural number l. (A permutation is called l-regular if it does not contain a cycle of length divisible by l.)
Theorem 2.1 Let p be a prime number, n ≥ 3 an integer and k = n/p . Then the proportion of p-regular elements in the alternating group A n is given by the following formulas:
(a) if p = 2:
(c) if p > 2 and n ≡ 0 or 1 (mod p):
Proof. Using the method of generating functions, Erdős and Turán [ET, Lemma I] obtained that the proportion of p-regular elements in the symmetric group S n equals
If p = 2 then all p-regular elements (i. e., permutations of odd order) lie in A n , hence the proportion of such elements in A n is the double of their proportion in S n , proving part (a). In order to obtain the proportion of p-regular elements in the case p > 2 we are also going to use generating functions. Following [ET] , let f (n, p) denote the number of p-regular elements in S n . Erdős and Turán show that f (n, p)/n! is the coefficient of z n in
where indicates that the product is to be extended over all ν's not divisible by p. If we define g(n, p) to denote the difference between the number of even and odd permutations that are p-regular, then we obtain analogously that g(n, p)/n! is the coefficient of z n in
For |z| < 1 this can be written in the form
we obtain (b) and (c). 2
For a fixed prime p the order of magnitude of the proportion of p-regular elements in A n as given in Theorem 2.1 is O(n −1/p ). Since we want a universal lower bound, independent of p, we prove an estimate of the form c/ √ n. (Note that for every > 0 we have the lower bound ( 8/π − )/ √ n for every sufficiently large n. However, we need a constant c that works for all n ≥ 5.) Proposition 2.2 For every n ≥ 5 and every prime p, the proportion of p-regular elements in A n is at least 26 27
Proof. First note that
Then in the formulas provided by Theorem 2.1 we obtain for p = 2:
for p ≥ 5:
for p = 3 and n ≥ 9:
Finally, for p = 3 and 5 ≤ n ≤ 8 the proportion of p-regular elements in A n is 2/3, 7/9, 7/9, and 5/9, respectively, for which our estimate clearly holds. 2
The exceptional groups of Lie type
In the case of exceptional groups of Lie type we offer two approaches. The second one is the same as in the case of classical groups: we construct pairs of maximal tori of coprime orders. Using this method we could prove the lower bound 1/31 for the number of p-regular elements for arbitrary prime p. We will not work out the details there, because the other method gives a better bound. Namely, our first approach, based on the existence of sharp tori (i. e., strongly self-centralizing tori in the sense of G. Higman) in all exceptional groups of Lie type with the exception of E 7 (q), will yield the lower bound 1/15.
Sharp tori in exceptional groups of Lie type
Theorem 3.1 For the pairs (S, T ) listed in Table I , where S is an exceptional simple group of Lie type and T is a cyclic maximal torus in S of the order stated in Table I , the torus T is sharp (strongly self-centralizing) in S, i. e., C S (t) = T for every t ∈ T × = T \ {1}.
Combining Theorem 3.1 with Proposition 1.13 we obtain part (c) of Theorem 1.1: 
2 ) 20 20 * For q = 2 the group 2 F 4 (q) is not simple; in that case take S = 2 F 4 (2) (the Tits group) and |T | = 13.
Corollary 3.2 For every finite exceptional simple group S of Lie type and every prime p, the proportion of p-regular elements in S is greater than 1/15.
Proof. First assume that S is not E 7 (q). Then Proposition 1.13 yields that the proportion of p-regular elements in S is at least
The case S = E 7 (q) requires a different method; Corollary 3.5 (below) asserts that in this case the proportion of p-regular elements is greater than 1/15. 2
For the proof of Theorem 3.1 we need the following observation.
Lemma 3.3 For each torus T listed in Table I , every prime divisor of |T | is a primitive prime divisor of q e − 1 for the exponent e stated in Table I .
Proof. For explicit expressions of certain cyclotomic polynomials Φ n (x) and their semicyclotomic factors Φ ± n (for n = 4, 6, 12) we refer to Definition 1.16 and the table preceding it.
Let r be a prime divisor of |T | and assume that k is the smallest positive exponent such that r | q k − 1. Then r | q n − 1 if and only if k | n.
Now we have r |T | Φ e (q) q e − 1, hence k | e holds. We have to show k = e.
Assume by way of contradiction that k < e; then r Φ e (q) (q e − 1)/(q k − 1), so
, hence r is a divisor of e. In our cases the only prime divisors of e can be 2, 3, or 5. It can easily be checked that none of the relevant primes divides the order of T .
Proof of Theorem 3.1. To prove the Theorem, we first observe that S indeed has cyclic tori of orders as given in Table I . The theory of maximal tori is discussed in [SS, Section II] and [Ca] . In particular, the conjugacy classes of maximal tori are described via the conjugacy classes of the corresponding (untwisted) Weyl group, the automizers N S (T )/T are given as certain subgroups of the Weyl groups, and the structure of the torus can be worked out using information obtained from the Weyl group. Then [Ca] gives in detail the conjugacy classes in the Weyl group, giving the orders of all the tori (at least in the untwisted case). One can use this to find these tori, and use the procedure given to check that they really are cyclic. This is done in detail in the thesis of Gager [G] , where the information is also obtained for the twisted groups. Alternatively, one can use various well-known subgroups of maximal rank, as in the paper [LSS] . For example, in [LSS, Example 1.4 ], the subsystem A 3 2 of E 6 is used to construct a subgroup P SL 3 (q 3 ) inside E 6 (q) (respectively P SU 3 (q 3 ) inside 2 E 6 (q)). This contains the cyclic torus indicated. Also, a complete list of maximal tori in exceptional groups of Lie type is accessible in [KS] .
These sources also provide the value of u = |N S (T )/T | as listed in Table I . Now it is easy to check (using Lemma 3.3) that for all tori listed in Table I we have that (|S : T |, |T |) = 1. We want to show that for every 1 = t ∈ T the centralizer C S (t) coincides with T . Without loss of generality we may assume that t has prime order r. By Lemma 3.3, r is a primitive prime divisor of q e −1. Observe that |C S (t)| cannot be divisible by the characteristic of the field of definition, since otherwise t would lie in the centralizer of a unipotent element and hence in a parabolic subgroup of S, contrary to our choice of e. Now we can check that the only conjugacy class of maximal tori of order divisible by r is the class of T , for example by using the lists in [KS] . Hence it follows that C S (t) = T .
Next, we use Theorem 3.1 to prove Theorem 1.24.
Proof of Theorem 1.24. First let G be any of the groups 3 D 4 (q), G 2 (q), F 4 (q), E 6 (q), 2 E 6 (q), E 8 (q). We are going to apply Lemma 1.23. For C we take a cyclic sharp torus T as given in Table I , and set t = 1. Since every primitive prime divisor of q e − 1 divides Φ e (q), it divides |T | as well. Conversely, every prime divisor of |T | is a primitive prime divisor of q e − 1 by Lemma 3.3. Using Theorem 3.1 and Sylow's Theorem we obtain that an element g ∈ G has order divisible by a primitive prime divisor of q e − 1 if and only if it lies in a conjugate of T . Hence Lemma 1.23 is applicable and it yields the desired result for the proportion of these elements.
The argument for the groups 2 B 2 (q), 2 G 2 (q), 2 F 4 (q) is the same, but the desired elements appear in two different classes of maximal tori as indicated. The proportion of the appropriate elements in each of them is estimated as before (since the two tori have coprime orders) and the result follows.
Finally for G = E 7 (q) we take any of the tori T 1 , T 2 from Table II and set for T 1 : e = 7 and t = (q − 1)(7, q − 1)/(2, q − 1); and for T 2 : e = 14 and t = (q + 1)(7, q + 1)/(2, q + 1). The proof of Theorem 3.4 yields that Lemma 1.23 is applicable here as well, with u = 14, thus finishing the proof. 
Pairs of tori in exceptional groups of Lie type
We use the letter X to represent the (Chevalley-Steinberg) type of a finite simple group of Lie type, such as X = B n or X = 3 D 4 . The group itself is denoted by S = X(q) where q is the order of the field of definition.
Theorem 3.4 For every exceptional type X, there exists a constant c(X) ≥ 1/31 such that every finite exceptional simple group X(q) of type X, except the Tits group 2 F 4 (2) , contains cyclic maximal tori T 1 and T 2 of relatively prime orders such that for i = 1, 2 we have |T
The orders of the T i as well as the lower bounds c(X) are listed in Table II . Note that those listed are not the only pairs of maximal tori with the given properties.
Proof. We are going to apply Proposition 1.9. Following the notation of Proposition 1.9, let v i = |Γ(T i )|/|T i | and u i = |N S (T i )/T i |. In accordance with Proposition 1.9, our goal is to prove that v i /u i ≥ c(X) for the values of c(X) stated in Table II .
We give a detailed proof only in the case S = E 7 (q). As in the proof of Theorem 3.1 we can show the existence of two maximal tori T 1 and T 2 of respective ; an easy calculation shows that an element whose order is a primitive prime divisor of q 7 − 1 cannot centralize any unipotent element there. Hence we see similarly as in the proof of Theorem 3.1 that if the order of an element t ∈ T 1 is divisible by a primitive prime divisor of q 7 − 1, then its centralizer coincides with T 1 . Since the product of all primitive prime divisors (with multiplicities) of q 7 − 1 is q 7 −1 (q−1)(7,q−1)
we have that
Furthermore, u 1 = |N S (T 1 )/T 1 | = 14, hence v 1 /u 1 > 1/15. Similarly, if the order of an element of T 2 is divisible by a primitive prime divisor of q 14 − 1 then its centralizer is T 2 ; the product of all primitive prime divisors (with multiplicities) of q 14 − 1 is (q 7 + 1)/(q + 1)(7, q + 1), hence
Since u 2 = |N S (T 2 )/T 2 | = 14 as well, v 2 /u 2 > 1/15 also holds. Similarly, for the torus T 2 in 3 D 4 (q) one can show that Γ(T 2 ) contains those elements of T 2 , whose order is divisible by an integer kl, where 2 < k | q + 1 and 3 < l | q 2 + q + 1. Hence
and |T S 2 |/|S| > v 2 /u 2 ≥ 3/26. The same estimate is valid for v 2 for the torus T 2 in F 4 (q), hence in that group we obtain the lower bound v 2 /u 2 ≥ 1/26.
Consider now the torus T 2 in E 6 (q) or in 2 E 6 (q), and let x ∈ T 2 be such that its order is divisible by an integer k with 2 < k | q 4 + 1. If x lies in a parabolic, then that must be of type D 5 or 2 D 5 , respectively. Observe that x does not centralize any unipotent element there. Hence we obtain that C S (x) = T 2 , i.e., x ∈ Γ(T 2 ). Thus in this case we have
and v 2 /u 2 ≥ 2/17. In G 2 (q) at least one of the tori T 1 and T 2 is sharp. If T i is not sharp, then 3 divides |T i | and we get that
All the other tori in Table II are sharp (and cyclic), hence v i /u i ≥ 1/(u i + 1) holds for them (cf. Proposition 1.13).
Since E 7 (q) does not contain sharp tori, we needed the estimate just proved in order to show Corollary 3.2. We state this result separately.
Corollary 3.5 For any prime p the proportion of p-regular elements in E 7 (q) is greater than 1/15.
The classical groups
Let S be any of the finite classical simple groups, i. e., P SL n (q), P SU n (q), P Sp n (q), P Ω ε n (q) with the appropriate parameters. Notice that we reserve n to denote the dimension of the vector space on which the corresponding quasisimple group G = SL n (q), SU n (q), Sp n (q), Ω ε n (q) acts naturally, where S = G/Z (G) . Let us emphasize that the field of definition for U n (q) is GF (q 2 ). Our main result is the following.
Theorem 4.1 In any finite classical simple group S there exist maximal tori T 1 and T 2 of relatively prime orders such for i = 1, 2 we have
where n − 1 denotes the dimension of the projective space on which S acts naturally.
In certain cases, the name of the group and the corresponding "natural action" are not uniquely defined. In these cases, we give the proof only for one name of the group, namely the one which produces the stronger lower bound. Specifically, the proof omits the following group names (in parenthesis, we give the isomorphic groups appearing in the proof): Ω 3 (q) (P SL 2 (q)), Ω 5 (q) (P Sp 4 (q)), P Ω − 6 (q) (P SU 4 (q)), P Ω + 6 (q) (P SL 4 (q)), Ω 2k+1 (2 e ) (Sp 2k (2 e )). The orders of the T i are listed in Table III . To express these orders through cyclotomic numbers, note that q k − 1 = Φ 1 (q k ) and q k + 1 = −Φ 1 (−q k ). Applying Corollary 1.10 we obtain part (b) of Theorem 1.1: Corollary 4.2 For every finite classical simple group S and every prime p, the proportion of p-regular elements in S is > 1/2n.
With the exception of T 1 for Ω + n (q) with n ≡ 0 (4), these tori are the same as those in [MSW, p. 96 ].
This section is devoted to the proof of Theorem 4.1. We will work in the corresponding quasisimple group G. First we will construct the appropriate tori T i in G. (It will cause no confusion if we denote by T i a subgroup in G as well as its image in S = G/Z (G) .) Then we show that for at least half of the elements x ∈ T i we have C G (x) = T i . We also prove that |N G (T i ) : T i | ≤ n, which will yield the stated estimate on the probabilities. Finally, easy number theoretic calculations will give the coprimality of the orders of the two tori in each case. To achieve all these, we need quite a long preparation.
First we define some large cyclic subgroups in certain finite classical groups. By Huppert [H] there exist irreducible cyclic subgroups in the following cases (in each case we choose a maximal such subgroup):
n (q) of order q n/2 + 1, provided n is even. 
In certain even dimensional cases we can decompose the underlying space into a direct sum of two totally singular subspaces. Fixing a standard basis (see [KL, 2.3.2, 2.4 .1, and 2.5.3(i)]) we can define the following cyclic subgroups: C 2 U (n, q) ≤ U n (q) of order q n − 1, provided n is even;
: g ∈ C L (n/2, q) .
(Here g t denotes the transpose of the matrix g and g * denotes the image of g t under the involutory field automorphism α → α q of GF (q 2 ).) The following is obvious.
Lemma 4.3 Let g be an element of one of the cyclic subgroups defined above, and let λ be an eigenvalue of g (in the algebraic closure of GF (q)). Then the n eigenvalues of g are the following:
The image of C L (n, q) by the determinant map has order q − 1.
(b) The image of C i U (n, q) (i = 1, 2) by the determinant map has order q + 1.
Proof. (a) By Lemma 4.3(a) we have det g = λ (q n −1)/(q−1) . Since λ can be any element of GF (q n ), the claim follows. (b) Similarly, we obtain for C 1 U (n, q) with n odd that det g = λ
Since λ is an arbitrary (q n +1)-th root of unity in GF (q 2n ), it follows that λ
is an arbitrary (q + 1)-th root of unity in GF (q 2 ). Now (q + 1, (
is indeed an arbitrary (q + 1)-th root of unity. Let us take now C 2 U (n, q) with n even. Then Lemma 4.3(d) yields det g = λ O (n, q). We do this using the Wall form (see [T, p. 163 and p. 153] ):
where β is the symmetric bilinear form defining O ε n (q), and disc(χ g ) is the determinant of χ g modulo the subgroup of squares in GF (q), i. e.,
For O + n (q) we have det β = (−1) n/2 , hence for O − n (q) it must be (−1) n/2 δ, where δ is a non-square element of GF (q). Now let g be a generator of C i O (n, q), and λ an eigenvalue of g. We treat the two cases separately.
exists, and
We claim that the second factor is a square in GF (q), hence the spinor norm of g is nontrivial, indeed. An element α ∈ GF (q) is a square iff α (q−1)/2 = 1. Testing the second factor we obtain
.
Applying the same test as above, we get
hence the spinor norm of the generator g is nontrivial in this case as well, so g / ∈ Ω + n (q). 2
We will say that g ∈ GL n (q) has simple spectrum if g has n distinct eigenvalues. The following is our last preparatory result.
Lemma 4.5 Let C be any of the cyclic groups from Table IV. Then at least half of the elements in C have simple spectra. 
Observe that again, to express the orders of these groups through cyclotomic numbers, we only need to note that q k − 1 = Φ 1 (q k ) and
Proof. Making use of Lemma 4.3 we are going to determine which elements of C have eigenvalues with multiplicity greater than one. In case (a) it happens iff λ ∈ GF (q j ) for some proper subfield of GF (q n ), i. e., for j|n, 1 ≤ j < n. Similarly, in case (b) we obtain the condition that λ ∈ GF (q 2j ) for some j|n, 1 ≤ j < n. In case (c) either λ ∈ GF (q j ) for some j|
Assume that λ does not belong to any subfield GF (q j ), j| n 2 , 1 ≤ j < n 2 , but λ q m = λ −1 holds. If m = 0, then λ 2 = 1, hence λ ∈ GF (q), so we must have n 2 = 1. However, if (c) occurs then n ≥ 4. So let 0 < m < n 2 , then λ
Since λ has degree n/2 over GF (q), we obtain that n 2 |2m < n. Thus n/2 is even and m = n/4. We have shown that in case (c) the multiplicities of the eigenvalues are greater than one iff one of the following holds:
(ii) n/2 is even and λ q n/4 +1 = 1.
In case (d) similar calculation yields the conditions (iii) λ ∈ GF (q 2j ) for some j| n 2 , 1 ≤ j < n 2 ; or (iv) n/2 is odd and λ q n/2 +1 = 1.
Now we are going to estimate the number of elements in C satisfying one of the properties implying the coincidence of certain eigenvalues. Recall that a prime p|q k − 1 is called a primitive prime divisor if p does not divide q j − 1 for 1 ≤ j < k. By Zsigmondy's theorem [Zs] there almost always exists a primitive prime divisor p of q k − 1 with the only exceptions k = 2 and q a Mersenne prime, and k = 6, q = 2. If k ≥ 2, then obviously p ≥ 3. Now let k be as in Table IV for the individual cases, and assume that there exists a primitive prime divisor p of q k − 1. Then it is easy to check that in each case p||C|. If the order of g ∈ C is divisible by p then an eigenvalue λ of g cannot belong to any proper subfield GF (q j ), j|k, 1 ≤ j < k. It follows that the probability that an eigenvalue of a random element of C belongs to a proper subfield is at most 1/p ≤ 1/3 (under the assumption that q k − 1 has a primitive prime divisor).
If k = 2 and q is a Mersenne prime then one of the cases C L (2, q), C L (2, q) ∩ SL 2 (q) (here q = 3), and C 2 S (4, q) occurs. The probability that an eigenvalue of g ∈ C belongs to GF (q) is (q − 1)/(q 2 − 1), 2/(q + 1), (q − 1)/(q 2 − 1), respectively, so it is always ≤ 1/4. If k = 6 and q = 2, then |C| = 2 6 − 1, 2 3 + 1, or C = C 2 U (6, 2) ∩ SU 6 (2). The probability that an eigenvalue of g ∈ C belongs to GF (2 3 ) or to GF (2 2 ) is 9/63, 3/9, and 9/21, respectively. Summarizing, we obtain that the probability that an eigenvalue of g ∈ C belongs to a proper subfield is at most 1/3 with the sole exception C = C 2 U (6, 2) ∩ SU 6 (2). The other causes for coincidence of eigenvalues occur in the case (c) of Lemma 4.3 if n/2 is even, and in the case (d) if n/2 is odd. The probability that a random element of C satisfies condition (ii) above is
O (n, q), and twice as much for
(3) will be dealt with separately, for all other groups falling in case (c) the probability that condition (ii) holds is at most 1/7.
Similarly, in case (d) with n/2 odd the probability that a random element of C satisfies (iv) is at most q n/2 + 1
which is again at most 1/7 with the exception of C 2 U (6, 2) ∩ SU 6 (2) and C 2 U (6, 3) ∩ SU 6 (3).
So with the noted exceptions we have established that the probability that an element g ∈ C has eigenvalues of multiplicity greater than one, is at most 1/3+1/7 < 1/2.
For the remaining groups we have to do case-by-case calculations, see Table V . Note that the total number of elements has to be determined using the inclusionexclusion principle.
Now we are able to define our maximal tori. In each case our construction will employ the following general method. Let V be the vector space (possibly equipped with a form) on which the quasisimple group G acts. We decompose V = V 1 ⊕ V 2 (where the sum is orthogonal in the presence of a nontrivial form), with 0 ≤ dim V 2 ≤ 2, and choose cyclic subgroups C 1 , C 2 acting on V 1 and V 2 , respectively, and let T = (C 1 × C 2 ) ∩ G. The individual cases are given in Table VI. It is easy to see that each torus T contains Z (G) . Now it is routine to check the order formulae in Table III , noticing that in the case of orthogonal groups we have in virtue of Lemma 4.4(c) that
For T = (C 1 × C 2 ) ∩ G acting on V 1 ⊕ V 2 let us define T * to be the subset of T consisting of those elements which have simple spectrum on V 1 . (These are actually the regular semisimple elements in the torus. However, we shall not use this term in order to avoid confusion with p-regularity.) The action of T restricted to V 1 yields one of the groups listed in Table IV , hence Lemma 4.5 ensures that |T * | ≥ |T |/2. If G = SL 2 (q) then we have to modify the definition of T * 2 (since V 1 and V 2 are both 1-dimensional in this case): we require that the elements must have simple spectrum on the whole space V . Then |T *
Lemma 4.6 Let T be one of the tori in Table VI 
Proof. Let g ∈ T * . Then we claim that the eigenvalues of g on V 1 and on V 2 are different. (So the only eigenvalue with multiplicity greater than one can be ±1 with multiplicity two on V 2 .) Indeed, the eigenvalue(s) on V 2 belong to GF (q) or GF (q 2 ), but the eigenvalues on V 1 generate larger fields, except for T * 2 in the cases G = SL 2 (q) or G = SU 3 (q). For SL 2 (q) we have chosen the definition of T * 2 exactly as it is needed here. An element of T * 2 ≤ SU 3 (q) has eigenvalues λ, λ −q , λ q−1 with 
14/182 * The number of elements of C satisfying (ii) or (iv) * * The number of elements of C with eigenvalues belonging to a proper subfield † The probability that an element of C has multiple eigenvalues λ −1+q , hence λ = λ −q , which is not the case. We get the same contradiction from
. Now g V1 has simple spectrum, hence its centralizer is abelian. From the maximality of C 1 (which is obvious for the groups C 2 X (n, q) and follows from [H] for the other groups), we deduce that
In the case of orthogonal groups we have C 1 ≤ SO(V 1 ) (see Lemma 4.4(c)), thus
Lemma 4.7 Let T be one of the tori in Table VI . Then we have |N G (T ) : T | ≤ n. 
Proof. Looking at the dimensions of the minimal T -invariant subspaces (which can be n; n/2, n/2; n − 1, 1; (n − 1)/2, (n − 1)/2, 1; n − 2, 2; n − 2, 1, 1; and (n − 2)/2, (n − 2)/2, 1, 1) we see that no other T -invariant subspace has the same dimension as V 1 except in the cases T 2 ≤ SL 2 (q) and T 2 ≤ SU 3 (q). In SL 2 (q) T 2 is the group of diagonal matrices (of determinant 1), and obviously |N SL2(q) (T 2 ) : T 2 | = 2 holds. In SU 3 (q) T 2 has three 1-dimensional invariant subspaces, two of them are singular, the third is not. Hence again |N SU3(q) (T 2 ) : T 2 | = 2 follows. In all other cases the normalizer of T must leave V 1 invariant. Since V 2 is the unique
Let m = dim V 1 . Let us consider first the case when C 1 acts irreducibly on V 1 . Then the linear span [C 1 ] of C 1 in the ring of matrices over GF (q) (or over GF (q 2 ) in the unitary case) is isomorphic to the field GF (q m ) (or GF (q 2m )). Every element of the normalizer induces not only a group automorphism of C 1 but at the same time a relative field automorphism of [C 1 ] as well. Hence we have
In the other case, when C 1 has two minimal invariant subspaces V 11 ⊕ V 12 = V 1 , the existence of elements with simple spectrum in C 1 implies that the representations of C 1 on V 11 and on V 12 are not equivalent. Hence an element of N G(V1) (C 1 ) either leaves both subspaces invariant or interchanges them. If it leaves them invariant then its action on V 11 uniquely determines its action on V 12 , so we obtain
in this case as well. Now we look at the kernel of the projection of N G (T ) to N G(V1) (C 1 ). If dim V 2 = 1, then it is trivial, since every element of G has determinant 1. If dim V 2 = 2, then the kernel is contained in Ω ε 2 (q) ≤ C 2 . So in any case we get
Lemma 4.8 For each group S in Table III , the orders of |T 1 | and |T 2 | are relatively prime.
Proof. Observe that (
Substituting −q for q we obtain for n odd: (q n + 1)/(q + 1), q n−1 − 1 = (n, q + 1); for n even: (q n − 1)/(q + 1), q n−1 + 1 = (n, q + 1). Obviously, (q k + 1, q k − 1) = (2, q k − 1) = (2, q − 1). Furthermore, we have (q k + 1, q k−1 + 1) = (q k + 1, q − 1) = (2, q−1). If k is odd, replacing q by −q we obtain (q k −1, q k−1 +1) = (q k −1, q+1) = (2, q + 1).
These formulae imply that the tori T 1 and T 2 in S have coprime orders. This is obvious, except for the even dimensional orthogonal groups. In that case we see immediately that (|T 1 |, |T 2 |) is a power of 2. If q is even, then both |T 1 | and |T 2 | are odd, so we are done. So let q be odd. For P Ω − n (q) and for P Ω + n (q) with n ≡ 2 (mod 4) we have (
Proof of Theorem 4.1. The coprimality was proved in the previous lemma. We have to give a lower bound for the cardinality of A i := T S i . We may work in G instead of S, since each T i contains Z (G) .
We apply Proposition 1.9. We have that T * i ⊆ Γ(T i ) by Lemma 4.6, |N G (T i ) : T i | ≤ n by Lemma 4.7, and |T * i |/|T i | ≥ 1/2 by Lemma 4.5 (and also for T 2 ≤ SL 2 (q) by its particular definition). We conclude, by Proposition 1.10, that the proportion of p-regular elements in S is > 1/(2n).
2
All tori but the ones constructed for P Ω + n (q) with 4 | n are cyclic. Unfortunately, it is not always possible to find two cyclic tori of coprime orders as the following result shows.
Proposition 4.9 Let n ≥ 8 be a power of 2 and q ≥ 5 be an odd prime power. Then the order of every cyclic maximal torus in P Ω + n (q) is divisible by (q 2 − 1)/4.
O (2k i , q) with 2k i = n and an even number of indices i for which (i) = 1. We have |T | = (q ki −(−1) (i) ) and |(T ∩Ω
is not cyclic. Clearly, the number of direct factors of T cannot exceed 3, otherwise the Sylow 2-subgroup of T has at least four direct factors, so T 0 cannot be cyclic. We have to consider the following cases:
O (2m, q) with k + l + m = n/2 of order q n/2 − 1, (q k − 1)(q l − 1), (q k + 1)(q l + 1), (q k − 1)(q l − 1)(q m − 1), (q k + 1)(q l + 1)(q m − 1), respectively. Clearly, q 2 − 1 | q n/2 − 1. Since q − 1 ≥ 4 divides both q k − 1 and q l − 1, the second group cannot give rise to a cyclic group. In the third case let k = 2 r k 1 with r ≥ 0, k 1 odd. Then we have l = 2 r l 1 with l 1 odd, as k 1 + l 1 = n/2 r is a power of 2. So q 2 r + 1 divides both q k + 1 and q l + 1 in this case, hence the group is not cyclic. In the last two cases if m is even then q 2 − 1 | q m − 1. So let m be odd. In the fourth case one of k and l, say, k is even, and so q 2 − 1 | q k − 1. In the last case one of them, say, l is odd, hence q + 1 | q l + 1 and q − 1 | q m − 1. 2
The sporadic groups
We handle the sporadic groups by a method analogous to finding sharp tori in the case of exceptional groups of Lie type. Using the ATLAS [Co] we observe the following fact.
Proposition 5.1 For every sporadic simple group S there exists at least one prime r such that the Sylow r-subgroups of S are self-centralizing of order r. Table VII gives the appropriate prime divisors r. Notice that the largest prime divisor of |S| always has this property. In parentheses we give the number of conjugacy classes of elements of order r in S. The same is true for the Tits group 2 F 4 (2) with r = 13 (and there are 2 conjugacy classes of elements of order 13). However, it is not a general property of finite simple groups, as for example P SL 2 (49) of order 2 4 · 3 · 5 2 · 7 2 has no self-centralizing Sylow 3-subgroup.
Of course, one could tabulate the proportion of p-regular elements for all pairs (S, p), but we are content with drawing the following conclusion from Proposition 5.1:
Corollary 5.2 (Theorem 1.1 (d)) For every sporadic simple group S and every prime number p, the proportion of p-regular elements is greater than 2/29.
Proof. If r = p satisfies the statement of Proposition 5.1, then every element of S is either of order p or p-regular. If we denote by c the number of conjugacy classes of elements of order p, then we obtain that the proportion of p-regular elements is 1 − c p ≥ 5 7 , by considering Table VII. If p does not satisfy Proposition 5.1, then let r 1 , . . . , r n be the primes which do satisfy it, and let c i (i = 1, . . . , n) be the number of conjugacy classes of elements of order r i in S. Since any element of order r i is p-regular now, we obtain that the proportion of p-regular elements is greater than c i /r i ≥ 2/29, the identity element making the inequality strict. 2
Appendix
In this section we indicate how to combine the results of Landazuri-Seitz [LS] and Feit-Tits [FT] and tables from Kleidman-Liebeck [KL] to obtain Theorem 1.15.
Proof. Let now λ : H → P GL n (F ) be the given faithful representation in characteristic other than r. Without loss of generality we may assume that F is algebraically closed, H is minimal in the sense that no proper subgroup of H involves S, and n is the smallest degree of a nontrivial projective representation of H over F . Under the conditions given in the previous paragraph, [FT] asserts that either (i) λ factorizes through S, or (ii) r = 2, S ≤ P Sp 2 (2), and n = 2 for some ≥ 4.
In case (ii), we conclude that em ≤ 2 (recall that q = r e , i. e., q = 2 e in this case). Therefore, q m = 2 em ≤ 2 2 = n 2 < n c1 and we are done. Assume now that we are in case (i) and therefore we may assume H = S. Let m −1 denote the minimum dimension of projective spaces in characteristic r on which S acts nontrivially. First we note that m = m for all S with the exception of S = P SU m (q), when m = 2m by our notational convention, and the further exceptions of S = 2 E 6 (q) where m = 2m and S = 3 D 4 (q) where m = 3m [KL, Section 5.4] .
We shall estimate n in terms of m . Landazuri and Seitz give lower bounds on n for each class of finite simple groups of Lie type. It is easy to check that m ≤ n holds with the two noted exceptions.
To prove the bound q m ≤ n c1 , assume first that S is a classical simple group. A comparison of the [LS] estimates with the dimensions of the natural modules on which S acts projectively yields the bound q m ≤ n c2 where c 2 = 8 log 3/ log 6 = 4.90517 . . . < c 1 . Equality holds for S = P SU 4 (3) (q = 9, m = 4, and, by [LS] , n ≥ 6; and 9 4 = 6 c2 ). This completes the proof for classical S. For exceptional groups S, a comparison of the Landazuri-Seitz estimates on n with the dimensions of modules given by Kleidman-Liebeck [KL] , Table 5 .4.C (p. 200) yields the bound q m ≤ n c1 ; equality holds for S = E 8 (2) (q = 2, m = 248; and, by [LS] , n ≥ q 27 (q 2 − 1) = 2 27 · 3; and 2 248 = (2 27 · 3) c1 ). This settles all cases when m = m . Next we consider the exceptions of S = 2 E 6 (q) and S = 3 D 4 (q). For S = 2 E 6 (q) we obtain q m ≤ n c3 where c 3 = 27/(9 + log 3/ log 2) = 2.55078 . . . (equality holds for q = 2). Now, m ≤ 2m , therefore q m ≤ n 2c3 < n c1 . For S = 3 D 4 (q) we obtain q m ≤ n c4 where c 4 = 8/(3+log 3/ log 2) = 1.74483 . . . (equality holds for q = 2). Now, m ≤ 3m , therefore q m ≤ n 3c4 < n c1 . 2
