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Abstract
In a previous study [3] logarithmic large-buffer asymptotics were derived for a two-class gener-
alized processor sharing system with Gaussian inputs, for three of the four possible scenarios. In
this note we show how the large-buffer asymptotics for the remaining fourth regime follow from a
recently derived result for tandem systems. We also provide a heuristic interpretation of the result.
1 Introduction and model
In [3] a two-class Generalized Processor Sharing (GPS) queueing system is studied. In two-class GPS
traffic of class i (i = 1, 2) is guaranteed a service rate φic (with φ1+φ2 = 1), and the service rate not used
by one class is made available to the other class. For further background on GPS’ system mechanics,
see for instance [2]. Following [3], input of class i (i = 1, 2) is modeled as a Gaussian process with
stationary increments; with Ai(s, t) denoting the traffic of class i arriving in [s, t), the mean rate is µi
(so that EAi(s, s+δ) = µiδ) and the variance curve is vi(·) (so thatVarAi(s, s+δ) = vi(δ)). The stability
condition µ1 + µ2 < c applies.
The authors of [3] concentrate, without loss of generality, on the steady-state distribution of the work-
load in queue 1, say Q1. They distinguish four scenarios:
(S1) µ2 > φ2c;
(S2) µ2 < φ2c, and v2(t) = o(v1(t)) as t→∞;
(S3) µ1 < φ1c, µ2 < φ2c, and v1(t) = o(v2(t)) as t→∞;
(S4) µ1 > φ1c, and v1(t) = o(v2(t)) as t→∞.
For the first three scenarios, the authors of [3] find, under mild conditions on the variance curves, the
logarithmic large-buffer asymptotics; more precisely, constants r and κ are identified such that
lim
u→∞
1
ur
logP(Q1 > u) = −κ.
The counterpart of this result for scenario (S4), however, was not given.
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In this note we shall argue that a recent result on tandem queues [4], which relies heavily on the
infinite-intersections machinery developed in [5], can be directly applied to also solve this regime in
the important special case that source 2 is a fractional Brownian motion (fBm). We also provide an
insightful heuristic interpretation of the result.
Notation. We introduce the following notation. {Qd1(t)} (with d > µ1) is the steady-state workload
process corresponding to queue 1, if it were served in isolation at rate d:
Qd1(t) := sup
s≤t
{A1(s, t)− d(t− s)};
also Qd1 := Q
d
1(0) (which is, according to Reich’s formula, distributed as supt≥0{A1(−t, 0)− dt}). Two
other ‘steady-state random variables’ are, with µ1 > φ1c and d < µ1,
V ε := sup
t≥0
{A2(−t, 0)− (c− µ1 − ε)t} − sup
s≥0
{A2(−s, 0)− φ2cs};
Zd := sup
t≥0
{dt−A1(−t, 0)}.
As follows directly from [6, Lemma 2.4], V ε can be interpreted as the steady-state workload of a queue
fed by arrival process 2, where the first queue is emptied at rate φ2c, and the second at rate c− µ1 − ε.
Likewise, Zd is distributed as the steady-state workload of a single queue fed at constant rate d, and
emptied at a variable rate (that has the same statistical characteristics as the arrival rate of class 1).
2 Auxiliary results
In this section we prove two lemmas. The first relates the steady-state buffer content of queue 1 to
the distributions of V ε and V −ε. The second lemma considers a tandem system with fBm input, and
translates the results on the many-sources asymptotics of the downstream queue into the correspond-
ing large-buffer asymptotics.
Lemma 2.1 For sufficiently small ε, and any u, x > 0 and δ ∈ (0, 1),
P(V −ε > u+ x)P(Zµ1−ε ≤ x) ≤ P(Q1 > u) ≤ P(V ε > (1− δ)u) + P(Qµ1+ε1 > δu).
Proof. Lower bound. Let Bdi (−t, 0) be the amount of service received by class i, if the queue were served
in isolation at rate d. Define
Lε := sup
t≥0
{Bφ2c2 (−t, 0)− (c− µ1 + ε)t}.
Following Lemma 3.1 in [1], for all u, x > 0 and ε sufficiently small,
P(Q1 > u) ≥ P(Lε > u+ x)P(Zµ1−ε ≤ x).
As, by definition, Qφ2c2 (0) = Q
φ2c
2 (−t) +A2(−t, 0)−Bφ2c2 (−t, 0),
Lε = sup
t≥0
{Qφ2c2 (−t)−Qφ2c2 (0) +A2(−t, 0)− (c− µ1 + ε)t}
≥ sup
t≥0
{A2(−t, 0)− (c− µ1 + ε)t} −Qφ2c2 (0) = V −ε.
2
Upper bound. Due to Reich’s formula, Q1 = supt≥0{A1(−t, 0) − C1(−t, 0)}, where C1(−t, 0) is the
capacity available to class 1 in the interval [−t, 0). Evidently,
Q1 ≤ sup
t≥0
{A1(−t, 0)− (µ1 + ε)t}+ sup
s≥0
{(µ1 + ε)s− C1(−s, 0)}.
The first term is interpreted as Qµ1+ε1 . The second term corresponds to the workload of class 1 in a
system (which we refer to as the ‘modified system’) in which the amount of traffic put into queue 1 in
[−s, 0) is (µ1 + ε)s rather than A1(−s, 0) (and the input of class 2 is as before). The workload of class 1
is equal to the difference, in the modified system, of the total workload and the workload in queue 2.
Evidently, we can write the total workload in the modified system as
sup
s≥0
{(µ1 + ε)s+A2(−s, 0)− cs}.
Notice that in the modified system class 2 does not obtain any unused service capacity from class 1
(as class 1 is generating traffic at a rate higher than its weight: µ1 + ε > φ1c, due to (S4)). Thus the
workload in queue 2 of the modified system is
sup
s≥0
{A2(−s, 0)− φ2cs}.
We find that Q1 ≤ V ε +Qµ1+ε1 . This leads immediately to the upper bound. 2
In [6, Lemma 2.4] it was shown that
sup
t≥0
{A(−t, 0)− c2t} − sup
s≥0
{A(−s, 0)− c1s}
is distributed as the stationary workload of the downstream queue of a tandem system, fed by the
arrival processA, in which queue i is emptied at constant rate ci (assume c1 > c2). Furthermore, in case
of fractional Brownian motion input (with Hurst parameter H , i.e. with variance curve v(t) = t2H ), in
[4] a constant λ ≡ λ(H, c1, c2) is determined such that
lim
n→∞
1
n
logP
(
sup
t≥0
{
n∑
i=1
Ai(−t, 0)− nc2t
}
− sup
s≥0
{
n∑
i=1
Ai(−s, 0)− nc1s
}
> n
)
= −λ. (1)
Interestingly, for c1 ≥ c?1, with
c?1 :=
c2
H
(
sup
α∈[0,1]
1 + α2H − (1− α)2H
α
)
,
an explicit expression for λ can be given: λ = c−12 ·H/(1 −H); c1 does not play a role, and hence the
‘shaping effect’ of the first queue has no impact on the decay rate of overflow in the second queue.
For c?1 < c1, however, the situation is radically different: c1 does play a role in the decay rate λ. In [4]
it is explained which path is most probable in this regime, and how the corresponding decay rate can
be computed; see in particular Thm. 8 of [4]. Interestingly, in this regime a part of the most probable
path is linear. From the construction of this most probable path, as used in the proofs in [4], one sees
that λ(H, c1, c2) is continuous in H, c1, c2.
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Lemma 2.2 Let A(·) be a centered fractional Brownian motion with Hurst parameter H ∈ (0, 1) and let
A1(·), . . . , An(·) be i.i.d. copies of A(·). Then,
lim
u→∞
1
u2−2H
logP
(
sup
t≥0
{A(−t, 0)− c2t} − sup
s≥0
{A(−s, 0)− c1s} > u
)
(2)
= lim
n→∞
1
n
logP
(
sup
t≥0
{
n∑
i=1
Ai(−t, 0)− nc2t
}
− sup
s≥0
{
n∑
i=1
Ai(−s, 0)− nc1s
}
> n
)
= −λ. (3)
Proof. First replace u in (2) by n%(H), with %(H) := 1/(2 − 2H), and rescale time by a factor n%(H). We
arrive at
lim
n→∞
1
n
logP
(
sup
t≥0
{
A
(
−n%(H)t, 0
)
− n%(H)c2t
}
− sup
s≥0
{
A
(
−n%(H)s, 0
)
− n%(H)c1s
}
> n%(H)
)
.
Because of the self-similarity of fBm, A(−n%(H)t, 0) is distributed as nH%(H)A(−t, 0); we obtain after
multiplying both sides with n1−%(H)
lim
n→∞
1
n
logP
(
sup
t≥0
{√
nA(−t, 0)− nc2t
}− sup
s≥0
{√
nA(−s, 0)− nc1s
}
> n
}
= −λ,
since
∑n
i=1Ai(−t, 0) is distributed as
√
nA(−t, 0).
In order to complete the proof we formally have to show the existence of limit (2). This, however,
straightforwardly follows from the combination of the above part of the proof with the fact that the
nominator in (2) is decreasing with u, while the denominator is regularly varying (and hence the
three-series theorem can be applied). 2
3 Main result
The following theorem is our main result. It requires that A1 satisfies the conditions:
C1: v1(·) is C([0,∞)) and ultimately strictly increasing;
C2: v1(·) is regularly varying at 0 with index β1 ∈ (0, 2], and regularly varying at ∞ with index
α1 ∈ (0, 2).
The above conditions match assumptions C1-C2 of [3]. We note that for scenario (S4) we do not need
to assume that C3 of [3] holds.
Theorem 3.1 Assume that A1 satisfies C1-C2, A2 is a fractional Brownian motion with Hurst parameter
H ∈ (1/2, 1) and (S4) holds. Then
lim
u→∞
1
u2−2H
logP(Q1 > u) = −λ(H,φ2c, c− µ1).
Proof. For each sufficiently small ε > 0 and each x > 0, δ ∈ (0, 1), by (1) and Lemma 2.2,
lim
u→∞
1
u2−2H
logP(V −ε > u+ x) = −λ(H,φ2c, c− µ1 + ε).
and
lim
u→∞
1
u2−2H
logP(V ε > (1− δ)u) = −(1− δ)2−2Hλ(H,φ2c, c− µ1 − ε). (4)
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Additionally, Lemma 4.2 in [3] (which holds if A1 satisfies C1-C2) straightforwardly implies that
lim
u→∞
v1(u)
u2
logP(Qµ1+ε1 > δu) = −
1
2
εα1δ2−α1
(
α1
2− α1
)−α1 ( 2
2− α1
)2
,
which, in view of (S4) and (4), yields for any δ ∈ (0, 1) and u sufficiently large
logP(Qµ1+ε1 > δu) logP(V ε > (1− δ)u).
Combining this with Lemma 2.1 (and pushing ε ↓ 0 and δ ↓ 0), the proof is completed. 2
We remark that it is trivial to extend the above theorem fromA2 being (standard) fBm to ‘non-standard
fBm’, i.e., with mean rate µ2 not necessarily 0, and v2(t) = κt2H for κ not necessarily 1.
The boundary case where µ1 = φ1c, and v1(t) = o(v2(t)) as t → ∞ is not covered by Theorem 3.1
(since λ(H, c1, c2) is well defined only for c1 > c2 > 0). We suspect that a different approach is needed
to get the logarithmic asymptotic under this scenario. This differs from the case µ1 ≥ φ1c, and v2(t) =
o(v1(t)) as t → ∞, already solved in [3] (Remark 3.2). The asymptotics for scenario µ2 = φ2c can be
derived by a straightforward combination of Theorems 3.1, 3.2 and 3.3 in [3]. Indeed, providing that
appropriate assumptions forA1, A2 given in [3] are satisfied and using that P(Q1 > u) is nondecreasing
as a function of µ2, we have that both for v2(t) = o(v1(t)) as t→∞ and v1(t) = o(v2(t)) as t→∞
lim
u→∞
v1(u)
u2
logP(Q1 > u) = −12(φ1c− µ1)
α1
(
α1
2− α1
)−α1 ( 2
2− α1
)2
.
4 Discussion and interpretation
It can be checked in [3] that, considering the situation of A2 being fBm with Hurst parameter H , the
logarithmic large-buffer asymptotics of scenarios (S1), (S2), and (S3) do not involve H (class-2 traffic
appears in the asymptotics only through its mean rate, or not at all); we find here that in scenario (S4)
H does appear. The heuristics behind this scenario (and an explanation why its asymptotics resemble
those of an associated tandem queue) are the following.
Given the fact that in (S4) it holds that v1(t) = o(v2(t)), one would expect that in the most likely way
to exceed level u in queue 1, class 1 should transmit roughly at rate µ1 (which is no rare event; it
corresponds to its average behavior). The question that remains is: how much capacity (from the φ2c
allocated to queue 2) should class 2 claim? That must be more than µ2, as otherwise queue 1 does
not build up, but how much more? To answer this question, suppose that class 2 generates traffic at
rate r. It is ‘useless’ to choose r larger than φ2c, as class 2 can never claim more than φ2c. If r ≥ φ2c,
then queue 1 grows at rate µ1 − φ1c. If r is smaller than φ2c, then queue 1 grows at rate µ1 − c + r.
Summarizing, queue 1 builds up essentially linearly, with slope
µ1 − (c−min{r, φ2c}) = µ1 −max{c− r, φ1c}.
Put differently, queue 1 grows as the downstream queue in a tandem network whose first queue is fed
at rate r and with service capacities φ2c (first queue) and c− µ1 (second queue); note here that in this
situation the output rate of the first queue would be min{r, φ2c}. This insight immediately explains
why P(Q1 ≥ u) looks like
P
(
sup
t≥0
{A2(−t, 0)− (c− µ1)t} − sup
s≥0
{A2(−s, 0)− φ2cs} ≥ u
)
,
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which is interpreted as the buffer content of the downstream queue of a tandem network, as noticed
above. It is noted that arguments in the same vein can be found in [8]: the formulae for the decay rates
given there show a similar relation between queues operating under GPS and tandem systems.
We believe that Theorem 3.1 can be extended to other than Gaussian classes of input processes. Since
Lemma 2.1 does not assume the traffic process to be Gaussian, all what is needed is the logarithmic tail
behavior of the downstream node in a tandem system. If the latter is available, the associated decay
rate satisfies a continuity property, and A2 is burstier than A1 in some sense (see, e.g. [7]), then an
analog of Theorem 3.1 should hold. The corresponding scenario for long-tailed traffic flows has been
analyzed in [1].
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