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Abstract. This is a preliminary version of the first chapter of a book project
on the character theory of finite groups of Lie type. It provides the foundations
from the general theory of reductive algebraic groups over a finite field.
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This first chapter is of a preparatory nature; its purpose is to collect some basic
results about algebraic groups (with proofs where appropriate) which will be needed
for the discussion of characters and applications in later chapters. In particular,
one of our aims is to arrive at the point where we can give a precise definition of
a “series of finite groups of Lie type” {G(q)}, indexed by a parameter q. We also
introduce a number of tools which will be helpful in the discussion of examples.
For a reader who is familiar with the basic notions about algebraic groups, root
data and Frobenius maps it may just be sufficient to browse through this chapter on
a first reading, in order to see some of our notation. There are, however, a few topics
and results which are frequently used in the literature on algebraic groups and finite
groups of Lie type, but for which we have found the coverage in standard reference
texts (like [Bor91], [Ca85], [DiMi91], [Hum91], [Spr98]) not to be sufficient; these
will be treated here in a fairly self-contained manner.
Section 1.1 is purely expository: it introduces affine varieties, linear algebraic
groups in general, and the first definitions concerning reductive algebraic groups.
In Section 1.2, we consider in some detail (abstract) root data, the basic un-
derlying combinatorial structure of the theory of reductive algebraic groups. In
particular, we present the approach of [BrLu12], in which root data simply appear
as factorisations of the Cartan matrix of a root system. This provides, first of all,
an efficient procedure for constructing root data from Cartan matrices; secondly, it
will be extremely useful for computational purposes and the discussion of examples.
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Section 1.3 contains the fundamental existence and isomorphism theorems of
Chevalley [Ch55], [Ch56-58/05] concerning connected reductive algebraic groups.
We also state the more general “isogeny theorem” and present some of its basic
applications. (There is now quite a short proof available, due to Steinberg [St99b].)
An important class of homomorphisms of algebraic groups to which this more gen-
eral theorem applies are the Steinberg maps, to be discussed in detail in Section 1.4.
Following [St68], one might just define a Steinberg map of a connected reductive
algebraic group G to be an endomorphism whose fixed point set is finite. But it
will be important and convenient to single out a certain subclass of such morphisms
to which one can naturally attach a positive real number q (some power of which
is a prime power) and such that one can speak of the corresponding finite group
G(q). The known results on Frobenius and Steinberg maps are somewhat scattered
in the literature so we treat this in some detail here, with complete proofs.
In Section 1.5, we illustrate the material developed so far by a number of further
basic constructions and examples. In Section 1.6, we show how all this leads to the
notion of “generic” reductive groups, in which q will appear as a formal parameter.
Finally, Section 1.7 discusses in some detail the first applications to the character
theory of finite groups of Lie type: the “Multiplicity–Freeness” Theorem 1.7.15.
1.1. Affine varieties and algebraic groups
In this section, we introduce some basic notions concerning affine varieties and
algebraic groups. We will do this in a somewhat informal way, assuming that the
reader is willing to fill in some details from text books like [Bor91], [Ca85], [Ge03a],
[Hum91], [MaTe11], [Spr98].
1.1.1. Affine varieties. Let k be a field and letX be a set. Let A be a subalgebra
of the k-algebra A (X, k) of all functions f : X → k. Using A we can try to define
a topology on X : a subset X ′ ⊆ X is called closed if there is a subset S ⊆ A
such that X ′ = {x ∈ X | f(x) = 0 for all f ∈ S}. This works well, and gives rise
to the Zariski topology on X, if A is neither too small nor too big. The precise
requiremente are (see [Car55-56]):
(1) A is finitely generated as a k-algebra and contains the identity of A (X, k);
(2) A separates points (that is, given x 6= x′ in X, there exist some f ∈ A such
that f(x) 6= f(x′));
(3) any k-algebra homomorphism λ : A → k is given by evaluation at a point
(that is, there exists some x ∈ X such that λ(f) = f(x) for all f ∈ A).
A pair (X, A) satisfying the above conditions will be called an affine variety over k;
the functions in A are called the regular functions on X. We define dimX to be the
supremum of all r > 0 such that there exist r algebraically independent elements
in A. Since A is finitely generated, dimX < ∞. (See [Ge03a, 1.2.18].) If A is an
integral domain, then X is called irreducible.
There is now also a natural notion of morphisms. Let (X, A) and (Y , B) be
affine varieties over k. A map ϕ : X → Y will be called a morphism if composition
with ϕ maps B into A (that is, for all g ∈ B, we have ϕ∗(g) := g ◦ ϕ ∈ A); in
this case, ϕ∗ : B → A is an algebra homomorphism, and every algebra homomorph-
ism B → A arises in this way. The morphism ϕ is an isomorphism if there is a
morphism ψ : Y → X such that ψ ◦ ϕ = idX . (Equivalently: the induced algebra
homomorphism ϕ∗ : B → A is an isomorphism.)
Starting with these definitions, the basics of (affine) algebraic geometry are de-
veloped in [St74], and this is also the approach taken in [Ge03a]. The link with
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the more traditional approach via closed subsets in affine space (which, when con-
sidered as an algebraic set with the Zariski topology, we denote by kn) is obtained
as follows. Let (X, A) be an affine variety over k. Choose a set {a1, . . . , an}
of algebra generators of A and consider the polynomial ring k[t1, . . . , tn] in n in-
dependent indeterminates t1, . . . , tn. There is a unique algebra homomorphism
π : k[t1, . . . , tn]→ A such that π(ti) = ai for 1 6 i 6 n. Then we have a morphism
ϕ : X → kn, x 7→ (a1(x), . . . , an(x)),
such that ϕ∗ = π. The image of ϕ is the “Zariski closed” set of kn consisting of all
(x1, . . . , xn) ∈ kn such that f(x1, . . . , xn) = 0 for all f ∈ ker(π).
To develop these matters any further, it is then essential to assume that k is
algebraically closed, which we will do from now on. One can go a long way towards
those parts of the theory which are relevant for algebraic groups, once the following
basic result about morphisms is available (see [St74, §1.13], [Ge03a, §2.2]):
Let ϕ : X → Y be a morphism between irreducible affine varieties such that
ϕ(X) is dense in Y . Then there is a non-empty open subset V ⊆ Y such that
V ⊆ ϕ(X) and, for all y ∈ V , we have dimϕ−1(y) = dimX − dimY .
1.1.2. Algebraic groups. In order to define algebraic groups, we need to know
that direct products of affine varieties are again affine varieties. So let (X, A) and
(Y , B) be affine varieties over k. Given f ∈ A and g ∈ B, we define the function
f ⊗ g : X ×Y → k, (x, y) 7→ f(x)g(y). Let A⊗B be the subspace of A (X ×Y , k)
spanned by all f ⊗ g where f ∈ A and g ∈ B. Then A ⊗ B is a subalgebra of
A (X × Y , k) (isomorphic to the tensor product of A, B over k) and the pair
(X × Y , A ⊗ B) is easily seen be an affine variety over k. Now let (G, A) be an
affine variety and assume that G is an abstract group where multiplication and
inversion are defined by maps µ : G ×G → G and ι : G → G. Then we say that
G is an affine algebraic group if µ and ι are morphisms. The first example is the
additive group of k which, when considered as an algebraic group, we denote by k+
(with algebra of regular functions given by the polynomial functions k → k).
Most importantly, the group GLn(k) (n > 1), is an affine algebraic group, with
algebra of regular functions given as follows. For 1 6 i, j 6 n let fij : GLn(k)→ k
be the function which sends a matrix g ∈ GLn(k) to its (i, j)-entry; furthermore,
let δ : GLn(k)→ k, g 7→ det(g)−1. Then the algebra of regular functions on GLn(k)
is the subalgebra of A (GLn(k), k) generated by δ and all fij (1 6 i, j 6 n). In
particular, the muliplicative group k× := GL1(k) is an affine algebraic group.
It is a basic fact that any affine algebraic group G over k is isomorphic to a
closed subgroup of GLn(k), for some n > 1; see [Ge03a, 2.4.4]. For this reason, an
affine algebraic group is also called a linear algebraic group. When we just write
“algebraic group”, we always mean an affine (linear) algebraic group.
1.1.3. Connected algebraic groups. A topological space is connected if it can-
not be written as a disjoint union of two non-empty open subsets. A linear algebraic
groupG can always be written as the disjoint union of finitely many connected com-
ponents, where the component containing the identity element is a closed connected
normal subgroup of G, denoted by G◦; see [Ge03a, 1.3.13]. Thus, G is connected
if and only if G = G◦. (Equivalently: G is irreducible as an affine variety; see
[Ge03a, 1.1.12, 1.3.1].)
What is the significance of this fundamental notion? Every finite group G can
be regarded as a linear algebraic group, with algebra of regular functions given
by all of A (G, k). Thus, the study of all linear algebraic groups is necessarily
more complicated than the study of all finite groups. But, as Vogan [Vo07] writes,
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“a miracle happens” when we consider connected algebraic groups: things actually
become much less complicated. One reason is that a connected algebraic group is
almost completely determined by its Lie algebra (see 1.1.5 and also 1.1.11 below),
and the latter can be studied using linear algebra methods.
Combined with our assumption that k is algebraically closed, this gives us some
powerful tools. For example, matrices over algebraically closed fields can be put
in triangular form. An analogue of this fact for an arbitrary connected algebraic
group is the statement that every element is contained in a Borel subgroup (that
is, a maximal closed connected normal solvable subgroup); see [Ge03a, 3.4.9].
A useful criterion for showing the connectedness of a subgroup of G is as follows.
Let {Hi}i∈I be a family of closed connected subgroups in G. Then the (abstract)
subgroup H = 〈H i | i ∈ I〉 ⊆ G generated by this family is closed and connected;
furthermore, we have H = Hi1 · · ·Hin for some n and i1, . . . , in ∈ I.
The proof uses the result on morphisms mentioned at the end of 1.1.1; see, e.g.,
[Ge03a, 2.4.6]. Note that, if U ,V are any closed subgroups of G, then the abstract
subgroup 〈U ,V 〉 ⊆ G need not even be closed. For example, if G = SL2(C), then
it is well-known that the subgroup SL2(Z) is generated by two elements of order 4
and 6, but this subgroup is certainly not closed in G. However, if V is normalised
by U , then 〈U ,V 〉 = U .V is closed; see [Ch56-58/05, §3.3, Corollaire].
We will use without further special mention some standard facts (whose proofs
also rely on the above-mentioned result on morphisms). For example, if f : G→ G′
is a homomorphism of linear algebraic groups, then the image f(G) is a closed
subgroup of G′ (connected if G is connected), the kernel of f is a closed subgroup
of G and we have dimG = dimker(f) + dim f(G). (See, e.g., [Ge03a, 2.2.14].)
1.1.4. Classical groups. These form an important class of examples of linear
algebraic groups. They are closed subgroups of GLn(k) defined by certain quadratic
polynomials corresponding to a bilinear or quadratic form on the underlying vector
space kn. There is an extensive literature on these groups; see, e.g., [Bou07],
[Dieu74], [Gro02], [Tay92]. Since our base field k is algebraically closed, the general
theory simplifies considerably and we only need to consider three classes of groups,
leading to the Dynkin types B,C,D. First, and quite generally, for any invertible
matrix Qn ∈Mn(k), we obtain a linear algebraic group
Γ(Qn, k) := {A ∈Mn(k) | AtrQnA = Qn};
note that det(A) = ±1 for all A ∈ Γ(Qn, k). Let us now take Qn of the form
Qn =


0 · · · 0 ±1
... . .
.
. .
.
0
0 ±1 . . . ...
±1 0 · · · 0

 ∈Mn(k) (n > 2)
where the signs are such that Qtrn = ±Qn. Then Qn is the matrix of a non-
degenerate symmetric or alternating bilinear form on kn; furthermore, Q−1n = Q
tr
n
and Γ(Qn, k) will be invariant under transposing matrices.
If Qtrn = −Qn and n is even, then Γ(Qn, k) will be denoted Spn(k) and called
the symplectic group. This group is always connected; see [Ge03a, 1.7.4].
Now assume that Qtrn = Qn and that all signs in Qn are +. Then we also consider
the quadratic from on kn defined by the polynomial
fn :=
{
t1t2m+1 + t2t2m + . . .+ tmtm+2 + t
2
m+1 if n = 2m+ 1 is odd,
t1t2m + t2t2m−2 + . . .+ tmtm+1 if n = 2m is even,
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(where t1, . . . , tn are indeterminates). This defines a function f˙n : k
n → k, where we
regard the elements of kn as column vectors. Then, using the notation in [MaTe11,
§1.2], the general orthogonal group is defined as
GOn(k) := {A ∈Mn(k) | f˙n(Av) = f˙n(v) for all v ∈ kn};
furthermore, SOn(k) := GOn(k)
◦ will be called the special orthogonal group. In
each case, we have [GOn(k) : SOn(k)] 6 2; see [Ge03a, §1.7], [Gro02] for further
details. Note also that, if char(k) 6= 2, then GOn(k) = Γ(Qn, k); otherwise, GOn(k)
will be strictly contained in Γ(Qn, k). (See also Example 1.5.5 for the case where
n is odd and char(k) = 2.)
The particular choices of Qn and fn lead to simple descriptions of a BN -pair in
Spn(k) and SOn(k); see, e.g., [Ge03a, §1.7] (and also 1.1.13 below). The Dynkin
types and dimensions are given as follows.
Group Type Dimension
SO2m+1(k) Bm 2m
2 +m
Sp2m(k) Cm 2m
2 +m
SO2m(k) Dm 2m
2 −m
1.1.5. Tangent spaces and the Lie algebra. Let (X , A) be an affine variety
over k. Then the tangent space Tx(X) of X at a point x ∈ X is the set of all
k-linear maps D : A → k such that D(fg) = f(x)D(g) + g(x)D(f). (Such linear
maps are called derivations.) Clearly, Tx(X) is a subspace of the vector space of
all linear maps from A to k. Any D ∈ Tx(X) is uniquely determined by its values
on a set of algebra generators of A. Hence, since A is finitely generated, we have
dimTx(X) < ∞. If X ′ ⊆ X is a closed subvariety, we have a natural inclusion
Tx(X
′) ⊆ Tx(X) for any x ∈X ′. For example, we can identify Tx(kn) with kn for
all x ∈ kn and so, if X ⊆ kn is a Zariski closed subset, we have Tx(X) ⊆ kn for all
x ∈ X (see [Ge03a, 1.4.10]). More generally, any morphism ϕ : X → Y between
affine varieties over k naturally induces a linear map dxϕ : Tx(X) → Tϕ(x)(Y ) for
any x ∈X, called the differential of ϕ at x. (See [Ge03a, §1.4].)
Now let G be a linear algebraic group and denote L(G) := T1(G), the tangent
space at the identity element of G. Then
L(G) = L(G◦) and dimG = dimL(G);
see [Ge03a, 1.5.2]. Furthermore, there is a Lie product [ , ] on L(G) which can
be defined as follows. Consider a realisation of G as a closed subgroup of GLn(k)
for some n > 1. We have a natural isomorphism of L(GLn(k)) onto Mn(k), the
vector space of all n× n-matrices over k; see [Ge03a, 1.4.14]. Hence we obtain an
embedding L(G) ⊆ Mn(k) where Mn(k) is endowed with the usual Lie product
[A,B] = AB − BA for A,B ∈ Mn(k). Then one shows that [L(G), L(G)] ⊆ L(G)
and so [ , ] restricts to a Lie product on L(G); see [Ge03a, 1.5.3]. (Of course, there
is also an intrinsic description of L(G) in terms of the algebra of regular functions
on G which shows, in particular, that the product does not depend on the choice
of the realisation of G; see [Ge03a, 1.5.4].)
1.1.6. Quotients. Let G be a linear algebraic group and H be a closed normal
subgroup. We have the abstract factor group G/H and we would certainly like to
know if this can also be viewed as an algebraic group. More generally, let X be
an affine variety and H be a linear algebraic group such that we have a morphism
H ×X →X which defines an action of H on X. The question of whether we can
view the set of orbits X/H as an algebraic variety leads to “geometric invariant
6 MEINOLF GECK AND GUNTER MALLE
theory”; in general, these are quite delicate matters. Let us begin by noting that
there is a natural candidate for the algebra of functions on the orbit set X/H: If
A is the algebra of regular functions on X , then
AH := {f ∈ A | f(h.x) = f(x) for all h ∈H and all x ∈ X}
can naturally be regarded as an algebra of k-valued functions on X/H. However,
the three properties in 1.1.1 will not be satisfied in general. There are two particular
situations in which this is the case, and these will be sufficient for most parts of
this book; these two situations are:
• H is a finite group, or
• X = G is an algebraic group and H is a closed normal subgroup (acting
by left multiplication).
(For the proofs, see [Fo69, 5.25] or [Ge03a, 2.5.12] in the first case, and [Fo69, 2.26]
or [Spr98, §5.5] in the second case.) Now let us assume that (X/H, AH) is an
affine variety. Then, first of all, the natural map X → X/H is a morphism of
affine varieties; furthermore, we have the following universal property:
If ϕ : X → Y is any morphism of affine varieties which is constant on the orbits
of H on X, then there is a unique morphism ϕ¯ : X/H → Y such that ϕ is the
composition of ϕ¯ and the natural map X →X/H.
(Indeed, if B is the algebra of regular functions on Y , then the induced algebra
homomorphism ϕ∗ : B → A has image in AH , hence it factors through an algebra
homomorphism ϕ¯∗ : B → AH for a unique morphism ϕ¯ : X/H → Y .)
For example, if we are in the second of the above two cases, then the universal
property shows that the induced multiplication and inversion maps on G/H are
morphisms of affine varieties. Thus, G/H is an affine algebraic group.
1.1.7. Algebraic groups in positive characteristic. The finite groups that we
shall study in this book are obtained as
G
F := {g ∈ G | F (g) = g}
where F : G → G are certain bijective endomorphisms with finitely many fixed
points, the so-called Steinberg maps. (This will be discussed in detail in Section 1.4.)
Such maps F will only exist if k has prime characteristic. So we will usually assume
that p is a prime number and k = Fp is an algebraic closure of the field Fp = Z/pZ.
Now, algebraic geometry over fields with positive characteristic is, in some respects,
more tricky than algebraic geometry over C, say (because of the inseparability of
certain field extensions; see also 1.1.8 below). However, some things are actually
easier. For example, using an embedding of G into some GLn(k) as in 1.1.2, we see
that every element g ∈ G has finite order. Thus, we can define g to be semisimple
if the order of g is prime to p; we define g to be unipotent if the order of g is a
power of p. Then, clearly, any g ∈ G has a unique decomposition
g = us = su where s ∈ G is semisimple and u ∈ G is unipotent,
called the Jordan decomposition of elements. (The proof in characteristic 0 certainly
requires more work; see [Spr98, §2.4].) Another example: An algebraic group G is
called a torus if G is isomorphic to a direct product of a finite number of copies
of the multiplicative group k×. Then G is a torus if and only if G is connected,
abelian and consists entirely of elements of order prime to p; see [Ge03a, 3.1.9].
(To formulate this in characteristic 0, one would need the general definition of
semisimple elements.)
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1.1.8. Some things that go wrong in positive characteristic. Here we collect
a few items which show that, when working over a field k = Fp as above, things
may not work as one might hope or expect. The first item is:
• A bijective homomorphism of algebraic groups ϕ : G1 → G2 need not be an
isomorphism.
The standard example is the Frobenius map Fp → Fp, x 7→ xp. (Note that, over C,
a bijective homomorphism between connected algebraic groups is an isomorphism;
see [GoWa98, 11.1.16].) A useful criterion is given as follows (see [Ge03a, 2.3.15]):
• A bijective homomorphism of algebraic groups ϕ : G1 → G2 is an isomorph-
ism if G1,G2 are connected and if the differential d1ϕ : T1(G1)→ T1(G2)
between the tangent spaces is an isomorphism.
The next item concerns the Lie algebra of an algebraic group. Let G be a linear
algebraic group and U ,H be closed subgroups of G. As already noted in 1.1.5, we
have natural inclusions of L(U), L(H) and L(U ∩H) into L(G). It is always true
that L(U ∩H) ⊆ L(U) ∩ L(H).
• When considering the intersection of closed subgroups U ,H of an algebraic
group G, it is not always true that L(U ∩H) = L(U) ∩ L(H).
A good example to keep in mind is as follows. LetG = GLn(Fp), H = SLn(Fp) and
Z be the center ofG (the scalar matrices inG). Then Z,H are closed subgroups of
G. As in 1.1.5, we can identify L(G) =Mn(k); then L(H) consists of all matrices
of trace 0 and L(Z) consists of all scalar matrices. (For these facts see, for example,
[Ge03a, §1.5]). Assume now that p divides n. Then, clearly, L(Z) ⊆ L(H), whereas
Z∩H is finite and so L(Z∩H) = L((Z ∩H)◦) = {0}. (This phenomenon can not
happen in characteristic 0; see [Bor91, 6.12] or [Hum91, 12.5].) Closely related to
the above item is the next item: semidirect products. Let G be an algebraic group
and U ,H be closed subgroups such that U is normal, G = U .H and U∩H = {1}.
Following [Bor91, 1.11], we say thatG is the semidirect product (of algebraic groups)
of U ,H if the natural map U ×H → G given by multiplication is an isomorphism
of affine varieties. If this holds, we have an inverse isomorphism G → U ×H and
the second projection will induce an isomorphism of algebraic groups G/U ∼= H.
• In the definition of semidirect products of algebraic groups, the assumption
that U ×H → G is an isomorphism of affine varieties can not be omitted.
Take again the above example where G = GLn(Fp), H = SLn(Fp) and Z is the
center of G (the scalar matrices in G). Assume now that n = p. Then Z,H
are closed connected normal subgroups such that G = Z.H and Z ∩H = {1}.
However, this is not a semidirect product of algebraic groups! For, if it were, then
we would have an induced isomorphism SLp(Fp) = H ∼= G/Z = PGLp(Fp) which
does not exist, as we will see later in Example 1.3.9.
1.1.9. The unipotent radical. Let G be a linear algebraic group over k = Fp,
where p is a prime number. We can now also define the unipotent radical Ru(G) ⊆
G, as follows. An abstract subgroup of G is called unipotent if all of its elements
are unipotent. Since every element in G has finite order, one easily sees that the
product of two normal unipotent subgroups is again a normal unipotent subgroup
of G. If G is finite, then this immediately shows that there is a unique maximal
normal unipotent subgroup in G. (In the theory of finite groups, this is denoted
Op(G).) In the general case, we define
Ru(G) := subgroup of G generated by all U ∈ Sunip(G),
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where Sunip(G) denotes the set of all closed connected normal unipotent subgroups
of G. It is clear that Ru(G) is an abstract normal subgroup. By the criterion in
1.1.3, Ru(G) is a closed connected subgroup ofG; furthermore, Ru(G) = U1 . . .Un
for some n > 1 and U1, . . . ,Un ∈ Sunip(G). As already remarked before, this
product will consist of unipotent elements. Thus, Ru(G) is the unique maximal
closed connected normal unipotent subgroup of G. (The analogous definition also
works when k is an arbitrary algebraically closed field, using the slightly more
complicated characterisation of unipotents elements in that case.)
We say that G is reductive if Ru(G) = {1}.
(Thus, connected reductive groups can be regarded as analogues of finite groups
G with Op(G) = {1}.) These are the groups that we will be primarily concerned
with. In an arbitrary algebraic group G, we always have the closed connected
normal subgroups Ru(G) ⊆ G◦ ⊆ G, and G/Ru(G) will be reductive. Note also
that, clearly, we have the implication
G simple ⇒ G reductive (and connected).
Here, we say that G is a simple algebraic group if it is connected, non-abelian and
if it has no closed connected normal subgroups other than {1} and G itself. (So,
for example, SLn(k) is a simple algebraic group, although in general it is not simple
as an abstract group; GLn(k) is reductive, but not simple.)
Note that, even if one is mainly interested in studying a simple group G, one
will also have to look at subgroups with a geometric origin, like Levi subgroups or
centralisers of semisimple elements. These subgroups tend to be reductive, not just
simple. For example, ifG is connected, reductive and s ∈ G is a semisimple element,
then the centralizer CG(s) will be a closed reductive (not necessarily connected or
simple) subgroup; see [Ca85, 3.5.4].
1.1.10. Characters and co-characters of tori. The simplest examples of con-
nected reductive algebraic groups are tori, and it will be essential to understand
some basic constructions with them. First, a general definition. A homomorphism
of algebraic groups λ : G→ k× will be called a character of G. The set X = X(G)
of all characters of G is an abelian group (which we write additively), called the
character group of G. Similarly, a homomorphism of algebraic groups ν : k× → G
will be called a co-character of G. If G is abelian, then the set Y = Y (G) of
all co-characters of G also is an abelian group (written additively), called the co-
character group of G. Now let G = T be a torus over k; recall that this means that
T is isomorphic to a direct product of a finite number of copies of k×. It is an easy
exercise to show that every homomorphism of algebraic groups of the multiplicative
group k× into itself is given by ξ 7→ ξn for a well-defined n ∈ Z. Thus, we have
X(k×) = Y (k×) ∼= Z and this yields
X(T ) ∼= Y (T ) ∼= Zr where T ∼= k× × . . .× k× (r factors).
Hence, X(T ) and Y (T ) are free abelian groups of the same finite rank. Further-
more, we obtain a natural bilinear pairing
〈 , 〉 : X(T )× Y (T )→ Z,
defined by the condition that λ(ν(ξ)) = ξ〈λ,ν〉 for all λ ∈ X(T ), ν ∈ Y (T ) and
ξ ∈ k×. This pairing is a perfect pairing, that is, it induces group isomorphisms
X(T )
∼−→ Hom(Y (T ),Z), λ 7→ (ν 7→ 〈λ, ν〉),
Y (T )
∼−→ Hom(X(T ),Z), ν 7→ (λ 7→ 〈λ, ν〉),
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(see [MaTe11, 3.6]). The pair (X(T ), Y (T )), together with the above pairing, is
the simplest example of a so-called “root datum”, which will be considered in more
detail in Section 1.2. The assignment T  X(T ) has the following fundamental
property: if T ′ is another torus over k, then we have a natural bijection
{homomorphisms of algebraic groups T → T ′} 1−1←→ Hom(X(T ′), X(T ))
where, on the right hand side, Hom just stands for homomorphisms of abstract
abelian groups. The correspondence is defined by sending a homomorphism of
algebraic groups f : T → T ′ to the map ϕ : X(T ′)→ X(T ), χ′ 7→ χ′ ◦f . For future
reference, we state the following basic properties of this correspondence:
(a) f : T → T ′ is a closed embedding (that is, an isomorphism onto a closed
subgroup of T ′) if and only if ϕ : X(T ′)→ X(T ) is surjective; in this case,
we have a canonical isomorphism ker(ϕ) ∼= X(T ′/f(T )).
(b) f : T → T ′ is surjective if and only if ϕ : X(T ′) → X(T ) is injective; in
this case, we have a canonical isomorphism X(T )/ϕ(X(T ′)) ∼= X(ker(f))
(induced by restriction of characters from T to ker(f)).
See [Bor91, Chap. III, §8] and [St74, §2.6] for proofs and further details. Further-
more, by [Ca85, §3.1], T can be recovered from X(T ) through the isomorphism
(c) T
∼−→ Hom(X(T ), k×), t 7→ (λ 7→ λ(t)).
(Here again, Hom just stands for abstract homomorphisms of abelian groups.)
1.1.11. Weight spaces. Characters of tori play a major role in the following
context. Let G be a linear algebraic group and V be a finite-dimensional vector
space over k. Note that V is an affine variety with algebra of regular functions
given by the subalgebra generated by the dual space V ∗ = Hom(V, k) ⊆ A (V, k).
Assume that we have a representation of G on V , that is, we are given a morphism
of affine varieties G× V → V which defines a linear action of G on V . Let T ⊆ G
be a maximal torus. (Any torus of maximum dimension is maximal.) For each
character λ ∈ X(T ) we define the subspace
Vλ := {v ∈ V | t.v = λ(t)v for all t ∈ T }.
Let Ψ(T , V ) be the set of all λ ∈ X(T ) such that Vλ 6= {0}. Since T consists of
pairwise commuting semisimple elements, we have
V =
⊕
λ∈Ψ(T ,V )
Vλ
(see [Ge03a, 3.1.5]); in particular, this shows that Ψ(T , V ) is finite. The characters
in Ψ(T , V ) are called weights and the corresponding subspaces Vλ called weight
spaces (relative to T ). Now, we always have the adjoint representation of G on its
Lie algebra L(G), defined as follows. For g ∈ G, consider the inner automorphism
γg of G defined by γg(x) = gxg
−1. Taking the differential, we obtain a linear map
d1γg : L(G) → L(G), which is a vector space isomorphism. Hence, we obtain a
linear action of G on L(G) such that g.v = d1(γg)(v) for all g ∈ G and v ∈ L(G).
(The corresponding map G × L(G) → L(G) indeed is a representation; see, for
example, [Hum91, 10.3].) Then the finite set
R := Ψ(T , L(G)) \ {0} ⊆ X(T )
is called the set of roots of G relative to T ; we have the root space decomposition
L(G) = L(G)0 ⊕
⊕
α∈R
L(G)α.
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This works in complete generality, for any algebraic group G. If G is connected
and reductive, then it is possible to obtain much more precise information about
the root space decomposition. It turns out that then
L(G)0 = L(T ), R = −R and dimL(G)α = 1 for all α ∈ R.
So, in this case, the picture is analogous to that in the theory of complex semisimple
Lie algebras and, quite surprisingly, it shows that some crucial aspects of the theory
do not depend on the underlying field! This fundamental result, first proved in the
Se´minaire Chevalley [Ch56-58/05], will be discussed in more detail in Section 1.3.
1.1.12. General structure of connected reductive algebraic groups. Let
G be a connected linear algebraic group. Denote by Z = Z(G) the center of G.
Then we have Z◦ = Ru(Z)×S where S is a torus; see [Ge03a, 3.5.3]. Since Ru(Z)
is a characteristic subgroup of Z and Z is a characteristic subgroup of G, we see
that Ru(Z) is normal in G. Hence, if G is reductive, then Z
◦ is a torus. In this
case, the above-mentioned results about the root space decomposition lead to the
following product decomposition of G (see [MaTe11, §8.4], [Spr98, §8.1]):
G = Z◦.G1 . . .Gn where G1, . . . ,Gn are closed normal simple subgroups
and Gi, Gj pairwise commute with each other for i 6= j; furthermore, this decom-
position of G has the following properties.
• The subgroups {G1, . . . ,Gn} are uniquely determined in the sense that
every closed normal simple subgroup of G is equal to some Gi.
• We have G1 . . .Gn = Gder := commutator (or derived) subgroup of G.
(Recall from 1.1.9 that simple algebraic groups are assumed to be connected and
non-trivial; note also that the commutator subgroup of a connected algebraic group
always is a closed connected normal subgroup; see [Ge03a, 2.4.7].) A connected
reductive algebraic group G will be called semisimple if Z◦ = {1} (or, equivalently,
if the center of G is finite). Thus, in the above setting, Gder is semisimple.
The above product decomposition can be used to prove general statements about
connected reductive algebraic groups by a reduction to simple algebraic groups; see,
for example, Lemma 1.6.7, Theorem 1.7.15.
1.1.13. Algebraic BN-pairs (or Tits systems). The concept of BN -pairs has
been introduced by Tits [Ti62], and it has turned out to be extremely useful. It
applies to connected algebraic groups and to finite groups, and it allows to give
uniform proofs of many results, instead of going through a large number of case–
by–case proofs. Recall that two subgroups B,N in an arbitrary (abstract) group
G form a BN -pair (or a Tits system) if the following conditions are satisfied.
(BN1) G is generated by B and N .
(BN2) H := B ∩N is normal in N and the quotient W := N/H is a finite group
generated by a set S of elements of order 2.
(BN3) nsBns 6= B if s ∈ S and ns is a representative of s in N .
(BN4) nsBn ⊆ BnsnB ∪BnB for any s ∈ S and n ∈ N .
The group W is called the corresponding Weyl group. We have a length function
on W , as follows. We set l(1) = 0. If w 6= 1, we define l(w) to be the length of a
shortest possible expression of w as a product of generators in S. (Note that we
don’t have to take into account inverses, since s2 = 1 for all s ∈ S.) Thus, any
w ∈ W can be written in the form w = s1 · · · sp where p = l(w) and si ∈ S for
all i. Such an expression (which is by no means unique) will be called a reduced
expression for w.
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Furthermore, for any w ∈ W , we set C(w) := BnwB where nw ∈ N is a
representative of w in N . Since any two representatives of w lie in the same coset
of H ⊆ B, we see that C(w) does not depend on the choice of the representative.
The double cosets C(w) are called Bruhat cells of G. Then the above axioms imply
the fundamental Bruhat decomposition (see [Bou68, Chap. IV, n◦ 2.3]):
G =
∐
w∈W
BnwB.
As Lusztig [Lu10] writes, by allowing one to reduce many questions about G to
questions about the Weyl group W , the Bruhat decomposition is indispensible for
the understanding of both the structure and representations of G. A key role in this
context will be played by the Iwahori-Hecke algebra (introduced in [Iw64]); this is
a deformation of the group algebra of W whose definition is based on the Bruhat
decomposition. (We will come back to this in a later section on Hecke algebras.)
Now let G be a linear algebraic group over k and let B,N be closed subgroups
of G which form a BN -pair. Following [Ca85, §2.5], we shall say that this is an
algebraic BN -pair if H = B ∩ N is abelian and consists entirely of semisimple
elements, and we have an abstract semidirect product decomposition B = U .H
where U is a closed normal unipotent subgroup of B such that U ∩H = {1}. (If B
is connected, then this is automatically a semidirect product of algebraic groups as
in 1.1.8; see [Spr98, 6.3.5].) We do not assume that G is connected, so the definition
can apply in particular to finite algebraic groups. We now have:
Proposition 1.1.14. Let G be a linear algebraic group and B,N be subgroups
which form an algebraic BN -pair in G, where B = U .H as above. Assume that
H, U are connected and that CG(H) = H. Then the following hold.
(a) G is connected and reductive.
(b) B is a Borel subgroup (that is, a maximal closed connected solvable subgroup
of G); we have B = NG(U) and [B,B] = U = Ru(B).
(c) H is a maximal torus of G and we have N = NG(H).
(See [Ca85, §2.5] and [Ge03a, 3.4.6, 3.4.7].) As in [Ge03a, 3.4.5], a BN -pair
satisfying the conditions in Proposition 1.1.14 will be called a reductive BN -pair.
Much more difficult is the converse of the above result, which comes about as the
culmination of a long series of arguments. Namely, if G is a connected reductive
algebraic group, then G has a reductive BN -pair in which B is a Borel subgroup
and N is the normaliser of a maximal torus contained in B. (We will discuss this
in more detail in Section 1.3.) For our purposes here, the realisation of connected
reductive algebraic groups in terms of algebraic BN -pairs as above is sufficient for
many purposes. For example, if G is a “classical group” as in 1.1.4, then algebraic
BN -pairs as above are explicitly described in [Ge03a, §1.7]. In these cases, one can
always find an algebraic BN -pair in which B consists of upper triangular matrices
and H consists of diagonal matrices. See also the relevant chapters in [GLS94],
[GLS96], [GLS98].
1.2. Root data
We now introduce abstract root data and prove some basic properties of them.
As we shall see in later sections, these form the combinatorial skeleton of connected
reductive algebraic groups, that is, they capture those features which do not depend
on the underlying field k. (A reader who wishes to see a much more systematic
discussion of root data is referred to [DG70/11, Expose´ XXI].)
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1.2.1. Let X,Y be free abelian groups of the same finite rank; assume that there
is a bilinear pairing 〈 , 〉 : X × Y → Z which is perfect, that is, it induces group
isomorphisms Y ∼= Hom(X,Z) and X ∼= Hom(Y,Z) (as in 1.1.10). Furthermore, let
R ⊆ X and R∨ ⊆ Y be finite subsets. Then the quadruple R = (X,R, Y,R∨) is
called a root datum if the following conditions are satisfied.
(R1) There is a bijection R→ R∨, α 7→ α∨, such that 〈α, α∨〉 = 2 for all α ∈ R.
(R2) For every α ∈ R, we have 2α 6∈ R.
(R3) For α ∈ R, we define endomorphisms wα : X → X and w∨α : Y → Y by
wα(λ) = λ− 〈λ, α∨〉α and w∨α(ν) = ν − 〈α, ν〉α∨
for all λ ∈ X and ν ∈ Y . Then we require that wα(R) = R and w∨α(R∨) =
R∨ for all α ∈ R.
We shall see in 1.2.5 that the concept of root data is, in a very precise sense,
an enhancement of the more traditional concept of root systems (related to finite
reflection groups; see [Bou68]). First, we need some preparations.
The defining formula immediately shows that w2α = idX and (w
∨
α)
2 = idY .
Hence, we have wα ∈ Aut(X) and w∨α ∈ Aut(Y ) for all α ∈ R. We set
W := 〈wα | α ∈ R〉 ⊆ Aut(X) and W∨ := 〈w∨α | α ∈ R〉 ⊆ Aut(Y );
these groups are called the Weyl groups of R and R∨, respectively1. By (R3), we
have an action of W on R and an action of W∨ on R∨.
1.2.2. LetR = (X,R, Y,R∨) andR′ = (X ′, R′, Y ′, R′∨) be root data. Let ϕ : X ′ →
X be a group homomorphism. The corresponding transpose map ϕtr : Y → Y ′ is
uniquely defined by the condition that
〈ϕ(λ′), ν〉 = 〈λ′, ϕtr(ν)〉′ for all λ′ ∈ X ′ and ν ∈ Y ,
where 〈 , 〉 is the bilinear pairing for R and 〈 , 〉′ is the bilinear pairing for R′. We
say that ϕ is a homomorphism of root data if ϕ maps R′ bijectively onto R and ϕtr
maps R∨ bijectively onto R′∨. It then follows automatically that ϕtr(ϕ(β)∨) = β∨
for all β ∈ R′; see [DG70/11, XXI, 6.1.2]. If ϕ is a bijective homomorphism of root
data, we say that R and R′ are isomorphic.
Lemma 1.2.3. Let R = (X,R, Y,R∨) be a root datum.
(a) There is a unique group isomorphism δ : W
∼→W∨ such that δ(wα) = w∨α
for all α ∈ R; we have
〈w−1(λ), ν〉 = 〈λ, δ(w)(ν)〉 for all w ∈W , λ ∈ X, ν ∈ Y .
(b) The quadruple (Y,R∨, X,R) also is a root datum, with pairing 〈 , 〉∗ : Y ×
X → Z defined by 〈ν, λ〉∗ := 〈λ, ν〉 for all ν ∈ Y and λ ∈ X.
(c) For any λ ∈ X and w ∈W , we have λ− w(λ) ∈ ZR.
The root datum in (b) is called the dual root datum of R.
Proof. (a) For any group homomorphism ϕ : X → X , consider its transpose
ϕtr : Y → Y , as defined above. Clearly, we have idtrX = idY and (ϕ◦ψ)tr = ψtr ◦ϕtr
if ψ : X → X is a further group homomorphism. Thus, W tr := {wtr | w ∈W } is a
subgroup of Aut(Y ) and the map δ : W →W tr, w 7→ (w−1)tr, is an isomorphism.
Now, using the defining formulae in (R3), one immediately checks that
〈wα(λ), ν〉 = 〈λ,w∨α (ν)〉 for all α ∈ R, λ ∈ X , ν ∈ Y .
1For the time being, we keep a separate notation for these two Weyl groups; in Remark 1.2.12,
we will identify them using the isomorphism in Lemma 1.2.3(a).
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Hence, we have wtrα = w
∨
α for all α ∈ R and so W tr = W∨. This yields (a).
(b) This is a straightforward verification.
(c) The defininig formula shows that this is true if w = wα for α ∈ R. But then
it also follows in general, since W is generated by the wα (α ∈ R). 
Lemma 1.2.4. Let R = (X,R, Y,R∨) be a root datum. We set X0 := {λ ∈ X |
〈λ, α∨〉 = 0 for all α ∈ R}. Then
X0 ∩ ZR = {0} and |X/(X0 + ZR)| <∞.
Consequently, W is a finite group and the action of W on R is faithful (that is, if
w ∈W is such that w(α) = α for all α ∈ R, then w = 1).
Proof. Let us extend scalars from Z to Q. We denote XQ = Q ⊗Z X and
YQ = Q⊗Z Y . Then 〈 , 〉 extends to a non-degenerate Q-bilinear form on XQ × YQ
which we denote by the same symbol. Since X , Y are free Z-modules, we can
naturally regard X as a subset of XQ and Y as a subset of YQ. Similarly, we can
regard W as a subgroup of GL(XQ) and W
∨ as a subgroup of GL(YQ). So, in
order to show the statements about X0 and ZR, it is sufficient to show that
XQ = X0,Q ⊕QR where X0,Q := {x ∈ XQ | 〈x, α∨〉 = 0 for all α ∈ R}.
For this purpose, following [DG70/11, XXI, §1.2], we consider the linear map
f : XQ → YQ, x 7→
∑
α∈R
〈x, α∨〉α∨.
Let β ∈ R. Using (R3), Lemma 1.2.3(a) and the fact that (w∨β )2 = idY , we obtain
(
f ◦ wβ
)
(x) =
∑
α∈R
〈wβ(x), α∨〉α∨ =
∑
α∈R
〈x,w∨β (α∨)〉α∨ = (w∨β ◦ f)(x)
for all x ∈ XQ. This identity in turn implies that, for any β ∈ R, we have:
f(β) = −f(wβ(β)) = −w∨β (f(β)) = −
∑
α∈R
〈β, α∨〉w∨β (α∨)
= −
∑
α∈R
〈β, α∨〉 (α∨ − 〈β, α∨〉β∨) = −f(β) + (∑
α∈R
〈β, α∨〉2
)
β∨.
Noting that 〈β, f(β)〉 =∑α∈R〈β, α∨〉2, we deduce that
2f(β) = 〈β, f(β)〉β∨ and 〈β, f(β)〉 > 0 for all β ∈ R.
This shows that f(QR) = QR∨ and so dimQR > dimQR∨. By the symmetry
expressed in Lemma 1.2.3(b), the reverse inequality also holds and so dimQR =
dimQR∨. Thus, f restricts to an isomorphism f : QR
∼→ QR∨. Now, we clearly
have X0,Q ⊆ ker(f), whence X0,Q ∩ QR = {0}. Since 〈 , 〉 extends to a non-
degenerate bilinear form on XQ × YQ, we have dimXQ = dimX0,Q + dimQR∨.
Since also dimQR∨ = dimQR, we conclude that XQ = X0,Q ⊕QR, as desired.
Now we show that the action of W on R is faithful. Let w ∈ W be such that
w(α) = α for all α ∈ R. Then w acts as the identity on the subspace QR ⊆ XQ. On
the other hand, the defining equation shows that all wα, α ∈ R, act as the identity
on X0,Q, so W is trivial on X0,Q. Hence, w = 1 since XQ = X0,Q + QR. Since R
is finite, it follows that W must be finite, too. 
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1.2.5. Let R = (X,R, Y,R∨) be a root datum. As in the above proof, we extend
scalars from Z to Q and setXQ = Q⊗ZX . Following [Bou68, Chap. VI, §1, Prop. 3],
we define a symmetric bilinear form ( , ) : XQ ×XQ → Q by
(x, y) :=
∑
α∈R
〈x, α∨〉〈y, α∨〉 for all x, y ∈ XQ.
Using (R3) and Lemma 1.2.3(a), we see that ( , ) is W -invariant, that is, we have
(w(x), w(y)) = (x, y) for all w ∈ W and all x, y ∈ XQ. Clearly, we have (x, x) > 0
for all x ∈ XQ; furthermore, (β, β) > 0 for all β ∈ R (since 〈β, β∨〉 = 2 > 0). By a
standard argument (see [Bou68, Chap. VI, §1, Lemme 2]), this yields that
2
(α, β)
(β, β)
= 〈α, β∨〉 ∈ Z for all α, β ∈ R.
We claim that the restriction of ( , ) to QR × QR is positive-definite. Indeed,
assume that (x, x) = 0 where x ∈ QR. Then 0 = (x, x) = ∑α∈R〈x, α∨〉2 and so
〈x, α∨〉 = 0 for all α ∈ R. Hence, Lemma 1.2.4 shows that x = 0, as desired.
Thus, we see that R is a crystallographic root system in the subspace QR of XQ;
see [Bou68, Chap. VI, §1, De´f. 1]. The Weyl group of R is W ; see Lemma 1.2.4.
Furthermore, R is reduced, in the sense that
R ∩Qα = {±α} for all α ∈ R.
(This is an easy consequence of (R2); see [Bor91, 14.7].) Similarly, R∨ is a reduced
crystallographic root system in QR∨, by the symmetry in Lemma 1.2.3(b).
1.2.6. Keeping the above notation, we now recall some standard results on root
systems (see, e.g., [MaTe11, App. A]). There is a subset Π ⊆ R such that:
(a) Π is linearly independent in QR and
(b) every α ∈ R can be written as α = ∑β∈Π xβ β where xβ ∈ Q and either
xβ > 0 for all β ∈ Π or xβ 6 0 for all β ∈ Π.
We call Π a base for R. The corresponding set of positive roots R+ ⊆ R consists of
those α ∈ R which can be written as α =∑β∈Π xβ β where xβ ∈ Q and xβ > 0 for
all β ∈ Π. The roots in R− := −R+ are called the corresponding negative roots.
Furthermore, if (a) and (b) hold, then we also have:
(c) For every α ∈ R, there exists some w ∈W such that w(α) ∈ Π.
(d) Every α ∈ R is a Z-linear combination of the roots in the base Π. (That
is, the coefficients xβ in (b) are always integers.)
(e) W is a Coxeter group, with generators {wβ | β ∈ Π} and defining relations
(wβwγ)
mβγ = 1 for all β, γ ∈ Π, where mβγ > 1 is the order of wβwγ ∈W ;
furthermore, we have 4 cos2(π/mβγ) = 〈γ, β∨〉〈β, γ∨〉 for all β, γ ∈ Π.
Finally, any two bases of R can be transformed into each other by a unique element
of W . In particular, r := |Π| is well-defined and called the rank of R; furthermore,
writing Π = {β1, . . . , βr}, the matrix
C :=
(〈βj , β∨i 〉)16i,j6r
is uniquely determined by R (up to reordering the rows and columns); it is called
the Cartan matrix of R. We say that two root data R, R′ have the same Cartan
type if the corresponding Cartan matrices are the same (up to choosing a bijection
between the associated bases Π, Π′). Thus, R and R′ have the same Cartan type
if and only if R ⊆ XQ and R′ ⊆ X ′Q are isomorphic root systems (see [Bou68,
Chap. VI, n◦ 1.5]).
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We associate with C a Dynkin diagram, defined as follows. It has vertices labelled
by the elements in Π = {β1, . . . , βr}. If i 6= j and |〈βj , β∨i 〉| > |〈βi, β∨j 〉|, then the
corresponding vertices are joined by |〈βj , β∨i 〉| lines; furthermore, these lines are
equipped with an arrow pointing towards the vertex labeled by βi if |〈βj , β∨i 〉| > 1.
(Note that, in this case, we automatically have 〈βi, β∨j 〉 = −1 by (e).)
We say that C is an indecomposable Cartan matrix if the associated Dynkin
diagram is a connected graph; otherwise, we say that C is decomposable. Clearly,
any Cartan matrix can be expressed as a block diagonal matrix with diagonal
blocks given by indecomposable Cartan matrices. The classification of indecompos-
able Cartan matrices is well-known (see [Bou68, Chap. VI, §4]); the corresponding
Dynkin diagrams are listed in Table 1.1. (The Cartan matrices of type An, Bn,
Cn, G2, F4 are printed explicitly in Examples 1.2.19, 1.3.7, 1.5.5 below.) See Kac
[Kac85, Chap. 4] for a somewhat different approach to this classification.
Table 1.1. Dynkin diagrams of indecomposable Cartan matrices
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♣ ♣ ♣ t
n
(This labeling will be used throughout this book; it is the same as in CHEVIE [GHLMP],
[MiChv]. Note that B2 = C2 and D3 = A3, up to re-labeling the vertices.)
We have the following general characterisation of Cartan matrices.
Proposition 1.2.7 (Cf. [Bou68, Chap. VI, §4]). Let S be a finite set and C =
(cst)s,t∈S be a matrix with integer entries. Then C is the Cartan matrix of a
reduced crystallographic root system if and only if the following conditions hold:
(C1) We have css = 2 and, for s 6= t we have cst 6 0; furthermore, cst 6= 0 if
and only if cts 6= 0.
(C2) For s, t ∈ S, let mst ∈ Z>1 be defined by the condition that cstcts =
4 cos2(π/mst). (Thus, we have mss = 1 and mst ∈ {2, 3, 4, 6} for s 6= t.)
Then the matrix (− cos(π/mst))s,t∈S is positive-definite.
Remark 1.2.8. Let C = (cst)s,t∈S be a Cartan matrix. Let Ω be the free abelian
group with basis {ωs | s ∈ S}. Let ZC ⊆ Ω be the subgroup generated by the
columns of C, that is, by all vectors of the form
∑
s∈S cstωs for t ∈ S. Then
Λ(C) := Ω/ZC
is called the fundamental group of C. (This agrees with the definitions in [MaTe11,
9.14] or [Spr98, 8.1.11], for example.) If C is indecomposable, then the groups Λ(C)
are easily computed and listed in Table 1.2.
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Table 1.2. Fundamental groups of indecomposable Cartan matrices
Type of C Λ(C)
An−1 Z/nZ
Bn, Cn Z/2Z
Dn
{
Z/2Z⊕ Z/2Z (n even)
Z/4Z (n odd)
G2, F4, E8 {0}
E6 Z/3Z
E7 Z/2Z
In 1.2.2, we have defined what it means for two root data to be isomorphic. We
shall also need the following, somewhat more general notion.
Definition 1.2.9. Let R = (X,R, Y,R∨) and R′ = (X ′, R′, Y ′, R′∨) be root data.
We fix an integer p such that either p = 1 or p is a prime number. Then a group
homomorphism ϕ : X ′ → X is called a p-isogeny of root data if there exist a bijection
R → R′, α 7→ α†, and positive integers qα > 0, each an integral power of p, such
that ϕ and its transpose ϕtr : Y → Y ′ satisfy the following conditions.
(I1) ϕ and ϕtr are injective.
(I2) We have ϕ(α†) = qα α and ϕ
tr(α∨) = qα (α
†)∨ for all α ∈ R.
The conditions (I1) and (I2) appear in [Ch56-58/05, §18.2]; following Chevalley, we
call the numbers {qα} the root exponents of ϕ. Note that α 7→ α† and the numbers
{qα} are uniquely determined by ϕ (since R is reduced).
Let W ⊆ Aut(X) be the Weyl group of R. Then one easily sees that, for any
α ∈ R and w ∈ W , we have qw(α) = qα; see [Spr98, 9.6.4]. Hence, by 1.2.6(c), the
map α 7→ qα is determined by its values on a base of R. We also see that ϕ is an
isomorphism of root data if and only if ϕ is a bijective isogeny where qα = 1 for all
α ∈ R. Finally note that if p = 1, then qα = 1 for all α ∈ R.
A simple example of a p-isogeny of a root datum into itself is given by ϕ : X → X ,
λ 7→ pλ (scalar multiplication with p); this will be continued in Example 1.3.17.
Remark 1.2.10. Keep the notation in the above definition. Let W ⊆ Aut(X) be
the Weyl group of R and W ′ ⊆ Aut(X ′) be the Weyl group of R′. Then one easily
sees that a p-isogeny ϕ : X ′ → X induces a unique group isomorphism
σ : W →W ′ such that ϕ ◦ σ(w) = w ◦ ϕ (w ∈W ).
We have σ(wα) = wα† for all α ∈ R where wα ∈W is the reflection corresponding to
α ∈ R and wα† ∈W ′ is the reflection corresponding to α† ∈ R′. (See [Ch56-58/05,
§18.3] for further details; see also 1.2.18 below.) In particular, if ϕ : X → X is a
p-isogeny of R into itself, then ϕ ◦W = W ◦ϕ and so ϕ normalizes W ⊆ Aut(X).
Remark 1.2.11. Let R = (X,R, Y,R∨) and R′ = (X ′, R′, Y ′, R′∨) be root data.
Let us fix a base Π of R and a base Π′ of R′; see 1.2.6. Let ϕ : X ′ → X be a
group homomorphism which defines a p-isogeny of root data. Then (I2) shows that
Π† := {α† | α ∈ Π} also is a base of R′, where α 7→ α† denotes the bijection R→ R′
associated with ϕ. As already mentioned in 1.2.6, there exists a unique w in the
Weyl group W ′ of R′ such that Π† = w(Π′). Now w ∈ W ′ ⊆ Aut(X ′) certainly
is an isomorphism of R′ into itself. Hence, the composition ϕ′ := ϕ ◦ w : X ′ → X
will also be a p-isogeny of root data and the bijection R → R′ associated with ϕ′
will map Π onto Π′. This shows that, replacing ϕ by ϕ ◦w for a suitable w ∈W ′ if
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necessary, we can always assume that the bijection R→ R′ will preserve the given
bases Π ⊆ R and Π′ ⊆ R′.
Remark 1.2.12. Let R = (X,R, Y,R∨) be a root datum and W ⊆ Aut(X) be the
corresponding Weyl group. Let Π be a base of R. By 1.2.6(e), W is a Coxeter
group with generating set S = {wα | α ∈ Π}. We denote by l : W → Z>0 the
corresponding length function. To unify the notation, we shall use S as an indexing
set for Π, that is, Π = {αs | s ∈ S} where αs is the root of the reflection s.
Using the isomorphism δ in Lemma 1.2.3(a), we can identify W∨ = W = 〈S〉.
Under this identification, W will act on both X and Y , and we have
〈w−1.λ, ν〉 = 〈λ,w.ν〉 for all w ∈W , λ ∈ X , ν ∈ Y .
Recall that the action of s ∈ S on X is given by s.λ = λ− 〈λ, α∨s 〉αs for all λ ∈ X ;
the action of s ∈ S on Y is given by s.ν = ν − 〈αs, ν〉α∨s for all ν ∈ Y .
We now turn to the question of actually constructing root data and p-isogenies
for a Cartan matrix C. The key idea is contained in the following remark.
Remark 1.2.13. Let R = (X,R, Y,R∨) be a root datum and let Π be a base of R.
Let C be the corresponding Cartan matrix; see 1.2.6. Let {λi | i ∈ I} be a Z-basis
of X , where I is some finite indexing set. (We have |I| > |Π|.) Let {νi | i ∈ I} be
the corresponding dual basis of Y (with respect to the pairing 〈 , 〉). Then we have
unique expressions
β =
∑
i∈I
aβ,iλi and β
∨ =
∑
i∈I
a˘β,iνi for all β ∈ Π,
where aβ,i ∈ Z and a˘β,i ∈ Z for all i ∈ I. Consequently, we have a factorisation
C = A˘ ·Atr where A = (aβ,i)β∈Π,i∈I and A˘ = (a˘β,i)β∈Π,i∈I .
Note that all of R ⊆ X and R∨ ⊆ Y are uniquely determined by C,A and A˘. (This
follows from 1.2.6(c) and the fact that W = 〈wβ | β ∈ Π〉; see 1.2.6(e).) We also
note that the dual root system (Y,R∨, X,R) (see Lemma 1.2.3) has Cartan matrix
Ctr, with corresponding factorisation Ctr = B˘ · Btr where B = A˘ and B˘ = A.
Following [BrLu12, §2.1], we shall now reverse this argument and show that every
factorisation of a Cartan matrix C as above leads to a root datum.
1.2.14. Let S be a finite set and C = (cst)s,t∈S be a Cartan matrix, that is, a
matrix satisfying the conditions in Proposition 1.2.7. Let I be another finite index
set, with |I| > |S|, and assume that we have a factorisation
C = A˘ · Atr where A = (as,i)s∈S,i∈I and A˘ = (a˘s,i)s∈S,i∈I ;
here, A, A˘ are matrices with integer coefficients and both have size |S|× |I|. Let X
be a free abelian group with Z-basis indexed by I, say {λi | i ∈ I}; also let Y be a
free abelian group with Z-basis labelled by I, say {νi | i ∈ I}. We define a bilinear
pairing 〈 , 〉 : X × Y → Z such that {λi | i ∈ I} and {νi | i ∈ I} are dual bases to
each other. Then C =
(〈αt, α∨s 〉)s,t∈S , where we set
αs :=
∑
i∈I
as,iλi and α
∨
s :=
∑
i∈I
a˘s,iνi for all s ∈ S.
For s ∈ S, we define endomorphisms ws : X → X and w∨s : Y → Y by
ws(λ) = λ− 〈λ, α∨s 〉αs and w∨s (ν) = ν − 〈αs, ν〉α∨s
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for all λ ∈ X and ν ∈ Y . Then w2s = idX and (w∨s )2 = idY . Hence, we have
ws ∈ Aut(X) and w∨s ∈ Aut(Y ) for all s ∈ S. Let
W := 〈ws | s ∈ S〉 ⊆ Aut(X) and W∨ := 〈w∨s | s ∈ S〉 ⊆ Aut(Y ).
Finally, let R := {w(αs) | w ∈W, s ∈ S} and R∨ := {w∨(α∨s ) | w∨ ∈W∨, s ∈ S}.
Lemma 1.2.15. The quadruple R := (X,R, Y,R∨) in 1.2.14 is a root datum with
Cartan matrix C, where {αs | s ∈ S} is a base of R and {α∨s | s ∈ S} is a base of
R∨. Furthermore, we have W = W and W∨ = W∨ (with the notation of 1.2.1).
The bijection R→ R∨, α 7→ α∨, is determined as follows. If w ∈W and s ∈ S are
such that α = w(αs), then α
∨ = δ(w)(α∨s ) (with δ as in Lemma 1.2.3(a)).
Proof. Let V ⊆ Q ⊗Z X be the subspace spanned by {αs | s ∈ S}. Then
ws(αt) = αt − cstαs for all t ∈ S. So ws(V ) ⊆ V for all s ∈ S. Let WR ⊆ GL(V )
be the group generated by the restrictions ws : V → V ; then R = {w(αs) | w ∈
WR, s ∈ S} ⊆ V . Thus, we are in the setting of [GePf00, §1.1].
The matrix C is symmetrizable, that is, there exist positive numbers {ds | s ∈ S}
such that (dscst)s,t∈S is a symmetric matrix. (This easily follows from the fact that
there are no closed paths in the Dynkin diagram of C; see also [Kac85, §4.6].) Then
we can define a WR-invariant symmetric bilinear form on V by (αs, αt) = dscst/2
for s, t ∈ S. The WR-invariance implies that
cst = 2
(αs, αt)
(αs, αs)
for all s, t ∈ S;
see [GePf00, 1.3.2]. By (C2), this form is positive-definite; furthermore, each
ws : V → V is an orthogonal reflection with root αs. So WR and R are finite;
see [Bou68, Chap. V, §8] or [GePf00, 1.3.8]. In fact, R is a root system in V with
Weyl group WR, with {αs | s ∈ S} as base and C as Cartan matrix; see [GePf00,
1.1.10]. Also note that R is reduced, that is, (R2) holds; see [GePf00, 1.3.7]. Let
R+ be the set of positive roots in R defined by the base {αs | s ∈ S}.
Similarly, let V ∨ ⊆ Q ⊗Z Y be the subspace spanned by {α∨s | s ∈ S}. Then
w∨s (α
∨
t ) = α
∨
t − ctsα∨s for all t ∈ S. Let WR∨ ⊆ GL(V ∨) be the group generated by
the restrictions w∨s : V
∨ → V ∨. Again, we are in the setting of [GePf00, §1.1] (with
respect to Ctr, the transpose of C) and so we can repeat the previous argument.
Consequently, WR∨ is also finite; furthermore, R
∨ is a reduced root system in V ∨
with Weyl group WR∨ , with {α∨s | s ∈ S} as base and Ctr as Cartan matrix. Let
(R∨)+ be the set of positive roots in R∨ defined by the base {α∨s | s ∈ S}.
Next, we define a linear map f : V → V ∨ by f(αs) = 12 (αs, αs)α∨s for all s ∈ S.
(This is analogous to the definition in the proof of Lemma 1.2.4.) Clearly, f is
bijective. One immediately checks that w∨s ◦ f = f ◦ ws for all s ∈ S. So the map
w 7→ f ◦w ◦ f−1 defines a group isomorphism δ : WR ∼→WR∨ such that δ(ws) = w∨s
for all s ∈ S. Consequently, we can define a bijection R→ R∨, α 7→ α∨, as follows.
First, let α ∈ R+. By definition, α = w(αs) for some w ∈W , s ∈ S. Then
f(α) = f(w(αs)) = δ(w)(f(αs)) =
1
2 (αs, αs)δ(w)(α
∨
s ).
Since α∨s ∈ R∨, we have δ(w)(α∨s ) ∈ R∨ by definition. Thus, f(α) ∈ V ∨ is a
positive scalar multiple of some element of R∨; since R∨ is reduced, there is a
unique positive root with this property, denoted α∨, and the above computation
shows that α∨ = δ(w)(α∨s ). The definition of α
∨ for negative α is analogous; we
then have (−α)∨ = −α∨ for all α ∈ R. Consequently, we obtain a map R → R∨,
α 7→ α∨, which is easily seen to be bijective. Once this is established, the maps
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wα : X → X and w∨α : Y → Y are defined for any α ∈ R. The WR-invariance of
( , ) implies that
〈β, α∨〉 = 2(α, β)
(α, α)
for all α, β ∈ R.
In particular, we obtain 〈α, α∨〉 = 2; thus, (R1) holds. Finally, we show that (R3)
holds. For each α ∈ R, we claim that wα(R) = R. First one notices that wα(V ) ⊆
V . But the above formula for 〈β, α∨〉 shows that the restriction wα : V → V is the
orthogonal reflection with root α. Hence, sinceWR is the Weyl group of R, we have
wα(R) = R, as desired. The argument for w
∨
α is analogous. 
In view of Remark 1.2.13, the above construction yields all root data up to
isomorphism. Thus, given a Cartan matrix C, we can think of the various root
data of Cartan type C simply as factorisations C = A˘ ·Atr, where A, A˘ are integer
matrices of the same size. (This observation, in this explicit form, appears in
[BrLu12]. It is also implicit in [Lu89, §1], [Lu09d, §§1–3].)
Example 1.2.16. Let C be a Cartan matrix. We have just seen that any fac-
torisation C = A˘ · Atr as in 1.2.14 gives rise to a root datum R = (X,R, Y,R∨).
Obviously, there are two natural choices for such a factorisation, namely,
• either A is the identity matrix and, hence, A˘ = C;
• or A˘ is the identity matrix and, hence, A = Ctr.
In the first case, we denote the corresponding root datum by R = Rad(C). We
have X = ZR in this case; any root datum satisfying X = ZR will be called a
root datum of adjoint type. In the second case, we denote the corresponding root
datum by R = Rsc(C). We have Y = ZR
∨ in this case; any root datum satisfying
Y = ZR∨ will be called a root datum of simply-connected type.
Thus, Rad(C) and Rsc(C) may be regarded as the standard models of root data
of adjoint type and simply-connected type, respectively. (See also Example 1.2.21.)
The relevance of these notions will be become clearer when we consider semisimple
algebraic groups in Section 1.5.
Example 1.2.17. There is an obvious notion of direct product of root data. In-
deed, if Ri = (Xi, Ri, Yi, R
∨
i ) for i = 1, . . . , n are root data, then we obtain a new
root datum R = (X,R, Y,R∨) as follows. We set
X := X1 ⊕ . . .⊕Xn, R := R˙1 ∪ . . . ∪ R˙n,
Y := Y1 ⊕ . . .⊕ Yn, R∨ := R˙∨1 ∪ . . . ∪ R˙∨n ,
where, for each i, we let R˙i ⊆ X denote the image of Ri under the natural em-
bedding Xi →֒ X ; similarly, R˙∨i ⊆ Y denotes the image of R∨i under the natural
embedding Yi →֒ Y . Furthermore, the perfect bilinear pairings for the various Ri
define a unique perfect bilinear pairing for R in a natural way. Also note that, if
Πi is a base of Ri for i = 1, . . . , n, then Π := Π˙1 ∪ . . . ∪ Π˙n is a base of R.
In terms of the matrix language of 1.2.14, the situation is described as follows.
Each Ri is determined by a factorisation Ci = A˘i ·Atri where Ci is the Cartan matrix
of Ri with respect to a base Πi of Ri. Then R is determined by the factorisation
C = A˘ · Atr, where C, A and A˘ are block diagonal matrices with diagonal blocks
given by Ci, Ai and A˘i, respectively. The matrix C is the Cartan matrix of R with
respect to the base Π = Π˙1 ∪ . . . ∪ Π˙n.
We now translate the conditions in Definition 1.2.9 into the matrix language of
Remark 1.2.13. This will be an extremely efficient tool for constructing isogenies, as
it reduces the conditions to be checked to the verification of simple matrix identities.
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1.2.18. Let R = (X,R, Y,R∨) and R′ = (X ′, R′, Y ′, R′∨) be root data. Assume
that X and X ′ have the same rank and that R and R′ have bases indexed by the
same set S. Denote these bases by Π = {αs | s ∈ S} and Π′ = {βs | s ∈ S},
respectively. Let C and C′ be the corresponding Cartan matrices. Let us also fix
a Z-basis {λi | i ∈ I} of X and a Z-basis {λ′j | j ∈ J} of X ′. Then R and R′ are
determined by factorisations as in Remark 1.2.13:
C = A˘ · Atr where A = (as,i)s∈S,i∈I and A˘ = (a˘s,i)s∈S,i∈I ,
C′ = B˘ · Btr where B = (bs,j)s∈S,j∈J and B˘ = (b˘s,j)s∈S,j∈J .
(Here, |I| = |J |, since X , X ′ have the same rank.) Now giving a linear map
ϕ : X ′ → X is the same as giving a matrix P = (pij)i∈I,j∈J with integer coefficients:
ϕ(λ′j) =
∑
i∈I
pijλi for all j ∈ J.
Assume now that ϕ : X ′ → X is a linear map which is “base preserving”, in the
sense that there is a permutation S → S, s 7→ s†, such that
ϕ(βs†) = qsαs where 0 6= qs ∈ Z for all s ∈ S.
We encode this in a monomial matrix P ◦ = (p◦st)s,t∈S where p
◦
ss† = qs for s ∈ S.
Let p = 1 or p be a prime number and assume that ϕ is a p-isogeny. Then the
conditions in Definition 1.2.9 immediately imply that the following conditions hold.
(MI1) P ◦ is a monomial matrix whose non-zero entries are all powers of p.
(MI2) P is invertible over Q; furthermore, P · Btr = Atr · P ◦ and P ◦ · B˘ = A˘ · P .
Conversely, it is straightforward to check that any pair of integer matrices (P, P ◦)
satisfying (MI1) and (MI2) defines a p-isogeny of root data. The argument is similar
to the proof of Lemma 1.2.15; let us just briefly sketch it. Let ϕ : X ′ → X be the
linear map with matrix P . Condition (I1) holds since P is invertible over Q. Since
P ◦ is monomial, there is a permutation S → S, s 7→ s†, such that
qs := p
◦
ss† 6= 0 for all s ∈ S.
Then (MI2) means that ϕ(βs†) = qsαs and ϕ
∨(α∨s ) = qsβ
∨
s† for all s ∈ S. Thus,
(I2) holds for simple roots and coroots. To see that (I2) holds for all roots and
coroots, note that (MI2) implies that C ·P ◦ = P ◦ ·C′. Consequently, using 1.2.6(e)
for W and for W ′, there is a unique group isomorphism
σ : W →W ′ such that wαs 7→ wβs† (s ∈ S).
Using Lemma 1.2.4, one shows that this implies that
ϕ ◦ σ(w) = w ◦ ϕ for all w ∈W .
We can now define a bijection R → R′, α 7→ α†, with the required properties, as
follows. Let α ∈ R and write α = w(αs) for some w ∈W and s ∈ S. Then we set
α† := σ(w)(βs† ) ∈ R′. Now, we have
ϕ(α†) = ϕ(σ(w)(βs† )) = w(ϕ(βs† )) = qsw(αs) = qsα.
Since ϕ is injective, α† is uniquely determined by α (and does not depend on
the choice of w and s); furthermore, the first of the two identities in (I2) holds,
where qα = qs. The argument for the second identity is similar, using the bijection
R→ R∨ (see Lemma 1.2.15). Thus, (I2) is seen to hold for all roots and coroots.
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Example 1.2.19 (Cf. [Ch56-58/05, §§21.5, 22.4, 23.7]). Let C = (cij)16i,j6r (r = 2
or 4) be a Cartan matrix of type C2, G2 or F4; see Table 1.1. Explicitly:
C2 :
(
2 −1
−2 2
)
, G2 :
(
2 −1
−3 2
)
, F4 :


2 −1 0 0
−1 2 −1 0
0 −2 2 −1
0 0 −1 2

 .
(Note that C2 = B2 up to relabeling the two vertices of the Dynkin diagram.) We
set p = 2 if C is of type C2 or F4, and p = 3 if C is of type G2. Let us consider the
corresponding root datum R = Rad(C) = (X,R, Y,R
∨) as in Example 1.2.16; we
have C = A˘ · Atr, where A is the identity matrix and C = A˘. For any m > 0, we
define two matrices P ◦m and Pm as follows:
C2 : Pm = P
◦
m :=
(
0 2m
2m+1 0
)
,
G2 : Pm = P
◦
m :=
(
0 3m
3m+1 0
)
,
F4 : Pm = P
◦
m :=


0 0 0 2m
0 0 2m 0
0 2m+1 0 0
2m+1 0 0 0

 .
Now, in the setting of 1.2.18, let C′ = C, B = A, B˘ = A˘. Then Pm, P
◦
m sat-
isfy (MI1), (MI2) and, hence, the pair (Pm, P
◦
m) defines a group homomorphism
ϕm : X → X which is a p-isogeny of R into iself, such that ϕ2m = p2m+1 idX .
See [Ca72, 12.3, 12.4] for a more detailed discussion of these ”exceptional” isoge-
nies; they give rise to the finite Suzuki and Ree groups (see Example 1.4.21). An-
other instance of such an ”exceptional” isogeny will be considered in Example 1.5.5.
Lemma 1.2.20. Let C be a Cartan matrix. Let R = (X,R, Y,R∨) and R′ =
(X ′, R′, Y ′, R′∨) be root data which are both of Cartan type C. Choosing bases for
R,R′ and for X,X ′, let C = A˘ ·Atr = B˘ ·Btr be the corresponding factorisations as
in Remark 1.2.13 (where A, A˘ correspond to R and B, B˘ correspond to R′). Then
R,R′ are isomorphic root data if and only if there exist square matrices P, P ◦ with
integer coefficients such that P ◦ is a permutation matrix, P is invertible over Z
and we have P · Btr = Atr · P ◦, P ◦ · B˘ = A˘ · P .
Proof. Recall from Definition 1.2.9 that a p-isogeny ϕ : X ′ → X is an isomorph-
ism of root data if and only if ϕ is bijective and qα = 1 for all α ∈ R Furthermore,
replacing ϕ by ϕ ◦ w for some w ∈ W ′ (the Weyl group of R′) if necessary, we
may assume that ϕ sends the chosen base of R′ to the chosen base of R (see Re-
mark 1.2.11). Hence, in the setting of 1.2.18, ϕ is an isomorphism if and only if P ◦
is a permutation matrix and P is invertible over Z. 
Example 1.2.21. Assume that C is a Cartan matrix of type G2, F4 or E8. Then
C is invertible over Z and, hence, Rad(C) and Rsc(C) are isomorphic root data.
Indeed, Rad(C) corresponds to the factorisation C = A˘ ·Atr where A is the identity
matrix, while Rsc(C) corresponds to the factorisation C = B˘ · Btr where B˘ is the
identity matrix. Then the conditions in Lemma 1.2.20 hold, where P = C−1 and
P ◦ is the identity matrix.
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1.3. Chevalley’s classification theorems
Throughout this section, let k be an algebraically closed field and G be a linear
algebraic group over k. We can now explain how one can naturally attach to G a
root datum, when G is connected reductive.
1.3.1. Assume that G is connected reductive. Let T ⊆ G be a maximal torus,
X = X(T ) and L(G) be the Lie algebra. Recall from 1.1.11 that there is a finite
subset R ⊆ X and a corresponding root space decomposition of L(G):
L(G) = L(G)0 ⊕
⊕
α∈R
L(G)α.
As already mentioned in 1.1.11, we have L(G)0 = L(T ), R = −R and dimL(G)α =
1 for all α ∈ R; in particular,
dimG = dimL(G) = dimT + |R|.
The roots can be directly characterised in terms of G, as follows. Let α ∈ X .
Then α is a root if and only if there exists a homomorphism of algebraic groups
uα : k
+ → G such that uα is an isomorphism onto its image and we have
tuα(ξ)t
−1 = uα(α(t)ξ) for all t ∈ T and ξ ∈ k.
Thus, Uα := {uα(ξ) | ξ ∈ k} ⊆ G is a one-dimensional closed connected unipotent
subgroup normalized by T . It is uniquely determined by α and called the root
subgroup corresponding to α. Conversely, every one-dimensional closed connected
unipotent subgroup normalized by T is equal to Uα for some α ∈ R. We have
G = 〈T ,Uα | α ∈ R〉.
Now consider also the co-character group Y = Y (T ); we wish to define a finite
subset R∨ ⊆ Y . Recall from 1.1.10 that X , Y are free abelian groups of the same
(finite) rank and that there is a natural pairing 〈 , 〉 : X×Y → Z. The Weyl group
of G with respect to T is defined as W (G,T ) := NG(T )/T . Since NG(T ) acts on
T by conjugation, we have induced actions of W (G,T ) on X and on Y via
(w.λ)(t) = λ(w˙−1tw˙) (λ ∈ X, t ∈ T ),
(w.ν)(ξ) = w˙ν(ξ)w˙−1 (ν ∈ Y, ξ ∈ k×),
where, for any w ∈ W (G,T ), we denote by w˙ a representative in NG(T ). Using
these actions, we can identify W (G,T ) with subgroups of Aut(X) and of Aut(Y ).
Now let α ∈ R. Then Gα := CG(ker(α)◦) = 〈T ,Uα,U−α〉 is a closed connected
reductive subgroup of G; its Weyl group W (Gα,T ) := NGα(T )/T has order 2.
Let wα ∈ W (Gα,T ) be the non-trivial element and w˙α be a representative of wα
in NGα(T ) ⊆ NG(T ). Then there exists a unique α∨ ∈ Y such that
wα.λ = λ− 〈λ, α∨〉α for all λ ∈ X.
Following, e.g., [Con14, 1.2.8], this element α∨ can also be determined as follows.
The maps u±α : k
+ → U±α can be chosen such that the assignment(
1 ξ
0 1
)
7→ uα(ξ),
(
1 0
ξ 1
)
7→ u−α(ξ) (ξ ∈ k)
defines a homomorphism of algebraic groups ϕα : SL2(k)→ G. Then we have
α∨(ξ) = ϕα
(
ξ 0
0 ξ−1
)
∈ T for all ξ ∈ k×.
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Thus, we obtain a well-defined finite subset R∨ = {α∨ | α ∈ R} ⊆ Y ; we have
W (G,T ) = 〈wα | α ∈ R〉.
Complete proofs of the above statements can be found in [Bor91], [Hum91], [Spr98]
and, of course, the original source [Ch56-58/05]. A thorough guide through this
argument, with indications of the proofs and many worked-out examples, can be
found in [MaTe11, §8]. (See also [Al09], [Jan03, Chap. II].)
With this notation, we can now state the following result which shows that we
are exactly in the situation described by Proposition 1.1.14.
Theorem 1.3.2. The quadruple R = (X(T ), R, Y (T ), R∨) in 1.3.1 is a root da-
tum as defined in 1.2.1, with Weyl group W (G,T ) (identified with a subgroup of
Aut(X(T )) as above). Furthermore, let R+ ⊆ R be the set of positive roots with
respect to a base Π ⊆ R. Then B := 〈T ,Uα | α ∈ R+〉 ⊆ G is a Borel subgroup
and B, NG(T ) form a reductive BN -pair in G where CG(T ) = T = B ∩NG(T ).
Proof. In its essence, this is due to Chevalley [Ch56-58/05], but the notion of
BN -pairs was not yet available at that time. A proof of the fact that R is a root
datum can be found, for example, in [MaTe11, 9.11], [Spr98, 7.4.3]. The BN -pair
axioms are shown in [Bor91, 14.15], [MaTe11, 11.16]. For the equality CG(T ) = T ,
see [MaTe11, 8.13] or [Spr98, 7.6.4]. 
Theorem 1.3.3. Assume that G is connected reductive. Then G acts transitively
(by simultaneous conjugation) on the set of all pairs (T ,B) where T ⊆ G is a
maximal torus and B ⊆ G is a Borel subgroup such that T ⊆ B. In particular,
the root data (as in Theorem 1.3.2) with respect to any two maximal tori of G are
isomorphic in the sense of 1.2.2.
Proof. The conjugacy results are due to Borel [Bor91, 10.6, 11.1]; see also
[Spr98, 6.2.7, 6.3.5]. A somewhat more elementary proof of the conjugacy of Borel
subgroups is given in [St77]. (See also [Ge03a, §3.4].) Once these conjugacy results
are shown, the assertion about the isomorphism between root data is clear. 
Remark 1.3.4. Let G, T , R, B as in Theoren 1.3.2; let W := W (G,T ). Then
the set of all Borel subgroups of G containing T is described as follows. Let B1 be
any Borel subgroup of G containing T . By Theorems 1.3.2, 1.3.3 and the BN -pair
axioms, there is a unique w ∈ W such that B1 = w˙−1Bw˙. Now, the base Π ⊆ R
used to define B is transformed under w to a new base Π1 of R. Consequenty, we
haveB1 = 〈T ,Uα | α ∈ R+1 〉 where R+1 ⊆ R is the set of positive roots with respect
to Π1. Further recall from 1.2.6 that any two bases of R can be transformed into
each other by a unique element of W . Thus, we obtain bijective correspondences
{Borel subgroups containing T } 1−1←→ W 1−1←→ {bases of R}.
Remark 1.3.5. Assume that G is connected reductive. In 1.1.12 we have defined G
to be semisimple if |Z| <∞ whereZ = Z(G) denotes the center ofG; alternatively,
G is semisimple if and only ifG = Gder. We also have the following characterisation
in terms of the root datum R = (X,R, Y,R∨) (with respect to a maximal torus
T ⊆ G). By [MaTe11, 8.17(h)], [Spr98, 8.1.8], we have
(a) Z = {t ∈ T | α(t) = 1 for all α ∈ R}
and the isomorphism T ∼= Hom(X(T ), k×) in 1.1.10 restricts to an isomorphism
(b) Z ∼= Hom(X(T )/ZR, k×).
24 MEINOLF GECK AND GUNTER MALLE
Thus, we obtain the equivalences:
(c) |Z| <∞ ⇐⇒ |X/ZR| <∞ ⇐⇒ |Y/ZR∨| <∞.
If we consider the factorisation C = A˘ ·Atr determined by R as in Remark 1.2.13,
then G is semisimple if and only if A, A˘ are square matrices.
Remark 1.3.6. Assume that G is connected reductive. As in 1.1.12, we have G =
Z
◦.Gder; furthermore, Gder = G1 . . .Gn where G1, . . . ,Gn are the closed normal
simple subgroups of G; they commute pairwise with each other. These subgroups
have the following description in terms of the root datum R = (X,R, Y,R∨) (with
respect to a maximal torus T ⊆ G) and the corresponding root subgroups Uα
(α ∈ R). First note that
Gder = 〈Uα | α ∈ R〉,
see [MaTe11, 8.21]. Now let C be the Cartan matrix of the root system R, with
respect to a base Π of R. Then C can be expressed as a block diagonal matrix where
the diagonal blocks are indecomposable Cartan matrices, C1, . . . , Cn say. (Thus,
C1, . . . , Cn correspond to the connected components of the Dynkin diagram of C.)
Let Π = Π1 ⊔ . . . ⊔ Πn be the corresponding partition of Π. Then we also have
R = R1 ⊔ . . . ⊔ Rn where Ri consists of all roots in R which can be expressed as
linear combinations of simple roots in Πi. Then we have
Gi = 〈Uα | α ∈ Ri〉 ⊆ G for i = 1, . . . , n.
A maximal torus of Gi is given by T i := Gi ∩ T where T is a fixed maximal torus
of G. (See [Bor91, Chap. IV, §11], [MaTe11, §8.4], [Spr98, §8.1] for further details.)
Before continuing with the general theory, we give three concrete examples. We
shall see that the point of view in 1.2.14, where root data are described in terms of
factorisations of Cartan matrices, provides a particularly efficient and convenient
way of encoding the information involved in these examples.
Example 1.3.7. Let G = GLn(k). Let B ⊆ G be the subgroup of all upper
triangular matrices and N ⊆ G the subgroup of all monomial matrices. It is
well-known that these groups form a BN -pair; see [Bou68, Chap. IV, n◦ 2.2]. For
further details see [Ge03a, 1.6.10, 3.4.5], where it is also shown that this is an
algebraic BN -pair satisfying the conditions in Proposition 1.1.14; in particular, G
is connected reductive. Let us describe the root datum of G with respect to the
maximal torus T = B ∩N consisting of all diagonal matrices in G.
It will be convenient to introduce some notation concerning matrices. For 1 6
i 6 n− 1, let ni be the matrix which is obtained by interchanging the i-th and the
(i + 1)-th row in the identity matrix, which we denote by In. More generally, if
w ∈ Sn is any permutation, let nw be the matrix which is obtained by permuting
the rows of In as specified by w. (Thus, if {e1, . . . , en} denotes the standard basis
of kn, then nw(ei) = ew(i) for 1 6 i 6 n; we have nww′ = nwnw′ for all w,w
′ ∈ Sn.)
Then N = {hnw | h ∈ T , w ∈ Sn} and so we have an exact sequence
{1} → T →N → Sn → {1},
where N → Sn sends nw to w. Next, for 1 6 i, j 6 n let Eij be the “elementary”
matrix with coefficient 1 at the position (i, j) and 0 otherwise. We define
U ij := {In + ξEij | ξ ∈ k} where 1 6 i, j 6 n, i 6= j.
All of these are one-dimensional, closed connected subgroups of G. Finally, if
ξ1, . . . , ξn are non-zero elements of k, we denote by h(ξ1, . . . , ξn) ∈ T the diagonal
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matrix with ξ1, . . . , ξn along the diagonal. Then the map
(k×)n → T , (ξ1, . . . , ξn) 7→ h(ξ1, . . . , ξn),
certainly is an isomorphism of algebraic groups. Hence X = X(T ) is the free
abelian group with basis λ1, . . . , λn where λi(h(ξ1, . . . , ξn)) = ξi for all i.
Each subgroup U ij is normalised by T . Let uij : k
+ → G be the homomorphism
given by uij(ξ) = In+ ξEij for ξ ∈ k+. Then U ij is the image of this homomorph-
ism, uij is an isomorphism onto its image and we have
tuij(ξ)t
−1 = uij(ξiξ
−1
j ξ) where t = h(ξ1, . . . , ξn) ∈ T and ξ ∈ k+.
Hence, αij := λi − λj ∈ X is a root and U ij is the corresponding root subgroup.
To see that these are all the roots, we can use the formula dimG = dimT + |R| in
1.3.1. Thus, since dimG = n2 and dimT = n, we conclude that R = {αij | 1 6
i, j 6 n, i 6= j} is the root system of G with respect to T . We also see that
Π := {αi,i+1 = λi − λi+1 | 1 6 i 6 n− 1} ⊆ R
is a base of R and that B is the Borel subgroup associated with this base (as in
Remark 1.3.4). Now consider coroots. The dual basis of Y = Y (T ) is given by the
co-characters νj : k
× → T such that νj(ξ) is the diagonal matrix with coefficient
ξ at position j, and coefficient 1 otherwise. Now, for i 6= j, we have a unique
embedding of algebraic groups ϕij : SL2(k) →֒ G such that
ϕij
(
1 ξ
0 1
)
= uij(ξ) and ϕij
(
1 0
ξ 1
)
= uji(ξ) for all ξ ∈ k.
Hence, ϕij satisfies the condition in 1.3.1 and so we obtain α
∨
ij ∈ Y such that
α∨ij(ξ) = ϕij
(
ξ 0
0 ξ−1
)
∈ T
is the diagonal matrix with coefficient ξ at position i and coefficient ξ−1 at position
j. Thus, we have R∨ = {α∨ij = νi − νj | 1 6 i, j 6 n, i 6= j}. We also see that
Π∨ := {α∨i,i+1 = νi − νi+1 | 1 6 i 6 n− 1} ⊆ R∨
is a base of R∨. The corresponding Cartan matrix C = (cij)16i,j6n−1 is given by
C =


2 −1 0 . . . 0
−1 2 −1 0 . . . 0
0 −1 2 −1 . . . ...
...
. . .
. . .
. . .
. . . 0
0 . . . 0 −1 2 −1
0 . . . 0 −1 2


.
Thus, C is of type An−1. The factorisation in Remark 1.2.13 is given by
C = A˘ ·Atr where A = A˘ =


1 −1 0 . . . 0
0 1 −1 0 . . . 0
...
. . .
. . .
. . .
. . .
...
0 . . . 0 1 −1 0
0 . . . 0 1 −1


.
(Here, A = A˘ has n− 1 rows and n columns.)
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Example 1.3.8. Let n > 2 and G′ = SLn(k), the special linear group. We keep
the notation G = GLn(k), U ij , B, N , T , X = X(T ), Y = Y (T ) from the previous
example. Then an algebraic BN -pair satisfying the conditions in Proposition 1.1.14
is given by the subgroups B′ := B ∩G′ and N ′ := N ∩G′; see [Bou68, Chap. IV,
§2, Exercise 10], [Ge03a, 1.6.11, 3.4.5]. Let us describe the root datum of G′ with
respect to the maximal torus T ′ = T ∩G′. Let
X ′ = X(T ′) and Y ′ = Y (T ′).
For 1 6 i, j 6 n, i 6= j, the subgroup U ij of G is already contained in G′. So, if α′ij
denotes the restriction of αij ∈ X to T ′, then α′ij ∈ X ′ and α′ij is a root of G′ with
corresponding root subgroup U ij ⊆ G′. Since dimG′ = n2 − 1 and T ′ = n− 1, it
follows as above that R′ = {α′ij | 1 6 i, j 6 n, i 6= j} is the root system of G′ with
respect to T ′ and that
Π′ = {α′i,i+1 | 1 6 i 6 n− 1} is a base for R′.
Furthermore, the image of the embedding ϕij : SL2(k) →֒ G is clearly contained
in G′. Consequently, any coroot α∨ij ∈ Y also is a coroot in Y ′. Thus, we have
R′∨ = R∨ = {α∨ij | 1 6 i, j 6 n, i 6= j} and
Π′∨ = {α∨i,i+1 | 1 6 i 6 n− 1} is a base for R′∨.
In particular, we obtain the same Cartan matrix C of type An−1 as in Example 1.3.7.
Now note that we have an isomorphism of algebraic groups
(k×)n−1 → T ′, (ξ1, . . . , ξn−1) 7→ h
(
ξ1, . . . , ξn−1, (ξ1 · · · ξn−1)−1
)
.
(Its inverse is given by sending h(ξ1, . . . , ξn) ∈ T ′ to (ξ1, . . . , ξn−1) ∈ (k×)n−1.)
Hence, if we define co-characters ν′j : k
× → T ′ (for 1 6 j 6 n−1) such that ν′j(ξ) is
the diagonal matrix with ξ at position j and ξ−1 at position n, then {ν′1, . . . , ν′n−1}
is a Z-basis of Y ′. But then Π′∨ also is a Z-basis of Y ′. If we consider the corres-
ponding dual basis of X ′, then the factorisation in Remark 1.2.13 is given by
C = A˘ · Atr where A˘ = In−1 and A = Ctr.
Thus, G′ is semisimple and the root datum of SLn(k) is of simply-connected type
(see Example 1.2.16).
Example 1.3.9. Let G = GLn(k) and Z ⊆ G be the center of G, consisting of all
non-zero scalar matrices. Assume that n > 2 and let G¯ = PGLn(k) := G/Z, the
projective linear group. (This is a linear algebraic group as discussed in 1.1.6.) Let
us denote the canonical map G→ G¯ by g 7→ g¯. In particular, we obtain subgroups
B¯ and N¯ in G¯ which form a BN -pair since Z ⊆ B; see [Bou68, Chap. IV, §2,
Exercise 2]. One easily checks that this is an algebraic BN -pair satisfying the
conditions in Proposition 1.1.14. Let us describe the root datum of G¯ with respect
to the maximal torus T¯ of G¯. Let
X¯ = X(T¯ ) and Y¯ = Y (T¯ ).
For every root α ofG, we clearly have Z ⊆ ker(α). So, using the universal property
of quotients, there is a well-defined α¯ ∈ X¯ such that α(t) = α¯(t¯) for all t ∈ T .
Now, for 1 6 i, j 6 n, i 6= j, the image U¯ ij of the subgroup U ij ⊆ G in G¯
is still closed, connected, isomorphic to k+ and normalised by T¯ . Hence, α¯ij is
a root with corresponding root subgroup U¯ ij ⊆ G¯. As above, it follows that
R¯ = {α¯ij | 1 6 i, j 6 n, i 6= j} is the root system of G¯ with respect to T¯ and that
Π¯ = {α¯i,i+1 | 1 6 i 6 n− 1} is a base for R¯.
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On the other hand, we obtain homomorphisms of algebraic groups ϕ¯ij : SL2(k) →
G¯, simply by composing ϕij : SL2(k) →֒ G with the canonical map G→ G¯. Thus,
every coroot α∨ of G determines a coroot α¯∨ ∈ Y¯ . Consequently, we have R¯∨ =
{α¯∨ij | 1 6 i, j 6 n, i 6= j} and
Π¯∨ = {α¯∨i,i+1 | 1 6 i 6 n− 1} is a base for R¯∨.
In particular, we obtain the same Cartan matrix C of type An−1 as in Example 1.3.7.
Now consider the homomorphism of algebraic groups
T → (k×)n−1, h(ξ1, . . . , ξn) 7→ (ξ1ξ−1n , . . . , ξn−1ξ−1n ).
It has Z in its kernel so there is an induced homomorphism of algebraic groups
T¯ → (k×)n−1. The latter homomorphism is an isomorphism: its inverse is given
by sending (ξ1, . . . , ξn−1) ∈ (k×)n−1 to the image of h(ξ1, . . . , ξn−1, 1) ∈ T in T¯ . It
follows that
{α¯i,n | 1 6 i 6 n− 1} is a Z-basis of X¯.
But then Π¯ also is a Z-basis of X¯. If we consider the corresponding dual basis of
Y¯ , then the factorisation in Remark 1.2.13 is given by
C = A˘ · Atr where A˘ = C and A = In−1.
Thus, PGLn(k) is semisimple and the root datum of PGLn(k) is of adjoint type
(see Example 1.2.16). In particular, we see that the root data of PGLn(k) and
SLn(k) are not isomorphic. (In the former, ZR = X ; in the latter, ZR 6= X .) So,
by Theorem 1.3.3, PGLn(k) and SLn(k) are not isomorphic as algebraic groups.
(This question was raised at the end of 1.1.8.)
Now, a key feature of the whole theory is the fact that a connected reductive
algebraic group is uniquely determined by its root datum up to isomorphism. This
follows from a more general result, the so-called isogeny theorem. As a prepara-
tion, we cite the following general results concerning surjective homomorphisms of
algebraic groups, which will be useful at several places below.
1.3.10. Let f : G → G′ be a surjective homomorphism of connected algebraic
groups over k. Then we have the following preservation results.
(a) f maps a Borel subgroup of G onto a Borel subgroup of G′, and all Borel
subgroups of G′ arise in this way; a similar statement holds for maximal
tori. (See [Bor91, 11.14].)
(b) f maps the unipotent radical of G onto the unipotent radical of G′; in
particular, if G is reductive, then so is G′. (See [Bor91, 14.11].)
(c) If G is reductive, then f maps the center of G onto the center of G′. (This
follows from (a) and the fact that the center of a reductive group is the
intersection of all its maximal tori; see [Bor91, 11.11].)
(d) Assume that G,G′ are reductive. Let T be a maximal torus of G; by
(a), T ′ := f(T ) is a maxmial torus of G′. Then f induces a surjective
homomorphism W (G,T ) → W (G′,T ′), and this is an isomorphism if
ker(f) is contained in the center of G. (See [Bor91, 11.20].)
1.3.11. Let G and G′ be connected and reductive. Let f : G→ G′ be an isogeny,
that is, a surjective homomorphism of algebraic groups such that ker(f) is finite.
Note that then ker(f) is automatically contained in the center of G. Further to
the properties in 1.3.10, f also preserves the root and coroot structure of G. More
precisely, this works as follows, where we refer to [Ch56-58/05, §18.2], [MaTe11,
§11], [Spr98, §9.6], [St99b, §1] for further details.
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Let T be a maximal torus of G; then ker(f) ⊆ T and T ′ = f(T ) is a maximal
torus ofG′. Let (X,R, Y,R∨) and (X ′, R′, Y ′, R′∨) be the corresponding root data.
The map f induces a homomorphism ϕ : X ′ → X such that ϕ(λ′) = λ′ ◦ f |T for all
λ′ ∈ X ′. Then it follows that ϕ is a p-isogeny of root data as in Definition 1.2.9,
where p is the characteristic exponent of k. (Recall that the characteristic exponent
of k is 1 in case char(k) = 0 and is equal to char(k) otherwise.) The numbers
{qα | α ∈ R} and the bijection R→ R′, α 7→ α†, in (I2) come about as follows.
Let α ∈ R and consider the corresponding root subgroup Uα ⊆ G; see 1.3.1.
Then f(Uα) is a one-dimensional closed connected unipotent subgroup of G
′ nor-
malised by T ′. Hence, there is a well-defined α† ∈ R′ such that f(Uα) equals
the root subgroup U ′α† in G
′. Let uα : k
+ → Uα and u′α† : k+ → U ′α† be the
corresponding isomorphisms. Then the map f : Uα → U ′α† has the following form.
There is some cα ∈ k× such that
f(uα(ξ)) = u
′
α†(cαξ
qα) for all ξ ∈ k+.
In this situation, the numbers {qα} will also be called the root exponents of f . The
above discussion shows that an isogeny of connected reductive groups induces a
p-isogeny of root data. Conversely, we have the following fundamental result.
Theorem 1.3.12 (Isogeny Theorem). Let G and G′ be connected reductive alge-
braic groups over k, let T ⊆ G and T ′ ⊆ G′ be maximal tori, and let ϕ : X(T ′)→
X(T ) be a p-isogeny of their root data (see Definition 1.2.9), where p is the char-
acteristic exponent of k. Then there exists an isogeny f : G → G′ which maps T
onto T ′ and induces ϕ. It f ′ : G → G′ is another isogeny with these properties,
then there exists some t ∈ T such that f ′(g) = f(tgt−1) for all g ∈ G.
See [St99b] for a recent, quite short proof of this fundamental result which,
for semisimple groups, is one of the main results of the Se´minaire Chevalley; see
[Ch56-58/05, §18.2]. As a first consequence, we have:
Corollary 1.3.13 (Isomorphism Theorem). In the setting of Theorem 1.3.12, as-
sume that ϕ is bijective. Then f : G→ G′ is an isomorphism of algebraic groups.
Proof. We use the notation in 1.3.11. First note that, since ϕ is bijective, we
must have qα = 1 for all α ∈ R. Hence, the inverse map ϕ−1 : X → X ′ also defines
an isogeny of root data. By Theorem 1.3.12 there exist isogenies f : G → G′ and
g : G′ → G corresponding to ϕ and ϕ−1. Then g ◦ f induces the identity isogeny of
the root datum of G and hence equals the inner automorphism ιt for some t ∈ T .
Thus g′ ◦ f = idG with g′ = ι−1t ◦ g, and then f ◦ g′ ◦ f = f and f ◦ g′ = idG′
because f is surjective. Hence f is an isomorphism with g′ as its inverse. 
The general theory is completed by the following existence result.
Theorem 1.3.14 (Existence Theorem). Let R = (X,R, Y,R∨) be a root datum.
Then there exists a connected reductive algebraic group G over k and a maximal
torus T ⊆ G such that R is isomorphic to the root datum of G relative to T .
For semisimple groups, this is originally due to Chevalley; see [Ch55] and the
comments in [Ch56-58/05, §24]. See [Ca72], [St67, §5, Theorem 6] where this is
explained in detail, following and extending Chevalley’s original approach. The
general case can be reduced to this one; see [Spr98, §10.1] and [DG70/11, Ex-
pose´ XXV]. Only recently, Lusztig [Lu09c] found a new approach to the general
case based on the theory of “canonical bases” of quantum groups.
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Example 1.3.15. Let us see what the above results mean in the simplest non-
trivial case where R = (X,R, Y,R∨) is a root datum of Cartan type A1. Let G be
a corresponding connected reductive algebraic group over k. Now, since C = (2) is
the Cartan matrix in this case, R is determined by an equation
2 =
∑
16i6d
a˘iai where d = rankX = rankY and ai, a˘i ∈ Z for all i;
see Remark 1.2.13. Up to isomorphism (where isomorphisms are determined by an
invertible matrix P over Z as in Lemma 1.2.20), there are three possible cases:
(1) (a1, . . . , ad) = (2, 0, . . . , 0) and (a˘1, . . . , a˘d) = (1, 0, . . . , 0), in which case
G ∼= SL2(k)× (k×)d−1.
(2) (a1, . . . , ad) = (1, 0, . . . , 0) and (a˘1, . . . , a˘d) = (2, 0, . . . , 0), in which case
G ∼= PGL2(k)× (k×)d−1.
(3) d > 2, (a1, . . . , ad) = (1, 1, 0, . . . , 0) and (a˘1, . . . , a˘d) = (1, 1, 0, . . . , 0), in
which case G ∼= GL2(k)× (k×)d−2.
This is contained in [St99a, 2.2]; we leave it as an exercise to the reader. In
particular, for d = 1 (that is, G semisimple), we have either G ∼= SL2(k) or
G ∼= PGL2(k).
Besides its fundamental importance for the classification of connected reductive
algebraic groups, the Isogeny Theorem is an indispensible tool for showing the ex-
istence of homomorphisms with prescribed properties. Here are the first examples.
Example 1.3.16. LetG be a connected reductive algebraic group over k and T be
a maximal torus of G. Let (X,R, Y,R∨) be the corresponding root datum. Then
there exists an automorphism of algebraic groups τ : G→ G such that
τ(t) = t−1 (t ∈ T ) and τ(Uα) = U−α (α ∈ R).
Indeed, ϕ : X → X , λ 7→ −λ, certainly is a p-isogeny, where qα = 1 for all α ∈ R.
Hence, since ϕ is bijective, Corollary 1.3.13 shows that there exists an automorphism
τ : G→ G such that τ(T ) = T and such that ϕ is the map induced by τ onX . Now,
as discussed in 1.1.10, there is a natural bijection between group homomorphisms of
X into itself and algebraic homomorphisms of T into itself. Under this bijection, ϕ
clearly corresponds to the map t 7→ t−1 on T . Hence, τ has the required properties.
Example 1.3.17. Let p be a prime number and G be a connected reductive al-
gebraic group over k = Fp. Let T be a maximal torus of G and (X,R, Y,R
∨) be
the corresponding root datum. Then ϕ : X → X , λ 7→ pλ, certainly is a p-isogeny
of root data, where qα = p for all α ∈ R. Hence, by Theorem 1.3.12, there exists
an isogeny Fp : G → G such that Fp(T ) = T and such that Fp induces ϕ on X .
Arguing as in the previous example, it follows that
Fp(Uα) = Uα (α ∈ R) and Fp(t) = tp (t ∈ T ).
For example, Fp : GLn(k) → GLn(k), (aij) 7→ (apij), is an isogeny satisfying the
above conditions.
We shall see in Section 1.4 that the fixed point set ofG under Fp is a finite group.
More generally, we shall consider isogenies F : G→ G such that F d = Fmp for some
d,m > 1. The finite groups arising as fixed point sets of connected reductive groups
under such isogenies are the finite groups of Lie type; see Definition 1.4.7.
Example 1.3.18. Let Ri = (Xi, Ri, Yi, R
∨
i ) (for i = 1, . . . , n) be root data. Let
R = (X,R, Y,R∨) be the direct sum of these root data; see Example 1.2.17. For
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i = 1, . . . , n, let Gi be a connected reductive algebraic group with root datum iso-
morphic to Ri (relative to a maximal torus T i ⊆ Gi). Then, using Corollary 1.3.13,
one easily sees that the direct product G := G1× . . .×Gn has root datum isomor-
phic to R (relative to the maximal torus T := T 1 × . . .× T n of G).
Example 1.3.19. Let G = GLn(k), with root datum R = (X,R, Y,R
∨) as in
Example 1.3.7. It is given by a factorisation C = A˘ ·Atr where C = (cij)16i,j6n−1
is the Cartan matrix of type An−1 and A = A˘ is a certain matrix of size (n−1)×n.
Then, by the procedure in 1.2.18, we obtain an isogeny ϕ : X → X via the pair of
matrices (P, P ◦) = (Jn, Jn−1) where, for any m > 1, we set
Jm :=


0 · · · 0 1
... . .
.
. .
.
0
0 1 . .
. ...
1 0 · · · 0

 ∈Mm(k).
Then ϕ has order 2. So there is a corresponding automorphism of algebraic groups
γ : GLn(k) → GLn(k) which maps the maximal torus T into itself and induces ϕ
on X . Concretely, the map given by
γ : GLn(k)→ GLn(k), g 7→ Jn(gtr)−1Jn,
is an automorphism with this property.
Remark 1.3.20. Let f : G → G′ be an isogeny of connected reductive algebraic
groups over k. In the setting of 1.3.11, let {qα | α ∈ R} be the root exponents of f .
Following [Spr98, 9.6.3], we say that f is a central isogeny if qα = 1 for all α ∈ R.
The terminology is justified as follows. Consider the corresponding homomorphism
of Lie algebras d1f : L(G)→ L(G′). Then, by [Bor91, 22.4], f is a central isogeny
if and only if the kernel of d1f is contained in the center of L(G). For example,
the isogeny in Example 1.3.16 is central while that in Example 1.3.17 is not.
There are extensions of the Isogeny Theorem to the case where we consider
homomorphisms whose kernel is still central but not finite: We shall only formulate
the following version here. (This will be needed, for example, in Section 1.7.)
1.3.21. Let G, G′ be connected reductive algebraic groups over k, and f : G→ G′
be a homomorphism of algebraic groups.
(a) Following [Bo06, Chap. I, 3.A], we say that f is an isotypy if ker(f) ⊆ Z(G)
and G′der ⊆ f(G). If this is the case, then we have G′ = f(G).Z(G′), f(Gder) =
G
′
der and f restricts to an isogeny Gder → G′der.
(b) Now let T ⊆ G and T ′ ⊆ G′ be maximal tori such that f(T ) ⊆ T ′. Then
f induces a group homomorphism ϕ : X(T ′)→ X(T ), λ 7→ λ ◦ f |T . In analogy to
Remark 1.3.20, we say that f is a central isotypy if ϕ is a homomorphism of root
data as in 1.2.2. (Note that, as pointed out in the remarks following [Jan03, II,
Prop. 1.14], a central isotopy is automatically an isotypy.)
Theorem 1.3.22 (Extended Isogeny Theorem; see [Jan03, II, 1.14, 1.15], [St99b,
§5]). Let G and G′ be connected reductive algebraic groups over k, let T ⊆ G and
T
′ ⊆ G′ be maximal tori, and let ϕ : X(T ′) → X(T ) be a homomorphism of their
root data (see 1.2.2). Then there exists a central isotypy f : G → G′ such that
f(T ) ⊆ T ′ and f induces ϕ. Furthermore, the following hold.
(a) If f ′ : G→ G′ is another central isotypy inducing ϕ, then there exists some
t ∈ T such that f ′(g) = f(tgt−1) for all g ∈ G.
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(b) If f |T : T → T ′ is an isomorphism, then so is f : G→ G′.
Proof. Let Π be a base of the root system R ⊆ X(T ). For α ∈ Π, consider the
subgroup Gα = 〈T ,Uα,U−α〉 ⊆ G defined in 1.3.1. Then Gα ∩Gβ = T for α 6= β
in Π. As in [Jan03, II, §1.13], one sees that there exists a map
f :
⋃
α∈Π
Gα → G′
which is a homomorphism on each Gα and is such that f maps T into T
′ and
induces α. Now, Uα and U−β certainly commute with each other for all α 6= β
in Π (by Chevalley’s commutator relations; see [MaTe11, 11.8]). Hence, by [St99b,
Theorem 5.3], f extends to a homomorphism of algebraic groups from G to G′.
The uniqueness statement in (a) is proved as in the case of Theorem 1.3.12; see
[St99b, §3]. Finally, (b) holds by [Jan03, II, §1.15]. 
1.4. Frobenius maps and Steinberg maps
We assume in this section that k = Fp is an algebraic closure of the finite field
with p elements, where p is a prime number. We consider a particular class of
isogenies in this context, the so-called Steinberg maps. This will be treated in some
detail, where one aim is to work out explicitly some useful characterisations of Stein-
berg maps in terms of isogenies of root data. In particular, in Proposition 1.4.17, we
recover the set-up in Example 1.3.17. We also establish a precise characterisation
of Frobenius maps among all Steinberg maps; see Proposition 1.4.27.
Definition 1.4.1. LetX be an affine variety over k. Let q be a power of p and Fq ⊆
k be the finite field with q elements. We say that X has an Fq-rational structure
(or that X is defined over Fq) if there exists some n > 1 and an isomorphism of
affine varieties ι : X → X ′ where X ′ ⊆ kn is Zariski closed and stable under the
standard Frobenius map
Fq : k
n → kn, (ξ1, . . . , ξn) 7→ (ξq1 , . . . , ξqn).
In this case, there is a unique morphism of affine varieties F : X → X such that
ι ◦ F = Fq ◦ ι; it is called the Frobenius map corresponding to the Fq-rational
structure of X. Note that Fq is a bijective morphism whose fixed point set is F
n
q .
Consequently, F is a bijective morphism such that
|XF | <∞ where XF := {x ∈ X | F (x) = x}.
Example 1.4.2. A Zariski closed subset X ⊆ kn is called Fq-closed if X is defined
by a set of polynomials in Fq[T1, . . . , Tn]. If this holds, then X is stable under
Fq and so X has an Fq-rational structure, as defined above; the fixed point set
X
Fq consists precisely of those x ∈ X which have all their coordinates in Fq.
Conversely, if Fq(X) ⊆ X, then X is Fq-closed. (The proof uses the fact that
k ⊇ Fq is a separable field extension; see [Ge03a, 4.1.6], [Bor91, AG.14.4]. In
general, the discussion of rational structures is much more complicated.)
Remark 1.4.3. Let X be an affine variety over k and assume that X is defined over
Fq, with Frobenius map F : X → X. Here are some basic properties of F . First
note that F 2, F 3, . . . are also Frobenius maps. Furthermore, for any x ∈ X, we
have Fm(x) = x for some m > 1. Hence,
X =
⋃
m>1
X
Fm where |XFm | <∞ for all m > 1.
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(Note that every element of k lies in a finite subfield of k.) Finally, it is also clear
that, if X ′ ⊆X is a closed subset such that F (X ′) ⊆X ′, then X ′ is defined over
Fq, with Frobenius map given by the restriction of F to X
′.
Remark 1.4.4. Let X be an affine variety over k and let A be the algebra of regular
functions on X. There is an intrinsic characterisation of Frobenius maps in terms
of A, as follows. A morphism F : X → X is the Frobenius map corresponding to
an Fq-rational structure of X if and only if the following two conditions hold for
the associated algebra homomorphism F ∗ : A→ A:
(a) F ∗ is injective and F ∗(A) = {aq | a ∈ A}.
(b) For each a ∈ A, there exists some e > 1 such that (F ∗)e(a) = aqe .
One easily sees that (a) and (b) hold for the standard Frobenius map Fq : k
n → kn.
This implies that (a) and (b) hold for any Fq-stable closed subset X ⊆ kn as in
Example 1.4.2. The converse requires a bit more work; see [Ge03a, §4.1] or [Sr79,
Chap. II] for details. One advantage of this characterisation of Frobenius maps is,
for example, that it provides an easy proof of the following statement:
(c) If F is a Frobenius map (with respect to Fq, as above) and γ : X → X is
an automorphism of affine varieties of finite order which commutes with F ,
then γ ◦ F also is a Frobenius map on X (with respect to Fq, same q).
(See, for example, [Ge03a, Exercise 4.4].) The above characterisation is also equiv-
alent to the definition of an “abstract affine algebraic (Fq, k)-set” in [Car55-56].
In the sequel, G will always be a linear algebraic group over k = Fp.
1.4.5. Assume that, as an affine variety, G is defined over Fq with corresponding
Frobenius map F . Then we say that G (as an algebraic group) is defined over Fq
if F is a group homomorphism. In this case, the set of fixed points GF is a finite
group. There is a more concrete description, similar to Definition 1.4.1. We have
the standard Frobenius map
Fq : GLn(k)→ GLn(k), (aij) 7→ (aqij).
Then G is defined over Fq if and only if there is a homomorphism
ι : G→ GLn(k) (for some n > 1)
of algebraic groups such that ι is an isomorphism onto its image and the image
is stable under Fq; in this case, the corresponding Frobenius map F : G → G
is defined by the condition that ι ◦ F = Fq ◦ ι. (See [Ge03a, 4.1.11] for further
details.) In particular, if G ⊆ GLn(k) is a closed subgroup defined by a collection
of polynomials with coefficients in Fq, then Fq restricts to a Frobenius map on G.
Example 1.4.6. Let T ⊆ G be an abelian subgroup consisting of semisimple
elements (e.g., a torus). We claim that there always exists some Frobenius map
F : G→ G (with respect to an Fq-rational structure on G) such that T is F -stable
and F (t) = tq for all t ∈ T .
Indeed, we can realise G as a closed subgroup G ⊆ GLn(k) for some n > 1.
Since T consists of commuting semisimple elements, we can assume that then T
consists of diagonal matrices. Now, the defining ideal of G (as an algebraic subset
of GLn(k)) is generated by a finite set of polynomials with coefficients in k. So there
is some q = pm (m > 1) such that all these coefficients lie in Fq. Then G is stable
under the standard Frobenius map Fq on GLn(k). So Fq restricts to a Frobenius
map F : G→ G. Since any t ∈ T is a diagonal matrix, we have F (t) = tq.
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Definition 1.4.7. Let F : G→ G be an endomorphism of algebraic groups. Then
F is called a Steinberg map if some power of F is the Frobenius map with respect
to an Fq-rational structure on G, for some power q of p. Note that, in this case,
F is a bijective homomorphism of algebraic groups and GF is a finite group. If G
is connected and reductive, then GF will be called a finite group of Lie type or a
finite reductive group.
The following result is the key tool to pass from properties of G to properties of
the finite group GF ; we shall see numerous applications in what follows.
Theorem 1.4.8 (Lang [La56], Steinberg [St68, 10.1]). Assume that G is connected
and let F : G→ G be a Steinberg map (or, more generally, any endomorphism such
that |GF | <∞). Then the map L : G→ G, g 7→ g−1F (g), is surjective.
Proof. If F is a Steinberg map (and this is the case that we are mainly inter-
ested in), then [Mu03] gives a quick proof, as follows. The groupG acts on itself (on
the right) where g ∈ G sends x ∈ G to g−1xF (g). Any action of an algebraic group
on an affine variety has a closed orbit; see [Ge03a, 2.5.2]. Let Ω be such a closed orbit
and let x ∈ Ω. SinceG is connected, it will be sufficient to show that dimG = dimΩ
(because then G = Ω and so 1 ∈ Ω). We have dimΩ = dimG− dimStabG(x) (see
[Ge03a, 2.5.3]), so it will be sufficient to show that StabG(x) is finite. Now, an
element g ∈ G belongs to this stabiliser if and only if g−1xF (g) = x, which is
equivalent to f(g) = g, where f(g) := xF (g)x−1. Let m > 1 be such that Fm is a
Frobenius map and Fm(x) = x (see Remark 1.4.3). Let r > 1 be the order of the
element xF (x)F 2(x) · · ·Fm−1(x) ∈ G. Then fmr(g) = Fmr(g) for all g ∈ G. So
fmr(g) = g has only finitely many solutions in G, hence f(g) = g has only finitely
many solutions in G. 
For various parts of the subsequent discussion it would be sufficient to work
with endomorphisms of G whose fixed point set is finite. However, we will just
formulate everything in terms of Steinberg maps, as defined above. We note that
the discussion in [St68, 11.6] in combination with Proposition 1.4.17 below implies
that an endomorphism of a simple algebraic group with a finite fixed point set is
automatically a Steinberg map; see also Example 1.4.19 below.
Here is the prototype of an application of the above theorem.
Proposition 1.4.9. Assume that G is connected and let F : G→ G be a Steinberg
map. Let X be an abstract set on which G acts transitively; let F ′ : X → X be a
map such that F ′(g.x) = F (g).F ′(x) for all g ∈ G and x ∈ X. Then there exists
some x0 ∈ X such that F ′(x0) = x0.
Proof. Take any x ∈ X . Since G acts transitively, we have F ′(x) = g−1.x for
some g ∈ G. By Theorem 1.4.8, we can write g = h−1F (h). Then one immediately
checks that x0 := h.x is fixed by F
′. 
Example 1.4.10. Assume that G is connected and let F : G→ G be a Steinberg
map. Let C be a conjugacy class ofG such that F (C) = C. ThenG acts transitively
on C by conjugation; let F ′ be the restriction of F to C. Applying Proposition 1.4.9
yields that there exists an element x ∈ C such that F (x) = x.
Similarly, there exists a pair (T ,B) where T is an F -stable maximal torus of
G and B is an F -stable Borel subgroup such that T ⊆ B. (Just note that, by
Theorem 1.3.3, all these pairs are conjugate in G and, by 1.3.10(a), F preserves
the set of all these pairs.) An F -stable maximal torus of G which is contained in
an F -stable Borel subgroup of G will be called a maximally split torus.
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Proposition 1.4.11 (Cf. [St68, 10.10]). Let G be connected reductive and F : G→
G be a Steinberg map. Then all maximally split tori of G are GF -conjugate. More
precisely, all pairs (T ,B) consisting of an F -stable maximal torus T and an F -
stable Borel subgroup B such that T ⊆ B are conjugate in GF .
Proof. Let (T ,B) and (T 1,B1) be two pairs as above. By Theorem 1.3.3,
there exists some x ∈ G such that xBx−1 = B1 and xTx−1 = T 1. Since B,B1
are F -stable, this implies that x−1F (x) ∈ NG(B) = B, where the last equality
holds by [Bor91, 11.16] or [Spr98, 6.4.9]. Similarly, since T ,T 1 are F -stable, we
have x−1F (x) ∈ NG(T ). Hence, x−1F (x) ∈ B ∩NG(T ) = T (see Theorem 1.3.2).
Applying Theorem 1.4.8 to the restriction of F to T , we obtain an element t ∈
T such that x−1F (x) = t−1F (t). Then g := xt−1 ∈ GF and g simultaneously
conjugates B to B1 and T to T 1. 
The following result deals with a subtletly concerning Steinberg maps: A sur-
jective homomorphism of algebraic groups will not necessarily induce a surjective
map on the level of the fixed point sets unter Steinberg maps. But one can say
precisely what happens in this situation:
Proposition 1.4.12 (Cf. [St68, 4.5]). Let f : G→ G′ be a surjective homomorph-
ism of connected algebraic groups such that K := ker(f) is contained in the center
of G. Let F : G→ G and F ′ : G′ → G′ be Steinberg maps such that F ′ ◦ f = f ◦F .
We denote G = GF and G′ = G′F
′
. Then the following hold.
(a) Let L : G→ G, g 7→ g−1F (g). Then L (K) is a normal subgroup of K.
(b) f(G) ⊆ G′ is a normal subgroup and G′/f(G) ∼= K/L (K). In particular,
if K is connected, then L (K) = K and f(G) = G′.
(c) If K is finite (that is, f is an isogeny), then |G| = |G′|.
Proof. First note that K is F -stable. Since K is contained in the center of G,
this implies (a). Now Steinberg [St68, 4.5] states a general result (about arbitrary
groups) which shows that f : G→ G′ induces a long exact sequence
{1} −→KF −→ G f−→ G′ δ−→ (L (G) ∩K)/L (K) −→ {1},
where δ is given as follows. Let g′ ∈ G′ and choose g ∈ G such that f(g) = g′.
Then g−1F (g) ∈K and δ(g′) is the image of g−1F (g) in (L (G) ∩K)/L (K).
Since G is connected, we have L (G) = G by Theorem 1.4.8; this yields (b).
Now ker(L |K) = {z ∈ K | z−1F (z) = 1} = KF = ker(f |G). So, if K is finite,
then |K/L (K)| = | ker(f |G)| and, hence, |G| = |f(G)||K/L (K)|. But, by (b),
K/L (K) andG′/f(G) have the same order and so |G| = |G′|, that is, (c) holds. 
Lemma 1.4.13 (Cf. [St68, 10.9]). Assume that G is connected and let F : G→ G
be a Steinberg map. Let y ∈ G and define F ′ : G→ G by F ′(g) = yF (g)y−1 for all
g ∈ G. Then F ′ is a Steinberg map and we have GF ′ ∼= GF .
Furthermore, if F is a Frobenius map corresponding to an Fq-rational structure,
then so is F ′ (with the same q).
Proof. Since G is connected, Theorem 1.4.8 shows that we can write y =
x−1F (x) for some x ∈ G. Then F ′(g) = x−1F (xgx−1)x for all g ∈ G. Thus, we
have F ′ = ι−1x ◦F ◦ ιx where ιx denotes the inner automorphism of G defined by x.
This formula shows that F ′(g) = g if and only if xgx−1 ∈ GF . Hence, conjugation
with x defines a group isomorphism GF
′ ∼= GF .
Now we show that F ′ is a Steinberg map. For m > 1, we have F ′m(g) =
x−1Fm(xgx−1)x for all g ∈ G. By Remark 1.4.3 (and the definition of Steinberg
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maps), there exists some m > 1 such that Fm(x) = x. For this m, we have
F ′m(g) = Fm(g) for all g ∈ G. Thus, F ′ is a Steinberg map.
Finally, assume that F is a Frobenius map. We use the characterisation in
Remark 1.4.4 to show that F ′ is a Frobenius map. Since F ′ is the conjugate of F
by an automorphism of G, we have that F ′∗ is the conjugate of F ∗ by an algebra
automorphism of A. This implies that F ′∗ is injective and F ′∗(A) = {aq | a ∈ A}.
On the other hand, we have F ′m = Fm. So, if a ∈ A and e > 1 are such that
(F ∗)e(a) = aq
e
, then (F ′∗)em(a) = (F ∗)em(a) = aq
em
, as required. 
Lemma 1.4.14. Assume that G is connected reductive. Let F : G → G be a
Steinberg map and T be an F -stable maximal torus of G. Let F ′ : G → G be a
further isogeny of G such that F ′(T ) = T . If F and F ′ induce the same map on
X(T ), then there exists some y ∈ T such that F ′(g) = yF (g)y−1 for all g ∈ G. In
particular, the conclusions of Lemma 1.4.13 apply to F ′.
Proof. Since F , F ′ induce the same map on X(T ), Theorem 1.3.12 implies
that there exists some y ∈ T such that F ′(g) = yF (g)y−1 for all g ∈ G. 
Example 1.4.15. Assume that G is connected reductive and let T ⊆ G be a
maximal torus, with associated root datum R = (X,R, Y,R∨). Let Fp : G→ G be
an isogeny as in Example 1.3.17, such that
Fp(Uα) = Uα (α ∈ R) and Fp(t) = tp (t ∈ T ).
(Note that Fp is only unique up to composition with inner automorphisms defined
by elements of T .) Now, if one is willing to appeal to a stronger version of The-
orem 1.3.14 (involving fields of definition), then one can find an Fp as above such
that Fp is the Frobenius map with respect to an Fp-rational structure on G; see
[Spr98, 16.3.3], [DG70/11, Expose´ XXV]. (Alternatively, one could use Lusztig’s
approach [Lu09c], as pointed out in [DG70/11, Expose´ XXV, footnote 1].) If G is
semisimple, then this is also contained in [St67, Theorem 6 (p. 58)], [Bor70, Part
A, §3.3 and §4.3]. Once some Fp is known to be a Frobenius map, Lemma 1.4.14
shows that any Fp satisfying the above conditions is a Frobenius map.
In any case, for most of our purposes here, it will be sufficient to know that Fp
is a Steinberg map; this is easily seen as follows. By Example 1.4.6, there exists
a Frobenius map F : G → G such that F (t) = tq for all t ∈ T , where q = pm for
some m > 1. Then F induces multiplication with q on X . Hence, F induces the
same map on X as Fmp . So Lemma 1.4.14 shows that Fp is a Steinberg map.
Lemma 1.4.16. Let T be a torus over k and F : T → T be the Frobenius map
corresponding to an Fq-rational structure on T , where q is a power of p. Then the
map induced by F on X = X(T ) is given by qψ0 where ψ0 : X → X is an invertible
endomorphism of finite order.
Proof. (Cf. [DiMi91, p. 40], [Sa71, §I.2.4].) Let A be the algebra of regular
functions on T . Let λ ∈ X . Composing λ with the inclusion k× →֒ k, we can
regard λ as a regular function on T , that is, λ ∈ A. By Remark 1.4.4, we have
F ∗(A) = {aq | a ∈ A}. Hence, λq = F ∗(λ•) for some λ• ∈ A. Then we have
(∗) λ•(F (t)) = λ(t)q = λ(tq) for all t ∈ T .
Since F : T → T is a bijective group homomorphism, λ• is uniquely determined by
(∗); furthermore, λ•(T ) ⊆ k× and λ• : T → k× is a group homomorphism. Hence,
λ• ∈ X . We also see that the map ψ : X → X , λ 7→ λ•, is linear. Finally, (∗)
implies that
(
ψm(λ)
)
(Fm(t)) = λ(tq
m
) for all m > 1. Now, by Example 1.4.6, we
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can find some m > 1 such that Fm(t) = tq
m
for all t ∈ T . For any such m, we
then have ψm(λ) = λ for all λ ∈ X . Hence, ψ is an endomorphism of X of order
dividing m. Setting ψ0 := ψ
−1, the map on X induced by F is given by qψ0. 
We now obtain the following characterisation of Steinberg maps.
Proposition 1.4.17. Let G be connected reductive, F : G→ G be an isogeny and
T ⊆ G be an F -stable maximal torus. Then the following are equivalent.
(i) F is a Steinberg map.
(ii) There exist integers d,m > 1 such that the map induced by F d on X =
X(T ) is given by scalar multiplication with pm.
(iii) There is an isogeny Fp as in Example 1.4.15 such that some positive power
of F equals some positive power of Fp.
Proof. “(i)⇒ (ii)” Let d1 > 1 be such that F d1 is a Frobenius map with respect
to some Fq0 -rational structure on G where q0 is a power of p. Let ϕ : X → X be
the map induced by F . By Lemma 1.4.16, we have ϕd1 = q0ψ0 where ψ0 : X → X
has finite order, e > 1 say. Then ϕd1e = qe0 idX .
“(ii) ⇒ (iii)” Assume that the map induced by F d on X is given by scalar
multiplication with pm. Let Fp be as in Example 1.4.15. Then F
d and Fmp induce
the same map on X and so there is some y ∈ T such that F d(g) = yFmp (g)y−1 for
all g ∈ G; see Lemma 1.4.14. By Theorem 1.4.8, we can write y = x−1Fmp (x) for
some x ∈ T . As in the proof of Lemma 1.4.13, we have F d = ι−1x ◦Fmp ◦ιx. But then
we also have F d = (ι−1x ◦ Fp ◦ ιx)m and it remains to note that F ′pi := ι−1x ◦ Fp ◦ ιx
is a map satisfying the conditions in Example 1.4.15.
“(iii) ⇒ (i)” This is clear by definition, since Fp is known to be a Steinberg map
(see Example 1.4.15). 
Proposition 1.4.18. Assume that G is connected. Let F : G→ G be a Steinberg
map. Let q be the positive real number defined by qd = q0, where d > 1 is an integer
such that F d is a Frobenius map with respect to some Fq0-rational structure on G
(where q0 is a power of p). Then q does not depend on d, q0. Furthermore, the
following hold for every F -stable maximal torus T of G.
(a) We have det(ϕ) = ±qrankX where ϕ : X(T ) → X(T ) is the linear map
induced by F .
(b) The map induced by F on XR := R ⊗Z X(T ) is of the form qϕ0 where
ϕ0 ∈ GL(XR) has finite order.
Proof. The independence of q of d, q0 is clear, once (a) is established. So let
T be any F -stable maximal torus of G (which exists by Example 1.4.10). Let
X = X(T ) and ϕ : X → X be the linear map induced by F .
(a) By Remark 1.4.3, the restriction of F d to T is a Frobenius map with respect
to an Fq0-rational structure on T . So, by Lemma 1.4.16, we have ϕ
d = q0ψ0 where
ψ0 : X → X has finite order. Then det(ϕ)d = qrankX0 det(ψ0). Since det(ϕ) is an
integer and det(ψ0) is a root of unity, we must have det(ϕ)
d = ±qrankX0 and, hence,
det(ϕ) = ±qrankX .
(b) Denote by ϕR the canonical extension of ϕ to XR. Then ϕ0 := q
−1ϕR is a
linear map such that ϕd0 = ψ0. Hence, ϕR = qϕ0 where ϕ0 has finite order. 
Having defined q, one may also write G(q) instead of GF if there is no danger
of confusion. An alternative characterisation of q will be given in Remark 1.6.6(a).
The defining formula in Proposition 1.4.18 shows that q is a d-th root of a prime
power. The examples below will show that all such roots do actually occur.
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Example 1.4.19. This example is just meant to give a simple illustration of the
difference between Steinberg maps and arbitrary isogenies with a finite fixed point
set. Let q, q′ be two distinct powers of p. Let G = SL2(k) × SL2(k) and define
F : G → G by F (x, y) = (Fq(x), Fq′ (y)) where Fq and Fq′ denote the standard
Frobenius maps with respect to q and q′, respectively. Then F is a bijective homo-
morphism of algebraic groups and GF = SL2(q) × SL2(q′) certainly is finite. Let
T ∼= k× be the standard maximal torus of SL2(k). Then T ×T is an F -stable max-
imal torus of G and we can identify X(T × T ) with Z2. Under this identification,
the map induced by F is given by (n,m) 7→ (qn, q′m) for all (n,m) ∈ Z2. Thus,
Proposition 1.4.17(b) shows that F is not a Steinberg map.
Example 1.4.20. Assume thatG is connected reductive. Let T ⊆ G be a maximal
torus and R = (X,R, Y,R∨) be the root datum relative to T . Assume that we
have an automorphism ϕ0 : X → X of finite order such that ϕ0(R) = R and
ϕ∨0 (R
∨) = R∨. (In particular, ϕ0 is an isogeny of root data with all root exponents
equal to 1.) Let q = pm for some m > 1. Then qϕ0 is a p-isogeny and so, by
Theorem 1.3.12, there is a corresponding isogeny F : G→ G such that F (T ) = T .
Now F is a Steinberg map by Proposition 1.4.17; the number q = pm satisfies the
conditions in Proposition 1.4.18. If G is semisimple, then G = GF is an untwisted
(ϕ0 = idX) or twisted Chevalley group; see Steinberg’s lecture notes [St67, §11] for
further details. We discuss the various possibilities in more detail in Section 1.6.
Let us just give one concrete example. Let G = GLn(k). If ϕ0 = idX , then
we obtain a Frobenius map F : GLn(k) → GLn(k) such that GLn(k)F = GLn(q),
the finite general linear group over Fq. On the other hand, the bijective isogeny
ϕ0 : X → X of order 2 defined in Example 1.3.19 also satisfies the above condi-
tions. The corresponding isogeny F ′ : GLn(k) → GLn(k) is a Steinberg map such
that GUn(q) := GLn(k)
F ′ is the finite general unitary group. Similarly, we have
SLn(k)
F = SLn(q) and SLn(k)
F ′ = SUn(q).
Example 1.4.21. Assume that G is connected reductive and that the root datum
R = (X,R, Y,R∨) relative to a maximal torus T ⊆ G is as in Example 1.2.19,
where p = 2 or 3. For any m > 0, we have a p-isogeny ϕm on X such that
ϕ2m = p
2m+1 idX . Let F : G → G be the corresponding isogeny such that F (T ) =
T . Then Proposition 1.4.17 shows that F is a Steinberg map; the number q in
Proposition 1.4.18 is given by q =
√
p2m+1. In these cases2, G = GF is the
Suzuki group 2B2(q
2) = 2C2(q
2), the Ree group 2G2(q
2) or the Ree group 2F 4(q
2),
respectively. See [Ca72, Chap. 13] or Steinberg’s lecture notes [St67, §11] for further
details.
Example 1.4.22. Let F : G → G be the Frobenius map corresponding to some
Fq0-rational structure on G where q0 is a power of p. Consider the direct product
G
′ = G× · · · ×G (with r factors) and define a map
F ′ : G′ → G′, (g1, g2, . . . , gr) 7→ (F (gr), g1, . . . , gr−1).
Then F ′ is a homomorphism of algebraic groups and we have (F ′)r(g1, . . . , gr) =
(F (g1), F (g2), . . . , F (gr)) for all gi ∈ G. Clearly, the latter map is a Frobenius map
on G′. Thus, F ′ is a Steinberg map. The number q in Proposition 1.4.18 is given
by q = r
√
q0. Note also that we have a group isomorphism
G
′F ′ ∼−→ GF , (g1, g2, . . . , gr) 7→ g1.
2In finite group theory, it is common to write 2B2(q2) etc., although this is not entirely con-
sistent with the general setting of algebraic groups where the notation should be 2B2(q).
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(This example is mentioned in [DeLu76, §11].)
We have the following extension of the Isogeny Theorem 1.3.12, taking into
account the presence of Steinberg maps.
Lemma 1.4.23. In the set-up of Theorem 1.3.12 assume, in addition, that there
are Steinberg maps F : G→ G and F ′ : G′ → G′ such that F (T ) = T , F ′(T ′) = T ′
and Φ ◦ϕ = ϕ ◦Φ′ where Φ: X(T )→ X(T ) and Φ′ : X(T ′)→ X(T ′) are the maps
induced by F and F ′. Then there exists an isogeny f : G→ G′ which maps T onto
T
′ and induces ϕ, and such that f ◦ F = F ′ ◦ f .
Proof. By Theorem 1.3.12, there exists an isogeny f ′ : G→ G′ which maps T
onto T ′ and induces ϕ. Then f ′◦F and F ′◦f ′ both induce Φ◦ϕ = ϕ◦Φ′. Hence, by
Theorem 1.3.12, there exists some t ∈ T such that (F ′ ◦ f ′)(g) = (f ′ ◦F )(t−1gt) for
all g ∈ G. Then f ′(F (t)) ∈ T ′ and so, by Theorem 1.4.8, we can write f ′(F (t)) =
x−1F ′(x) for some x ∈ T ′. We define f : G→ G by f(g) = xf ′(g)x−1 for all g ∈ G.
Then f is an isogeny which maps T onto T ′ and also induces ϕ. Furthermore,
(F ′ ◦ f)(g) = F ′(x)(f ′ ◦ F )(t−1gt)F ′(x)−1 = x(f ′ ◦ F )(g)x−1 = (f ◦ F )(g)
for all g ∈ G, as required. 
Example 1.4.24. Assume that G is connected reductive. Let F : G → G be a
Steinberg map and T be an F -stable maximal torus of G.
(a) Lemma 1.4.23 immediately shows that an automorphism τ : G → G as in
Example 1.3.16 can be chosen such that we also have τ ◦ F = F ◦ τ .
(b) Consider an isogeny Fp : G→ G as in Example 1.4.15 and let ϕ be the map
induced on X = X(T ) by F . Since Fp is a Steinberg map, Lemma 1.4.23 shows
that there is an isogeny F ′ : G→ G which maps T onto T and induces ϕ, and such
that F ′ ◦ Fp = Fp ◦ F ′. Since F, F ′ induce the same map on X , we have that F ′ is
a Steinberg map such that GF ∼= GF ′ ; see Lemma 1.4.14. (Thus, replacing F by
F ′ if necessary, we can always assume that F ◦ Fp = Fp ◦ F , that is, we are in the
setting of [Lu84a, §2.1].)
Lemma 1.4.25. Assume that G is connected reductive. Let K be a closed normal
subgroup of G. Then K is reductive and G¯ := G/K is connected and reductive.
If, furthermore, F : G→ G is a Steinberg map such that F (K) = K, then the map
F¯ : G¯→ G¯ induced by F is a Steinberg map.
Proof. Since the unipotent radical in a linear algebraic group is invariant under
any automorphism of algebraic groups, it is clear that every closed normal subgroup
of G is reductive. Now consider G¯ = G/K. First recall from 1.1.6 that G¯ is a
linear algebraic group; it is also connected since it is the quotient of a connected
group. Finally, G¯ is reductive by 1.3.10(b).
Now let F : G→ G be a Steinberg map and assume that F (K) ⊆K. Then we
obtain an induced (abstract) group homomorphism F¯ : G¯→ G¯, which is bijective.
By the universal property of quotients, F¯ is a homomorphism of algebraic groups.
Let T ⊆ G be an F -stable maximal torus. Let T¯ be the image of T in G¯. By
1.3.10(a), T¯ is a maximal torus of G¯; we also have F¯ (T¯ ) = T¯ . Let X = X(T ),
X¯ = X(T¯ ) and ϕ : X¯ → X be the map induced by the canonical map f : G → G¯;
note that ϕ is injective. Let ψ : X → X and ψ¯ : X¯ → X¯ be the maps induced by F
and F¯ . Since F¯ ◦f = f◦F , we have ϕ◦ψ¯ = ψ◦ϕ and so ϕ◦ψ¯m = ψm◦ϕ for allm > 1.
Now there is somem > 1 such that ψm is given by scalar multiplication with a power
of p. Since ϕ is injective, this implies that ψ¯m is also given by scalar multiplication
with a power of p. Hence, F¯ is a Steinberg map by Proposition 1.4.17. 
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Finally, we address the question of characterising Frobenius maps among all
Steinberg maps on G. The results are certainly well-known to the experts and are
contained in more advanced texts on reductive groups (like [BoTi65], [Sa71]), where
they appear as special cases of general considerations of rationality questions. Since
in our case the rational structures are given by Frobenius maps, one can give more
direct proofs. The key property is contained in the following result.
Lemma 1.4.26. Let G be connected reductive and F : G→ G be a Frobenius map
with respect to some Fq-rational structure on G. Let T be an F -stable maximal
torus. Then the root exponents of F (relative to T ) are all equal to q.
Proof. (Cf. [BoTi65, 6.2], [Sa71, §II.2.1].) Let R be the set of roots with respect
to T . Let α ∈ R and uα : k+ → G be the corresponding homomorphism with image
Uα ⊆ G. We have F (Uα) = Uα† , where α† ∈ R; see 1.3.11. In order to identify the
root exponents, we need to exhibit a homomorphism uα† : k
+ → G whose image is
Uα† and such that uα† is an isomorphism onto its image. This is done as follows.
Let A be the algebra of regular functions on G. The algebra of regular functions
on k+ is given by the polynomial ring k[c] where c is the identity function on k+.
Since uα is an isomorphism onto its image, the induced algebra homomorphism
u∗α : A→ k[c] is surjective (see [Ge03a, 2.2.1]). Now consider the standard Frobenius
map F1 : k
+ → k+, ξ 7→ ξq. By Remark 1.4.4, we have F ∗(A) = {aq | a ∈ A}
and F ∗1 (k[c]) = k[c
q]. Hence, the composition u∗α ◦ F ∗ sends A onto k[cq]. Since
F ∗1 : k[c] → k[cq] is an isomorphism, we obtain an algebra homomorphism γ : A→
k[c] by setting γ := (F ∗1 )
−1 ◦ u∗α ◦ F ∗; note that γ is surjective. Let uα† : k+ → G
be the morphism of affine varieties such that u∗α† = γ. Then F ◦ uα = uα† ◦F1 and
so
uα†(ξ
q) = (uα† ◦ F1)(ξ) = (F ◦ uα)(ξ) = F (uα(ξ)) for all ξ ∈ k.
This shows, first of all, that uα† is a group homomorphism with image F (Uα) =
Uα† . Furthermore, since γ is surjective, uα† is an isomorphism onto its image (see
again [Ge03a, 2.2.1]). For all t ∈ T and ξ ∈ k, we have
F (t)uα†(ξ
q)F (t)−1 = F (tuα(ξ)t
−1) = F (uα(α(t)ξ)) = uα†(α(t)
qξq),
which shows that α†(F (t)) = α(t)q for all t ∈ T , as desired. 
In the following result, the proof of the implication “(iii) ⇒ (i)” relies on the
fact that Fp as in Example 1.4.15 is a Frobenius map.
Proposition 1.4.27. Assume that G is connected reductive. Let F : G→ G be an
isogeny and T ⊆ G be an F -stable maximal torus. Let ϕ be the map induced by F
on X = X(T ). Then the following conditions are equivalent.
(i) F is a Frobenius map (corresponding to a rational structure on G over a
finite subfield of k).
(ii) We have ϕ = pmϕ0 where m ∈ Z>1 and ϕ0 : X → X is an automorphism
of finite order such that ϕ0(R) = R and ϕ
∨
0 (R
∨) = R∨. (In particular, ϕ0
is an isogeny of root data with all root exponents equal to 1.)
(iii) There exists an automorphism of algebraic groups γ : G→ G of finite order
such that γ(T ) = T and some m′ > 1 such that F = γ ◦ Fm′p = Fm
′
p ◦ γ,
where Fp is an isogeny as in Example 1.4.15.
If these conditions hold, then m (as in (ii)) equals m′ (as in (iii)) and F is the Frobe-
nius map with respect to an Fq-rational structure where q = p
m. Furthermore, all
root exponents of F are equal to q and q is the number defined in Proposition 1.4.18.
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Proof. “(i) ⇒ (ii)” Let F be a Frobenius map corresponding to an Fq-rational
structure on G where q = pm for some m > 1. By assumption, T is F -stable so T
is also defined over Fq; see Remark 1.4.3. Hence, we can apply Lemma 1.4.16 and
so ϕ = qϕ0 where ϕ0 : X → X has finite order. Furthermore, using Lemma 1.4.26,
one sees that ϕ0(α
†) = α and ϕ∨0 (α
∨) = (α†)∨ for all α ∈ R. Thus, (I1) and (I2)
hold for ϕ0, where the root exponents of ϕ0 are all equal to 1.
“(ii) ⇒ (iii)” Let Fp : G→ G be as in Example 1.4.15. Then Fmp is a Steinberg
map and the map induced by Fmp on X is scalar multiplication with p
m. So, by
Lemma 1.4.23, there exists an isogeny f : G → G which maps T onto itself and
induces ϕ0, and such that f ◦ Fmp = Fmp ◦ f . Now ϕ0 has finite order, say d. Then
fd induces the identity on X . Hence, by Theorem 1.3.12, there exists some t ∈ T
such that fd(g) = tgt−1 for all g ∈ G. Since t also has finite order, we conclude
that some positive power of fd is the identity. Hence, f itself has finite order. Now,
F and F ′ := f ◦ Fmp are isogenies which induce the same map on X . Hence, by
Theorem 1.3.12, there exists some y ∈ T such that F ′(g) = yF (g)y−1 for all g ∈ G.
As in the proof of Lemma 1.4.13, there exists some x ∈ T such that F ′ = ι−1x ◦F ◦ιx,
where ιx denotes the inner automorphism of G defined by x. Then
F = ιx ◦ F ′ ◦ ι−1x = (ιx ◦ f ◦ ι−1x ) ◦ (ιx ◦ Fp ◦ ι−1x )m
(and the two factors still commute). Now, since x ∈ T , the isogeny F ′p := ιx◦Fp◦ι−1x
also satisfies the conditions in Example 1.4.15. Furthermore, γ := ιx ◦ f ◦ ι−1x is an
automorphism of finite order such that γ(T ) = T . Thus, (c) holds.
“(iii) ⇒ (i)” As already mentioned in Example 1.4.15, we can assume that Fp
is the Frobenius map corresponding to an Fp-rational structure on G. Then F
m
p is
the Frobenius map corresponding to an Fq-rational structure on G where q = p
m.
Hence so is F = γ ◦ Fmp by Remark 1.4.4(c).
Finally, assume that (i), (ii), (iii) hold. Then the above arguments show that
m = m′. Furthermore, (ii) shows that det(ϕ) = ±(pm)rankX and so q = pm satisfies
the conditions in Proposition 1.4.18. 
The following example indicates that Steinberg maps can be much more compli-
cated than Frobenius maps.
Example 1.4.28. (a) In the setting of Example 1.4.22, one easily sees that neither
the conclusion of Lemma 1.4.16 nor of that of Lemma 1.4.26 hold for F ′. Hence,
although F is a Frobenius map, the map F ′ is not.
(b) LetG = SL2(k)×PGL2(k) and p = 2. ThenG is semisimple of type A1×A1,
with Cartan matrix C = 2I2 where I2 denotes the identity matrix. The root datum
of G is determined by the factorisation
C = A˘ ·Atr where A =
(
2 0
0 1
)
and A˘ =
(
1 0
0 2
)
.
For a fixed m > 1, we define
P =
(
0 2m
2m 0
)
and P ◦ =
(
0 2m−1
2m+1 0
)
.
Then the pair (P, P ◦) satisfies the conditions in 1.2.18 and so there is a correspond-
ing isogeny F : G → G, with root exponents 2m+1, 2m−1. Since P 2 = 4mI2, we
know that F is a Steinberg map (see Proposition 1.4.17). Furthermore, we have
P = 2mP0 where P0 ∈ M2(Z) has order 2; thus, the conclusion of Lemma 1.4.16
holds for F where q = 2m. Note also that the two projections (on the first and on
the second factor) define isomorphisms of finite groups GF ∼= SL2(q) ∼= PGL2(q).
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On the other hand, since the root exponents are not all equal, Lemma 1.4.26
shows that F is not a Frobenius map! One easily checks directly that there is no
matrix P ◦0 such that the pair (P0, P
◦
0 ) satisfies the conditions in 1.2.18. Thus, P0
does not come from an isogeny of root data.
1.5. Working with isogenies and root data; examples
We now discuss some applications and examples of the theory developed so far.
We start with some basic material about semisimple groups. Up until Proposi-
tion 1.5.10, k may be any algebraically closed field.
1.5.1. Let us fix a Cartan matrix C = (cst)s,t∈S . Let Λ(C) be the finite abelian
group defined in Remark 1.2.8. Then the semisimple algebraic groups with a root
datum of Cartan type C are classified in terms of subgroups of Λ(C). This works
as follows. We have Λ(C) := Ω/ZC where Ω is the free abelian group with basis
{ωs | s ∈ S} and ZC is the subgroup generated by {
∑
s∈S cstωs | t ∈ S}. Thus,
giving a subgroup of Λ(C) is the same as giving a lattice L such that ZC ⊆ L ⊆ Ω.
Such a lattice L is free abelian of the same rank as Ω. We choose a set of free
generators {xs | s ∈ S} of L. Since ZC ⊆ L, we have unique expressions
(∗)
∑
s∈S
cstωs =
∑
u∈S
atuxu (t ∈ S), where A = (atu)t,u∈S
and A is a square matrix with integer coefficients. We also write xu =
∑
s∈S a˘suωs
where A˘ = (a˘su)s,u∈S is a square matrix with integer coefficients. Substituting this
into (∗) and comparing coefficients, we obtain C = A˘ · Atr. As in 1.2.14, such a
factorisation of C determines a root datum RL = (X,R, Y,R
∨) of Cartan type C,
where R has a base given by αt :=
∑
s∈S atsxs for t ∈ S. We have |X/ZR| < ∞
since A, A˘ are square matrices. If we choose a different set of generators of L, say
{yt | t ∈ S}, then we obtain another factorisation C = B˘ ·Btr where B, B˘ are square
integer matrices. Writing yt =
∑
u∈S putxu where P = (put)u,t∈S is invertible over
Z, we have PBtr = Atr and B˘ = A˘P . Hence, the root data defined by C = A˘ ·Atr
and by C = B˘ · Btr are isomorphic; see Lemma 1.2.20. Thus, every lattice L such
that ZC ⊆ L ⊆ Ω determines a root datum RL as above, which is unique up to
isomorphism. By Theorem 1.3.14, there exists a corresponding connected reductive
algebraic group GL over k (unique up to isomorphism by Corollary 1.3.13). The
group GL is semisimple since |X/ZR| <∞; see Remark 1.3.5.
Proposition 1.5.2. Let G be a semisimple algebraic group over k with root datum
R = (X,R, Y,R∨) (relative to some maximal torus of G). Let C = (cst)s,t∈S be the
Cartan matrix of R. Then there exists a lattice L as in 1.5.1 such that G ∼= GL.
We have X/ZR ∼= L/ZC and, hence, Z(G) ∼= Hom(L/ZC,k×).
Proof. Let Π be a base of R; we have |Π| = rankX since G is semisimple and,
hence, X/ZR is finite. Also choose a Z-basis of X . By Remark 1.2.13, we have a
corresponding factorisation C = A˘ · Atr where A, A˘ are square integral matrices.
In particular, we can use S as an indexing set for both the rows and the columns
of these matrices. Then let L be the sublattice of Ω spanned by the elements
xt :=
∑
s∈S
a˘stωs (t ∈ S), where A˘ = (a˘st)s,t∈S .
We have ZC ⊆ L ⊆ Ω, since C = A˘ · Atr. Applying the construction in 1.5.1 to
L, we obtain a group GL. Then Corollary 1.3.13 shows that G ∼= GL. Finally,
1.5.1(∗) implies that X/R ∼= L/ZC and this yields Z(G); see Remark 1.3.5. 
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Example 1.5.3. Let C = (cst)s,t∈S be a Cartan matrix and consider the group
Λ(C) = Ω/ZC, as above.
(a) If L = ZC, then we choose the generators {xs | s ∈ S} of L to be the
given generators of ZC. So A in 1.5.1(∗) is the identity matrix and A˘ = C.
Hence, in this case, RL is the root datum Rad(C) in Example 1.2.16. The
corresponding group GL will be denoted by Gad; we have Z(Gad) = {1}.
(b) If L = Ω, then we can take xs = ωs for all s ∈ S. So A = Ctr and A˘ is
the identity matrix. Hence, in this case, RL is the root datum Rsc(C) in
Example 1.2.16. The corresponding group GL will be denoted by Gsc; we
have Z(Gsc) ∼= Hom(Λ(C),k×).
The groups Gsc and Gad have some important univeral properties which will be
discussed in further detail below. We shall call Gsc the semisimple group of simply-
connected type C and Gad the semisimple group of adjoint type C.
Example 1.5.4. Assume that C is an indecomposable Cartan matrix. The iso-
morphism types of Λ(C) are listed in Remark 1.2.8.
(a) If C is of type An−1, then Λ(C) ∼= Z/nZ. Hence, for each divisor d of
n, we have a unique lattice Ld ⊆ Ω such that |Ld/ZC| = d; let G(d) be
the corresponding group. We have G(1) = Gad ∼= PGLn(k) and G(n) =
Gsc
∼= SLn(k); see Examples 1.3.9 and 1.3.8. The remaining groups G(d)
are explicitly constructed in [Ch56-58/05, §20.3], as images of SLn(k) under
certain representations.
(b) If C is of type Bn, Cn, E6 or E7, then Λ(C) is cyclic of prime order. Hence,
either L = ZC or L = Ω. So, in this case, the only possible groups are Gad
and Gsc.
In type Bn, we have Gad ∼= SO2n+1(k) and Gsc ∼= Spin2n+1(k).
In type Cn, we have Gad ∼= PCSp2n(k) and Gsc ∼= Sp2n(k).
(See the references in 1.1.4 for the precise definitions of these groups.)
(c) If C is of type Dn, then Λ(C) has order 4 and there are 3 (for n odd) or
5 (for n even) possible lattices L. We have Gad ∼= PCO◦2n(k) and Gsc ∼=
Spin2n(k). Using the labelling in Table 1.1, the group SO2n(k) corresponds
to the unique L of index 2 in Ω which is invariant under the involution
of Ω obtained by exchanging ω1 and ω2. In terms of our matrix language
in Section 1.2, the root datum of SO2n(k) is given by the factorisation
C = A˘ · Atr where
A = A˘ =


1 1 0 . . . 0
−1 1 0 0 . . . 0
0 −1 1 0 . . . ...
...
. . .
. . .
. . .
. . . 0
0 . . . 0 −1 1 0
0 . . . 0 −1 1


.
(See [Spr98, Exercise 7.4.7].) If n is even, then there are two further lattices
of index 2, which both give rise to the half-spin group HSpin2n(k).
(d) Finally, if C is of type G2, F4 or E8, then Λ(C) = {0}. So, in this case,
all semisimple algebraic groups over a fixed field k with a root datum of
Cartan type C are isomorphic to each other; in particular, Gsc ∼= Gad.
We refer to [Gro02], [Ge03a, §1.7], [Spr98, §7.4], for further details about the various
groups of classical type Bn, Cn and Dn.
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Example 1.5.5. The Cartan matrices of type Bn and Cn are the n× n-matrices
given by
Bn :


2 −2 0 . . . 0
−1 2 −1 0 . . . 0
0 −1 2 −1 . . . ...
...
. . .
. . .
. . .
. . . 0
0 . . . 0 −1 2 −1
0 . . . 0 −1 2


, Cn :


2 −1 0 . . . 0
−2 2 −1 0 . . . 0
0 −1 2 −1 . . . ...
...
. . .
. . .
. . .
. . . 0
0 . . . 0 −1 2 −1
0 . . . 0 −1 2


,
respectively. Let C denote the second matrix, and C′ the first. Let P ◦ be the
diagonal matrix of size n with diagonal entries 1, 2, 2, . . . , 2. Then CP ◦ = P ◦C′.
Thus, if we also set P = P ◦, then the two conditions in 1.2.18 are satisfied and so
the pair (P, P ◦) defines a 2-isogeny from Rsc(C) to Rsc(C
′) (see Example 1.2.16).
Let k be an algebraically closed field of characteristic 2. Let Gsc and G
′
sc be the
semisimple algebraic groups over k corresponding to Rsc(C) and Rsc(C
′), respect-
ively. We have Gsc ∼= Spin2n+1(k) and G′sc ∼= Sp2n(k). Then Theorem 1.3.12 yields
the existence of an isogeny f : Gsc → G′sc. This is one of Chevalley’s exceptional
isogenies considered at the end of [Ch56-58/05, §23.7].
Example 1.5.6. Let G be connected reductive over k with root datum R =
(X,R, Y,R∨), relative to some maximal torus T of G. Dually to the isomorphism
in 1.1.10(c), we have a canonical isomorphism (see [Ca85, §3.1])
Y (T )⊗Z k× ∼−→ T , ν ⊗ ξ 7→ ν(ξ).
Hence, if {ν1, . . . , νn} is a Z-basis of Y (T ), then every element t ∈ T can be written
uniquely in the form t = ν1(ξ1) · · · νn(ξn) where ξ1, . . . , ξn ∈ k×.
Now assume thatG is semisimple of simply-connected type. Then Y (T ) = ZR∨.
Let Π = {α1, . . . , αn} be a base for R and {α∨1 , . . . , α∨n} be the corresponding base
for R∨. Hence, we have
T = {h(ξ1, . . . , ξn) := α∨1 (ξ1) · · ·α∨n(ξn) | ξ1, . . . , ξn ∈ k×}.
In this setting, one can now explicitly determine the center of G as a subset of T .
Indeed, using Remark 1.3.5 and the above description of T , we obtain
Z(G) = {h(ξ1, . . . , ξn) ∈ T | ξ〈αj ,α
∨
1
〉
1 · · · ξ〈αj ,α
∨
n〉
n = 1 for 1 6 j 6 n}.
Now the numbers cij = 〈αj , α∨i 〉 (1 6 i, j 6 n) are just the entries of the Cartan
matrix of R, so this yields an explicit system of n equations which we need to solve
for ξ1, . . . , ξn. Let us describe this explicitly in all cases, where we refer to the
labelling of the simple roots in Table 1.1. (This will also be relevant in Section 1.7.)
An: G ∼= SLn+1(k) and Z(G) = {h(ξ, ξ2, ξ3, . . . , ξn) | ξn+1 = 1}; this is con-
tained in the subtorus S := {h(ξ, ξ2, ξ3, . . . , ξn) | ξ ∈ k×} ⊆ T .
Bn: G ∼= Spin2n+1(k). If n > 2 is even, then
Z(G) = {h(1, ξ, 1, ξ, 1, ξ, 1, . . .) | ξ2 = 1}
is contained in S := {h(1, ξ, 1, ξ, 1, ξ, 1, . . .) | ξ ∈ k×}. For n > 3 odd,
Z(G) = {h(ξ, 1, ξ, 1, ξ, 1, ξ, . . .) | ξ2 = 1}
is contained in S := {h(ξ, 1, ξ, 1, ξ, 1, ξ, . . .) | ξ ∈ k×}.
Cn: G ∼= Sp2n(k) and Z(G) = {h(ξ, 1, 1, 1, . . .) | ξ2 = 1}; this is contained in
S := {h(ξ, 1, 1, 1, . . .) | ξ ∈ k×}.
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Dn: G ∼= Spin2n(k). If n > 4 is even, then
Z(G) = {h(ξ1, ξ2, 1, ξ1ξ2, 1, ξ1ξ2, 1, ξ1ξ2, . . .) | ξ21 = ξ22 = 1}
is contained in S := {h(ξ1, ξ2, 1, ξ1ξ2, 1, ξ1ξ2, . . .) | ξ1, ξ2 ∈ k×}. If n > 3 is
odd, then
Z(G) = {h(ξ, ξ−1, ξ2, 1, ξ2, 1, ξ2, 1, ξ2, . . .) | ξ4 = 1}
is contained in S := {h(ξ, ξ−1, ξ2, 1, ξ2, 1, ξ2, . . .) | ξ ∈ k×}.
G2: Since det(cij) = 1, we have Z(G) = {1}; we set S := {1}.
F4: Since det(cij) = 1, we have Z(G) = {1}; we set S := {1}.
E6: Z(G) = {h(ξ, 1, ξ−1, 1, ξ, ξ) | ξ3=1} ⊆ S := {h(ξ, 1, ξ−1, 1, ξ, ξ) | ξ ∈ k×}.
E7: Z(G) = {h(1, ξ, 1, 1, ξ, 1, ξ) | ξ2=1} ⊆ S := {h(1, ξ, 1, 1, ξ, 1, ξ) | ξ ∈ k×}.
E8: Since det(cij) = 1, we have Z(G) = {1}; we set S := {1}.
In each case, S is a subtorus of T such that Z(G) ⊆ S. We have dimS 6 1 except
for type Dn with n > 4 even, in which case dimS = 2. Note that, in order to
obtain these descriptions, we did not have to rely on explicit realisations of groups
of classical type as matrix groups: the abstract setting in terms of root data has
actually been more efficient in this context.
For the construction of isogenies between groups of the same Cartan type, the
following remarks will be useful.
1.5.7. Let G1, G2 be connected reductive algebraic groups over k. For i = 1, 2,
let Ri = (Xi, Ri, Yi, R
∨
i ) be the corresponding root datum, relative to a maximal
torus T i ⊆ Gi. Furthermore, let us choose Borel subgroups Bi ⊆ Gi such that
T i ⊆ Bi. By Remark 1.3.4, this is equivalent to choosing bases Πi ⊆ Ri. We
assume that X1, X2 have the same rank and that R1, R2 have the same Cartan
matrix C = (cst)s,t∈S . If we also choose Z-bases of X1 and X2, then R1 and R2
are determined by factorisations as in Remark 1.2.13:
R1 : C = A˘1 ·Atr1 and R2 : C = A˘2 · Atr2 ,
where A1, A2, A˘1, A˘2 are integer matrices, all of the same size. Now, this setting
gives rise to a correspondence:{
Isogenies f : G1 → G2 with
f(T 1) = T 2, f(B1) = B2
}
↔
{
Pairs of integer matrices (P, P ◦)
satisfying (MI1), (MI2) in 1.2.18
}
.
(Note that, here, the relations in (MI2) read PAtr2 = A
tr
1 P
◦ and P ◦A˘2 = A˘1P .)
Indeed, by 1.3.11, each isogeny of groups on the left determines a p-isogeny of
root data; since f(B1) = B2, this p-isogeny is “base-preserving” as in 1.2.18 and,
hence, it determines a unique pair of matrices on the right. Conversely, a pair of
matrices on the right determines a p-isogeny of root data by 1.2.18; by the Isogeny
Theorem 1.3.12, there is a corresponding isogeny of groups on the left, which is
unique up to inner automorphisms given by elements of T 1.
Proposition 1.5.8. Let G be semisimple and assume that the root datum of G
(relative to some maximal torus T and some Borel subgroup B containing T ) is of
Cartan type C. Let Gsc and Gad be of Cartan type C, as in Example 1.5.3, relative
to T˜ ⊆ B˜ ⊆ Gsc and T ′ ⊆ B′ ⊆ Gad. Then there exist central isogenies
f˜ : Gsc −→ G and f ′ : G −→ Gad,
such that f˜(T˜ ) = T , f˜(B˜) = B, f ′(T ) = T ′, f ′(B) = B′.
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Proof. First consider Gsc. We place ourselves in the setting of 1.5.7 where
(G1,T 1,B1) = (Gsc, T˜ , B˜) and (G2,T 2,B2) = (G,T ,B). The root datum of G1
is given by a factorisation of C as above where A1 = C
tr and A˘1 = I (identity
matrix). The only extra information about the root datum of G2 is that, in the
factorisation C = A˘2 ·Atr2 , both A2, A˘2 are square matrices (since G is semisimple).
In order to find f˜ : G1 → G2, we need to specify a pair of (square) integral matrices
(P˜ , P˜ ◦) where P˜Atr2 = CP˜
◦, P˜ ◦A˘2 = P˜ and P˜
◦ is a monomial matrix whose non-
zero entries are powers of p. (Note that P˜ will be automatically invertible over Q.)
There is a natural choice for such a pair, namely, (P˜ , P˜ ◦) := (A˘2, I). Thus, the
correspondence in 1.5.7 yields the existence of f˜ . The root exponents of f˜ (which
are the non-zero entries of P˜ ◦ = I) are all equal to 1, hence f˜ is a central isogeny.
Now consider Gad. We argue as above, where now (G1,T 1,B1) = (G,T ,B)
and (G2,T 2,B2) = (Gad,T
′,B′). The root datum of G2 is given by C = A˘2 · Atr2
where A2 = I and A˘2 = C. We need to specify a pair of (square) integral matrices
(P ′, P ′◦) where P ′ = Atr1 P
′◦, P ′◦C = A˘1P
′ and P ′◦ is a monomial matrix whose
non-zero entries are powers of p. Again, there is a natural choice for such a pair,
namely, (P ′, P ′◦) := (Atr1 , I). As above, this yields the existence of f
′. 
Proposition 1.5.9 (Steinberg [St68, 9.16]). Let G be semisimple and consider
central isogenies f˜ : Gsc → G and f ′ : G → Gad as in Proposition 1.5.8. Assume,
furthermore, that F : G→ G is an isogeny. Then the following hold.
(a) The isogeny F lifts to Gsc; more precisely, there exists a unique isogeny
F˜ : Gsc → Gsc such that F ◦ f˜ = f˜ ◦ F˜ .
(b) The isogeny F descends to Gad; more precisely, there is a unique isogeny
F ′ : Gad → Gad such that F ′ ◦ f ′ = f ′ ◦ F .
In both cases, the root exponents of F˜ and of F ′ are equal to those of F . If,
moreover, F is a Steinberg map, then so are F ′ and F˜ .
Proof. First note that F ′, if it exists, is clearly unique. The uniqueness of F˜
(if it exists) is shown as follows. Let F1 : Gsc → Gsc be another isogeny such that
F ◦ f˜ = f˜ ◦F1. Then the map sending g ∈ Gsc to F˜ (g)F1(g)−1 is a homomorphism
of algebraic groups from Gsc to the center of Gsc. Since Gsc is connected and the
center of Gsc is finite, that map must be constant and so F˜ (g)F1(g)
−1 = 1 for all
g ∈ Gsc. We now turn to the problem of showing the existence of F˜ and F ′.
Let T ⊆ B ⊆ G, T˜ ⊆ B˜ ⊆ Gsc, T ′ ⊆ B′ ⊆ Gad be as in Proposition 1.5.8.
We consider the corresponding root data of G, Gsc, Gad, and write X = X(T ),
X˜ = X(T˜ ), X ′ = X(T ′). Then f˜ induces a p-isogeny ϕ˜ : X → X˜ and f ′ induces
a p-isogeny ϕ′ : X ′ → X . Thus, we are in the setting of 1.5.7. Now consider the
isogeny F : G → G. As already pointed out in the proof of [St68, 9.16], one easily
sees that (a) and (b) hold for F if and only if (a) and (b) hold for ιg ◦ F , where ιg
is an inner automorphism of G (for any g ∈ G). Hence, using Theorem 1.3.3 and
replacing F by ιg ◦F for a suitable g, we may assume without loss of generality that
F (T ) = T and F (B) = B. Then F induces a p-isogeny Φ: X → X and, again,
we are in the setting of 1.5.7. Now, if we can show that there exist p-isogenies
Φ˜ : X˜ → X˜ and Φ′ : X ′ → X ′ such that
ϕ˜ ◦ Φ = Φ˜ ◦ ϕ˜ and ϕ′ ◦Φ′ = Φ ◦ ϕ′,
then the existence of F˜ and F ′ follows from a general result about isogenies, which
can already be found in [Ch56-58/05, §18.4] and which is a step in the proof of
the Isogeny Theorem 1.3.12 (see also [St99b, 3.2, 3.3]). In order to see how Φ˜ and
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Φ′ can be constructed, we use the correspondence in 1.5.7 to describe everything
in terms of pairs of square integral matrices. (The following part of the proof is
somewhat different from the original proof in [St68].)
Let (P˜ , P˜ ◦) and (P ′, P ′◦) be the pairs of matrices corresponding to ϕ˜ and ϕ′,
respectively. Furthermore, let (Q,Q◦) be the pair of matrices corresponding to Φ.
Now recall that the root data of Gsc and Gad are given by the factorisations C =
I · (Ctr)tr and C = C · Itr, respectively. Let A, A˘ be square integral matrices such
that the root datum of G is given by the factorisation C = A˘ · Atr. Then the
conditions in 1.2.18 imply that
P˜ = P˜ ◦A˘, P ′ = AtrP ′◦, QAtr = AtrQ◦, Q◦A˘ = A˘Q,
where P˜ ◦ and P ′◦ are monomial matrices all of whose non-zero entries are equal
to 1 (since f˜ and f ′ are central).
Assume first that Φ˜ exists and let (Q˜, Q˜◦) be the corresponding pair of matrices.
Since the root datum of Gsc is given by the factorisation C = I · (Ctr)tr, the
conditions in 1.2.18 imply that Q˜ = Q˜◦. Since ϕ˜ ◦ Φ = Φ˜ ◦ ϕ˜, we must have
P˜Q = Q˜P˜ . Using the above relations, we deduce that
Q˜ = Q˜◦ = P˜ ◦Q◦(P˜ ◦)−1.
Thus, if Φ˜ exists, then (Q˜, Q˜◦) is determined by Q◦ and P˜ ◦; in particular, the root
exponents of Φ˜ are equal to those of Φ. Conversely, it is straightforwad to check
that the map Φ˜: X˜ → X˜ defined by the matrix Q˜ given by the above formula has
the required properties. Thus, (a) is proved.
Similarly, assume first that Φ′ exists and let (Q′, Q′◦) be the corresponding pair
of matrices. Then one deduces that
Q′ = Q′◦ = (P ′◦)−1Q◦P ′◦.
Conversely, one checks that the map Φ′ : X ′ → X ′ defined by the matrix Q′ given
by the above formula has the required properties. Thus, (b) is proved.
Finally, assume that F is a Steinberg map. Then, using the characterisation in
Proposition 1.4.17, one easily sees that F ′ and F˜ are also Steinberg maps. 
Proposition 1.5.10 (Cf. [St67, p. 46]). Let C be a Cartan matrix and Gsc, Gad
be as in Example 1.5.3. Assume that C is a block diagonal matrix, with diagonal
blocks C1, . . . , Cn. Then we have
Gsc = G˜1 × . . .× G˜n and Gad = G′1 × . . .×G′n,
where G˜i ⊆ Gsc and G′i ⊆ Gad are the normal subgroups corresponding to the
various diagonal blocks Ci, as in Remark 1.3.6. For each i, the group G˜i is simple
of simply-connected type Ci and G
′
i is simple of adjoint type Ci.
Proof. The definition of Rsc(C) shows that this root datum is the direct sum
of the root data Rsc(C1), . . . ,Rsc(Cn). Hence, the assertion concerning Gsc imme-
diately follows from Remark 1.3.6. The argument for Gad is analogous. 
1.5.11. We shall assume from now on that G is connected reductive over k = Fp
(where p is a prime number) and F : G → G is a Steinberg map. Let Z be the
center ofG andGder be the derived subgroup ofG. Clearly, we have F (Z) = Z and
F (Gder) = Gder. Since G = Z
◦.Gder and Z
◦ ∩Gder is finite, we obtain isogenies
Z
◦ ×Gder −→ G
(z, g) 7→ zg and
G −→ G/Gder ×G/Z◦
g 7→ (gGder, gZ◦).
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(Note that these are maps between groups of the same dimension; the first map is
clearly surjective and, hence, has a finite kernel; the second map has a finite kernel
and, hence, is surjective.) Recall from 1.1.12 that Gder is semisimple. The group
G/Gder is a torus. (For, it is connected, abelian and consists of elements of order
prime to p; see 1.1.7.) Furthermore, Gss := G/Z
◦ is reductive (see Lemma 1.4.25)
with a finite center and, hence, is semisimple. Using also the isogenies in Proposi-
tion 1.5.8, we obtain isogenies
Z
◦ × (Gder)sc −→ G −→ G/Gder × (Gss)ad.
Now, by Lemma 1.4.25, we have induced Steinberg maps on Gss and on G/Gder.
By Proposition 1.5.9, there are also induced Steinberg maps on (Gder)sc and on
(Gss)ad. Since all these maps are induced and uniquely determined by F , we will
now simplify our notation and denote all these induced maps by F as well. Using
Proposition 1.4.12(c), we conclude that |GFder| = |(Gder)Fsc|, |GFss| = |(Gss)Fad| and
|GF | = |(Z◦)F ||GFder| = |(G/Gder)F ||GFss|.
Also note that the natural map G → Gss induces a surjective map GF → GFss
(since the kernel of G→ Gss is connected).
Remark 1.5.12. By a slight abuse of notation, we shall denote (Gss)ad simply by
Gad. Thus, as above, we obtain a central isogeny Gss → Gad which commutes
with the action of F on both sides. Composing this isogeny with the natural map
G→ Gss = G/Z◦, we obtain a surjective, central isotypy
πad : G→ Gad with ker(πad) = Z,
which commutes with the action of F on both sides and which we call an adjoint
quotient of G. We certainly have an inclusion πad(G
F ) ⊆ GFad but, in general,
equality will not hold. By Proposition 1.4.12, πad(G
F ) is a normal subgroup of
G
F
ad and we have an isomorphism
G
F
ad/πad(G
F ) ∼= Z/L (Z),
where L : G → G, g 7→ g−1F (g). One easily sees that Z/L (Z) = (Z/Z◦)F ,
where the subscript F denotes “F -coinvariants”, that is, the largest quotient on
which F acts trivially. The above isomorphism is explicitly obtained by sending
g ∈ GFad to g˙−1F (g˙) ∈ Z where g˙ ∈ G is any element satisfying πad(g˙) = g.
Also note that each g ∈ GFad defines an automorphism αg : GF → GF , g1 7→
g˙g1g˙
−1 (where, as above, g˙ ∈ G is such that πad(g˙) = g; the map αg obviously does
not depend on the choice of g˙). In this way, we obtain a group homomorphism
G
F
ad → Aut(GF ), g 7→ αg.
The automorphisms αg are called diagonal automomorphisms of G
F .
Remark 1.5.13. Again, by a slight abuse of notation, we shall denote (Gder)sc simply
by Gsc. Thus, as above, we obtain a central isotypy
πsc : Gsc → G with πsc(Gsc) = Gder,
which commutes with the action of F on both sides and which we call a simply-
connected covering of the derived subgroup ofG. We certainly have πsc(G
F
sc) ⊆ GFder
but, again, equality will not hold in general. In fact, we have:
(a) πsc(G
F
sc) = 〈u ∈ GF | u unipotent〉 ⊆ GFder ([St68, 12.6]), and
(b) GF /πsc(G
F
sc) is abelian of order prime to p ([DeLu76, 1.23]).
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Note that πsc(G
F
sc) is a characteristic subgroup of G
F ; furthermore, we have the
inclusions [GF ,GF ] ⊆ πsc(GFsc) ⊆ GFder but each of these may be strict, as can be
seen already in the example where G = Gder = PGL2(k).
Following [St67, p. 45], [St68, 9.1], we call ker(πsc) the fundamental group of G.
For example, if G is simple of simply-connected type, then the fundamental group
of G is trivial (but the converse is not necessarily true). If G is simple of adjoint
type, with corresponding Cartan matrix C, then ker(πsc) ∼= Hom(Λ(C),k×) where
Λ(C) is the fundamental group of C; see Remark 1.2.8 and Example 1.5.3.
1.5.14. We keep the above notation. As already stated in 1.1.12, we have Gder =
G1 . . .Gn where G1, . . . ,Gn are the closed normal simple subgroups of G. (They
elementwise commute with each other.) Now, one complication of the theory arises
from the fact that, in general, this product decomposition is not stable under the
Steinberg map F : Gder → Gder. What happens is the following. Consider the set-
up in Remark 1.3.6, with partitions Π = Π1 ⊔ . . .⊔Πn and R = R1 ⊔ . . .⊔Rn; then
Gi = 〈Uα | α ∈ Ri〉 for i = 1, . . . , n. Now, F will permute the simple subgroups Gi
and, correspondingly, the permutation α 7→ α† of R (induced by F ) will permute
the subsets Ri. Hence, there is an induced permutation ρ of {1, . . . , n} such that,
for all i = 1, . . . , n, we have Rρ(i) = {α† | α ∈ Ri} and
(a) F (Gi) = 〈F (Uα) | α ∈ Ri〉 = 〈Uα† | α ∈ Ri〉 = Gρ(i).
Following [St68, p. 78], we say that Gder is F -simple if ρ is a cylic permutation (it
has a single orbit). Thus, by grouping together the factors in the various ρ-orbits
on {1, . . . , n}, we can write Gder as a product of various F -stable and F -simple
semisimple groups. An analogous statement holds for Gss. Indeed, for each i,
let G¯i be the image of Gi under the canonical map G → Gss. Then we have
Gss = G¯1 . . . G¯n and the induced Steinberg map F : Gss → Gss permutes the
factors G¯i according to the permutation ρ.
Now consider the isogenies in 1.5.11 and the groups Gsc, Gad. By Proposi-
tion 1.5.10, we have direct product decompositions
(b) Gsc = G˜1 × . . .× G˜n and Gad = G′1 × . . .×G′n
such that, under the isogenyGsc → Gder, the factor G˜i is mapped toGi and, under
the isogeny Gss → Gad, the factor G¯i is mapped to G′i. By the compatibility of all
of the above isogenies with the various Steinberg maps involved, it follows that
(c) F (G˜i) = G˜ρ(i) and F (G
′
i) = G
′
ρ(i) for i = 1, . . . , n.
The following result deals with F -simple semisimple groups. (If F is a Frobenius
map with respect to some Fq-rational structure, then the construction below is
related to the operation “restriction of scalars”; see [Spr98, §11.4].)
Lemma 1.5.15. Assume that G is semisimple and F -simple, as defined in 1.5.14.
Then G = Gder = G1 . . .Gn as above. Assume that this product is an abstract
direct product. Then Fn(G1) = G1 and
ι : G1 → G, g 7→ gF (g) · · ·Fn−1(g),
is an injective homomorphism of algebraic groups which restricts to an isomorphism
G
Fn
1
∼= GF . Furthermore, if q is the positive real number attached to (G, F ) (see
1.6.1), then qn is the positive real number attached to (G1, F
n).
Proof. By assumption, F cyclically permutes the factors Gi. So we can choose
the labelling such that F i(G1) = Gi+1 for i = 1, . . . , n− 1 and Fn(G1) = G1. The
map ι clearly is a morphism of affine varieties, which is injective since the product
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is direct. This map is a group homomorphism because the groups Gi elementwise
commute with each other. For the same reason, we have ι(GF
n
1 ) ⊆ GF . Since
we have a direct product, every g ∈ G can be written uniquely as g = g1 · · · gn
with gi ∈ Gi. Then F (g) = g if and only if F i(g1) = gi+1 for i = 1, . . . , n − 1
and Fn(g1) = g1. Thus, F (g) = g if and only if g = ι(g1) and F
n(g1) = g1.
The statement concerning q, qn immediately follows from the definition of these
numbers in Proposition 1.4.18. 
Corollary 1.5.16. Assume that G is connected reductive; let G = Z◦.Gder and
Gder = G1 . . .Gn, as above. Let F : G→ G be a Steinberg map and I ⊆ {1, . . . , n}
be a set of representatives of the ρ-orbits on {1, . . . , n}, with ρ as in 1.5.14(a).
For each i ∈ I, let ni be the length of the corresponding ρ-orbit. Then we have
isomorphisms (of abstract finite groups)
G
F
sc
∼=
∏
i∈I
G˜
Fni
i and G
F
ad
∼=
∏
i∈I
G
′Fni
i ,
where Gsc = G˜1 × . . .× G˜n and Gad = G′1 × . . .×G′n are as in 1.5.14(b).
Proof. This is immediate from 1.5.14 and Lemma 1.5.15. Also recall our iden-
tification in 1.5.11 of the various Steinberg maps involved. 
See Example 1.4.28 for a good illustration of the above result; the group G =
SL2(k) × PGL2(k) (with char(k) = 2) considered there is F -simple! In particular,
the simple factors of an F -simple semisimple group need not all be isomorphic to
each other as algebraic groups. (They are isomorphic as abstract groups.)
To complete this section, we discuss another fundamental construction involving
the formalism of root data: “dual groups”.
Definition 1.5.17 ([DeLu76, 5.21]; see also [Ca85, §4.3], [Lu84a, 8.4]). Consider
two pairs (G, F ) and (G∗, F ∗) where G,G∗ are connected reductive and F : G →
G, F ∗ : G∗ → G∗ are Steinberg maps. We say that (G, F ) and (G∗, F ∗) are in
duality if there is a maximally split torus T 0 ⊆ G and a maximally split torus
T
∗
0 ⊆ G∗ such that the following conditions hold, where R = (X,R, Y,R∨) is the
root datum of G (with respect to T 0) and R
∗ = (X∗, R∗, Y ∗, R∗∨) is the root
datum of G∗ (with respect to T ∗0):
(a) There is an isomorphism δ : X → Y ∗ such that δ(R) = R∗∨ and
〈λ, α∨〉 = 〈α∗, δ(λ)〉 for all λ ∈ X(T 0) and α ∈ R,
where α∗ ∈ R is defined by δ(α) = α∗∨.
(b) If λ : T 0 → k× (an element of X = X(T 0)) and ν : k× → T ∗0 (an element
of Y ∗ = Y (T ∗0)) correspond to each other under δ, then λ ◦ F : T 0 → k×
and F ∗ ◦ ν : k× → T ∗0 also correspond to each other under δ.
The relation of being in duality is symmetric: the above conditions on δ : X → Y ∗
are equivalent to analogous conditions concerning a map ε : Y → X∗ obtained by
transposing δ; see [Ca85, 4.2.2, 4.3.1]. In particular, δ defines an isomorphism of
root data between R∗ and the dual root datum considered in Lemma 1.2.3(b).
Thus, connected reductive groups in duality have dual root data. Note also that
the dual of (G∗, F ∗) can be naturally identified with (G, F ).
1.5.18. It may be worthwhile to reformulate the above definition in terms of the
matrix language of Section 1.2; the following discussion will also show that, for any
given pair (G, F ), there exists a corresponding dual pair (G∗, F ∗).
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So letG be connected reductive and F : G→ G be a Steinberg map. Let T 0 ⊆ G
be a maximally split torus and B0 ⊆ G be an F -stable Borel subgroup such that
T 0 ⊆ B0. Let R = (X,R, Y,R∨) be the root datum of G with respect to T 0; let
Π be the base for R determined by B0 (see Remark 1.3.4). As in Remark 1.2.13,
we choose a Z-basis of X . Then R determines a factorisation
C = A˘ ·Atr where C = Cartan matrix of R.
Furthermore, as discussed in 1.5.7, the isogeny F : G → G determines a pair of
integer matrices (P, P ◦) satisfying the conditions (MI1), (MI2) in 1.2.18. Now we
notice that Ctr also is a Cartan matrix (see Remark 1.2.13). Hence, transposing
the above matrix equation, we obtain a factorisation
Ctr = B˘ ·Btr where B˘ := A and B := A˘.
Furthermore, setting Q := P tr and Q◦ := (P ◦)tr, the pair (Q,Q◦) satisfies the
conditions (MI1), (MI2) with respect to Ctr = B˘ · Btr. Now the latter factori-
sation of Ctr determines a root datum R∗ and a base for its root system (see
Lemma 1.2.15). One easily sees that these are independent of the choice of the Z-
basis for X . Hence, going the above argument backwards, there exists a connected
reductive group G∗ such that R∗ (together with the base of its root system) is
isomorphic to the root datum of G∗ with respect to a maximal torus T ∗0 ⊆ G∗ and
a Borel subgroupB∗0 ⊆ G∗ containing T ∗0. The pair of matrices (Q,Q◦) determines
an isogeny F ∗ : G∗ → G∗ such that T ∗0 and B∗0 are F -stable. Since F is a Steinberg
map, the characterisation in Proposition 1.4.17 immediately shows that F ∗ also is
a Steinberg map. The number q in Proposition 1.4.18 is the same for F and for F ∗.
Remark 1.5.19. Let T ,T ∗ be tori and assume that we are given Steinberg maps
F : T → T and F ∗ : T ∗ → T ∗. Then T ,T ∗ are connected reductive groups (with
empty root systems). Hence, (T , F ) and (T ∗, F ∗) are in duality if and only if
there exists an isomorphism δ : X(T ) → Y (T ∗) such that condition (b) in Defin-
ition 1.5.17 holds. For future reference we note that, if (T , F ) and (T ∗, F ∗) are
in duality as above, then there is a corresponding (non-canonical) isomorphism of
abelian groups
T
∗F
∗ ∼−→ Irr(T F ), s 7→ θs,
where Irr(T F ) denotes the set of complex irreducible characters of T F (which is
a group under the tensor product of characters, since T F is abelian); see [Ca85,
4.4.1]. The construction of the above isomorphism depends on some choices, e.g.,
the choice of an embedding F
×
p →֒ C×. (This will be discussed later in further
detail.)
We shall have to say more about groups in duality in later sections. It will be
useful and important to know how properties ofG translate or connect to properties
of G∗. The lemma below contains just one example. (See Lusztig [Lu09d] where a
number of such “bridges” of a much deeper nature are discussed.)
Lemma 1.5.20. Let (G, F ) and (G∗, F ∗) be two pairs in duality, as in Defini-
tion 1.5.17. Then the following conditions are equivalent.
(i) The center of G is connected.
(ii) The abelian group X/ZR has no p′-torsion.
(iii) The fundamental group of G∗ (see Remark 1.5.13) is trivial.
Proof. For the equivalence of (i) and (ii), see [Ca85, 4.5.1]. The equivalence of
(ii) and (iii) is shown in [Ca85, 4.5.8]. 
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Example 1.5.21. (a) Let G = GLn(k). Then G has Cartan type An−1 and the
Cartan matrix C factorises as C = A˘ ·Atr where A = A˘; see Example 1.3.7. Hence
the discussion in 1.5.18 immediately shows that G is dual to itself.
(b) Assume that G is semisimple of adjoint type. In the setting of 1.5.18, this
means that the Cartan matrix factorises as C = A˘ · Atr where A is the identity
matrix and A˘ = C. Hence, Ctr = B˘ ·Btr where B˘ is the identity matrix and B = C.
Thus, G∗ is seen to be semisimple of simply-connected type. If C is symmetric,
then Proposition 1.5.8 yields a central isogeny G∗ → G.
(c) The examples in (a), (b) seem to indicate that dual groups are related in
quite a strong way. However, as pointed out in the introduction of [Lu09d], dual
groups in general are related only through a very weak connection (via their root
system); in particular there is no direct, elementary construction which produces
G
∗ from G. Perhaps the most striking example is the case where G = SO2n+1(k).
Then G is simple of adjoint type, with Cartan matrix C of type Bn. As in (b), G
∗
will be simple of simply-connected type. However, since Ctr has type Cn, we see
that G∗ ∼= Sp2n(k). If char(k) 6= 2, then there is not even any abstract non-trivial
group homomorphism between G and G∗!
1.6. Generic finite reductive groups
Recall from Definition 1.4.7 that a finite group of Lie type is a finite group of
the form G = GF , where G is a connected reductive algebraic group over k = Fp
and F : G → G is a Steinberg map. Then it is common to speak of the (twisted
or untwisted) “type” of GF : for example, we say that the finite general linear
groups are of untwisted type An−1, the finite unitary groups are of twisted type
An−1 (denoted
2An−1; see Example 1.4.20), or that the Suzuki groups are of “very
twisted” type B2 (denoted
2B2; see Example 1.4.21). Here, the superscript (as in
2An−1) indicates the order of the automorphism of the Weyl group of G which is
induced by F ; in particular, GF is of “untwisted” type if F induces the identity
map on the Weyl group. Using the machinery developed in the previous sections,
we can now give a somewhat more precise definition, as follows.
1.6.1. Assume that G is connected reductive and let F : G → G be a Steinberg
map. Then we can canonically attach to G and F a pair
C (G, F ) := (C,P ◦)
consisting of a Cartan matrix C = (cst)s,t∈S and a monomial matrix P
◦ = (pst)s,t∈S
whose non-zero entries are positive powers of p and such that CP ◦ = P ◦C. Let us
recall how this is done. First, we choose a maximally split torus T 0 ⊆ G. Recall
from Example 1.4.10 that this means that T 0 is an F -stable maximal torus of G
which is contained in an F -stable Borel subgroup B0 ⊆ G. (By Proposition 1.4.11,
the pair (T 0,B0) is unique up to conjugation by elements of G
F .) Let R =
(X,R, Y,R∨) be the root datum of G relative to T 0 and ϕ : X → X be the p-
isogeny induced by F . By Remark 1.3.4, there is a unique base Π of R such that
B0 = 〈T 0,Uα | α ∈ R+〉 where R+ are the positive roots with respect to Π. Let us
write Π = {αs | s ∈ S} and let C = (cst)s,t∈S be the corresponding Cartan matrix.
Since ϕ is a p-isogeny, there is a permutation α 7→ α† of R such that ϕ(α†) = qα α
for all α ∈ R. The fact that B0 is F -stable implies that this permutation leaves
R+ invariant. Hence, this permutation will also leave the base Π invariant and so
there is an induced permutation S → S, s 7→ s†, such that α†s = αs† for all s ∈ S.
Thus, ϕ is “base preserving” as in 1.2.18 and we have a corresponding monomial
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matrix P ◦ = (p◦st)s,t∈S whose non-zero entries are given by p
◦
ss† = qs := qαs for all
s ∈ S. The condition (MI2) implies that CP ◦ = P ◦C, which means that
(a) qtcst = qscs†t† for all s, t ∈ S.
Since all pairs (T 0,B0) as above are conjugate by elements of G
F , the pair (C,P ◦)
is uniquely determined by G, F up to relabeling the elements of S.
Now consider the Weyl group W of R. Recall from Remark 1.2.12 that we
identify S with a subset of W via s↔ wαs ; thus, we have W = 〈S〉. Let l : W →
Z>0 be the corresponding length function. By Remark 1.2.10, the p-isogeny ϕ
induces a group automorphism σ : W →W such that
(b) σ(s) = s† (s ∈ S) and ϕ ◦ σ(w) = w ◦ ϕ (w ∈W ).
In Theorem 1.3.2, we have seen that we can naturally identify W = NG(T 0)/T 0.
(Under this identification, the reflection wα ∈ W corresponds to the element
w˙α ∈ NG(T 0) in 1.3.1.) Since T 0 and, hence, NG(T 0) are F -stable, F natu-
rally induces an automorphism σF : W →W , gT 0 7→ F (g)T 0 (g ∈ NG(T 0)). It is
straighforward to check that all of the above constructions and identifications are
compatible, that is, we have σF (w) = σ(w) for all w ∈W .
Finally, the numbers {qs} satisfy the following conditions. If S1, . . . , Sr are the
orbits of the permutation s 7→ s† on S, then
(c) q|Si| =
∏
s∈Si
qs (i = 1, . . . , r),
where q > 0 is the real number defined in Proposition 1.4.17. (This easily follows
from the equation ϕ(αs†) = qsαs for all s ∈ S; see [St68, 11.17].) Hence, we also
have q|S| =
∏
s∈S qs, which provides an alternative characterisation of q.
1.6.2. As in [Lu84a, 3.1], we say that † (or σ : W →W ) is ordinary if the following
condition is satisfied: whenever s 6= t in S are in the same †-orbit on S, then the
order of the product st is 2 or 3. With this notion, we have the following distinction
of cases. The group GF is
• either “untwisted”, that is, † is the identity (and qs = q for all s ∈ S);
• or “twisted”, that is, † is not the identity but ordinary (as defined above);
• or “very twisted”, otherwise.
The typical examples to keep in mind are: the finite general linear groups (un-
twisted), the finite general unitary groups (twisted) and the finite Suzuki groups
(very twisted). Note that these are notions which depend on G and F used to de-
fine GF , not just on the finite group GF : In Example 1.4.28, there is a realisation
of SL2(q) (where q is a power of 2) as a twisted (but not very twisted) group.
Remark 1.6.3. Assume that F is a Frobenius map, with respect to some Fq-rational
structure on G. Then, as pointed out by Lusztig [Lu84a, 3.4.1], the induced auto-
morphism σ : W →W is ordinary in the sense defined above.
This is seen as follows. Let s 6= t in S be in the same †-orbit. Replacing
F by a power of F if necessary, we can assume without loss of generality that
t = s†. Now, applying † repeatedly to {s, t}, we obtain a whole †-orbit of pairs
{s′, t′} where s′ 6= t′ are in S. Then 1.6.1(a) shows that cs′t′ 6= 0 for all these
pairs. So, if this †-orbit of pairs had more than one element, then we would obtain
a closed path in the Dynkin diagram of C, which is impossible (see Table 1.1,
p. 15). Hence, we must have t = s† and s = t†. But then 1.6.1(a) implies that
qtcst = qscs†t† = qscts. However, by Lemma 1.4.26, we have qs = qt = q. Hence,
cst = cts and so cst ∈ {0,−1}, which means that st has order 2 or 3, as required.
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1.6.4. We now have all the ingredients to state the order formula forGF . Since B0
is F -stable, the unipotent radicalU0 = Ru(B0) is also F -stable. SinceB0 = U0.T 0
where U0 ∩ T 0 = {1}, we obtain
|GF | = |UF0 | · |T F0 | · |GF /BF0 |.
The factor |T F0 | is evaluated as follows. As in Proposition 1.4.18, we extend scalars
from Z to R and consider the induced linear map ϕR : XR → XR whereXR = R⊗ZX .
We have ϕR = qϕ0 where ϕ0 ∈ GL(XR) is a linear map of finite order. Then
|T F0 | = εϕ det(ϕ− idX) = det(q idXR − ϕ−10 ),
where εϕ ∈ {±1} is the sign such that εϕ det(ϕ) > 0. In particular, this shows that
the order of T F0 is obtained from the characteristic polynomial of ϕ
−1
0 by evaluation
at q. This is discussed in detail in [Ca85, §3.3], [MaTe11, §25.1].
A further evaluation of the remaining two factors in the above expression for
|GF | leads to the following formula, due to Chevalley [Ch55] (in the case where G
is semisimple and † is the identity) and Steinberg [St68, §11] (in general).
Theorem 1.6.5 (Order formula). With the above notation, we have
|GF | = q|R|/2 det(q idXR − ϕ−10 )
∑
w∈Wσ
ql(w),
where W σ = {w ∈ W | σ(w) = w} (which is a finite Coxeter group). When G is
simple, explicit formulae for the various possibilities are given as in Table 1.3.
The fact that the list in Table 1.3 exhausts all the possible pairs (G, F ) where
G is simple and F : G→ G is a Steinberg map is shown in [St68, §11.6]; note that,
in this case, we have |GF | = |GFad| = |GFsc| (see 1.5.11).
Table 1.3. Order formulae for |GF | when G is simple
Type |GF |
An−1 q
n(n−1)/2(q2−1)(q3−1) · · · (qn−1)
Bn q
n2(q2−1)(q4−1) · · · (q2n−1)
Cn same as Bn
Dn q
n2−n(q2−1)(q4−1) · · · (q2n−2−1)(qn−1)
G2 q
6(q2−1)(q6−1)
F4 q
24(q2−1)(q6−1)(q8−1)(q12−1)
E6 q
36(q2−1)(q5−1)(q6−1)(q8−1)(q9−1)(q12−1)
E7 q
63(q2−1)(q6−1)(q8−1)(q10−1)(q12−1)(q14−1)(q18−1)
E8 q
120(q2−1)(q8−1)(q12−1)(q14−1)(q18−1)(q20−1)(q24−1)(q30−1)
2An−1 q
n(n−1)/2(q2−1)(q3+1) · · · (qn−(−1)n)
2Dn q
n2−n(q2−1)(q4−1) · · · (q2n−2−1)(qn+1)
3D4 q
12(q2−1)(q6−1)(q8+q4+1)
2E6 q
36(q2−1)(q5+1)(q6−1)(q8−1)(q9+1)(q12−1)
2B2 q
4(q2−1)(q4+1) (q = √22m+1)
2G2 q
6(q2−1)(q6+1) (q = √32m+1)
2F 4 q
24(q2−1)(q6+1)(q8−1)(q12+1) (q = √22m+1)
(The first 9 are “untwisted”, the next 4 “twisted” and the last 3 “very twisted”.)
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Remark 1.6.6. (a) The formula shows that q|R|/2 is the p-part of the order of GF ;
this provides a further characterisation of the number q. We also note that the above
expression for |GF | can be interpreted as a polynomial in one variable evaluated at
q, where the polynomial only depends on the root datum of G and the maps ϕ0, σ
derived from F . This will be formalised in Definition 1.6.8 below.
(b) Steinberg [St68, 14.14] shows that the number of F -stable maximal tori of
G is equal to q|R|. This equality is in fact equivalent to the following Molien series
identity which yields another expression for the order of GF :
q|R|
|GF | =
1
|W |
∑
w∈W
1
det(q idXR − wϕ−10 )
;
see [Ca85, §3.4], [MaTe11, Exc. 30.15] for further details. One advantage of this
expression is that it does not involve the length function on W or the induced
automorphism σ of W . The inverse of the sum on the right hand side can be
further expressed as a product of various cyclotomic polynomials; in this way, one
obtains the familiar formulae for the order of GF when G is simple; see Table 1.3.
Also note that, instead of considering the maps w ◦ ϕ−10 : XR → XR in the above
formula, one can take their transposes (w ◦ ϕ−10 )tr : YR → YR where YR = R⊗Z Y :
the characteristic polynomials will certainly remain the same. The same is true
when we replace w ◦ ϕ−10 by ϕ−10 ◦ w.
(c) If F is a Frobenius map, then Theorem 1.6.5 can be proved by a general
argument; see [Ge03a, 4.2.5]. The general case (where the root exponents qs may
not all be equal) is treated in [St68, §11] (see also [MaTe11, §24.1]), assuming that
G is semisimple and “F -simple” (see 1.5.14). But, as already noted in [St68, p. 78],
the case of an arbitrary connected reductive G can be easily recovered from this
case. As an illustration of the methods developed in the previous section, let us
explicitly work out the reduction argument.
Lemma 1.6.7. Suppose that the formula in Theorem 1.6.5 is known to hold when
G is simple of adjoint type. Then the formula holds in general.
Proof. Since the formula for |T F0 | in 1.6.4 is already known to hold in general,
it will be sufficient to consider the cardinality of GF /TF0 . It will be convenient to
slightly rephrase this as follows. Let us consider the set of cosetsG/T 0 = {gT 0 | g ∈
G} (just as an abstract set, we don’t need the notion of a quotient variety here).
Since T 0 is F -stable, we have an induced action of F on G/T 0. Consequently,
we have a natural injective map GF /T F0 → (G/T 0)F , gT F0 7→ gT 0. Now the
connected group T 0 acts transitively on gT 0 by right multiplication. Hence, if gT 0
is F -stable, then Proposition 1.4.9 shows that gT 0 contains a representative fixed
by F . It follows that the above map is surjective and so |GF /T F0 | = |(G/T 0)F |.
Thus, it will now be sufficient to consider the identity:
(∗) |(G/T 0)F | = O(W , σ, q) where O(W , σ, q) := q|R|/2
∑
w∈Wσ
ql(w).
Since the formula in Theorem 1.6.5 is assumed to hold when G is simple of adjoint
type, the same is true of the formula (∗). We must deduce from this that (∗) holds
in general. We do this in two steps.
1) First assume that G is semisimple of adjoint type. As in 1.5.14(b), we have a
direct product decomposition G = G1× . . .×Gn where each Gi is simple of adjoint
type. Furthermore, there is a permutation ρ of {1, . . . , n} such that F (Gi) = Gρ(i)
for i = 1, . . . , n. Now note that T 0 = T 1× . . .×T n where each T i (for i = 1, . . . , n)
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is a maximal torus of Gi such that F (T i) = T ρ(i). Hence, we can also identify
G/T 0 = G1/T 1 × . . .×Gn/Tn. Furthermore, if I ⊆ {1, . . . , n} and ni (i ∈ I) are
as in Corollary 1.5.16, then Fni(Gi/T i) = Gi/T i for all i ∈ I and
(1a) |(G/T 0)F | =
∏
i∈I
|(Gi/T i)F
ni |.
It remains to show that there is a similar factorisation of the right hand side of (∗).
Recall from 1.5.14 that we have a partition R = R1 ⊔ . . . ⊔ Rn. Consequently, we
also have a direct product decomposition
W = W 1 × . . .×W n where W i := 〈wα | α ∈ Ri〉;
furthermore, σ(W i) = W ρ(i) for i = 1, . . . , n. Here, W i is the Weyl group of the
factor Gi (relative to T i ⊆ Gi). Now, if w ∈W and w = w1 · · ·wn with wi ∈ W i
for all i, then l(w) = l(w1) + . . .+ l(wn). Using this formula, it is straightforward
to verify that the expression for O(W,σ, q) is compatible with the above product
decomposition, that is, we have σni(W i) = W i for all i ∈ I and
(1b) O(W , σ, q) =
∏
i∈I
O(W i, σ
ni , qni).
By assumption and Lemma 1.5.15, we have |(Gi/T i)Fni | = O(W i, σni , qni) for all
i ∈ I. Hence, comparing (1a) and (1b), we see that (∗) holds for G as well.
2) Now let G be arbitrary (connected and reductive). As in Remark 1.5.12,
we consider an adjoint quotient πad : G → Gad with kernel Z = Z(G). By Re-
mark 1.3.5(a), we haveZ ⊆ T 0; furthermore, T ′ := πad(T 0) is an F -stable maximal
torus of Gad (see 1.3.10(a)). So we get a bijective map
G/T 0 → Gad/T ′, gT 0 7→ πad(g)T ′,
which is compatible with the action of F on G/T 0 and on Gad/T
′. In particular,
|(G/T 0)F | = |(Gad/T ′)F | and so the left hand side of (∗) does not change when we
pass from G to Gad. On the other hand, by 1.3.10(d), π induces an F -equivariant
isomorphism from the Weyl group of G (relative to T 0) onto the Weyl group of
Gad (relative to T
′). Hence, the right hand side of (∗) does not change either when
we pass from G to Gad. Thus, if (∗) holds for Gad, then (∗) also holds for G. 
Following [BrMa92], we now formally introduce “series of finite groups of Lie
type”. This relies on the following definition, which is a slight modification of that
in [BrMa92, §1]. (See Example 1.6.9 below for further comments on this.)
Definition 1.6.8. Let R = (X,R, Y,R∨) be a root datum, with Weyl group W ⊆
Aut(X). We set XR := R ⊗Z X . We can canonically regard X as a subset of XR;
thus, we also have W ⊆ GL(XR). Let ϕ0 ∈ GL(XR) be an invertible linear map of
finite order which normalises W , and assume that
P = PG :=
{
q ∈ R>0
∣∣∣ qϕ0(X) ⊆ X and the corresponding map
qϕ0 : X → X is a p-isogeny for some prime p
}
is non-empty. We form the coset ϕ0W ⊆ GL(XR). Then
G =
(
(X,R, Y,R∨), ϕ0W
)
is called a complete root datum or a generic finite reductive group. We define a
corresponding rational function |G| ∈ R(y) (where y is an indeterminate) by
y|R|
|G| =
1
|W |
∑
w∈W
1
det(y idXR − wϕ−10 )
.
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We call |G| the order polynomial of G; this will be justified in Remark 1.6.13 below.
Note that P is an infinite set: If q ∈ P and qϕ0 is a p-isogeny (where p is a prime),
then pmq ∈ P for all integers m > 1.
Example 1.6.9. Let G be connected reductive and F : G → G be a Steinberg
map. Then we obtain a corresponding complete root datum by taking the root
datum of G (relative to an F -stable maximal torus T ⊆ G) together with the
linear map ϕ0 defined in Proposition 1.4.18(b). In particular, this includes all
the cases discussed in Examples 1.4.20, 1.4.21, 1.4.22. This shows that the above
Definition 1.6.8 is somewhat more general than that in [BrMa92], in which cases
like those in Example 1.4.22 are not included.
Let us now fix a complete root datum G =
(
(X,R, Y,R∨), ϕ0W
)
.
Remark 1.6.10. Let q ∈ P and set ϕ := qϕ0. Then ϕ is a p-isogeny (for some prime
p) and we have ϕd = qdidX , where d > 1 is the order of ϕ0. In particular, this
implies that qd = pm for some m > 1. Let G be a connected reductive algebraic
group over k = Fp whose root datum (relative to a maximal torus T ⊆ G) is
isomorphic to (X,R, Y,R∨). Then ϕ gives rise to an isogeny F : G → G which is
a Steinberg map by Proposition 1.4.17. We write G(q) := GF . Thus, we obtain a
family of finite groups
{G(q) | q ∈ P}
which we call the series of finite groups of Lie type defined by G. There are some
choices involved in the definition of G(q) but we shall see in the remarks below that
different choices lead to isomorphic finite groups.
Remark 1.6.11. Since ϕ0 normalisesW , we obtain a group automorphism σ : W →
W such that
σ(w) = ϕ−10 wϕ0 for all w ∈W .
Note that this is compatible with Remark 1.2.10: For any q ∈ P, the automorphism
of W induced by the p-isogeny qϕ0 (where p is a prime) is given by σ. Let us now
see what happens when we replace ϕ0 by another map in the coset ϕ0W . First
note that ϕ0w has finite order for any w ∈ W . Furthermore, if q ∈ P and qϕ0
is a p-isogeny (where p is a prime), then (qϕ0)w also is a p-isogeny. Thus, if ϕ0
satisfies the defining conditions for a complete root datum, then so does ϕ0w for
any w ∈W . We also note the following identity:
(ϕ0w)
m = ϕm0 ·
(
σm−1(w) · · · σ2(w)σ(w)w) for all m > 1.
Now let q ∈ P and let G,T , F be as in Remark 1.6.10. Then ϕ := qϕ0 is the
linear map induced on X ∼= X(T ) by F . Let w ∈ W and w˙ be a representative
of w in NG(T ). We define F
′ : G → G by F ′(g) := w˙−1F (g)w˙ for g ∈ G. By
Lemma 1.4.13, F ′ also is a Steinberg map and we have GF
′ ∼= GF . Now T is
F ′-stable and one easily sees that ϕw : X → X is the linear map induced by F ′.
(See, for example, [Ca85, 3.3.4].) This shows that, if we replace ϕ0 by ϕ0w for some
w ∈W , then F changes to F ′ but we obtain isomorphic finite groups.
Remark 1.6.12. Let q ∈ P and set ϕ := qϕ0. Then ϕ is a p-isogeny (where p is a
prime) and so there is a corresponding permutation α 7→ α† of R; we have ϕ(α†) =
qαα for all α ∈ R, where {qα} are the root exponents of ϕ. Let σ : W →W be the
group automorphism in Remark 1.6.11. By Remark 1.2.10, we have σ(wα) = wα†
for all α ∈ R; also recall that the root exponents are positive. Hence, we conclude
that the permutation α 7→ α† only depends on ϕ0, but not on q.
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Remark 1.6.13. Let us fix a base Π of R. Since any two bases can be tranformed
into each other by a unique element of W , there is a unique w ∈ W such that,
if we replace ϕ0 by ϕ
′
0 := ϕ0w, then Π
† = Π where α 7→ α† is the permutation
induced by ϕ′0; see Remarks 1.2.11 and 1.6.12. Assume now that this is the case.
Let q ∈ P and G,T , F be as in Remark 1.6.10. Then T lies in the F -stable Borel
subgroup B = 〈T ,Uα | α ∈ R+〉 (where R+ are the positive roots with respect to
Π) and we are in the setting of 1.6.1, where T 0 := T . So, by Remark 1.6.6, we have
|GF | = |G|(q) and this is also equal to the expression in Theorem 1.6.5. Since this
holds for all q ∈ P, we obtain an identity of rational functions in y:
(a) |G| = y|R|/2 det(y idXR − ϕ−10 )
∑
w∈Wσ
yl(w).
Thus, the rational function |G| actually is a polynomial in y such that |GF | = |G|(q).
This provides the justification for calling |G| the order polynomial of G (see also
[BrMa92, 1.12]). Now let K ⊆ R be a subfield such that det(y idXR − ϕ−10 ) ∈ K[y].
Since ϕ0 has finite order, all eigenvalues of this polynomial are roots of unity. By
[St68, 2.1], an analogous result is also true for the term
∑
w y
l(w) in (a). So there
is a factorisation
(b) |G| = y|R/2| × product of cyclotomic polynomials in K[y].
If G is simple, then such factorisations can be seen explicitly in Table 1.3 (p. 53).
Remark 1.6.14. Let Π = {αs | s ∈ S} be a base of R and C = (cst)s,t∈S be the
corresponding Cartan matrix; also choose a Z-basis of X . Then R is determined
by a factorisation C = A˘ ·Atr as in Remark 1.2.13. Assume that ϕ0 is chosen such
that the permutation of R induced by ϕ0 leaves Π invariant (which is possible by
Remark 1.6.13). Let Q be the matrix of ϕ0 : XR → XR (with respect to the chosen
basis of X). If q ∈ P, then qϕ0 is a p-isogeny (for some prime p) and the conditions
(MI1), (MI2) in 1.2.18 show that qQAtr = AtrP ◦ and P ◦A˘ = qA˘Q, where P ◦ is a
monomial matrix whose non-zero entries are all powers of p. It follows that
QAtr = AtrQ◦ and Q◦A˘ = A˘Q,
where Q◦ := q−1P ◦ is a monomial matrix; each non-zero entry of Q◦ is a positive
real number such that some positive power of it is an integral power of p. Now
note that, although the pair (P, P ◦) is used in the construction, Q◦ is uniquely
determined by Q and, hence, independent of (P, P ◦). There are two cases:
(I) All non-zero entries of Q◦ are equal to 1. Then ϕ0 is a 1-isogeny, as in
Example 1.4.20. Consequently, the set P consists of all prime powers.
This is what is called the “cas ge´ne´ral ” in [BrMa92, §1].
(II) Otherwise, there is a unique prime number p such that each non-zero entry
of Q◦ has the property that some positive power of it is a positive integral
power of p. In this case, P will only consist of positive real numbers q such
that qϕ0 is a p-isogeny for this prime p.
For example, consider the root datum of Cartan type A1×A1 in Example 1.4.28(b),
where ϕ0 is determined by a certain matrix of order 2, denoted P0. Then
Q = P0 =
(
0 1
1 0
)
and Q◦ =
(
0 1/2
2 0
)
.
So we are in case (II) where p = 2 and P = {2m | m > 1}. Similarly, the complete
root data of the Suzuki and Ree groups in Example 1.4.21 are of type (II), where
P = {√22m+1 | m > 0} (for 2B2, 2F 4) or P = {
√
3
2m+1 | m > 0} (for 2G2).
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Definition 1.6.15 (See [BrMa92, p. 250], [BMM93, 1.5]). The Ennola dual of a
complete root datum G =
(
(X,R, Y,R∨), ϕ0W
)
is defined by
G− :=
(
(X,R, Y,R∨),−ϕ0W
)
.
(Note that G− is a complete root datum since, for any p-isogeny of root data
ϕ : X → X , the map −ϕ also is a p-isogeny of root data; in particular, PG− = PG.)
In this situation, we write G(−q) := G−(q) for any q ∈ PG. We have
|G−|(y) = (−1)rankX |G|(−y).
For the origin of the name “Ennola dual”, see Example 1.6.16 below.
Example 1.6.16. (a) Assume that −idX ∈ W . Then, clearly, we have G− = G
and |G−| = |G| ∈ R[y].
(b) LetG = GLn(k) and T 0 ⊆ G be the maximal torus consisting of the diagonal
matrices in G. We have described the corresponding root datum in Example 1.3.7.
If we set ϕ0 = idXR and denote by G the corresponding complete root datum, then
G(q) ∼= GLn(q) for all prime powers q. We claim that
G(−q) ∼= GUn(q) for all q ∈ PG.
This is seen as follows. Let τ : G → G be the automorphism which sends an
invertible matrix to its transpose inverse. Then τ(T 0) = T 0 and the induced map
on X is −idX . (Thus, τ is a concrete realisation of the isogeny in Example 1.3.16.)
Let Fq : G → G be the standard Frobenius map (raising every matrix entry to its
q-th power). Then τ commutes with Fq and so F
′ = τ ◦ Fq is a Frobenius map
on G; see Remark 1.4.4(c). We have F ′(T 0) = T 0 and the induced map on X is
given by −q idX . Thus, (G, F ′) gives rise to the complete root datum G−; finally,
note that GF
′ ∼= GUn(q). (The difference between this realisation of GUn(q) and
the one in Example 1.4.20 is that, here, T 0 is not a maximally split torus for F
′.)
Now the identity |G−|(y) = (−1)rankX |G|(−y) gives an a priori explanation for the
fact that the order formula for GUn(q) in Table 1.3 (p. 53) is obtained from that
of GLn(q) by simply changing q to −q (and fixing the total sign). Ennola [Enn63]
observed that a similar statement should even be true for the irreducible characters
of these groups; we will discuss this in further detail at a later stage.
Example 1.6.17. The dual complete root datum of G =
(
(X,R, Y,R∨), ϕ0W
)
is
defined by
G∗ :=
(
(Y,R∨, X,R), ϕtr0 W
)
,
where ϕtr0 : YR → YR is the transpose map defined, as in 1.2.2, through the canonical
extension of the pairing 〈 , 〉 : X×Y → Z to a pairing XR×YR → R. Here, we also
use the identification of W∨ ⊆ Aut(Y ) with W , as in Remark 1.2.12. We have
PG∗ = PG; furthermore, by Remark 1.6.6(b), we also have |G∗|(y) = |G|(y). Now,
for each q ∈ PG, we obtain a finite group G(q) (arising from a pair (G, F ) as in
Remark 1.6.10) and a finite group G∗(q) (arising from an analogous pair (G∗, F ∗)).
We then see that (G, F ) and (G∗, F ∗) are in duality as in Definition 1.5.17.
Definition 1.6.18 (See [BrMa92, 1.1]). Let G =
(
(X,R, Y,R∨), ϕ0W
)
be a com-
plete root datum. For any w ∈W , the complete root datum
Gw :=
(
(X,∅, Y,∅), ϕ0w
−1
)
is called a maximal toric sub-datum of G. (We choose w−1 here in order to have
consistency with the order formulae below and the notation in [Lu84a, 2.1].) In
general, G is said to be a toric datum if R = ∅; in this case, a corresponding
connected reductive algebraic group is a torus.
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1.6.19. Let G =
(
(X,R, Y,R∨), ϕ0W
)
be a complete root datum. We assume
that ϕ0 is chosen such that the permutation of R induced by ϕ0 leaves a base of R
invariant (which is possible by Remark 1.6.13). Thus, if q ∈ P and G,T , F are as
in Remark 1.6.10, then we are in the setting in 1.6.1, where T 0 := T .
Now let w ∈ W and consider the maximal toric sub-datum Gw in Defini-
tion 1.6.18. The corresponding order polynomial is just given by
|Gw| = det(y idXR − wϕ−10 ) ∈ R[y].
Let q ∈ P and G,T 0, F be as above. Let w˙ be a representative of w in NG(T 0).
By Theorem 1.4.8 (Lang–Steinberg), we can write w˙ = g−1F (g) for some g ∈ G.
Then T ′ := gT 0g
−1 is an F -stable maximal torus of G; we say that T ′ is a torus of
type w. Now conjugation with g defines an isomorphism of algebraic groups from
T
′ onto T 0. This isomorphism sends T
′F onto the subgroup
T 0[w] := {t ∈ T 0 | F (t) = w˙−1tw˙} ⊆ T 0.
(Another common notation for this subgroup is TwF0 .) Note that T 0[w] only de-
pends on w, but not on the choice of w˙. Furthermore, the isomorphism T ′ ∼= T 0
induces an isomorphism of abelian groups X(T ′) ∼= X(T 0). One easily checks that,
under this isomorphism and the identification X = X(T 0), the map induced by F
on X(T ′) corresponds to the map ϕ0w
−1 : X → X . (See [Ca85, 3.3.4] for further
details.) By [Ca85, 3.3.5], this implies that
|T ′F | = |T 0[w]| = |Gw|(q) = det(q idXR − wϕ−10 ).
Thus, T ′F ∼= T 0[w] is a member of the series of finite groups of Lie type defined by
the complete root datum Gw. Since |T ′F | divides |GF | and since this holds for all
q ∈ P, we conclude that
|Gw| divides |G| in R[y].
Conversely, since all maximal tori are conjugate in G, an arbitrary F -stable maxi-
mal torus is of the form gT 0g
−1 for some g ∈ G such that g−1F (g) ∈ NG(T 0). If
w denotes the image of g−1F (g) in W , then gT 0g
−1 is a torus of type w, as above.
This discussion shows that the subgroups of GF arising from F -stable maximal tori
can all be realized as subgroups of the form T 0[w] ⊆ T 0, for various w ∈W .
In later chapters, we will see that various other classes of subgroups of GF
fit into the framework of complete root data. The general formalism is further
developed in [BMM93], [BMM99], [BMM12]. Note that, even with our slightly
more general definition, any complete root datum as above defines a reflection
datum as in [BMM12, Def. 2.6], over a suitable subfield K ⊆ R.
1.7. Regular embeddings
Lusztig’s work [Lu84a], [Lu88] (to be discussed in more detail in later chapters)
shows that the character theory of finite groups of Lie type is considerably easier
when the center of the underlying algebraic group is connected. Thus, when trying
to prove a result about a general finite group of Lie type, it often happens that
one first tries to establish this result in the case where the center is connected.
The concept of “regular embedding” provides a technical tool in order to reduce a
general statement to the connected center case. A major result on representations
in this context will be stated in Theorem 1.7.15.
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Definition 1.7.1. Let G, G′ be connected reductive algebraic groups over k =
Fp and F : G → G, F ′ : G′ → G′ be Steinberg maps. Let i : G → G′ be a
homomorphism of algebraic groups such that i ◦ F = F ′ ◦ i. Following [Lu88, §7],
we say that i is a regular embedding if G′ has connected center, i is an isomorphism
of G with a closed subgroup of G′ and i(G),G′ have the same derived subgroup.
Note that G′der ⊆ i(G) and so i(G) is normal in G′ with G′/i(G) abelian. Then
the finite group i(GF ) = i(G)F
′
contains the derived subgroup of the finite group
G
′F ′ and so i(GF ) is normal in G′F
′
with G′F
′
/i(GF ) abelian. Thus, as far as the
representation theory of GF and of G′F
′
is concerned, we are in a situation where
Clifford theory (with abelian factor group) applies.
Example 1.7.2. (a) Let G be a connected reductive algebraic group with a con-
nected center and F : G → G be a Steinberg map. Then Gder is semisimple
and, clearly, Gder ⊆ G is a regular embedding. A standard example is given by
G = GLn(k) where Gder = SLn(k); note that this works for both the Frobenius
maps in Example 1.4.20, where either GF = GLn(q) or G
F = GUn(q).
(b) LetG = SLn(k) and F : G→ G be a Frobenius map. Without using GLn(k)
directly, we can construct a regular embedding i : G→ G′ as follows. Let
G
′ := {(A, ξ) ∈Mn(k)× k× | ξ det(A) = 1};
then Z(G′) = {(ξIn, ξ−n) | ξ ∈ k×} is connected and dimZ(G′) = 1. For
A ∈ G we set i(A) := (A, 1) ∈ G′; then i is a closed embedding. A Frobenius
map F ′ : G′ → G′ is defined by F ′(A, ξ) = (F (A), ξq) if GF = SLn(q), and by
F ′(A, ξ) = (F (A), ξ−q) if GF = SUn(q). In Lemma 1.7.3 below, the basic idea of
this construction is generalised to an arbitrary connected reductive group G.
(c) Let n > 2 and G ⊆ GLn(k) be one of the classical groups in 1.1.4. Then
one can apply a similar construction as in (b). In each case, Z(G) consists of
the scalar matrices in G. If G = SO2(k), then G = Z(G) ∼= k×; otherwise, we
have Z(G) = {±In} where In is the identity matrix. So let us now assume that
char(k) 6= 2 and Z(G) = {±In}. Then G = Γ(Qn, k) where Qtrn = ±Qn. We set
G
′ = CΓ(Qn, k) := {(A, ξ) ∈Mn(k)× k× | AtrQnA = ξQn};
this is called the conformal group corresponding to G. Then G′ is a linear algebraic
group such that Z(G′) = {(ξIn, ξ2) | ξ ∈ k×} is connected and dimZ(G′) = 1.
Consider the closed subgroup G1 = {(A, 1) | A ∈ G} ⊆ G′. Then we have an
injective homomorphism of algebraic groups i : G → G1, A 7→ (A, 1), with inverse
given by (A, 1) 7→ A. Hence, i is a closed embedding.
Let F : GLn(k)→ GLn(k) be the standard Frobenius map (raising each entry of
a matrix to its qth power). Then F restricts to a Frobenius map on G. The map
F ′ : G′ → G′, (A, ξ) 7→ (F (A), ξq), is easily seen to be a Frobenius map such that
i ◦ F = F ′ ◦ i. Thus, i is a regular embedding.
If n is even and G = SOn(k), then we also have a “twisted” Frobenius map
F1 : G→ G, A 7→ t−1n F (A)tn, where
tn :=


Im−1 0 0
0
0 1
1 0
0
0 0 Im−1

 ∈ GO2m(k) (m = n/2).
This gives rise to the finite “non-split” orthogonal groupGF1 = SO−n (q); see [Ge03a,
4.1.10(d)]. Again, we have a Frobenius map F ′1 : G
′ → G′, (A, ξ) 7→ (F1(A), ξq),
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such that i ◦ F1 = F ′1 ◦ i. Thus, i also is a regular embedding with respect to F1.
(These examples already appeared in [Lu77a, §8.1].)
We have the following general existence result.
Lemma 1.7.3 (Cf. [DeLu76, 1.21]). Let G be connected reductive and F : G→ G
be a Steinberg map. Let Z be the center of G and S ⊆ G be an F -stable torus such
that Z ⊆ S. (For example, one could take any F -stable maximal torus of G.) Let
G
′ be the quotient of G× S by the closed normal subgroup {(z, z−1) | z ∈ Z}. Let
S
′ be the image of {1}×S ⊆ G×S in G′. Then the map F ′ : G′ → G′ induced by
F is a Steinberg map and the map i : G→ G′ induced by G → G× S, g 7→ (g, 1),
is a regular embedding, where S′ is the center of G′.
Proof. By Lemma 1.4.27, G′ is reductive and, by Lemma 1.4.25, F ′ : G′ → G′
is a Steinberg map. Furthermore, one easily sees that i is injective, that i◦F = F ′◦i
and that S′ = Z(G′). (Thus, the center of G′ indeed is connected.) Let Z ′ :=
{(z, z−1) | z ∈ Z} and H := i(G) = (G × Z)/Z′ ⊆ G′. We have G′ = H.S′.
Since S′ = Z(G′), it follows that G′der = Hder = i(Gder). Now we claim that
i1 : G→H , g 7→ ι(g), is an isomorphism of algebraic groups. To see this, consider
the homomorphism π : G × Z → G, (g, z) 7→ gz. Since Z ′ ⊆ ker(π), we have an
induced homomorphism π¯ : H → G, which is obviously inverse to i1 : G → H.
Thus, the claim is proved, and it follows that i is a regular embedding. 
Example 1.7.4. Let G be simple of simply-connected type and F : G → G be a
Steinberg map. Assume that Z = Z(G) is non-trivial. Let T 0 ⊆ G be a maximally
split torus and S ⊆ T 0 be a subtorus as in Example 1.5.6. Then Z ⊆ S and we
would like to perform the construction in Lemma 1.7.3 using S. For this purpose,
we need to check that S is F -stable.
To see this, let R = (X,R, Y,R∨) be the root datum ofG with respect to T 0. Let
Π = {α1, . . . , αn} be a base for R, with a labelling as in Table 1.1. Then Y = ZR∨
and {α∨1 , . . . , α∨n} is a Z-basis of Y . Now F induces a linear map ϕ : X → X which
is a p-isogeny of R. Hence, there is a permutation i 7→ i′ of {1, . . . , n} and there
are integers qi > 0 (each an integral power of p) such that
ϕtr(α∨i′ ) = qi′α
∨
i for 1 6 i 6 n.
(Note: The permutation αi 7→ αi′ is inverse to the permutation αi 7→ αi† in 1.6.1.)
Now consider the isomorphism Y ⊗Zk× → T 0, ξ⊗ν 7→ ν(ξ). Then, for each ξ ∈ k×
and ν ∈ Y , the element ξ⊗ϕtr(ν) corresponds to F (ν(ξ)). (See [Ca85, §3.2].) Thus,
in terms of the notation T 0 = {h(ξ1, . . . , ξn) | ξ1, . . . , ξn ∈ k×} in Example 1.5.6,
the action of F on T 0 is given by
F
(
h(ξ1, ξ2, . . . , ξn)
)
= h(ξ
q
1′
1′ , ξ
q
2′
2′ , . . . , ξ
qn′
n′ ) for all ξ1, . . . , ξn ∈ k×.
First note that we do not need to consider the case where F is a Steinberg map
but not a Frobenius map. For, this case only occurs in types B2, G2, F4 and, in all
three cases, we have Z = {1} (since char(k) = 2 in type B2). So let now F be a
Frobenius map. Then all qi are equal, to q say, and i 7→ i′ determines a symmetry
of the Dynkin diagram of R. If i 7→ i′ is the identity, then
F
(
h(ξ1, ξ2, . . . , ξn)
)
= h(ξq1 , ξ
q
2 , . . . , ξ
q
n) for all ξi ∈ k×.
The cases where there exists a non-trivial permutation i 7→ i′ are as follows.
An: i
′ = n+ 1− i for 1 6 i 6 n and so
F
(
h(ξ1, ξ2, . . . , ξn)
)
= h(ξqn, ξ
q
n−1, . . . , ξ
q
1) for all ξi ∈ k×.
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Dn: 1
′ = 2, 2′ = 1, i′ = i for 3 6 i 6 n and so
F
(
h(ξ1, ξ2, . . . , ξn)
)
= h(ξq2 , ξ
q
1 , ξ
q
3 , . . . , ξ
q
n) for all ξi ∈ k×.
D4: 1
′ = 2, 2′ = 4, 3′ = 3, 4′ = 1 and so
F
(
h(ξ1, ξ2, ξ3, ξ4)
)
= h(ξq2 , ξ
q
4 , ξ
q
3 , ξ
q
1) for all ξi ∈ k×.
E6: 1
′ = 6, 2′ = 2, 3′ = 5, 4′ = 4, 5′ = 3, 6′ = 1 and so
F
(
h(ξ1, ξ2, ξ3, ξ4, ξ5, ξ6)
)
= h(ξq6 , ξ
q
2 , ξ
q
5 , ξ
q
4 , ξ
q
3 , ξ
q
1) for all ξi ∈ k×.
In each case, the description in Example 1.5.6 immediately shows that S is F -stable.
Proposition 1.7.5 (Cf. [Lu84a, §14.1], [Lu88, §10], [Lu08a, 5.3]). Assume that
G is simple and let F : G → G be a Steinberg map. Then there exists a regular
embedding i : G→ G′ with the following properties.
(a) If G is of simply-connected type Dn with n even, char(k) 6= 2 and GF
is “untwisted” (i.e., the above permutation i 7→ i′ is the identity), then
dimZ(G′) = 2 and there is a surjective map G′F /i(GF )→ Z/2Z× Z/2Z.
(b) In all other cases, G′F /i(GF ) is cyclic.
Proof. We begin by noting that, if Z(G) = {1}, then we can take G′ = G
and i the identity; we have G′F = i(GF ) in this case. So, for the remainder of the
proof, we can assume that Z(G) 6= {1}.
First we deal with the case whereG is simple of simply-connected type. Let S be
the torus in Example 1.5.6. We have Z(G) ⊆ S and S is F -stable by the discussion
in Example 1.7.4. So, applying Lemma 1.7.3 with S, we obtain a regular embedding
i : G → G′. Since G = Gder, we have G′der = i(G). Then i(GF ) = i(G)F
′
= G′F
′
der
and so Proposition 1.4.12(b) implies that
G
′F /i(GF ) ∼= KF ′ where K := G′/G′der.
(We have an induced action of F ′ on K by Lemma 1.4.25.) Since G′ = i(G).S′ and
S
′ = Z(G′), the inclusion S′ →֒ G′ induces an isogeny S′ →K. Composition with
the map S → S′ from Lemma 1.7.3 yields an isogeny f : S →K such that f ◦F =
F ′ ◦ f and ker(f) = Z(G). In particular, K is a torus and dimK = dimS 6 2.
If dimK = 0, then i(GF ) = G′F . If dimK = 1, then K ∼= k× and so KF ′ is
isomorphic to a finite subgroup of k×; hence, KF
′
is cyclic in this case.
Finally, assume that dimK = 2. This case only occurs in type Dn with n even,
where G = Spin2n(k) and Z(G) = {t ∈ S | t2 = 1}. Since Z(G) 6= {1}, we have
char(k) 6= 2 and Z(G) ∼= Z/2Z× Z/2Z. If F is “untwisted”, then Remark 1.7.6(c)
below will show that G′F /i(GF ) has a factor group isomorphic to Z/2Z × Z/2Z.
This completes the proof of (a).
It remains to consider the case where F is ”twisted”, with all root exponents
equal to q. By the description in Example 1.7.4, there is an isomorphism of algebraic
groups S ∼= k× × k× such that the action of F on S corresponds to the map
(s1, s2) 7→ (sq2, sq1) on k× × k×. Consequently, SF ∼= F×q2 is cyclic. We want to
show that a similar argument works for K. To see this, let {ε1, ε2} be a Z-basis
of X(S). Then F induces the linear map ϕ : X(S)→ X(S) such that ϕ(ε1) = qε2
and ϕ(ε2) = qε1. Now consider the isogeny f : S → K mentioned above. Since it
has kernel Z(G), and since char(k) 6= 2, the correspondences in 1.1.10 show that
X(S)/f∗(X(K)) ∼= X(Z(G)) ∼= Z/2Z× Z/2Z.
Hence, we must have f∗(X(K)) = 2X(S). For i = 1, 2, let δi ∈ X(K) be such that
f∗(δi) = 2εi. Then {δ1, δ2} is a Z-basis of X(K). Let β : X(K) → X(K) be the
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linear map induced by F ′. Since f ◦F = F ′ ◦f , we also have ϕ◦f∗ = f∗ ◦β. Hence,
we must have β(δ1) = qδ2 and β(δ2) = qδ1. Then K → k××k×, t 7→ (δ1(t), δ2(t)),
is an isomorphism of algebraic groups such that the action of F ′ on K corresponds
to the map (t1, t2) 7→ (tq2, tq1) on k× × k×. Consequently, KF
′ ∼= F×q2 is also cyclic.
This settles all cases where G is simple of simply-connected type. Now let G1 be
simple and F1 : G1 → G1 be a Steinberg map. We can assume that Z(G1) 6= {1}
and that G1 is not of simply-connected type. By Example 1.5.4, there are only two
cases to consider: G1 of type An or Dn.
LetG be simple of simply-connected type such thatG,G1 have the same Cartan
type. By Proposition 1.5.9, we can find an isogeny f : G → G1 and a Steinberg
map F : G→ G such that f ◦F = F1 ◦ f . We have ker(f) ⊆ Z(G) and f(Z(G)) =
Z(G1). If G1 is not of type Dn with n even, then let S be an F -stable torus in G
with Z(G) ⊆ S and dimS 6 1, as above. Then S1 := f(S) ⊆ G1 is an F1-stable
maximal torus such that Z(G1) ⊆ S1 and dimS1 6 1. Performing the construction
in Lemma 1.7.3 on G1 using S1, we obtain a regular embedding i1 : G1 → G′1 such
that G
′F ′
1
1 /i1(G
F1
1 ) is cyclic, by the same argument as above.
It remains to consider the case where G1 is of type Dn with n even. Since we
are also in the case where Z(G1) 6= {1} and G1 is not of simply-connected type,
we must have char(k) 6= 2 and |Z(G1)| = | ker(f)| = 2. Assume first that GF11 is
untwisted. Then we can argue as follows. Recall that
ker(f) ⊆ Z(G) = {h(ξ1, ξ2, 1, ξ1ξ2, 1, ξ1ξ2, . . .) | ξ21 = ξ22 = 1}.
Let S˜ be one of the following 1-dimensional subtori of S:
{h(ξ, 1, 1, ξ, 1, ξ, . . .) | ξ ∈ k×} or {h(1, ξ, 1, ξ, 1, ξ, . . .) | ξ ∈ k×}.
Each of these is F -stable, and we can choose S˜ such that Z(G) ⊆ ker(f).S˜. But,
in this case, Z(G1) ⊆ f(S˜) and so the same construction as above, using S1 =
f(S˜), yields the desired conclusion. Finally, if GF11 is twisted, then G1
∼= SO2n(k)
(see Example 1.5.4(c)) and so a regular embedding with the desired properties is
obtained as in Example 1.7.2(c), using the corresponding conformal group. 
The following remark contains a number of useful, purely group-theoretical prop-
erties of a regular embedding.
Remark 1.7.6. Let i : G → G′ be a regular embedding. To simplify notation, we
identify G with its image in G′ and use the symbol F for both Steinberg maps;
thus, F ′ = F , G ⊆ G′ and Gder = G′der. Let Z denote the center of G and Z ′
denote the center of G′. Then it is rather straightforwad to prove the following
results (see [Leh78, §1] for details).
(a) We have Z = Z ′ ∩ G and ZF = Z ′F ∩GF . Furthermore, the inclusion
G ⊆ G′ induces isomorphisms G/Z ∼= G′/Z′ and (G/Z)F ∼= G′F /Z ′F .
(b) Let T be an F -stable maximal torus of G. Then T ′ := T .Z ′ is an F -stable
maximal torus of G′, and every F -stable maximal torus of G′ is of this
form. In this situation, we have
T = G ∩ T ′, G′F = GF .T ′F , T F = GF ∩ T ′F .
Furthermore, the inclusion T ⊆ T ′ induces an isomorphism NG(T )/T ∼=
NG′(T
′)/T ′ which is compatible with the action of F on both sides.
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(c) Let T ,T ′ be as in (b). Then there are canonical exact sequences
{1} −→ GF .Z ′F −→ G′F −→ (Z/Z◦)F
{1} −→ T F .Z ′F −→ T ′F −→ (Z/Z◦)F ,
where (Z/Z◦)F is defined in Remark 1.5.12; the map G
′F → (Z/Z◦)F is
given by sending g′ ∈ G′F to g−1F (g) where g ∈ G is such that g ∈ g′Z ′
(which exists by (a)). The map T ′F → (Z/Z◦)F is given similarly.
It follows from (c) that, if Z is connected, then G′F = GF .Z ′F .
Lemma 1.7.7 (Cf. [Lu88, p. 164]). Let G ⊆ G′ be a regular embedding (notation
as in Remark 1.7.6) and πad : G→ Gad be an adjoint quotient (see Remark 1.5.12).
Then πad has a unique extension to an abstract group homomorphism πˆad : G
′ →
Gad, and this induces a surjective homomorphism
G
′F /GF → GFad/πad(GF ).
Proof. Suppose that there exists an abstract homomorphism πˆad : G
′ → Gad
extending πad. Then πˆad(Z
′) ⊆ Z(Gad) = {1} and so Z ′ ⊆ ker(πˆad). Since
G
′ = G.Z ′, it follows that πˆad(gz
′) = π(g) for all g ∈ G and z′ ∈ Z ′. Thus, πˆad
is uniquely determined (if it exists). Conversely, it is straightforward to check that
this formula defines an abstract homomorphism G′ → Gad; note that ker(πad) =
Z = Z ′∩G (see Remark 1.7.6(a) for the last equality). Furthermore, πˆad commutes
with the action of F on both sides and we have ker(πˆad) = Z
′. Hence, since πˆad
extends πad, we obtain an induced homomorphism G
′F /GF → GFad/πad(GF ) and
all that remains to show is that πˆad(G
′F ) = GFad. This is seen as follows. Let
g ∈ GFad. Then πˆ−1ad (g) is an F -stable coset of ker(πˆad) = Z ′. Now the connected
group Z ′ acts transitively on this coset by multiplication and Proposition 1.4.9
shows that πˆ−1ad (g)
F 6= ∅. 
In order to obtain further properties of regular embeddings, it will be useful to
characterise these maps entirely in terms of root data. In particular, this will allow
us to show how regular embeddings relate to dual groups.
Lemma 1.7.8. Let G, G′ be connected reductive groups over k and f : G → G′
be an isotypy (see 1.3.21). Let T ⊆ G and T ′ ⊆ G′ be maximal tori such that
f(T ) ⊆ T ′. Let ϕ : X(T ′) → X(T ), χ′ 7→ χ ◦ f |T , be the induced homomorphism.
Then the following two conditions are equivalent.
(i) f is an isomorphism of G onto a closed subgroup of G′.
(ii) f is a central isotypy and ϕ is surjective.
Proof. First note that the assumptions imply that G′ = f(G).Z(G′) and
f(Gder) = G
′
der. LetG1 := f(G) ⊆ G′; this is a closed subgroup which is connected
and reductive (see Lemma 1.4.25); furthermore, G′der = f(Gder) = (G1)der. Let
T 1 := f(T ) ⊆ T ′; then T 1 is a maximal torus of G1 (see 1.3.10(a)) and we have
T 1 = G1 ∩ T ′. (We have G1 ∩ T ′ ⊆ CG1(T 1) = T 1 where the last equality holds
sinceG1 is connected reductive; the inclusion “⊆” is clear.) Thus, we have f = i◦f1
where f1 : G → G1 is the restricted map and i : G1 →֒ G′ is the inclusion; it is
clear that i is a central isotypy. (Note that (G1)der contains all the root subgroups
of G1; see Remark 1.3.6.) Correspondingly, we have a factorisation ϕ = ϕ1 ◦ ε
where ϕ1 : X(T 1) → X(T ) is induced by f1 and ε : X(T ′) → X(T 1) is given by
restriction. Note that ε is surjective; see 1.1.10.
Now suppose that (i) holds, that is, f1 : G→ G1 is an isomorphism of algebraic
groups. Then the composition f = i ◦ f1 will be a central isotypy. Furthermore,
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ϕ1 : X(T 1) → X(T ) is an isomorphism of abelian groups. Since ε is surjective, it
follows that ϕ = ϕ1 ◦ ε must be surjective. Thus, (ii) holds.
Conversely, assume that (ii) holds. Then ϕ1 is also surjective. So the corre-
spondences in 1.1.10 show that f1 : T → T 1 is a closed embedding. But, dimT 1 =
dim f1(T ) = dimT −dimker(f1|T ) = dimT and so f1 : T → T 1 is an isomorphism.
Then Theorem 1.3.22(b) shows that f1 : G→ G1 also is an isomorphism. 
Corollary 1.7.9. Let G, G′ be connected reductive and F : G→ G, F ′ : G′ → G′
be Steinberg maps. Let i : G → G′ be a homomorphism of algebraic groups such
that i ◦ F = F ′ ◦ i and i(T ) ⊆ T ′, where T is an F -stable maximal torus of G and
T
′ is an F ′-stable maximal torus of G′. Then i is a regular embedding if and only
if the following three conditions hold.
(1) i is a central isotoy, i.e., the induced map ϕ : X(T ′) → X(T ) is a homo-
morphism of root data;
(2) the map ϕ : X(T ′)→ X(T ) is surjective; and
(3) X(T ′)/ZR′ has no p′-torsion, where R′ are the roots relative to T ′.
Proof. Suppose that i is a regular embedding. Since i(Gder) = G
′
der, we have
G
′ = i(G).Z(G′). So the general assumptions of Lemma 1.7.8 plus condition (i) are
satisfied. Hence, the first two conditions hold; the third one holds because Z(G′)
is connected (see Lemma 1.5.20). Conversely, if the above three conditions are
satisfied, then Z(G′) is connected and Lemma 1.7.8 shows that i is an isomorphism
of G onto a closed subgroup of G′. Since i is central, we have G′ = i(G).Z(G′)
which implies that G′der = i(Gder). Hence, i is a regular embedding. 
1.7.10. Assume that (G, F ) and (G∗, F ∗) are in duality (see Definition 1.5.17),
with respect to maximally split tori T 0 ⊆ G and T ∗0 ⊆ G∗. Furthermore, assume
that (G′, F ′) and (G′∗, F ′∗) are in duality, with respect to maximally split tori
T
′
0 ⊆ G′ and T ′∗0 ⊆ G′∗. Let f : G → G′ be a central isotypy such that f ◦
F = F ′ ◦ f and f(T 0) ⊆ T ′0. Thus, the induced map ϕ : X(T ′0) → X(T 0) is a
homomorphism of root data as in 1.2.2. But then the transpose map ϕtr : Y (T 0)→
Y (T ′0) defines a homomorphism of the dual root data. Using the isomorphisms
δtr : Y (T 0)→ X(T ∗0) and δ′tr : Y (T ′0)→ X(T ′∗0 ) from Definition 1.5.17, we obtain
a map ϕˆ : X(T ∗0) → X(T ′∗0 ) which is a homomorphism between the root data of
G
′∗ and G∗. Hence, by Theorem 1.3.22 (extended isogeny theorem), there exists a
central isotypy f∗ : G′∗ → G∗ which maps T ′∗0 into T ∗0 and induces ϕˆ. Arguing as
in Lemma 1.4.23, one shows that f∗ can be chosen such that f∗ ◦ F ′∗ = F ∗ ◦ f∗.
In this situation, we say that the two central isotypies
f : G→ G′ and f∗ : G′∗ → G∗ correspond to each other by duality.
(This relation is symmetric.) With this notation, we can now state:
Lemma 1.7.11. Let f : G → G′ and f∗ : G′∗ → G∗ correspond to each other
by duality, as above. Assume that f : G → G′ is an isomorphism with a closed
subgroup of G′. Then the following hold.
(a) f∗ : G′∗ → G∗ is surjective and ker(f∗) is a central torus.
(b) G′/f(G) is a torus and the pairs (ker(f∗), F ′∗), (G′/f(G), F¯ ′) are in du-
ality, where F¯ ′ : G′/f(G)→ G′/f(G) is induced by F ′.
(c) The restricted map f∗ : (G′∗)F
′∗ → (G∗)F∗ is surjective.
Proof. (a) We follow [Bo06, 2.5]. Let T 0,T
′
0,T
∗
0,T
′∗
0 be as in 1.7.10. By
restriction, f yields a closed embedding f : T 0 → T ′0; let ϕ : X(T ′0) → X(T 0)
be the induced map. Then 1.1.10(a) implies that ϕ is surjective and ker(ϕ) ∼=
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X(T ′0/f(T 0)) is torsion-free. Hence, taking transpose maps and using the isomor-
phisms δ : X(T 0) → Y (T ∗0) and δ′ : X(T ′0) → Y (T ′∗0 ) from Definition 1.5.17, we
obtain an exact sequence
{0} −→ X(T ∗0)
ψ−→ X(T ′∗0 ) −→ Hom(ker(ϕ),Z) −→ {0},
where ψ is induced by f∗ : T ′∗0 → T ∗0 and we have ψtr◦δ′ = δ◦ϕ. Now, by 1.1.10(b),
we deduce that f∗ : T ′∗0 → T ∗0 is surjective and that
X(ker(f∗)) ∼= X(T ′∗0 )/ψ(X(T ∗0)) ∼= Hom(ker(ϕ),Z) ∼= Hom(X(T ′0/f(T 0)),Z).
Hence, X(ker(f∗) is torsion-free and so ker(f∗) must be a torus. Since G∗ =
f∗(G′∗).T ∗0 and f
∗(T ′∗0 ) = T
∗
0, we also have f
∗(G′∗) = G∗.
(b) We follow [Bo06, 2.6]. First note that the inclusion T ′0 ⊆ G′ induces an
isomorphism of algebraic groups T ′0/f(T 0) → G′/f(G); in particular, G′/f(G)
is a torus. Furthermore, from the above proof of (a), we deduce that there is
an isomorphism X(ker(f∗)) → Y (T ′0/f(T 0)), and one easily checks that this is
compatible with the actions of F ′ and F ′∗.
(c) Since ker(f∗) is connected, this follows from Proposition 1.4.12(b). 
Corollary 1.7.12. Let i : G→ G′ be a regular embedding and i∗ : G′∗ → G∗ be a
corresponding dual homomorphism, as in 1.7.10. Then there is an induced (non-
canonical) isomorphism ker(i∗)F
∗ ∼→ Irr(G′F /i(GF )), z 7→ θz. (This isomorphism
depends on the same choices as in Remark 1.5.19.)
Proof. As in the proof of Lemma 1.7.11, the inclusion T ′0 ⊆ G′ induces an
isomorphism T ′0/i(T 0) → G′/i(G). Since i(T 0) and i(G) are connected, we have
an induced isomorphism T ′F0 /i(T
F
0 )
∼= G′F /i(GF ) and, hence, an isomorphism
Irr(T ′F0 /i(T
F
0 ))
∼= Irr(G′F /i(GF )). By Lemma 1.7.11, ker(i∗) and G′/i(G) are tori
in duality, so it remains to use the isomorphism in Corollary 1.5.19. 
The above results will play a certain role in the study of “Lusztig series” of
characters of finite groups of Lie type; see a later section. The following result
is cited in [Lu84a, 8.8], [Lu88, 8.1], [Lu92b, 0.1] in relation to certain reduction
arguments; it appears in the unpublished manuscript [As].
Lemma 1.7.13 (Asai [As, §2.3]). Let G be connected reductive and F : G → G a
Steinberg map. Then there exists a connected reductive group G˜, a Steinberg map
F˜ : G˜→ G˜ and a homomorphism of algebraic groups f : G˜→ G, such that:
(a) G˜der is semisimple of simply-connected type,
(b) f is surjective and F ◦ f = F˜ ◦ f ,
(c) ker(f) is a central torus of G˜.
In particular, f induces a surjective homomorphism of finite groups G˜
F˜ → GF .
Furthermore, if G has a connected center, then G˜ has a connected center, too.
Proof. Asai [As] shows this by explicitly constructing the appropriate root
datum for G˜ and then using Theorem 1.3.22 (extended isogeny theorem). Here is
a more direct argument. Let πsc : (Gder)sc → Gder be a simply-connected covering
of the derived group of G, as in Remark 1.5.13. Assume first that πsc is bijective.
Let Z be the center of G. We have an isogeny
f1 : (Gder)sc ×Z◦ → G, (g, z) 7→ πsc(g)z.
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Let G˜ := ((Gder)sc × Z◦)/ ker(f1). Then f1 induces a bijective morphism of alge-
braic groups f : G˜→ G and one easily verifies that (a), (b), (c) hold. Furthermore,
since f is bijective, the center of G˜ is connected if and only if Z is connected.
Now consider the general case, where πsc may not be bijective. By Lemma 1.7.3,
there exists a regular embedding i : G∗ →H. By duality, we obtain a homomorph-
ism of algebraic groups i∗ : H∗ → G; note that, as remarked in Definition 1.5.17,
we can identify (G∗)∗ with G. By Lemma 1.7.11, i∗ is surjective and ker(i∗) is a
central torus of H∗; furthermore, by Lemma 1.5.20, the simply-connected covering
(H∗der)sc → H∗der is bijective. By the previous argument, there exists a bijective
homomorphism of algebraic groups f1 : G˜→H∗ such that (a), (b), (c) hold. Then
(a), (b), (c) hold for the composition f = i∗ ◦ f1 : G˜ → G. Finally, assume that
Z is connected. Now the derived subgroup of H is isomorphic to that of G∗.
Hence, Lemma 1.5.20 implies that the center of H∗ is connected as well. Since f1
is bijective, it follows that G˜ also has a connected center. 
Example 1.7.14. Assume that G is semisimple and let i : G → G′ be a regular
embedding. Applying Lemma 1.7.13 toG′, we obtain a homomorphism of algebraic
groups f : G˜
′ → G′ satisfying the above three conditions. Furthermore, sinceZ(G′)
is connected, we have that Z(G˜
′
) is connected, too. Now f(G˜
′
der) = Gder = G and
so, by restriction, we obtain an isogeny f˜ : G˜
′
der → G which is a simply-connected
covering of G. We have a commutative diagram:
G
i−→ G′
↑ ↑
G˜
′
der →֒ G˜
′
In this sense, a simply-connected covering of G can always be chosen to be compat-
ible with the given regular embedding i : G→ G′. (This remark appears in [Lu88,
8.1(d)]; it will be relevant in the discussion of Lusztig series in a later section.)
The following result was first stated (for K of characteristic 0) by Lusztig [Lu88,
Prop. 10], together with a reduction argument which reduces the proof to the case
where G is simple of simply-connected type. As far as such groups are concerned,
one can use Proposition 1.7.5, which shows that type Dn with n even is the most
complicated case to deal with. A full proof for this case appeared only much later,
first in [CE04, Chap. 16], and then in [Lu08a, §5].
Theorem 1.7.15 (Multiplicity-Freeness Theorem). Let i : G → G′ be a regular
embedding and K be any algebraically closed field. Then the restriction of every
simple KG′F
′
-module to GF (via i) is multiplicity-free.
Proof. We can only sketch the general strategy here, and highlight where the
principal difficulty of the proof lies. First we note that the reduction argument
described in the proof of [Lu88, Prop. 10] works for simple modules over any alge-
braically closed field K, not just for char(K) = 0. (Some adjustments of a different
kind are required, since Lusztig considers Frobenius maps, not Steinberg maps in
general.) Hence, it suffices to prove the theorem in the case where G is simple
of simply-connected type. Furthermore, the reduction argument shows that it is
sufficient to consider only one particular regular embedding i : G → G′, namely,
one satisfying the conditions in Proposition 1.7.5. So let us now assume that these
conditions are satisfied.
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If G′F /i(GF ) is cyclic, then a standard result on representations of finite groups
shows that the desired assertion holds; see, e.g., [Fei82, Theorem III.2.14]. (This
uses that K is algebraically closed, but works without any assumption on char(K).)
It remains to consider the case where G is of type Dn with n even, char(k) 6= 2
and F is “untwisted”. Let us identify G with i(G) and use the notational conven-
tions in Remark 1.7.6. Writing G = GF , G′ = G′F , H := G.Z ′F , we have
H E G′ and G′/H ∼= (Z/Z◦)F = Z ∼= Z/2Z× Z/2Z.
Let V be a simple KG′-module and denote by VH its restriction to H . Since
H = G.Z ′F and Z ′F is contained in the center of G′, it is sufficient to show that
VH is multiplicity-free. (To see this, one only needs to show that non-isomorphic
simple H-submodules of VH remain simple and non-isomorphic upon restriction to
G. And this easily follows, for example, by the argument in [Ge93a, p. 265].) Now, if
char(K) = 2, then VH is multiplicity-free by some general results on representations
of finite groups; see, e.g., [KlTi09, Lemma 3.14]. If char(K) = char(k) = p, then
VH is even simple by [BrLu12, Lemma 3.4].
So, finally, assume that char(K) 6= char(k) and char(K) 6= 2. In particular,
char(K) is either 0 or a prime not dividing the index of H in G′. By Clifford’s
Theorem (see [HuBl82, Theorem VII.9.18]), VH is semisimple and there are two
possibilities: either VH is multiplicity-free (with 1, 2 or 4 irreducible constituents)
or the direct sum of 2 copies of a simple KH-module. In the case where char(K) = 0,
it is shown by an elaborate counting argument (first published in [CE04]; see also
[Lu08a]) that the second type does not occur. This argument involves:
• knowledge of the action (by tensor product) of the four 1-dimensional rep-
resentations of G′/H on the simple KG′-modules;
• counting conjugucay classes and simple modules for Spin2n(q). (As noted
in [Lu88, §13], this is “very long and unpleasant”.)
Finally, it is shown in [Ge93a, §3], using the results on basic sets of Brauer char-
acters in [GeHi91], that Lusztig’s argument can be adapted to work as well when
char(K) > 0 (but still char(K) 6= char(k) and char(K) 6= 2). 
It would be highly desirable to find a more conceptual proof of this result which
does not rely on a case-by-case analysis and the counting arguments for Spin2n(q).
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