ABSTRACT Extending Nacozy's idea of manifold correction by using the concept of the integral invariant relation, we propose a new approach to numerically integrate quasi-Keplerian orbits. The method integrates the time evolution of the Kepler energy and the usual equation of motion simultaneously. Then it directly adjusts the integrated position and velocity by a spatial scale transformation in order to satisfy the Kepler energy relation rigorously at every integration step. The scale factor is determined by solving an associated cubic equation precisely with the help of Newton's method. In treating multiple bodies, the Kepler energies are integrated for each body and the scale factors are adjusted separately. The implementation of the new method is simple, the added cost of computation is low, and its applicability is wide. Numerical experiments show that the scaling reduces the integration error drastically. In the case of pure Keplerian orbits, the truncation error grows linearly with respect to time, and the round-off error grows more slowly than that. When perturbations exist, a component that grows with the second or a higher power of time appears in the truncation error, but its magnitude is reduced significantly as compared with the case without scaling. The rate of decrease varies roughly as the 5/4 to 5/2 power of the strength of the perturbing acceleration, where the power index depends on the type of perturbation. The method seems to suppress the accumulation of roundoff errors in the perturbed cases, although the details remain to be investigated. The new approach provides a fast and high-precision device with which to simulate the orbital motions of major and minor planets, natural and artificial satellites, comets, and space vehicles at a negligible increase in computational cost.
INTRODUCTION
Numerical integration has been the major tool for investigating complicated problems in celestial mechanics and dynamical astronomy. Thus, it is indispensable to know the accuracy of one's integrations in order to obtain reliable results. However, this is a difficult task. Aside from the direct methods of comparison, some of which we discuss below in x 3.1, a common tactic is to monitor the variation of the integrals of motion, such as the total energy or the total angular momentum.
Unfortunately, this has two main drawbacks. One is that the approach is useless in dissipative and other nonconservative systems, since no integrals of motion are available in these cases. Also, it is usually difficult 1 to find the integrals of motion in the restricted problems. The other drawback is that the constancy of the integrals of motion is merely a necessary condition for a correct integration. In fact, there are many cases in which the integrated position and velocity are erroneous while yielding the correct value of the total energy or other conserved quantities (see the discussion by Huang & Innanen 1983 ; see also example [4.4] of Hairer, Lubich, & Wanner 1999) . A typical quantity easily conserved by numerical integrations is the direction of the total angular momentum vector. 2 In order to overcome these demerits, Szebehely & Bettis (1971) considered checking an integral invariant relation, namely, following the time development of some analytical function (or functions) of position and velocity and comparing its integrated value with the value evaluated from the integrated position and velocity. They suggested using the first time derivative of the total moment of inertia, _ I I, as such a function in the case of a gravitational N-body system. For a subsystem of '' binaries,'' a natural choice is the Kepler energy. It is the total specific energy in the case of pure Keplerian orbits and, therefore, is a conserved quantity in that case. Of course, it is no longer a constant of the motion when perturbations exist. Yet, its time evolution is easily integrated. Recently, by extending the idea in a more general form, Mikkola & Innanen (2002) adopted the individual Hamiltonians H j as such functions to be integrated simultaneously and succeeded in establishing an effective way to monitor the accuracy of N-body symplectic integrations.
If this viewpoint is reversed, the monitoring of errors naturally leads to the correction of errors. A popular example of such corrections is the so-called stabilization of orbits (Baumgarte 1972) . The basic idea is to add an artificial term in the equation of motion that enforces a reduction of the observed difference in the integral invariant relations. Usually some kind of energy is selected as the function to be monitored, such as the Kepler energy in the original work of Baumgarte (1972) . In this case, the technique is referred to as energy stabilization. Note that this stabilization is implicitly used in the well-known Kustaanheimo-Stiefel (K-S) regularization, where the Kepler energy in the K-S equation of motion is replaced not by the value evaluated as a function of K-S variables but by the value integrated separately (Stiefel & Scheifele 1971) . In any event, this type of stabilization technique has been widely used in N-body simulations (Aarseth 1985) .
Another approach is the manifold correction of Nacozy (1971) . When the integral relations are not satisfied by the integrated variables, this method modifies the latter so that the relations are satisfied. The modification is usually done by adding a linear correction vector computed from the gradient vectors of the integrals. By choosing the total energy as the integral to be satisfied, Nacozy integrated the motion of a 25-body system and obtained a significant gain in precision. Since this technique is equivalent to correcting the integrated variable back onto the correct manifold of constant energy, it is termed the manifold correction (Murison 1989) or the projection method (Hairer et al. 1999) .
About two decades later, Murison (1989) applied the manifold correction to the restricted three-body problem and obtained a dramatic increase in the precision of the numerical integration. Of course, he combined it with other factors such as use of the extrapolation method and the introduction of K-S regularization. However, his Table 1 shows clearly that the manifold correction is the main cause of the improvement that was achieved. Note that this approach requires only a small amount of additional computation, as he demonstrated. Unfortunately, the applicability of the method is limited because '' its implementation depends on the existence of at least one integral of the motion '' (Murison 1989) .
On the other hand, Hairer et al. (1999) reported that the projection method, enforcing the constancy of both the total energy and the total angular momentum, does not work in a five-body integration of the Sun and four outer planets (see their example [4.4] and Fig. 4.4) . This illustrates that the conservation of constants of the motion does not always imply the correctness of the integration.
To resolve these difficulties, we borrow the idea of the integral invariant relation. Specifically, we conduct the manifold correction such that the Kepler energy, as the integral invariant, is to be maintained throughout the integration.
Before going into details, let us show an example indicating the effectiveness of the new approach. Figure 1 compares the results of an existing and the new approach to numerical integrations. Plotted are the relative position errors of Mercury in a simultaneous integration of the Sun and nine major planets for a few hundred thousand years. The error of the new method is drastically smaller than that of the existing one.
In this paper, we report that the new method significantly improves the quality of orbit integrations, as demonstrated in Figure 1 , with a negligible cost of additional computation. In the following, x 2 describes the new method in detail, x 3 illustrates numerical examples, and x 4 concludes with some future prospects.
METHOD
In this section, we describe the new method and discuss some of its features. First, we define the Kepler energy in x 2.1. Next we present our idea to modify the integrated variables, the spatial scale transformation, in x 2.2. A method to solve for the scale factor is also detailed. In x 2.3, we examine the mechanism by which the new method, which we hereafter call the scaling method, reduces the integration error. As a by-product of the considerations in x 2.3, we extend the scaling method to the case of multiple bodies in x 2.4. Then we show how the scaling method can be adapted to a change of coordinate systems in x 2.5. In x 2.6, we estimate the computational labor and time required in implementing the scaling method. Further, we discuss various aspects of the applicability of the scaling method in x 2.7. Finally, we compare the current method with Nacozy's approach in x 2.8.
Kepler Energy
Let us begin with a perturbed one-body problem. The usual equation of motion is written as
where x is the position, v is the velocity, l GM is the gravitational constant, r |x| is the radius vector, and a is the perturbing acceleration. Now we introduce a quantity K defined as
where
We call K the Kepler energy, T the kinetic energy, and U the Keplerian potential energy. Note that K is the total specific energy for pure Keplerian orbits and, therefore, is a constant of the motion in that case. Under the perturbation, K is no longer a constant. Its time evolution is governed by the equation
Usually the variation of K is small compared with the value of K itself. As we have experienced in the generalization of Encke's method (Fukushima 1996) , it is wise to integrate while the existing one is denoted '' Unscaled.'' The integrator used was the 10th-order implicit Adams method in PECE mode, and the step size was fixed at 0.689 days, 1/128 of Mercury's nominal orbital period. The initial conditions were those at J2000.0 in JPL's latest planetary ephemeris, DE405, and the starting tables were prepared via the extrapolation method using the same step size with a tiny relative error tolerance, 10 À14 . The error of the unscaled integration increases in proportion to the square of time, while that of the scaled one seems to grow linearly over this period.
not K but its difference from the initial value, DK K À K 0 :
where K 0 is the initial value of the Kepler energy. This change of integrated variable significantly reduces the accumulation of round-off errors. In general, the integrated K, or the sum of K 0 and the integrated DK if speaking more specifically, is not the same as K analytically evaluated from the integrated x and v by using equation (2). In this case, there are three possibilities in principle: (1) the integrated K is correct and the integrated x and v are erroneous, (2) the integrated K is incorrect and the integrated x and v are valid, and (3) the integrated K, x, and v are all wrong. Here we take the first standpoint and modify the integrated x and v such that the two K's are the same. The reason we choose this option will be explained in x 2.3.
Scale Transformation
Consider how to modify the position and velocity by using the difference in the Kepler energy. Since the additional information provides 1 degree of freedom, we may correct x and v using a one-parameter transformation at most. As such, we adopt a spatial scale transformation:
ðx; vÞ ! ðsx; svÞ :
The unknown, s, called the scale factor, is determined such that the integrated K and the evaluated K coincide. Note that the kinetic and Keplerian potential energies are transformed as a result of the above scale transformation as ðT; UÞ ! ðs 2 T; U=sÞ :
Then the condition of coincidence is written as
where K refers to the integrated value, while T and U are those evaluated from the integrated x and v before the scaling. This condition can easily be rewritten as
We call this the equation of Kepler energy consistency. This is a simple cubic equation. We solve it numerically via Newton's method: 3 s ! f Ã ðsÞ sf 0 ðsÞ À f ðsÞ
with a starting value
which is actually the first iteration of the method started from a natural guess, s 0 = 1. It can easily be shown that Newton's method with this starting point definitely converges (see the Appendix for details). Experience has shown us that the method converges rapidly, and usually no iterations are required, since the above starter is so precise.
A Circular Orbit Integrated by Euler's Method
Let us see how this scaling method works in the simplest case, a circular orbit integrated by the Euler method. The Euler method, namely, the first-order explicit Adams method, is written for a Keplerian orbit as
where h is the step size of the integration and 2 n l/r 3 n . For simplicity, we choose a system of units such that l = 1 throughout this subsection.
Consider integrating a circular orbit of unit radius on the x-y plane. We assume that the initial solution is given exactly as
where we used the fact that 0 = 1. Then the solution at the first step is integrated by Euler's method as
where H h 0 = h is the phase advance per step. Note that the radius vector at the first step is a little larger than its initial radius,
Also, the magnitude of the velocity at the first step is larger than the initial value by the same factor 4 as the radius vector:
The integrated Kepler energy is unchanged because there is no perturbation, and therefore it is an integration constant. Thus it retains its initial value,
On the other hand, the Kepler energy analytically evaluated by using the integrated position and velocity becomes at the first step
Obviously this is different from the integrated K, which represents an integration error in some sense. Now the scale transformation is to improve the position and velocity at the first step as x
By rigorously solving the equation of Kepler energy consistency,
we determine 5 the scale factor to be
Then the corrected solution becomes x
When compared with the exact solution,
the unscaled position (x 1 , y 1 ) steps outside the unit circle, the solution curve, while the scaled solution (x 0 1 , y 0 1 ) remains on it. The same is true for the velocity component.
On the other hand, the orbital longitude is calculated as
Note that this quantity is unchanged by the scaling. Repeating the above procedure N times, we reach the conclusion that the radius and the magnitude of the velocity remain the same as their initial values, while the orbital longitude is smaller than the true angle by an amount that is linearly proportional to time,
where we have replaced Nh with t. Of course, it is still questionable whether the properties of the scaled integration observed in the above hold in noncircular cases or for other integrators. Also, the effect of perturbations is unclear. These issues will be addressed with numerical experiments in the next section. In any event, it is expected that the scaled integration will reduce the amount of integration error, especially in the radial sense.
Multiple Bodies
In the above simple analysis, we observed that the value of s that is determined depends on the magnitude of phase advance per step. In treating multiple bodies, it is usual to adopt a common step size for all bodies. In this case, the amount of phase advance per step differs from body to body. Thus, we deal with each celestial body separately. Namely, we integrate the time evolution of the Kepler energies for all bodies and adjust the scale factors one by one.
In other words, for each body ( j = 1, 2, . . . ), we first simultaneously integrate the equations
then we determine the scale factors s j separately by solving the associated cubic equations,
and, third, we adjust the integrated positions and velocities using the scale transformation at each integration step:
Here
Change of Coordinate System
Sometimes, one faces the need to change the coordinate system to which the orbital motion is referred. This happens when a perturbation by a third body becomes so strong that it is more reasonable to change the coordinate origin from the primary to the third body, as we experience in close encounters of comets or asteroids with major planets or flyby orbits of space vehicles.
Fortunately, the scaling method is easily adapted to such a change of coordinates. Assume that the introduction of a coordinate transformation, ðx; vÞ ! ðx x;ṽ vÞ ; ð29Þ
induces a new equation of motion as
where the quantities with tildes are the new ones. Then the equation for the time evolution of the new Kepler energy becomes
with the new initial condition DK K = 0. The initial value of the new Kepler energy,K K 0 , is simply reevaluated from the new Kepler energy relation as
Thus, there is no practical difficulty in a change of coordinate system, even if frequent.
Computational Cost
Let us estimate the increase in computational time due to the introduction of the scaling method. First, we note that the computational time to evaluate the right-hand side of the differential equations increases little. This is because the additional evaluation is of the form of an inner product of two vectors, v x a, and both the velocity and the perturbing acceleration have already been evaluated in the right-hand side of the equation of motion.
Second, the relative increase in the number of components in the differential equations amounts to 1 6 . This sounds like a significant increase, but almost all the computational time used for integration is spent evaluating the right-hand side of the differential equations, which, as we saw above, does not increase much. Therefore, the effect of this portion of the increase is subtle.
Third, the analytical computation of the Kepler energy from the integrated position and velocity seems to require some additional time, especially in taking the square root of the squared position, r = ffiffiffiffiffi x 2 p . However, we note that the evaluated square root is used again in the next step to evaluate the Keplerian acceleration, (Àl/r 3 )x. This is true even after the scaling, (x, v) ! (sx, sv), because the scaled radius vector is obtained simply by multiplying the scale factor as r ! sr. Therefore, the actual increase is only that incurred in the evaluation of v 2 , which is negligible.
Finally, one may expect an increase in computational time due to our policy of determining the scale factor without approximation. However, note that the Newton's method iteration converges quadratically (see eq.
[A20] in x A.5). This means that no more iterations are required in double-precision arithmetic when the relative inequality of the Kepler energy becomes less than 10 À8 . This condition is almost always satisfied before the iteration begins, since we usually adopt a sufficiently high order integrator and/or a sufficiently small step size in practical integrations. Even if it is not satisfied, the Newton corrector (eq. [9]) is rapidly evaluated, for it is expressed in the form of a simple rational function. Therefore, this part costs little. In conclusion, we see no actual increase in computational time under the new method.
Applicability
Consider various factors in the applicability of the scaling method to orbit integrations. First, the line of logic developed in the previous subsections has no relation to the details of the perturbing acceleration. Therefore, it is to be expected that the method will be applicable to any kind of perturbation. Namely, the method should work (1) whether the problem is restricted or not, that is, whether the perturbation explicitly depends on time; (2) whether the perturbation depends on not only the position but also the velocity, such as one faces in post-Newtonian mechanics; (3) whether the perturbing acceleration is derived from a potential as usual or not; (4) whether the perturbation is dissipative, such as air drag, or not; and (5) whether the perturbing force is continuous or not, 6 as in the shadow effect of radiation pressure.
Second, it is easy to see that the method is universal because it assumes nothing about the type of unperturbed orbit-whether elliptical, parabolic, or hyperbolic. Third, the formulation described so far does not depend on the coordinate system adopted. In other words, it will work both in an inertial frame and in a rotating or other noninertial frame. Also, the effectiveness of the new approach will remain unchanged by any choice of coordinate origin, such as barycentric, heliocentric, or Jacobi coordinates, so long as the resulting problem is properly posed as quasi-Keplerian. In fact, this method is easily adapted to changes of coordinate system, as shown in x 2.5.
Fourth, the new method is expected to work for any number of bodies as long as their orbital motions are regarded as quasi-Keplerian. Fifth, the current formulation is independent of the integrator used so long as it is designed for general firstorder ordinary differential equations (ODEs), as in dy/dt = f (y, t), since not only the position but also the velocity is needed at every integration step. In other words, it is applicable to both (1) the one-step methods, such as the Runge-Kutta family, as well as the extrapolation methods, and (2) the linear multistep methods, such as the Adams methods.
It is also expected that the method should not depend on any parameters specific to these integrators, such as (1) the order; (2) the magnitude of the step size, as long as the integrator itself remains stable; (3) the implicitness, namely, whether the integrator is explicit or implicit or whether an implicit formula is approximated by a finite iteration not achieving perfect implicitness (4) the method of extrapolation or the number of extrapolation stages for the extrapolation methods; and (5) the variability of these parameters of integration, say, the order, the number of extrapolation stages, or the step size.
Among the latter, the method is expected to work under a policy of changing the integration order body-by-body, as is usually done when integrating multiple bodies that span a wide range of orbital periods, such as the Sun and nine major planets. It would also remain effective even for integrators that exploit variable step sizes, as are used in integrating highly eccentric orbits such as those of comets and some peculiar asteroids.
Unfortunately, the new approach is not compatible with integrators designed for special second-order ODEs of the form d 2 x/dt 2 = f(x, t). Examples are the Stö rmer-Cowell methods, the extrapolation method based on the modified midpoint rule, and the symmetric linear multistep methods of Lambert & Watson (1976) and Quinlan & Tremaine (1990) .
One may imagine that this approach could be realized in a symplectic integrator, such as the symplectic Euler method. This is not easy, since the time evolution of the Kepler energy must be integrated by one of the integrators for first-order ODEs. Of course, this difficulty would be resolved by introducing a conjugate variable to be paired with the Kepler energy (Mikkola & Innanen 2002 ). However, we should admit that the total symplecticity would be violated in general, because the scale transformation is not symplectic.
On the other hand, the symmetric linear multistep methods seem to be applicable to the new method as long as they are capable with general first-order ODEs. Since only a few formulae of this kind are known (Evans & Tremaine 1999 ), we will leave this issue as future work to be tackled.
Finally, we must speak of the limitations of the new approach. Since the scaling method is based on the assumption that the orbits integrated remain close to Keplerian, the effectiveness of the method will decrease if the strength of the perturbation increases. In particular, the method would be useless for general N-body problems in which the departure from Keplerian motions is large. In any event, all these speculations must be checked with numerical experiments.
Relation to Nacozy's Approach
Let us clarify the relation between the scaling method and Nacozy's (1971) original method of manifold correction. There is a substantial difference in the nature of the quantity to be monitored: it is a constant of the motion in Nacozy's approach, such as the total energy, while it is the Kepler energy-a function of time-in the new method. As for the availability of such quantities, the former are much more limited than the latter. Aside from round-off error a constant of the motion is error-free in its evaluation, while the Kepler energy suffers a sort of truncation error during its integration. Thus, we anticipate that the applicability of the scaling method is wider than that of the original manifold correction, at the cost of a possible degradation in precision.
As for the manner of correction, the two methods are more similar than it might seem from the difference in outlook. In Nacozy's case, the correction of the integrated x and v is determined by the steepest-descent method, in terms of minimization theory. That is, the correction vectors are set to be in proportion to the gradient vectors. If the base integral relation is the Kepler energy consistency, as in the scaling method, this becomes
Apart from the coefficients of proportionality, this method of correction is nothing other than the scaling transformation. In other words, the scaling method can be regarded as a variation of manifold correction in which the proportionality coefficient to be multiplied with the gradient vector is a diagonal matrix with time-varying components.
NUMERICAL EXPERIMENTS
Let us show the results of some numerical experiments on the scaled integration. In x 3.1, we specifically define the error of numerical integration, which will be used in the following subsections. Then in x 3.2 we present the case of pure Keplerian orbits. Next, in xx 3.3 through 3.9, we will show that the observed properties of the scaled integration are independent of various factors: the eccentricity in x 3.3; the type of perturbation in x 3.4; the type of unperturbed orbit in x 3.5; the method of integration in x 3.6, as well as some parameters of the integration method, such as the order, in x 3.7; the number of extrapolation stages in x 3.8; and the variability of step size in x 3.9. Also, the body dependence of the scaled integrations is illustrated in x 3.10. The limitations of the scaling method are described in x 3.11 by discussing a strong-perturbation case. As an extension, we demonstrate the relation between the integration errors and the perturbation strength in x 3.12. Summarizing these experiments, we present two typical results in xx 3.13 and 3.14: the features in cases where the dominant source of integration error is truncation or round-off, respectively. Finally, we report that the scaling enhances the stability of the integrators in x 3.15.
Error Estimation
First of all, we discuss how to measure the error of numerical integrations whose exact solutions are unknown. This is important because, as we will show later, the scaling method achieves such a significant reduction of integration error that it is difficult to confirm in the usual way, 7 by comparison with results obtained by standard integrators.
Of course, the local precision of an integration is easy to monitor, say, by comparing the explicit and implicit formulae in the linear multistep methods, by measuring a specially designed quantity in the Runge-Kutta-Fehlberg methods, or by watching the manner of convergence in the extrapolation methods. Rather more problematic is to estimate the global accuracy.
One way is to (1) do a forward integration for some amount of time, (2) do a backward one starting from the arrived-at solution for the same amount of time, and (3) compare the final state of the backward integration with the initial conditions. However, we did not adopt this approach, for a few reasons. First, it is not applicable to dissipative or similar problems, in which a backward integration is physically meaningless. Second, it is useless for the timereversible integrators, such as the symplectic integrators and the symmetric linear multistep methods, although we do not test them in this paper. Finally, it is quite timeconsuming if one wants to monitor the variation of the errors as a function of integration time.
Another remedy is to conduct two different integrations and take the difference. Typically the two integrations are designed to be different in (1) step size, 8 (2) some other parameter of integration such as the order, the mode, the number of extrapolation stages, or the error tolerance, (3) the type of integration, (4) the arithmetic precision, or (5) a combination of these factors.
Throughout this paper, we adopt the first case listed in the previous paragraph. More specifically, we perform two integrations simultaneously-one integration by a certain integrator with a certain step size, which we call the target integration, and another by the same integrator with half the step size, which we call the reference integration. When dealing with the variable step sizes, we change the step size of the reference integration so as to keep the ratio of step sizes at 2. Then we define the error as the difference between the target and the reference integrations at the same times.
By comparison with results from integrations of the reference solutions via the extrapolation method with a tiny error tolerance in quadruple-precision arithmetic, 9 we confirmed that this error estimate is accurate in doubleprecision arithmetic for various kinds of problems.
Pure Keplerian Orbits
Let us begin with the simplest case: numerical integration of a pure Keplerian orbit. When using an ordinary integrator, the integration errors of a Keplerian orbit grow as plotted in Figure 2 . This is the result of numerically integrating a Keplerian orbit with e = 0.05 and I = 23 using the 10th-order implicit Adams method in PECE (predict, evaluate, correct, evaluate) mode with a step size of 1/128 of the orbital period. In the figure, we show three components of the error in the position Dx, namely, that in the radius vector, Dx r ; that in orbital longitude, Dx ; and that in orbital latitude, Dx . They were evaluated as
7 Diamond is cut by diamond. 8 The ratio of the step sizes is usually chosen as a fixed integer to make the comparison easy. The typical ratio is 2.
9 Typically, the reference integration was done by using around 20 extrapolation stages and an error tolerance of 10 À33 .
Here the three orthonormal base vectors are defined as
is the specific orbital angular momentum vector. Note that both the longitude and radius components grow in proportion to the square of time, while the latitude component does so in proportion to the square root of time. It is well known that the largest is the longitude component.
On the other hand, the manner of error growth is different in the scaled integration (Fig. 3) . This time, all three components grow linearly with respect to time. As for the magnitude, the longitude and radius components are comparable, while the latitude one is smaller than the others.
In order to examine the reason for the linear error growth, we prepared Figure 4 , showing the errors in the Keplerian elements for the scaled integration. Here the integrated problem is a pure Keplerian orbit with e = 0.05 and I = 23
, and the integration time was 2 20 % 10 6 periods. For the integrator, we used the 12th-order implicit Adams method in PECE mode, whose starting values were prepared by the extrapolation method. The step size was chosen as 1/128 of the orbital period. It is clear that the errors in all the elements except the semimajor axis increase linearly with respect to time. Therefore, the longitude error is not generally the largest error component in the scaled integration.
On the other hand, the error in the semimajor axis, a, remains on the order of the machine epsilon. This situation is achieved by virtue of the fact that the Kepler energy is a constant of the motion in this case. Note that a seems to follow a random distribution of zero mean value. Then, applying the logic developed by Brouwer (1937) , we would expect that its secular effect on the orbital longitude will grow in proportion to the square root of time.
Unfortunately, it is difficult to confirm this conjecture directly, since any component growing as the 1 2 power of time would be embedded in a linearly growing component, which is the result of the secular effect of truncation error in the phase advance per step, as we observed in x 2.3, or other factors such as the errors in preparing the starting tables from the given initial conditions.
In any event, the effects of round-off are reduced to some degree by the scaling, as we now prove. Assume that the accumulation of round-off errors in the longitude grows in the usual manner: following the 3/2 power of time, as Brouwer (1937) predicted. Then the estimated magnitude of the round-off errors in the longitude roughly amounts to N 3/2 , where N is the number of steps and is the machine epsilon. At the end of the integration in Figure 4 , the number of steps is N = 2 27 . Thus the expected magnitude of round-off error in double-precision arithmetic becomes N 3/2 = 2 À53 (2 27 ) 3/2 % 1.7 Â 10 À4 , whereas the actual error in the longitude, L 0 , is around 10 À10 , smaller than the expectation by six digits or so. Therefore, the figure implies that the accumulation of round-off errors is suppressed in some manner.
Eccentricity Dependence
In x 2.3, we proved that the scaling method works for a circular orbit integrated by the Euler method. However, it is questionable whether it would still be effective for eccentric orbits, especially highly eccentric ones such as the orbits of for about 3 Â 10 4 orbital periods. The longitude and radius components grow in proportion to the square of time, whereas the latitude one grows in proportion to the square root of time. 
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EFFICIENT ORBIT INTEGRATIONasteroids and comets. In order to answer this question, we prepared Figure 5 , which illustrates the longitude errors in pure Keplerian orbits of eccentricities from nearly zero up to 0.7. (For higher eccentricities, see x 3.5 below.) The total integration time was around 1 million periods, the integrator used was the 12th-order implicit Adams method in PECE mode, and the step size was 1/256 of the orbital period. This figure tells us that the magnitude of the errors themselves increases as the eccentricity goes up. However, the rate of linear growth of the integration error does not depend on the eccentricity. Although this conclusion was derived from the results for unperturbed orbits, we report that we have confirmed the independence of eccentricity even for perturbed cases.
Perturbation Type Dependence
In x 2.7, we claimed that the scaled integration would not depend on the type of perturbing acceleration. In order to prove this, we provide Figure 6 . The figure shows the relative position errors in the scaled integration of an artificial Earth satellite under various types of perturbation: (1) general relativistic effects, or the post-Newtonian acceleration in the one-body problem within the framework of Einstein's theory of general relativity, as a typical case of conservative but velocity-dependent accelerations; (2) third-body attraction, or the tidal force, roughly speaking, as a typical case of conservative and nonautonomous perturbations; (3) air drag in the form a / À|v|v, as a typical case of nonconservative accelerations; and (4) the J 2 perturbation, as a typical case of conservative and autonomous accelerations. Note that the errors in the figure have been multiplied by various factors in order to show the parallel nature of their growth curves clearly. Also, the integration time was sufficiently long, 160 years.
It is clear that the error initially grows linearly with respect to time. Then, for some perturbation types, a more rapidly increasing component appears after a certain amount of time. We observed that the growth rate of the more rapidly increasing component is 2 for J 2 and 3 for the air drag. Although not shown in the figure, we have confirmed that the growth rate of the more rapidly increasing component is 2 for the third-body attraction and the general relativistic effects.
Orbit Type Dependence
In order to show that the scaled integration works independent of the type of unperturbed orbit, we prepared Figure 7 . This graph presents the integration errors in terms of relative position for nearly parabolic orbits under postNewtonian perturbations.
Note that the errors have been multiplied by the factors indicated to show the parallel nature of their growth curves clearly. The integrator used was the 12th-order implicit Adams method in PECE mode. The eccentricity dealt with ranges from e = 0.90 to e = 1.10, covering most practical values for periodic and nonperiodic comets. The starting time of the integration was pericenter passage. Since the concept of '' orbital period '' based on mean motion in the elliptical sense is not appropriate to describe times for such . The integrated time spans up to 160 yr, 10 6 times the initial orbital period. Initially the error grows linearly with respect to time. For some perturbations, a more rapidly increasing component appears after a certain amount of time. The growth rate of the more rapidly increasing component is 2 for J 2 and 3 for the air drag. Although not presented here, we have confirmed that the growth rate of the more rapidly increasing component is 2 for third-body attraction (labeled '' Moon '') and general relativistic effects. nearly parabolic orbits, we measure the time using units of P peri , the orbital period of a circular orbit with the same pericenter distance.
In the case of hyperbolic orbits, the final state is an escape with an almost linear motion. Thus, it is natural that the relative position error tends to be flat with respect to time, which implies a constant offset of the escape longitude. For elliptical cases, there was a sign of an error component that grew linearly in time after several hundred pericenter passages. Of course, the timing of the appearance of such linear error growth does depend on the eccentricity in the adopted time unit.
3.6. Integrator Type Dependence Figure 8 illustrates the independence of the scaled integration with respect to the type of integrator used, as we predicted in x 2.7. The case examined is the three-body problem of the Sun, Jupiter, and Saturn, whose initial conditions were quoted from the DE405 ephemeris at epoch J2000.0. The errors indicated in the figure are those in the relative position of Jupiter, the largest error component in this case.
The integrators tested were (1) the fourth-order RungeKutta method (RK4), (2) the four-stage extrapolation method of Gragg (EX4), (3) the sixth-order explicit Adams method (AB6), and (4) the sixth-order implicit Adams method in PECE mode (AM6). The step size was fixed at 16.92 days, 1/256 of Jupiter's nominal orbital period; the integration time was around 10 4 yr. Note that the usual extrapolation method employs a variable number of extrapolation stages. Here we adopted a fixed number of extrapolation stages in order to separate the issue of its variability, which will be discussed below, from the issue of the nature of the integrator.
Apart from the similarity of the error growth, the magnitude of the errors varies by method, as can be seen. In addition, the computational cost, specifically, the number of acceleration evaluations per step, significantly differs with the type of integrator; 4 for RK4, 10 for EX4, 1 for AB6, and 2 for AM6. Here we adopted the harmonic sequence, n = 1, 2, 3, 4, 5, . . . , for the number of substeps in the extrapolation method, which is known to require the least number of evaluations. The superiority of linear multistep methods is obvious: smaller errors with smaller computational time.
Integrator Order Dependence
As a continuation of the discussion in the preceding subsection, we prepared Figure 9 , showing the order dependence of the scaled integration for the implicit Adams method in PECE mode. In this case, the perturbation was fixed as the Moon's third-body attraction on an artificial Earth satellite. For the step size chosen, an 11th-order integrator is of the highest order among those that are stable. Easily observed are the facts that (1) the growth of the integration error hardly depends on the order, although (2) the magnitude of the integration error does so significantly. Thus, we anticipate that the introduction of order variability during an integration would not change the growth of the integration error in the scaled integration. If using linear multistep methods, we recommend that the method of highest available order be chosen, since the computational cost is the same for all orders if the mode is fixed.
Extrapolation Stage Dependence
Let us examine the dependence on another parameter of integration, the number of extrapolation stages in Gragg's extrapolation method with a fixed number of stages. Figure 10 is the same as Figure 3 , but this time the number of extrapolation stages has been varied. Again the harmonic sequence was adopted.
Just as in the case of order dependence for linear multistep methods observed in the previous subsection, the growth of the integration error is independent of the number of extrapolation stages, although the magnitude of the integration error itself does depend. These facts support our expectation that variability in the number of extrapolation stages would not cause any significant change in the manner of error growth in the scaled integration. In fact, we have confirmed this conjecture through comparisons of the results obtained by the usual extrapolation method. Fig. 6 , but for various orders of the implicit Adams method in PECE mode while the perturbation was set to be the Moon's third-body attraction. The growth of the integration error hardly depends on the order, although the magnitude of the integration error itself does.
Step Size Variability Dependence
Let us examine the effects of variability of the integration parameters in the scaled integration. Among them, the most important is that of variability of the step size, for it is directly connected to the possibility of reduced computational time. Figure 11 illustrates the relative position errors of Icarus, whose eccentricity is as high as e % 0.83, under Jupiter's perturbation for around 10 5 yr. The curves shown were obtained with various combinations of the scaling and the variability of the step size: (1) an unscaled integration with fixed step size, (2) an unscaled integration with variable step size, (3) a scaled integration with fixed step size, and (4) a scaled integration with variable step size. Here we adopted the fourth-order Runge-Kutta method as the integrator and chose the step for the fixed-size integrations such that the total number of acceleration evaluations was the same as in the integrations with variable step size.
For the policy for changing the step size, we selected the rule 10
where r is the heliocentric distance. This closely resembles taking a fixed step size in the eccentric anomaly. It can easily be seen that the error growth depends on whether the scaling is applied or not, while the error magnitude depends on whether the step size is fixed or varied. Although we do not present the details, we report that we have confirmed that similar results are obtained if variability is introduced for other integration parameters, such as the integration order or the number of extrapolation stages. This is what we expected as a basic property of the scaling method.
Body Dependence
In Figure 1 , we showed that the scaled integration is effective in treating multiple bodies moving on quasi-Keplerian orbits. Here let us examine its details: the dependence on the bodies. Figure 12 shows the relative position errors of the planets in the same integration conducted to prepare Figure 1 . The magnitudes of the relative position errors are smallest for Jupiter, increasing through Uranus, Neptune, Pluto, Saturn, Mars, Earth, and Venus, to Mercury. In order to make clear the similarity, we show some of them, including the smallest case, Jupiter, and the largest, that of Mercury. As can be seen, the observed growth rate is linear for Mercury but quadratic for the others. The reason is partially that, for the order adopted, the common step size selected was so close to the stable limit for Mercury as to be much smaller for the other planets. (1) an unscaled integration with fixed step size, (2) an unscaled integration with variable step size, (3) a scaled integration with fixed step size, and (4) a scaled integration with variable step size. The variability was controlled by changing the step size in proportion to the heliocentric distance. The number of steps were arranged such that the average step size is the same for the fixed and variable cases, 0.05 days. The scaling governs the growth of the integration error, while the variability of the step size determines the magnitude of the integration error. Fig. 12. -Same as Fig. 1, but showing the relative position errors of some of the planets in the scaled integration. The magnitudes of the relative position errors are smallest for Jupiter, increasing through Uranus, Neptune, Pluto, Saturn, Mars, Earth, Venus, and Mercury. Except for Mercury, the integration errors of all the planets grow quadratically after some amount of time, although they are much smaller than that of Mercury, which grows linearly for this period.
Strong Perturbations
As we stated earlier, the scaling method fully relies on the assumption that the orbits to be integrated remain nearly Keplerian. Thus, we should examine how the effectiveness of the scaling method degrades in the case of strong perturbations. As such an example, we prepared Figure 13 for the so-called main lunar problem, namely, the restricted three-body problem of the Sun, Earth, and the Moon.
The scaling reduces the errors by around a factor of 30 with respect to the unscaled case. However, the growth rate is the same for both L 0 and a, being quadratic. This is because of the rapid appearance of the quadratically growing component, as we faced in the case of the J 2 perturbation in Figure 6 , due to the strong perturbation of the Sun.
To confirm this estimate, we performed similar integrations by artificially changing the magnitude of the Sun's perturbation. The results are shown in Figure 14 , where the strength of the Sun's perturbation was reduced by the factors indicated. It is noteworthy that the magnitude of the quadratically growing component is roughly proportional to the square of the perturbation strength, while that of the linearly growing component remains unchanged.
Perturbation Strength Dependence
In response to the result we found in Figure 14 , we investigated the dependence of the scaled integration with respect to the strength of the perturbing acceleration. Figure 15 shows the results obtained after sufficiently long integrations of 32,768 nominal orbital periods for the various types of perturbing accelerations we tried when preparing Figure  6 . All the dependences seem to follow power laws of the perturbation strength. The index is 5/4 for the air drag, 2 for the third-body and J 2 perturbations, and 5/4 for the post-Newtonian acceleration.
Truncation Error
In order to examine the accumulated effects of round-off in the scaled integration, we first prepared Figure 16 as a typical case in which truncation errors are dominant. The figure illustrates the element errors for Jupiter in the scaled integration of the three-body problem of the Sun, Jupiter, and Saturn for 10 7 yr. In order to keep the truncation errors sufficiently larger than the round-off errors, we chose a suitable step size for the given integrator: 33.85 days, 1/128 of Jupiter's nominal orbital period, for the 10th-order implicit Adams method in PECE mode. In this case, the element errors grow linearly with respect to time for the first 10 3 yr or so. After that, they increase in proportion to the square of time.
Round-off Error
On the other hand, we performed a similar integration to that in the preceding subsection while setting the step size much smaller, 8.462 days (1/512 of Jupiter's nominal orbital period), so that round-off errors are dominant. The result is Figure 17 . This time, all the angle element errors grow in proportion to the 3/2 power of time, while the other element errors, especially that in a, seem to grow quadratically. Although the detailed mechanism is not known, we observed that the integration in the round-off-dominant region would reduce the long-term error growth to the 3/2 power, as we face in the unscaled integrations.
Stability Region
As we learned in x 2.3, the scaling enhances the stability of orbit integration. Thus it is natural to expect that it would also enlarge the stability region of high-order integrators such as Adams methods. Figure 18 shows the result of our investigation of H max , the maximum stable phase for integrating perturbed Keplerian orbits. In preparing the figure, we judged the stability by whether the error increase with respect to time after the integration of 1024 orbital periods followed some power law with respect to time, as was observed in the previous subsections. We confirmed that this quantity is dependent on the order and the mode of the integration method but not on the eccentricity or the perturbation type.
The six curves are the scaled and unscaled cases for the explicit Adams method (PE) and the implicit Adams method in the PEC and PECE modes. It is clear that the PEC mode is the least stable, while the PECE mode is the most stable. The figure tells us that the scaling roughly doubles the stability region for the PE and PEC modes while enlarging it a little in the PECE case.
CONCLUSION
As a new approach to integrating quasi-Keplerian orbits, we propose simultaneously integrating not only the usual equation of motion but also the time evolution of the Kepler energy, the total energy for pure Keplerian orbits. Then we correct at each integration step the integrated position and velocity by a spatial scale transformation such that the Kepler energy analytically evaluated by them coincides with the integrated Kepler energy.
The scale factor is determined by solving an associated cubic equation using Newton's method from a natural starting value, unity. We observed that the determined value of the scale factor depends on the magnitude of the phase advance per step and the order and other properties of the integrator adopted. Thus, in treating multiple bodies we integrate the Kepler energies for all bodies and adjust the scales separately.
Numerical experiments show that the scaling reduces the integration error significantly. In the case of pure Keplerian orbits, the truncation error grows only linearly with respect to time. The linearly growing component is due to discretization error along the track, which is not in principle compensated by the scaling. When perturbations exist, a more rapidly growing 11 component appears as usual; however, its magnitude is significantly decreased compared with the case without scaling. The nature of the decrease roughly follows power laws with respect to the strength of the perturbing acceleration, where the power index depends on the type of perturbation: 5/4 for air drag, 2 for J 2 and third-body 11 Typically quadratic with time. Fig. 16 , but the step size was changed to 8.462 days, 1/512 of Jupiter's nominal orbital period, so that round-off errors are dominant. This time, all the angle element errors grow in proportion to the 3/2 power of time. Fig. 18 .-Maximum stable phase, H max , for integrating perturbed Keplerian orbits. Stability was judged by whether the error growth with respect to time was normal after 1024 orbital periods. The maximum stable step size is obtained as H max divided by the mean motion. We confirmed that H max is dependent on the order and the mode of integration methods but independent of the eccentricity and the perturbation type. The curves are the scaled and unscaled cases for the explicit Adams method, labeled '' PE,'' and the two modes of the implicit Adams methods, labeled '' PEC '' and '' PECE.'' As usual, the PEC mode is the least stable, while the PECE mode is the most stable. The scaling roughly doubles the stability region for the PE and PEC modes, while it enlarges H max a little in the PECE case.
acceleration, and 5/2 for general relativistic effects. In addition, the scaling seems to suppress the accumulation of round-off errors, though the detailed mechanism is still to be studied.
As a result, when perturbations are weak, the position error of the scaled integration seems to grow linearly with respect to time for a considerable duration. For example, in the case of an integration of the Sun and nine major planets, the position error of Mercury, which grows most rapidly, is observed to increase almost linearly with respect to time for the first 1 million years.
The applicability of the new method is wide. In fact, it works for (1) any type of numerical integrator for general first-order ODEs, such as the Runge-Kutta methods, the extrapolation methods, and the linear multistep methods for first-order ODEs, including the well-known Adams methods; (2) any type of perturbations, whether velocitydependent or not, conservative or not, or autonomous or not; (3) any number of integrated bodies; (4) any type of base orbit, that is, elliptical, parabolic, or hyperbolic; and (5) any choice of integration order, extrapolation stage, variability of step size, or other parameters of integration.
On the other hand, the implementation is simple, as shown in the foregoing. Also, the additional cost of computation is low. In fact, the evaluation of the time variation of the Kepler energy is straightforward because the perturbation acceleration is already evaluated in the equation of motion.
We must admit that the effect of rounding off in the scaled integration is not completely understood. However, from the observation of a linear error growth in integrating the pure Keplerian orbits, we report that the accumulation of round-off error is suppressed in the scaled integration regardless.
Another drawback of the current method is that it cannot be used with the Stö rmer-Cowell method and other integrators for special second-order ODEs, which are known to possess better properties than those for general first-order ODEs, such as larger stability regions or smaller error constants. To overcome this difficulty, we need another breakthrough in the methodology.
Note that the Kepler energy is not the only quantity conserved in unperturbed orbits. The other local quasiconserved properties are the orbital angular momentum and the Laplace-Runge-Lenz vector. For example, Hairer et al. (1999) report in their example (4.3) and Figure 4 .3 that a simultaneous manifold correction using the energy and the angular momentum leads to a better numerical integration in the case of a perturbed Keplerian orbit.
Also available would be the global quasi-conserved properties such as the total energy and the total angular momentum. Of course, it is not easy to find an appropriate way to modify the integrated position and velocity from the integrated values of these quantities. These issues are challenging but worthwhile to investigate.
The current approach is not limited within the framework of orbital dynamics. The key point of the new method is to modify the integrated variables by using the information obtained by simultaneously tracking the time development of quasi-conserved quantities. This concept is applicable to other types of motion, rotational motion being an example. This would be an interesting line of pursuit.
In conclusion, the new approach provides a fast and highprecision device to simulate the orbital motions of major and minor planets, natural and artificial satellites, comets, and space vehicles at a negligible increase in computational time and involving little labor for its implementation.
APPENDIX SOLUTION OF THE EQUATION OF KEPLER ENERGY CONSISTENCY
Consider how to solve the equation of Kepler energy consistency, equation (8). It is obvious that a physically meaningful value of the scale factor must be positive. Thus we limit the solution domain to s > 0.
A1. DEGENERATE CASE
First of all, consider a trivial case, T = 0. In this case the equation reduces to a linear equation:
Since U < 0, this equation has a positive solution,
only when K < 0. We do not have to worry about the other case, T = 0 and K ! 0, since it corresponds to the artifact of zero velocity at finite distance in a parabolic or hyperbolic orbit.
A2. EXISTENCE OF A MEANINGFUL SOLUTION
Let us prove the existence of a meaningful solution when T 6 ¼ 0. Note that T is positive definite in this case, as 
Thus, at least one meaningful solution always exists, since f (s) is continuous.
A3. UNIQUENESS OF THE MEANINGFUL SOLUTION
Next we will show that the meaningful solution is unique. In the domain s > 0, f 00 ðsÞ ¼ 6Ts > 0 :
Thus f 0 (s) is monotonically increasing in this domain. Now we will discuss the issue in the following three cases depending on the sign of K.
1. Case K < 0: Assume that K < 0. This corresponds to elliptical orbits in the osculating sense. Note that f 0 (s) is positive definite, as
This indicates that f (s) is monotonically increasing, and therefore the meaningful solution is unique.
2. Case K = 0: In the case that K = 0, the original equation reduces to a simpler form,
Since U < 0 and T > 0, this has a unique positive solution,
3. Case K > 0: Consider the case K > 0, which implies hyperbolic orbits. The equation f 0 (s) = 0 then has two real solutions,
It is easy to see that f 0 (s) > 0 when s < s À and s > s + , while f 0 (s) < 0 when s À < s < s + . For the positive solution,
since U < 0, K > 0, and s + > 0. We separate the s > 0 solution domain into two subdomains, 0 < s s + and s + < s. a) Subdomain 0 < s s + : In this region, f(s) is monotonically decreasing because f 0 (s) < 0. Since f(0) < 0, we have f(s) < 0 in the subdomain. This means that the equation f (s) = 0 has no solution in this subdomain. b) Subdomain s + < s: Here f (s) is monotonically increasing because f 0 (s) > 0. Since f(s + ) < 0 and f(+1) > 0, the equation f(s) = 0 has a unique solution in this subdomain. Combining these two results, we have proved that the equation f(s) = 0 has a unique solution in the meaningful domain s > 0.
In conclusion, except for the physically meaningless case in which T = 0 and K ! 0, the equation of Kepler energy consistency has a unique solution in the meaningful domain s > 0. f 0 (s) > 0 holds for all s such that |s À s 1 | < |s 0 À s 1 |. Next let us find such an s 0 .
A6. CHOICE OF STABLE STARTING POINT
Note that s = 1 is a natural approximation of the solution; it means that the integrated Kepler energy coincides with the analytically evaluated one. Thus it is a candidate for s 0 in the previous subsection. Since K % T + U < T, we know that f 0 (1) = 3T À K > 0. Note that f 00 (s) > 0 when s > 0 and f 0 (s 1 ) > 0, as we have seen in the previous subsections. Then, f 0 (s) > 0 so long as s 1 s 1 or 1 s s 1 . Therefore,
is an upper bound of the solution, and we adopt it as the starting point. This starting point includes the solution in the degenerate case, equation (A2), as a special case obtained by substituting T = 0. Also, in the case that K = 0, Newton's method using this starting point obtains a solution faster than evaluating the cube root as in equation (A8).
