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Abstract
A short introduction to differential geometry and general relativity is presented
in order to provide the reader with enough knowledge to follow the rest of the
thesis. The Lema¨ıtre-Tolman-Bondi metric is introduced and the field equations are
found using Cartan’s formalism. It is shown that an LTB universe with radiation
and cosmological constant as the only content must be homogeneous. Even more
generally, it is shown that for an LTB universe with p(r, t) = ω(t)ρ(r, t) and −1 6=
ω 6= 0, the metric is reduced to the Friedmann-Robertson-Walker metric. An LTB-
model with radiation, dust, cosmological constant and an interaction term modeled
as anisotropic pressure is also studied and a differential equation governing the time
evolution is derived. The differential equation is solved in the special case Λ = 0 and
the solutions are analysed and plotted. The only factorizable solutions of the LTB
metric with the source T µν = ρ(t, r)diag[1, ω(t)+2α(t), ω(t)−α(t), ω(t)−α(t)], 0 6=
ω 6= −1
2
α and a cosmological constant is derived. The spatial geometry of these
solutions is studied and two-dimensional hyper-surfaces are plotted in 3D-plots.
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Chapter 1
Introduction
Observational data on high red-shift supernovae from the end of the last millennium
indicate a positive cosmological constant and that the universe is expanding at an
accelerating rate [6, 7]. The Nobel prize in physics for 2011 was awarded to Saul
Perlmutter, Brian P. Schmidt and Adam G. Riess for this discovery.
The luminosity of type 1a supernovae vary very little and hence from their
apparent magnitude it is possible to calculate the distances to these supernovae.
Comparing their redshift-distance relationship with that in a universe with unac-
celerated expansion velocity and assuming that the universe is homogeneous, one
found that the expansion must accelerate.
There is however a different possibility. The distance-redshift relation may be
partly due to spatial inhomogeneity. This means that the expansion is slower far
away than near us, instead of slower far back in time.
Observations are to a high degree isotropic, i.e. the observations are the same
in all directions away from us. This means that an eventual inhomogeneity must be
spherically symmetric with us close to the centre of symmetry.
This motivates the study of the Lemaˆıtre-Tolman-Bondi metric, which is a gen-
eral spherically symmetric metric. There has been several publications on this
subject, but it seemed that a purely radiation dominated model had yet not been
thoroughly investigated. As the universe is believed to have undergone a period of
evolution when the amount of dust was negligible in comparison to the amount of
radiation, this may be of interest.
The investigation of a radiation dominated, spherically symmetric model is the
starting point for this thesis.
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Outline
Before making any independent analysis, the theoretical framework which is needed
is reviewed in chapter 2. Differential geometry, which is the mathematical frame-
work of general relativity, is introduced and eventually applied in the theory itself.
Chapter 3 introduces the LTB metric and the Einstein equations for this metric
are found using Cartan’s formalism.
In chapter 4 the field equations are solved for a universe with radiation and a
cosmological constant. It is shown that the only possible solution for this type of
source is a homogeneous universe.
Chapter 5 adds dust to the energy-momentum tensor as well as an interaction
term entering the equations as anisotropic pressure. The analysis is very similar
to a previous work which did not include a cosmological constant. The solution of
the equations for Λ = 0 but without assuming zero curvature (which was done in
the previous work) is presented and the different solutions are analysed and plotted.
Chapter 6 considers a general perfect fluid as well as anisotropic pressure pro-
portional to the energy density and a cosmological constant. Every factorizable,
inhomogeneous, non-dust solution for this type of source is found. The spatial
sections are analysed and two dimensional hyper-surfaces are plotted in 3D plots.
It is shown that for zero anisotropic pressure, every position-independent ratio
between pressure and energy density except 0 and −1 reduces to the homogeneous
metric. The conclusion of chapter 4 is a special case of this.
Finally, the conclusions are presented in chapter 7 and prospects for further
research are mentioned.
Chapter 2
Introduction to General Relativity
This chapter aims to give the reader enough knowledge of the general theory of
relativity to comprehend the rest of this thesis. A more thorough introduction can
be found in e.g. the introductory book [4], which was my own introduction to
general relativity.
2.1 Mathematical preliminaries
2.1.1 Manifolds
General relativity stands out from many physical theories in the way that it does
not only concern the evolution of physical objects in a rigid, euclidean space. It
describes the dynamics of space as well.
Manifolds are exactly the mathematical objects that can represent various space-
times which seem euclidean locally, but may have other geometrical properties as a
whole.
For a more thorough introduction to differential geometry, see e.g. [9]. A short
introduction can also be found in [4]
A topological space a is set X and a set O of subsets of S with the following
properties:
• X, ∅ ∈ O
• O is closed under arbitrary unions
• O is closed under finite intersections
3
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The subsets contained in O are said to be the open subsets of X and the com-
plement of an open set is said to be closed.
An n-dimensional manifold or n-manifold, M, is a topological space which
is locally homeomorphic to Rn, that is, for any p ∈M one can find an open subset
U of M, containing p, such that there is a continuous bijection between U and Rn.
The property that the manifold can be covered with open subsets suggests a
natural way to keep track of the points in the manifold. If U is an open subset of
M and x is a homeomorphism (continuous bijection) U → Rn, then a point p in U
can be associated with the coordinate x(p). A collection of such coordinate maps,
or charts, whose domains cover the whole of M is called an atlas of M. The pair
(x, U) will be used to denote a chart with domain U and x(p) ∈ Rn will be written
xµ(p)eµ where eµ are basis vectors and x
µ(p) are components.
Continuous functions from manifolds to other spaces are well defined on ordinary
manifolds as defined above. A function f : M → N is continuous if the inverse
image of every open set in N is open in M . However, differentiability is not well
defined.
Intuitively, a function f :M → Rm should be differentiable at p if, for a chart
x with a domain including p, f ◦ x−1 : Rn → Rm is differentiable at x(p). This
idea needs to be refined, as if y is another chart, then f ◦ y−1 does not need to
be differentiable even though f ◦ x−1 is. However, if y ◦ x−1 is differentiable, then
f ◦ y−1 is differentiable at y(p) if f ◦ x−1 is differentiable at x(p) (whenever p is in
the domain of x and in the domain of y). If we demand this for every pair of charts
in our atlas, then differentiability will be well defined.
Having added this structure to the manifold, one might as well extend the atlas
to a maximal one. That is, for any atlas one can include every chart that obeys the
requirement above. It can be shown that this gives a unique maximal atlas
A differentiable manifold is a manifold together with a maximal atlas, A,
where x ◦ y−1 is differentiable ∀ x, y ∈ A. Similarly, a Ck-, C∞- or Cω manifold
is a manifold with a maximal atlas under the requirement that y ◦ x−1 is either k
times differentiable, smooth or analytic respectively.
It is not unusual to use the phrase “differentiable manifold” to mean C∞ mani-
fold. For the purposes of general relativity, the structure of a differentiable manifold
is necessary. From now on, when discussing manifolds, it will be assumed that they
are at least sufficiently many times differentiable.
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2.1.2 The tangent bundle
Having established a structure for differentiating functions on the manifold, it would
be profitable to define vectors and vector fields.
Let I denote the unit interval, [0, 1]. Consider a point p on a manifold, M, and a
chart (x, U) covering p. Let c : I → U, c(1
2
) = p be a curve through p with x ◦ c
differentiable. x◦ c : I → Rn will similarly denote a curve in Rn and d
dλ
(x(c(λ))|λ= 1
2
will be a vector in Rn.
One can form an equivalence relation ≈ defined by
d
dλ
(x(c1(λ))|λ= 1
2
=
d
dλ
(x(c2(λ))|λ= 1
2
⇔ c1 ≈ c2. (2.1)
This divides all such curves into equivalence classes. However, these classes are are
restricted to curves in the domain of the chart (x, U). Intending to define coordinate
independent structures, one would like to define an equivalence relation on the set
of all curves through p taking values in the domain of any chart.
It turns out that this is straight forward as if (x, U) and (y, V ) are two charts
covering p, then U ∩ V is a neighbourhood of p. Suppose c1 : I → U, c2 : I → V ,
then the definition (2.1) will still be valid. It remains however to show that the
definition is independent of chart, that is
d
dλ
(x(c1(λ))|λ= 1
2
=
d
dλ
(x(c2(λ))|λ= 1
2
⇔ d
dλ
(y(c1(λ))|λ= 1
2
=
d
dλ
(y(c2(λ))|λ= 1
2
(2.2)
This follows as the manifold is differentiable, as this gives
d
dλ
(y(c(λ))|λ= 1
2
= D(y ◦ x−1) d
dλ
(x(c(λ))|λ= 1
2
, (2.3)
giving the implication to the right, and similarly
d
dλ
(x(c(λ))|λ= 1
2
= D(x ◦ y−1) d
dλ
(y(c(λ))|λ= 1
2
, (2.4)
for the converse.
From now, the equivalence relation ≈ will be defined in the coordinate indepen-
dent way.
The Tangent plane of M at p, Tp is defined as {c : I → U, c(12) = p}/ ≈
with a vector space structure defined in the natural way, associating each element of
Tp with the derivative evaluated at
1
2
of one of it elements composed with x. Hence,
the elements of Tp are called vectors at p.
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The Tangent bundle of M, TM is defined as ∪p∈MTp.
A vector field, or a section of the tangent bundle, is a subset of TM containing
exactly one element from each tangent plane. This can also be regarded as a func-
tion V : M → TM with V (p) ∈ Tp.
Even though the structure is coordinate independent, it is of course useful to
assign coordinates to the manifold. Also, one needs something to represent the ele-
ments of the tangent bundle. There is a very natural way to use a chosen coordinate
system in order to represent the vectors and vector fields.
Assume (x,U) is a chart defined at p, v ∈ Tp and c is a curve in the equivalence
class v. One may represent v ∈ Tp by v˜ = ddλ(x(c(λ)))|λ= 12 ∈ R
n.
As it makes notation easier, v will be identified with v˜ and thus also Tp is
identified with Rn. This means that
v = v˜ =
d
dλ
(xµ(c(λ)))λ= 1
2
eµ ≡ vµeµ, (2.5)
where eµ are basis vectors of Rn. Also, Einstein’s summation convention was in-
troduced. Whenever a term contains two identical indices, these indices are summed
over, e.g. ∑
µ
xµxµ ≡ xµxµ. (2.6)
If x′ is another chart at p, then one should also have
v =
d
dλ
(x′µ(c(λ)))λ= 1
2
e′µ ≡ v′µe′µ, (2.7)
where the e′µ are the coordinate basis vectors of the range of x
′.
This can also be written
v =
d
dλ
[x′µ(x−1(xν(c(λ))eν))]λ= 1
2
e′µ ≡ v′µe′µ. (2.8)
Introducing the short-hand notation, ∂x
′µ
∂x′ν ≡ ∂(x
′µ◦x−1)
∂xν
and using the chain rule
gives
d
dλ
[x′µ(x−1(xν(c(λ))eν))]λ= 1
2
e′µ =
∂x′µ
∂xν
d
dλ
[xν(c(λ))]λ= 1
2
e′µ =
∂x′µ
∂xν
vνe′µ = v
′µe′µ.
(2.9)
And the transformation rule
v′µ =
∂x′µ
∂xν
vν (2.10)
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follows.
As vµeµ and v
′µe′µ both have been identified with the same element of Tp, it
follows that
vµeµ = v
′νe′ν = v
µ∂x
′ν
∂xµ
e′ν (2.11)
This gives the transformation rule for the basis vectors. It is customary to prime
the indices instead of the components/basis vectors, when referring to a vector in
different bases. This convention will be obeyed in the following. The rules for
components and basis vectors are summarized in (2.12)
vµ
′
=
∂xµ
′
∂xν
vν , eµ′ =
∂xν
∂xµ′
eν (2.12)
The vector components are said to transform contravariantly, while the basis vec-
tors transforms covariantly. The latter transforms in the same way as differential
operators, that is
∂
∂xµ′
=
∂xν
∂xµ′
∂
∂xν
. (2.13)
This allows for identifying basis vectors with differential operators.
eµ ≡ ∂
∂xµ
(2.14)
2.1.3 One-forms
If V is a vector space, the dual space V ∗ of V is defined as the set of all linear
functions λ : V → R. An element of V ∗ is called a one-form.
V ∗ is also a vector space and if α, β ∈ V ∗, one defines addition and scalar
multiplication in the natural way
(α+ β)(v) = α(v) + β(v) (2.15)
and
(aα)(v) = α(v) · a. (2.16)
Given a set of basis vectors {eµ} for V, one defines a basis ωµ of V ∗ by
ωµ(eν) = δ
µ
ν . (2.17)
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A one-form can be written
α = αµω
µ (2.18)
and
α(v) = αµω
µ(vνeν) = αµv
νδµν = αµv
µ. (2.19)
One also regards vectors in V as linear functions from V ∗ to R defined by
v(α) ≡ α(v) = vµαµ. (2.20)
This interpretation is fundamental for the interpretation of tensors in the subse-
quent section.
The forms of interest will be the elements of the dual space of the tangent planes
of M. The dual bundle of M is defined as
TM∗ ≡ ∪p∈MT ∗p . (2.21)
The transformation properties of one-forms will also be important, for α(v) =
αµv
µ to be invariant, it is seen that the components of a one-form must transform
covariantly. The basis one-forms must transform contravariantly.
As a general rule, entities with lower indices transform covariantly and entities
with upper indices transform contravariantly.
2.1.4 Tensors
A tensor is a multilinear function, mapping vectors and forms to real numbers.
Multilinearity means that a tensor is linear in each of its arguments, e.g.
T (a+ b, c+ d) = T (a, c) + T (a,d) + T (b, c) + T (b,d). (2.22)
The discussion will be restricted to tensors with arguments from a single vector
space and its dual. That is, tensors T : V n × V ∗m → R.
The rank of a tensor mapping m forms and n vectors to R is denoted by {mn } or
sometimes by n+m. Such a tensor is said to be covariant if m = 0, contravariant if
n = 0 and mixed if it is neither covariant nor contravariant.
The tensor product denoted by ⊗ is a binary function on the set of tensors.
It is defined as
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(T ⊗ S)(u1, u2, ..., um, v1, v2, ..., vn) = T (u1, ...um)S(v1, ..., vn) (2.23)
It is not hard to imagine that for any pair of non-negative integers (n,m) with
n + m > 0, the set of tensors of rank {mn } with a specific order of vector/form
arguments forms a vector space.
This means that one can represent tensors as linear combinations of basis tensors.
If the tensors are required to take their form arguments before their vector
arguments, the basis elements can be written on the form
eµ1 ⊗ ...⊗ eµm ⊗ ων1 ⊗ ...⊗ ωνn , (2.24)
and a tensor may be written as
T µ1...µmν1...νn eµ1 ⊗ ...⊗ eµm ⊗ ων1 ⊗ ...⊗ ωνn . (2.25)
It is seen that the dimension of the vector space of tensors is dim(V )m+n
A tensor is a coordinate independent object, so assigning the property “covari-
ant” or “contravariant” to it is not very logical. The rule of thumb for remembering
which tensors are covariant and which tensors are contravariant is that it is the
tensor components that transform according to the property that is assigned to the
tensor. The basis elements transform in the opposite way. The convention makes
some sense as equations involving tensors often are written on component form.
A scalar can be thought of as a tensor of rank zero. If it is a scalar field, it
is a function M → R. Otherwise, it may be a single value assigned to a point in
M. It is explicitly coordinate independent as it has no basis vectors and only one
“component”. The value of a tensor evaluated at some element of TMn× TM∗m is
a scalar.
2.1.5 Forms
An antisymmetric tensor, A, is a tensor that changes sign under interchange of
any two different arguments. This can of course not apply to a mixed tensor. As
A...µ...ν... = A(..., eµ, ..., eν , ...) = −A(..., eν , ..., eµ, ...) = −A...ν...µ..., (2.26)
the components of such a tensor are antisymmetric as well.
A p-form is a covariant antisymmetric tensor of rank p.
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It turns out that antisymmetric tensors also form vector spaces. However, defin-
ing a basis for such tensors is a bit more cumbersome than defining a basis for
general tensors.
Let S(n) be the symmetric group, the group of permutations on n elements. Let
A(n) be the alternating group, the subgroup of S(n) consisting of even permutations
only. Also, define their group actions on the set {1, ..., n}.
The exterior product or wedge product, ∨ is a binary operation mapping a
p-form and a q-form to a (p+q)-form. It is defined on basis forms as
ωµ1 ∨ ... ∨ ωµp = 2
∑
σ∈A(n)
ωµσ(1) ⊗ ...⊗ ωµσ(p) −
∑
σ∈S(n)
ωµσ(1) ⊗ ...⊗ ωµσ(p) . (2.27)
The exterior product is linear and associative and commutative/anti-commutative
depending on the forms it operates on. If α is a p-form and β is a q-form, then
α ∨ β = (−1)pqβ ∨α. (2.28)
It turns out that
{ωµ1 ∨ ... ∨ ωµp |µ1 < ... < µp} (2.29)
forms a basis for the p-forms. If the dimension of the vector space of one-forms is
n, the dimension of the vector space of p-forms is
(
n
p
)
for p ≤ n and 0 otherwise.
A p-form α is expressed as a linear combination of basis elements as
α =
1
p!
αµ1...µpω
µ1 ∨ ... ∨ ωµp , (2.30)
where the factor 1
p!
remedies that the Einstein summation convention does not ex-
clusively sum over increasing indices.
2.1.6 Exterior differentiation of forms
In the preceding discussion on tensors and forms, it was not emphasized in particu-
lar that the discussed forms and tensors where part of a tensor field or a form field.
This was done in order to isolate every vector space and assign a basis to them.
However in general relativity, every tensor or form will be some tensor or form field
evaluated at a point p in the spacetime manifold. The discussion from now will be
concerning form fields rather than just forms. However, a form field on a manifold,
M, can also be called a form on M. From here, what is meant by “form” will
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always be “form on M”.
A 0-form is a function f : V 0 → R at every point in M, and can be interpreted
as a function f :M → R. The differential, df, of a 0-form, f, is defined as
df =
∂f
∂xµ
ωµ. (2.31)
Taking the differential of the coordinate functions, it is obtained that dxµ = ωµ.
The differential is a one-form with components ∂f
∂xµ
as these components transform
covariantly.
The differential, dα, of a p-form, α, is defined as
dα =
1
p!
∂aµ1...µp
∂xµ
dxµ ∨ dxµ1 ∨ ... ∨ dxµp (2.32)
It is easily seen that this is a (p+1)-form.
2.1.7 The metric tensor
The notion of distance is important in any physical theory which describes moving
objects. On a manifold, distances are defined by means of a metric tensor.
The metric tensor, g is a symmetric covariant tensor of rank 2.
g = gµνω
µ ⊗ ων (2.33)
It defines a pseudo inner product on the tangent planes of M,
a · b = g(a, b) = gµνaµbν , (2.34)
in the sense that it fulfills every condition for an inner product except that it
may be negative and a non-zero vector may give zero when dotted with itself.
This is the case in relativity when one considers metric tensors on a four dimen-
sional manifold.
When expanded on diagonal form, the metric tensor will have one negative
and three positive components. A manifold with such a metric tensor, or equiva-
lently a metric tensor with one positive and three negative components is called a
Lorentzian manifold.
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The length, s, of a curve, c : [a, b]→M is defined as
s(c) =
∫ b
a
√
g(u(λ),u(λ))dλ, (2.35)
where u(λ) is the equivalence class of c at c(λ), or in other words, the tangent
vector of c. The expression under the square root of (2.35) will be referred to as the
squared length of the vector u(λ). Vectors with negative, zero and positive squared
length will be called time-like, light-like and space-like respectively.
The possibly negative inner product allows distances which are not real. However
one usually calculates the length of curves which have constant sign on the inner
product. When calculating the proper time of a particle moving at subluminal
speed, the inner product will be negative exclusively and the proper time, τ is
given by
τ(c) =
∫ b
a
√
−g(u(λ),u(λ))dλ. (2.36)
The proper time is proportional to the time that lapses on a clock which travels
along the curve. The proportionality constant can of course in theory be adjusted
to 1.
The relation between distance and metric tensor makes it possible to write the
metric tensor (if it is diagonal) in the expanded form
g = ds2 = −dτ 2 = g00(dx0)2 + g11(dx1) + g22(dx2)2 + g33(dx3)2. (2.37)
Here ds2 etc. should be read as ds ⊗ ds. This is the form which will be used
when presenting a metric.
In addition to the covariant metric tensor, a similar contravariant symmetric
tensor is defined,
g˜ = gµνeµ ⊗ eν . (2.38)
Its components are defined by the relation
gµλgλν = δ
µ
ν . (2.39)
This means that the matrix representing the components of g˜ is the inverse of
the matrix of the components of g. If the metric tensor is diagonal, this means that
gµν = 1
gµν
.
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These tensors will be used to create new tensors from old ones in processes of
raising or lowering an index or by contraction of indices.
If T µν are the components of a tensor, one defines the tensors with components
T µν , Tµν and T as
T µν = T µλ g
λν , Tµν = T
λ
ν gλµ, T = T
µ
µ . (2.40)
2.1.8 Covariant differentiation of vectors
Differentiation of functions on a manifold was made possible when the differentiable
structure was introduced. Exterior differentiation of forms has also been defined
with the antisymmetry characteristic to p-forms. Differentiation of vector fields on
the other hand is more tricky.
One wants the derivative to compare the vector field at points which are in-
finitesimally close. Given the direction of the derivative, it should return a vector,
much in the same way as the derivative of a function is another function.
If c(λ) is a curve on M and X is a vector field, the definition should be something
like
d
dλ
(X(c(λ)))
?
= lim
δλ→0
X(c(λ+ δλ))−X(c(λ))
δλ
, (2.41)
however, this definition is not valid, as X(c(λ+ δλ) and X(c(λ)) belong to different
tangent spaces. Merely identifying the basis vectors and comparing components is
no good either as the basis vectors are dependent of the coordinate system and this
makes the derivative coordinate dependent.
A useful shorthand notation is given by
eν(x
ρ1...ρm
σ1...σn
) ≡ xρ1...ρmσ1...σn,ν . (2.42)
This is generally not a tensor component. The ,ν index transforms like a tensor
index, but the other indices don’t. This is why it makes sense to differentiate
functions but not vectors. For example, let Aµ be a tensor component.
Aµ
′
,ν =
∂
∂xν
(
∂xµ
′
∂xν
Aµ) =
∂2xµ
′
∂xν∂xν
Aµ +
∂xµ
′
∂xµ
Aµ,ν (2.43)
The transformed non-tensor component contains an extra term, which distinguishes
it from a tensor component.
This is resolved by introducing the concept of parallel transport. One will not
delve rigorously into this concept, but merely state that the parallel transported
vector X||(c(λ + δλ)) from c(λ + δλ) to c(λ) is a vector in Tc(λ) with components
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that coincide with the components of X(c(λ + δλ)) when evaluated in a locally
Cartesian coordinate system.
The covariant derivative of X along the curve c at c(λ) is interpreted as
d
dλ
(X(c(λ))) = lim
δλ→0
X||(c(λ+ δλ))−X(c(λ))
δλ
. (2.44)
If y = yµeµ is the equivalence class for c in Tc(λ) it is written in component form
as
d
dλ
(X(c(λ))) = yνXµ;νeµ. (2.45)
In a locally Cartesian coordinate system this is just the ordinary derivative, the
trick in the definition is that one has defined the derivative in a subset of the pos-
sible coordinate systems and these definitions are consistent with each other. The
definition of the covariant derivative in other coordinate systems then follow from
the tensor transformation properties.
One may think of the general covariant derivative of X as a mixed tensor of rank(
1
1
)
. It is function that takes the vector y as an argument and returns the covariant
derivative of X in the direction of y.
A semicolon will always be used to signify indices ;ν which emerge from covariant
differentiation in the direction of eν .
The covariant derivative of X in direction Y will be denoted
Y νXµ;νeµ ≡ ∇YX. (2.46)
If Y is a basis vector, the short hand notation
∇µ ≡ ∇eµ . (2.47)
will be used.
The covariant derivative of a vector component can be expressed as
Aµ;ν ≡ Aµ,ν + AαΓµαν , (2.48)
where the Γµαν are the connection coefficients. The connection coefficients are
called Christoffel symbols when represented in a coordinate basis. The Christof-
fel symbols can be calculated directly from the metric according to the rule
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Γµαν =
1
2
gµλ(gλα,ν + gλν,α − gαν,λ). (2.49)
2.1.9 Covariant differentiation of tensors
The covariant derivative is generalised inductively to tensors of arbitrary rank. If f
is a function (a tensor of rank 0), its covariant derivative is defined as
∇Xf =X(f). (2.50)
It is just the ordinary derivative of a function.
For a one-form, the covariant derivative is defined as
(∇Xα)(A) = ∇X [α(A)]−α(∇XA). (2.51)
This is more or less according to the product rule for differentiation.
This is also the foundation for extending the definition to tensors of arbitrary rank.
If A and B are tensors, the covariant derivative of their tensor product is given by
∇X(A⊗B) = (∇XA)⊗B +A⊗ (∇XB) (2.52)
The covariant derivative of the components of a contravariant tensor of rank 2
follows easily from this relation and the components of the covariant derivative of
a vector (2.48).
T µν;α = T
µν
,α + Γ
µ
λαT
λν + ΓνλαT
µλ (2.53)
This is particularly convenient for expressing conservation of energy and momentum
in general relativity. Also, this shows that the divergence of the metric tensor is
zero, gµν;ν = 0.
2.1.10 Curvature and Cartan’s formalism
Einsteins field equations relates the distribution of energy and pressure in the uni-
verse to the curvature of the universe.
The term “curvature” occurs in the names of several geometrical entities and is
not defined as an entity on its own.
One type of curvature which is not too hard to understand is Gaussian curva-
ture. Gaussian curvature is a property of two-dimensional surfaces which makes it
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suitable for comprehension. It can be defined in numerous ways, the definition to
be presented here will be regarding the ratio between the radius and circumference
of a circle.
Around any point p on the surface, one can define the circle of radius r centered
at p as the set of points on the surface which are separated from p by a distance r.
The distance between two points is understood as the smallest length of the curves
connecting the two points. For sufficiently small r, the circle at p will be a closed
curve.
Denote the length of this curve by rCp(r). It is well known that if the surface is a
plane, the circumference is given by rCp(r) = 2pir.
One definition [10] of Gaussian curvature, K(p) is
K(p) = lim
r→0+
3
2pir − rCp(r)
pir3
. (2.54)
On a smooth manifold, this can also be written as
K(p) = − 3
2pi
C ′′p (0). (2.55)
A sphere of radius 1 has Cp(r) = 2pi
sin(r)
r
for 0 < r ≤ pi and Cp(0) = 2pi. This
gives a Gaussian curvature
K(p) = limr→0+ −3(−sin(r)r − 2 cos(r)r2 + 2 sin(r)r3 )
= 3 + 6 limr→0+
rcos(r)−sin(r)
r3
= 3 + 6 limr→0+
−rsin(r)+rcos(r)−rcos(r)
3r2
= 1.
(2.56)
The Gaussian curvature is negative if the circumference of a circle tends to grow
faster than 2pir. as an example, consider the surface in R3 parametrised by z = xy.
This is illustrated in figure 2.1.
Another entity which will be referred to as curvature appears explicitly in the
metrics that will be studied in this thesis. The Friedmann-Robertson-Walker metric
for homogeneous spaces can be written as
ds2 = −dt2 + a2(t)( dr
2
1− kr2 + r
2dθ2 + r2sin2θdφ2) (2.57)
The constant k will be referred to as the curvature of this space. It is somewhat
similar to Gaussian curvature in the sense that the surface area of spheres increases
faster with radius if the curvature is negative and slower with positive curvature.
The surface area of spheres in flat space (k = 0 ) is 4pir2. In the Lemaˆıtre-Tolman-
Bondi metric (LTB for short) for spherically symmetric universes, kr2 is replaced by
a function F which plays a similar role. It must be stressed, though that in the LTB
metric, the origin is a special point and the position dependent F is defined relative
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Figure 2.1: Positively and negatively curved spaces The radii of the circles
are the distances from the center to the circle along the curve. On the sphere, this
gives a relatively shorter circumference, while the circumference on the hyperbolic
surface is greater than 2pir.
to this point. F may take nonzero values even in flat areas. Calling it (or F
R2i
) the
local curvature is therefore somewhat misleading, but it will be called curvature all
the same.
The third and last type of curvature which will be encountered in this thesis is
the Riemann curvature tensor. It is a tensor of rank
(
1
3
)
and it can be interpreted as
a function TM3 → TM , where the second and last argument spans a small polygon.
The tensor returns the change of its first argument when parallel transported around
the polygon to second order in the size scale of the polygon.
One will not dwell over the meaning of this, but present the definition and some
useful properties of the Riemann tensor.
The Riemann tensor is given by
R(A,u,v) = ([∇u,∇v]−∇[u,v])A. (2.58)
The above expression needs some explanation in order to make sense.
The bracket is the familiar commutator, [A,B] = AB −BA. The juxtaposition
of to vectors should be read as composition of functions from scalar functions on M
to scalar functions on M. That is, composition of differential operators.
The composition of two vectors is not a vector, but the commutator is, as can
be seen from
[u,v] = (uµvν,µ − vµuν,µ)eν + (uµvν
∂2
∂µ∂ν
− uµvν ∂
2
∂µ∂ν
) (2.59)
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Similarly the juxtaposition of covariant derivatives are compositions of functions
from vector fields to vector fields.
The components are found to be
eµR
µ
ναβ = ([∇α,∇β]−∇[eα,eβ ])eν . (2.60)
As the components are anti-symmetric in the two last indices, one can write the
tensor as
R = Rµνeµ ⊗ ων = Rµναβeµ ⊗ ων ⊗ ωα ∨ ωβ, (2.61)
where Rµν can be understood as a matrix of two-forms.
The components of the Riemann curvature tensor can also be expressed with
the connection coefficients and the structure coefficients, which are defined by
[eµ, eν ] = c
ρ
µνeρ. (2.62)
This is done by merely inserting the definitions for the covariant derivative (2.48)
and the structure coefficients (2.62) into equation (2.60), giving
Rµναβ = Γ
µ
νβ,α − Γµνα,β + ΓρνβΓµρα − ΓρναΓµρβ − cραβΓµνρ. (2.63)
This expression shows that the Riemann tensor is an intrinsic property of the
manifold, i.e. it is independent of any embedding one may wish to do of the mani-
fold into a higher dimensional space. This is similar to Gauss’ Theorema egregium
which states that Gaussian curvature is intrinsic.
This property of the Riemann tensor is essential for it in order to play its part
in general relativity, as the theory only concerns the spacetime manifold and not
potentially different embeddings.
The Riemann tensor can be calculated from equation (2.63), however there is a
less cumbersome procedure which exploits an anti-symmetry. This procedure is due
to E´lie Cartan, and is hence referred to as the Cartan formalism.
The connection forms, Ωνµ can be defined as
Ωνµ = Γ
ν
µαω
α. (2.64)
They possess an antisymmetry when expressed in an orthonormal basis, i.e. a basis
where the components of the metric tensor takes the form gµˆνˆ = diag(−1, 1, 1, 1).
The indices in such a basis will be tagged with a hat.
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The anti-symmetry of the connection forms and equivalently of the connection
coefficients are formulated as
Ωµˆνˆ = −Ωνˆµˆ, Γνˆµˆαˆ = −Γµˆνˆαˆ. (2.65)
I will state Cartan’s structural equations without proof, a derivation can be
found in e.g. [4].
Cartan’s first structural equation relates the connection forms to the exterior
derivative of basis forms.
dωρ = −Ωρν ∨ ων . (2.66)
Together with the anti-symmetry, this makes it possible to deduce the connec-
tion forms from the exterior derivative of the basis forms.
Cartan’s second structural equation further relates the connection forms to the
Riemann curvature tensor.
Rµν = dΩ
µ
ν +Ω
ν
λ ∨Ωλν . (2.67)
This suggests a procedure for calculating the Riemann tensor.
(a) Define an orthonormal basis of one-forms, ωµˆ.
(b) Calculate the exterior derivative of the one-forms, dωµˆ.
(c) Deduce the connection forms, Ωµˆνˆ from equation (2.66).
(d) Calculate the exterior derivative of the connection forms, dΩµˆνˆ .
(e) Calculate Rµˆνˆ by the means of equation (2.67).
This procedure will be carried out in chapter 3.
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Furthermore, a symmetric tensor called the Ricci tensor is defined as
Rµν = R
α
µαν . (2.68)
The Ricci scalar is the contraction of the Ricci tensor,
R = Rµµ. (2.69)
The Einstein tensor is defined as
Eµν = Rµν − 1
2
Rgµν . (2.70)
It can be shown that this tensor is divergence free,
Eµν;µ = 0. (2.71)
The Einstein tensor is the geometric entity which appears in Einstein’s field
equations.
2.2 Special relativity
Before attempting to understand the general theory of relativity, one does wise in
spending some time with the special theory of relativity first. As the name suggests,
special relativity is a special case of the general theory.
The special theory of relativity was introduced by Albert Einstein in 1905. [2]
2.2.1 Spacetime
In special relativity, spacetime is a four dimensional vector space and elements of
this space are called events. The vector space is spanned by a set of basis vectors
e0, e1, e2, e3 and any event is written as a linear combination x
µeµ for some set of
coordinates xµ.
The pseudo inner product between two basis vectors eµ and eν is defined as
eµ · eν = ηµν ≡ diag(−1, 1, 1, 1) (2.72)
This inner product defines spacetime as Minkowski space, which is the sim-
plest example of a Lorentzian manifold. The vector space structure of the manifold
itself allows an inner product on the manifold, which is not possible on general
manifolds. Note that the metric tensor of the manifold, which is defined as a func-
tion from Tp × Tp to R for every event p, is gµν = diag(−1, 1, 1, 1) as well, and the
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elements of Tp will also be referred to as eµ. One should have in mind that there is
a distinction between the two as they act on different spaces.
When discussing special relativity here, ηµν will be used for the position vectors
in Minkowski space.
Having introduced the Minkowski space, one would next like to check whether
the basis vectors are unique or not when imposing the condition that their pseudo
inner product is governed by ηµν . Not surprisingly, it turns out that there exists
a continuum of basis transformations which conserve the form of the pseudo inner
product. Such transformations will be referred to as isometries.
For example, a set can be chosen according to
e′0 =
1√
1−β2
(e0 + βe1)
e′1 =
1√
1−β2
(−βe0 + e1)
e′2 = e2
e′3 = e3
. (2.73)
The corresponding coordinate transformations that give xµeµ = x
′µe′µ are seen
to be
x′0 = 1√
1−β2
(x0 − βx1),
x′1 = 1√
1−β2
(βx0 + x1),
x′2 = x2,
x′3 = x3.
(2.74)
This shows that Minkowski space is invariant under a certain change of coordi-
nates. This will be seen to correspond to a change of inertial reference frames.
In addition to the above change of basis, there are two other types of transfor-
mations, which the reader is likely to be familiar with from classical mechanics.
First of all, one may leave the zeroth basis vector as it is, and rotate the spatial
vectors.
A pure translation will not leave the lengths of vectors invariant, but lengths
of differences of vectors will still be invariant. As the origin (in the sense origin of
the coordinate system) of spacetime is chosen arbitrary, this is all we can expect.
Also, the important thing is really the metric tensor, which will be unaltered under
translations.
The different basis transformations form a mathematical group under composi-
tion, and it is referred to as the Lorentz group.
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Special relativity relates to classical mechanics in the way that x0 plays the role
of time coordinate, while the other three are spatial coordinates. Newtons laws of
physics will be correct in the low velocity limit of special relativity when using these
coordinates.
2.2.2 The postulates
There are two principles postulated by Einstein [2] that must be taken into account
and these make sure that the mechanical laws must be altered when considering
objects with higher relative velocities.
The laws by which the states of physical systems undergo change are not affected,
whether these changes of state be referred to the one or the other of two systems in
uniform translatory motion relative to each other.
(2.75)
The speed of light in vacuum is the same in every inertial reference frame. (2.76)
The above postulates are referred to as “The principle of relativity” and “The
principle of invariant light speed” respectively.
These principles can be used to deduce the transformation rules for coordinate
transformations between different frames of reference. It turns out that these trans-
formations coincide with the isometries of spacetime. It will merely be demonstrated
that the speed of light is invariant and the coordinate-independent Lagrangian me-
chanics will be presented.
The four-velocity, U (λ), of a particle moving along a curve c(λ) is the element
of Tc(λ) which is the equivalence class of c. If c(λ) = c
µ(λ)eµ, then the four-velocity
can be written
U = Uµeµ =
d
dλ
(cµ)eµ. (2.77)
The direction of time can be imposed by demanding that d
dλ
(c0) = U0 > 0. This
ensures that c0(λ) is injective and the curve might as well be parametrised by c0. If
the curve corresponds to a photon, the absolute value of the three-velocity is c = 11,
1“c” as the speed of light, not the curve. Throughout this thesis, natural units are used.
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and this gives
(
∂c1
∂c0
)2 + (
∂c2
∂c0
)2 + (
∂c3
∂c0
)2 = 1. (2.78)
By the chain rule, this can be written as
(U0)2 = (U1)2 + (U2)2 + (U3)2, (2.79)
but this is just the condition that the length of the four-velocity is zero,
g(U ,U ) = 0. (2.80)
This illuminates the reason behind the expression “light-like”.
The isometries of ηµν are not surprisingly also isometries for gµν . This implies
that if the coordinate system is changed, the obedience of the scalar equation (2.80)
in any Minkwoskian frame of reference can be expressed as
(U0
′
)2 = (U1
′
)2 + (U2
′
)2 + (U3
′
)2. (2.81)
This means that the velocity of light must be equal to 1 in every Minkowskian
reference frame.
It remains to introduce the laws of mechanics.
2.2.3 Lagrangian mechanics
As in classical mechanics, the trajectory of particles will be determined from mini-
mizing the action integral,
S(c) =
∫
c
L, (2.82)
where c is the curve corresponding to the particle, c : [0, 1] → M and L is the
Lagrangian.
In order for this to be Lorentz invariant, it should be on the form
S(c) =
∫ 1
0
α(
dc
dΛ
(λ))dλ (2.83)
for some one-form α. This is the interpretation of the line integral of a one-form.
The action for a free particle will take the form
S(c) =
∫ 1
0
−m
√
−g( dc
dλ
(λ),
dc
dλ
(λ))dλ. (2.84)
This integrand is also linear in dc
dλ
(λ) and can be regarded as a one-form. m is the
mass of the particle, assuming it has a mass.
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Parametrizing the curve with the time coordinate in some Minkowskian system
is always possible for particles traveling at speeds less than or equal to the speed of
light. This gives an action on the form
S(c) =
∫ t1
t0
−m
√
1− (dx
dt
)2 + (
dy
dt
)2 + (
dz
dt
)2dt =
∫ t1
t0
−m
√
1− β2dt. (2.85)
Here, the interpretation of β is introduced. It is the three-velocity of a parti-
cle divided by the speed of light (which is normalised to 1 here). It also becomes
apparent that a photon must have a different Lagrangian as it is massless and has
1− β2 = 0.
Imposing Lagrange’s equations on the Lagrangian, L = −m√1− β2 gives
d
dt
(
x˙i√
1− β2 ) = 0 =⇒
d
dt
(
β2
1− β2 ) = 0 =⇒ x¨
i = 0. (2.86)
This means that a freely moving particle is moving along a straight line.
Note that the except for the factor −m, the integral is the proper time of the
particle, introduced in subsection 2.1.7. A massive, free particle follows the curve
with maximal proper time.
As mentioned above, (2.74) is a coordinate transformation between inertial ref-
erence frames. An inertial reference frame is a choice of coordinates which gives
a Minkowskian metric. To be more precise, different coordinate systems which are
related by a spatial rotation will be considered as the same inertial reference frame.
As free particles move along straight lines, one possible solution is that a particle
has constant spatial coordinates in some inertial reference frame. Such a reference
frame is called the rest frame of the particle.
Suppose a particle is moving with a velocity −β in the x1 direction in the coor-
dinate system {x0, x1, x2, x3}. This can be parametrised as
x0 = x0, x1 = (−βx0 + x10), x2 = x20, x3 = x30 (2.87)
Imposing transformation (2.74) gives
x′0 = γ((1 + β)x0 − βx10),
x′1 = γ(x10),
x′2 = x20,
x′3 = x30.
(2.88)
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Here, the Lorentz factor, γ ≡ 1√
1−β2
was introduced. The spatial coordinates
are constant in the primed coordinate system. This shows that the coordinate trans-
formation was a transformation to the rest frame of the particle.
Expanding the Lagrangian in a Taylor series to second order shows that the free
particle Lagrangian from classical mechanics is obtained in the low velocity limit.
L = −m
√
1− β2 ≈ −m+ 1
2
mβ2 = −mc2 + 1
2
mv2 = T − V (2.89)
In order to include interactions, the Lagrangian must be modified in a way
that preserves Lorentz invariance. This invariance is for example responsible for
unifying the electric and magnetic forces in the electromagnetic theory. Gravity
will be included in the general theory of relativity.
2.3 The General Theory of Relativity
Einstein published his general theory of relativity in 1916[3]. In general relativity,
gravity is incorporated as a geometric effect. The geometry of spacetime depends on
the distribution of matter and matter is moving according to the geometry of space-
time. Particles moving under influence of no other forces than gravity are said to
be free. In fact, when this is established, gravity is no longer considered a force at all.
2.3.1 The principle of equivalence
There is a peculiar feature of gravity which distinguishes it from other forces. The
acceleration that is experienced by an object due to gravitational pull from a second
object is independent of the mass of the first object. This is because the inertial
mass from Newtons second law coincides with the gravitational mass in Newtons
law of gravity.
This means that every constituent of an object at rest in a uniform gravitational
field is acted upon by a force which would have caused a constant acceleration if
there were no gravitational field.
Consider a box that travels in free space, at same constant acceleration as the
before mentioned object would have experienced if it was freely falling. Suppose
the box contains an object which is at rest relative to the box. The forces that act
on the object are completely equivalent to the forces acting on the object in the
gravitational field.
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A person, who’s knowledge of this world is limited to the inside of the box, can
not determine whether the box is accelerating or situated in a gravitational field.
The principle of equivalence states that the local behaviour of matter in an accel-
erated reference frame can not be distinguished from the behaviour in a gravitational
field.
This means that gravity is no longer considered a force. Freely falling particles
in a gravitational field are not acted upon by forces, completely equivalent to par-
ticles moving in empty space. In the case of an inhomogeneous gravitational field,
one may introduce a local inertial reference frame following the freely falling particle.
If this is going to make sense, the seemingly curved trajectories of falling bodies
must be straight lines or geodesics in the spacetime manifold. In order to achieve
this, spacetime must be equipped with a metric which is not Minkowskian.
2.3.2 Spacetime and geodesics
The spacetime of general relativity is a Lorentzian manifold. That is, it is a dif-
ferentiable manifold equipped with a metric with signature {−,+,+,+}, at least
in four-dimensional theories. Similar to the special theory, the trajectories of free
particles are determined from the metric by minimizing the action integral
S(c) =
∫ 1
0
−m
√
−g( dc
dλ
(λ),
dc
dλ
(λ))dλ. (2.90)
The big difference is that the metric tensor may be an arbitrary tensor as long
as it is symmetric and has the right signature. Note that as opposed to the special
theory of relativity where the whole spacetime is homeomorphic to R4, the spacetime
of general relativity can take any orientable shape.
Denote the four-velocity of the particle by dc
dλ
(λ) = u = uµeµ. In special relativ-
ity, Lagrange’s equations give the relation that
d
dλ
(u) = u˙ = uµ,νu
νeµ = 0. (2.91)
The four-velocity is constant, giving straight lines as solutions.
It can be shown that in general relativity, minimizing the action gives a very
similar relation,
d
dλ
(u) = u˙ = uµ;νu
νeµ = 0. (2.92)
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A geodetic curve or a geodesic is a curve with a tangent vector satisfying the
relation (2.92). These are the paths of free particles. As the equation which governs
the trajectories of free particles ought to reduce to (2.91) in the special theory, this
is not very surprising. As discussed previously, the partial derivative of equation
(2.91) does not transform as a tensor. However, when restricted to the coordinate
systems with Minkowskian metric, the Christoffel symbols vanishes and this makes
(2.91) valid in the special theory.
This establishes the way free particles move in spacetime, but as gravity depends
on energy distributions and the metric of spacetime is acting as gravity, there must
be a way to determine the dynamics of the metric as well.
2.3.3 Einstein’s field equations
If the metric is to be related to the contents of the universe in any way, there must
be some mathematical entity, preferably a tensor, that describes the matter content.
The conservation of energy and momentum can be incorporated as the vanishing
divergence of a tensor of rank 2, and it is in fact incorporated in this way.
The stress-energy-momentum tensor, or stress-energy tensor/ energy-
momentum tensor is a symmetric tensor of rank 2. It has vanishing divergence,
T µν;ν = 0 (2.93)
and its content depends on the content of spacetime. In the simplest cases, it can
be written as
T µν = (ρ+ p)uµuν + pgµν , (2.94)
where ρ is the energy density, p is the pressure and uµ are the components of the
four velocity field.
Einsteins field equations are collected in the single tensor equation2.
Eµν + Λgµν = Tµν . (2.95)
The Einstein tensor was introduced in subsection 2.1.10 and the constant Λ is
the cosmological constant. It is an integration constant which emerges in the
derivation of the field equations. Although it emerges as a mathematical entity,
it can also be absorbed into the energy-momentum tensor and be interpreted as
2As wel as c, κ = 8piGc4 ≡ 1 in natural units.
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Lorentz invariant vacuum energy, LIVE for short. The vanishing divergence
of the energy-momentum tensor is seen as both tensors on the left hand side of
equation (2.95) have zero divergence.
The derivation of the field equations will be omitted here, actually it has been
asserted that no rigorous derivation may be given[1].
The derivations that nevertheless are given are based on coordinate indepen-
dence, the principle of equivalence and reduction to Newtonian gravity in the low
energy limit.
The field equations may be applied in several ways. On planetary scale, general
relativity must be applied in order to obtain the necessary precision in measurements
of distances and time differences for e.g. GPS. On slightly larger scale, e.g. the
spacetime geometry around black holes can be found. It is on even larger scales
though, that the theory will be applied in this thesis.
2.3.4 Cosmology
Cosmology is the study of the dynamics of the universe as a whole. Before the intro-
duction of general relativity in 1916, the universe was believed to be static. General
relativity introduces the possibility of a dynamic universe. For example, the uni-
verse may expand or contract, leading to respectively more or less available space
for particles to reside in. This also causes distances between particles to change at
a rate proportional to the distance.
When considering the evolution of the universe at a very large scale, small vari-
ations in mass density over short distances will not be important. The energy-
momentum tensor at a point will of course be very dependent of whether the point
is in empty space, a planet or possibly a star or a black hole. As the scale of interest
is even larger than galactic clusters, these fluctuations in the energy can effectively
be smeared out.
Under this approximation, there are two principles which are often assumed,
called the cosmological principles.
Homogeneity: There is no special point in the universe. Matter is evenly dis-
tributed in the universe at large scales.
Isotropy: There is no special spatial direction in the universe. The expansion is
the same in all directions.
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These principles give huge restrictions on the metric, giving the Friedmann-
Robertson-Walker metric.
ds2 = −dt2 + a2(t)( dr
2
1− kr2 + r
2dθ2 + r2sin2θdφ2) (2.96)
Imposing Einsteins equation on this metric and using the form (2.94) for the energy-
momentum tensor gives the Friedmann equations
3
a˙2 + k
a2
= ρ (2.97)
and
−2 a¨
a
− a˙
2 + k
a2
= p. (2.98)
A further restriction can be obtained by looking at the relations between energy
density and pressure for different fluids (read matter). A perfect fluid is a fluid
which obeys the relation
p = ωρ, (2.99)
where ω is some constant. For example, radiation obeys (2.99) with ω = 1
3
while
dust (or material particles) has ω = 0 at low temperatures (mc2À kT).
As the title of this thesis implies, I will treat inhomogeneous models in this thesis.
This breaks with the cosmological principles and in order to still be in accordance
with isotropic observations, the metric will be assumed to be spherically symmetric.
This is the case for the Lemaˆıtre-Tolman-Bondi metric (LTB for short), which is
the subject of the next chapter.
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Chapter 3
The Lemaˆıtre-Tolman-Bondi
metric
ds2 = −dt2 +X2(r, t)dr2 +R2(r, t)(dθ2 + sin2θdφ2) (3.1)
3.1 Calculating the Einstein Tensor using Car-
tan’s formalism
The Cartan formalism was outlined in subsection 2.1.10
An orthonormal basis of one-forms is found from (3.1),
ωtˆ = dt, ωrˆ = Xdr, ωθˆ = Rdθ, ωφˆ = Rsin(θ)dφ. (3.2)
Their exterior derivatives are
dωtˆ = 0, (3.3)
dωrˆ =
X˙
X
ωtˆ ∧ ωrˆ, (3.4)
dωθˆ =
R˙
R
ωtˆ ∧ ωθˆ + R
′
XR
ωrˆ ∧ ωθˆ, (3.5)
dωφˆ =
R˙
R
ωtˆ ∧ ωφˆ + R
′
XR
ωrˆ ∧ ωφˆ + cot(θ)
R
ωθˆ ∧ ωφˆ. (3.6)
Cartan’s first structure equation (2.66) or (3.7) introduces the connection forms
Ωρν .
dωρ = −Ωρν ∧ ων (3.7)
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The connection forms are found to be
Ωrˆtˆ = Ω
tˆ
rˆ =
X˙
X
ωrˆ, (3.8)
Ωθˆtˆ = Ω
tˆ
θˆ
=
R˙
R
ωθˆ, (3.9)
Ωθˆrˆ = −Ωrˆθˆ =
R′
XR
ωθˆ, (3.10)
Ωφˆ
tˆ
= Ωtˆ
φˆ
=
R˙
R
ωφˆ, (3.11)
Ωφˆrˆ = −Ωrˆφˆ =
R′
XR
ωφˆ, (3.12)
and
Ωφˆ
θˆ
= −Ωθˆ
φˆ
=
cotθ
R
ωφˆ. (3.13)
While the exterior derivatives are
dΩrˆtˆ = dΩ
tˆ
rˆ =
X¨
X
ωtˆ ∧ ωrˆ, (3.14)
dΩθˆtˆ = dΩ
tˆ
θˆ
=
R¨
R
ωtˆ ∧ ωθˆ + R˙
′
XR
ωrˆ ∧ ωθˆ, (3.15)
dΩθˆrˆ = −dΩrˆθˆ =
R˙′X −R′X˙
X2R
ωtˆ ∧ ωθˆ + R
′′ −R′X ′
X3R
ωrˆ ∧ ωθˆ, (3.16)
dΩφˆ
tˆ
= dΩtˆ
φˆ
=
R¨
R
ωtˆ ∧ ωφˆ + R˙
′
RX
ωrˆ ∧ ωφˆ + R˙cotθ
R2
ωθˆ ∧ ωφˆ, (3.17)
dΩφˆrˆ = −dΩrˆφˆ =
R˙′X −R′X˙
X2R
ωtˆ∧ωφˆ+R
′′X −R′X ′
X3R
ωrˆ∧ωφˆ+R
′cotθ
XR2
ωθˆ∧ωφˆ, (3.18)
and
dΩφˆ
θˆ
= −dΩθˆ
φˆ
=
−1
R2
ωθˆ ∧ ωφˆ. (3.19)
Cartan’s second structure equation (3.20) or (2.67) relates the Riemann curva-
ture tensor to the connection forms,
Rµˆνˆ = dΩ
µˆ
νˆ +Ω
µˆ
λˆ
∧Ωλˆνˆ . (3.20)
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This gives for the Riemann tensor,
Rrˆtˆ = R
tˆ
rˆ =
X¨
X
ωtˆ ∧ ωrˆ, (3.21)
Rθˆtˆ = R
tˆ
θˆ
=
R¨
R
ωtˆ ∧ ωθˆ + R˙
′X −R′X˙
X2R
ωrˆ ∧ ωθˆ, (3.22)
Rθˆrˆ = −Rrˆθˆ =
R˙′X −R′X˙
X2R
ωtˆ ∧ ωθˆ + R
′′X −R′X ′′R˙X˙X2
X3R
ωrˆ ∧ ωθˆ, (3.23)
Rφˆ
tˆ
= Rtˆ
φˆ
=
R¨
R
ωtˆ ∧ ωφˆ + R˙
′X −R′X˙
X2R
ωrˆ ∧ ωφˆ, (3.24)
Rφˆrˆ = −Rrˆφˆ =
R˙′X −R′X˙
X2R
ωtˆ ∧ ωφˆ + R
′′X −R′X ′′R˙X˙X2
X3R
ωrˆ ∧ ωφˆ (3.25)
and
Rφˆ
θˆ
= −Rθˆ
φˆ
=
R′2 − R˙2X2 −X2
R2X2
ωθˆ ∧ ωφˆ. (3.26)
The non zero components of the Ricci tensor are:
Rtˆtˆ =
−X¨
X
− 2R¨
R
, (3.27)
Rrˆrˆ =
X¨
X
+ 2
R′X ′ + R˙X˙X2 −R′′X
RX3
, (3.28)
Rθˆθˆ = Rφˆφˆ =
R¨
R
+
R′X ′ + R˙X˙X2 −R′′X
RX3
+
R˙2 + 1
R2
− R
′2
R2X2
, (3.29)
Rtˆrˆ = Rrˆtˆ = 2
R′X˙ − R˙′X
RX2
(3.30)
and
R = Rµˆµˆ = 2
X¨
X
+ 4
R¨
R
+ 4
R′X ′ + R˙X˙X2 −R′′X
RX3
+ 2
R˙2 + 1
R2
− 2 R
′2
R2X2
. (3.31)
The Einstein tensor, Eµˆνˆ = Rµˆνˆ − 12Rηµˆνˆ has these non zero components:
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Etˆtˆ = 2
R′X ′ + R˙X˙X2 −R′′X
RX3
+
R˙2 + 1
R2
− R
′2
R2X2
(3.32)
Erˆrˆ = −2R¨
R
− R˙
2 + 1
R2
+
R′2
R2X2
(3.33)
Eθˆθˆ = Eφˆφˆ = −
X¨
X
− R¨
R
− R
′X ′ + R˙X˙X2 −R′′X
RX3
(3.34)
Etˆrˆ = Erˆtˆ = 2
R′X˙ − R˙′X
RX2
(3.35)
3.2 Choosing coordinates
The metric (3.1) can be simplified by making choices about the coordinates on
spacetime.
3.2.1 Radial distance coordinates
As an example, one can let the radial coordinate be equal to the spatial distance
from the origin. This is equivalent to the condition X ≡ 1 and the metric takes the
simpler form (3.36).
ds2 = −dt2 + dr2 +R2(r, t)(dθ2 + sin2θdφ2) (3.36)
A serious drawback with this choice is that the world lines of an average freely
falling particle will have both radial- and time components that depend on the
distance to the origin (except in static cases) and the energy-momentum tensor be-
comes complicated.
3.2.2 Comoving coordinates
An other choice is to use comoving coordinates. This corresponds to particles having
constant spatial coordinates on average in areas on the scale of clusters of galaxies.
This assumption sets the spatial components of the four velocity field to zero. This
makes the energy-momentum tensor diagonal, and thus also the Einstein tensor
which leads to the condition (3.37)
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Etˆrˆ = Erˆtˆ = 2
R′X˙ − R˙′X
RX2
= 0 (3.37)
X must be nonzero everywhere and R is nonzero except for r=01, and possibly
one other point, when the coordinates make little sense anyway. This means that
one has the condition (3.38)
R′X˙ = R˙′X (3.38)
The equation (3.38) can be treated in two separate cases, areas of spacetime
where R′ 6= 0 and areas where R′ = 0.
If R′ 6= 0 one has
X˙
X
=
R˙′
R′
, (3.39)
which can be integrated and gives
X(r, t) = R′(r, t)f(r), (3.40)
where f(r) is some function of the radial coordinate only. This leads to the LTB
metric with comoving coordinates (3.41), where F ≡ 1− 1
f
.
ds2 = −dt2 + R
′2(r, t)
1− F (r)dr
2 +R2(r, t)(dθ2 + sin2θdφ2) (3.41)
Now the Einstein tensor has the non-zero components shown in eqs. (3.42-3.44)
Etˆtˆ =
2R˙R˙′R +R′(R˙2 + F ) + F ′R
R′R2
(3.42)
Erˆrˆ = −2R¨R + R˙
2 + F
R2
(3.43)
Eθˆθˆ = Eφˆφˆ = −
1
2
F ′R + R¨′R2 + R¨RR′ + R˙R˙′R
R2R′
(3.44)
It is apparent that this breaks down in the case where R′ = 0 as the radial
coordinate becomes stationary. Such cases necessarily appear if a spatial section of
1At least if we choose the origin at r=0, which is natural, but not necessary
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spacetime is geometrically closed.
If R′ = 0, (3.38) becomes
R˙′X = 0⇔ R˙′ = 0 (3.45)
Thus one obtains the interesting result that
∃ t0 | R′(r, t0) = 0 =⇒ R′(r, t) = 0 ∀t (3.46)
The Einstein tensor looks a lot simpler in these cases.
Etˆtˆ = 2
R˙X˙X2 −R′′X
RX3
+
R˙2 + 1
R2
(3.47)
Erˆrˆ = −2R¨
R
− R˙
2 + 1
R2
(3.48)
Eθˆθˆ = Eφˆφˆ = −
X¨
X
− R¨
R
− R˙X˙X
2 −R′′X
RX3
(3.49)
In the case of intervals of r where R′ = 0, the condition R′′ = 0 becomes valid as
well. If R′ = 0 and R′′ 6= 0, this problem is solved simply by solving the equations
for R′ 6= 0 and finding X and R at R′ = 0 by calculating the limits.
3.3 Covariant decomposition
In order to find the covariant decomposition one has to find the covariant derivative
of the four velocity field with components uµ.
With comoving coordinates, the four velocity can be written as
uµ = δµt . (3.50)
The covariant derivative of the components of a vector field, Aµ is defined in
(2.48)
Aµ;ν ≡ Aµ,ν + AαΓµαν , (3.51)
where the Γ’s are the Christoffel symbols. They can be calculated from the
metric tensor (2.49) as
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Γµαν =
1
2
gµλ(gλα,ν + gλν,α − gαν,λ) (3.52)
and as can be seen, they are symmetric in the lower indices.
For comoving coordinates, only the Christoffel symbols Γµtν plays a role when
calculating the covariant derivative of the four velocity. These are found to be
Γrtr =
X˙
X
=
R˙′
R′
, Γθtθ = Γ
φ
tφ =
R˙
R
(3.53)
It follows that uµ;ν is diagonal with the components shown in (3.54)
ut;t = 0, u
r
;r =
R˙′
R′
, uθ;θ = u
φ
;φ =
R˙
R
(3.54)
The expansion scalar is found to be
θ = uµ;µ =
R˙′
R′
+ 2
R˙
R
. (3.55)
The shear tensor is
σαβ = diag(0, −2σ, σ, σ), σ ≡
1
3
(
R˙
R
− R˙
′
R′
) (3.56)
While the anti-symmetric vorticity tensor is of course 0.
38 CHAPTER 3. THE LEMAIˆTRE-TOLMAN-BONDI METRIC
Chapter 4
Radiation dominated universe
with Λ
The Einstein field equations have been solved[8] for LTB universes with dust and
a cosmological constant. Inspired by this article, one would like to do something
similar with universes containing only radiation and a cosmological constant.
This task is carried out in this chapter. The exact analytical solution for LTB
universes with radiation and cosmological constant will be derived in a way that
much resembles the derivation of the dust dominated model in [8].
However, it turns out that radiation dominated universes distinguishes itself
from dust dominated universes in a critical way. Dissimilar to the dust dominated
LTB universe, radiation dominated LTB universes must be homogeneous. In the
course of study of this model, this became apparent to the author after having found
a general inhomogeneous solution.
The presentation of the analysis will follow a chronological order, thus deriving
the general inhomogeneous solution before showing that it must reduce to the ho-
mogeneous case. Even though the solutions will simplify in the end, the method
that was used to derive the inhomogeneous solution can be interesting in its own
right.
4.1 Field equations
The energy-momentum tensor of an electromagnetic field can be written
Tµν = diag[ρ(t, r),
ρ(t, r)
3
,
ρ(t, r)
3
,
ρ(t, r)
3
] (4.1)
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Recall the form of the Einstein tensor for R′ 6= 0 in (3.42-3.44).
(Etˆtˆ − Λ)R2R′ = [R(R˙2 + F −
Λ
3
R2)]′ = ρR2R′. (4.2)
Using that the trace of the energy-momentum tensor is zero gives
−1
2
R2R′(Eµµ + 4Λ) = [R(R˙
2 + F )− 2Λ
3
R3 + R¨R2]′ = 0. (4.3)
Also,
Erˆrˆ − Eθˆθˆ = 0 =⇒
[
R(R˙2 + F ) + 2R2R′
R3
]′
= 0. (4.4)
Integration of the above combinations of the Einstein equations gives (4.5-4.7)
It is apparent that M(t, 0) = 0 ∀ t. Also, the left hand side of (4.6) must be
zero for r = 0. F (0) = 0 if the metric is differentiable at r = 0 and as R(t, 0) ≡ 0∀t
also the time derivatives up to arbitrary order must be zero at r = 0. As the right
hand side must be a function of t only, it must be zero.
∫ r
0
ρ(t, q)R2(t, q)R′(t, q)dq ≡M(t, r) = R(R˙2 + F − Λ
3
R2) (4.5)
R(R˙2 + F )− 2Λ
3
R3 + R¨R2 = 0 (4.6)
R(R˙2 + F ) + 2R2R¨
R3
= β(t) (4.7)
The time derivative of M is found to be
M˙ = R˙(R˙2 + F − ΛR2 + 2R¨R) = −R˙R2(Erˆrˆ + Λ) = −ρ
3
R˙R2. (4.8)
In the last equality, the radial component Einstein equation was utilized (Erˆrˆ+Λ =
Trˆrˆ).
M ′ = ρR′R2 (4.9)
If also ρ 6= 0, then
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M˙
M ′
= −1
3
R˙
R′
(4.10)
Combining (4.5-4.7) and solving for R¨ leads to
R¨ = (β − 2
3
Λ)R = −M
R2
+
Λ
3
R (4.11)
and
M
R3
= −(β + Λ). (4.12)
The right hand side is a function of time, only, so(
M
R3
)′
=
M ′
R3
− 3MR
′
R4
= 0 (4.13)
Further assuming M 6= 0 (⇔M ′ 6= 0 since R 6= 0 6= R′ is already assumed)
M
M ′
=
1
3
R
R′
(4.14)
Combining (4.10) and (4.14) leads to
M˙
M
= −R˙
R
, (4.15)
˙(MR) = M˙R +
MR˙
R2
= 0, (4.16)
and I define
MR ≡ f(r). (4.17)
Note Satisfied with having found a combination of R and M which is time inde-
pendent, the derivation from here will continue very similar to the derivation for
dust dominated models found in [8].
Studying the equations (4.10, 4.14, 4.15), one observes that any one of them
follows from the other two. However, equation (4.15) does not contain all the in-
formation of the other two. From here, one should have utilized both equations
(4.14-4.15) and obtained the homogeneity straight away.
Equation (4.14) is going to be the basis for section 4.3.
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Combining equations (4.5) and (4.17) leads to (4.18) which can be solved when
given initial conditions (4.19)
R˙2 =
f
R2
− F + Λ
3
R2 (4.18)
R(ti, r) = Ri(r), M(ti, r) =
f(r)
Ri(r)
, F (r) (4.19)
4.2 Analytic solution
This section is dedicated to solving the differential equation (4.18).
Changing variable function to u = R2 gives
u˙2 = 4uR˙2 =
4Λ
3
u2 − 4Fu+ 4f. (4.20)
Equation (4.20) can be solved in two separate cases, Λ 6= 0 and Λ = 0.
Taking the simplest case first, in the case Λ = 0, (4.20) simplifies to
u˙2 = 4(f − Fu), (4.21)
du√
f
F
− u
= ±2
√
Fdt, (4.22)
√
f
F
−R2 = ∓
√
F (t− ti) +
√
f
F
−R2i (4.23)
and finally the solution is
R2 = R2i − F (t− ti)2 ∓ 2
√
f − FR2i (t− ti). (4.24)
If Λ 6= 0 one can write
u˙2 =
4Λ
3
((u− 3F
2Λ
)2 +
3f
Λ
− 9F
2
4Λ2
) (4.25)
or
v˙2 =
4Λ
3
(v2 + k) (4.26)
where v = u− 3F
2Λ
and k = 3f
Λ
− 9F 2
4Λ2
.
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If k = 0, then
v˙ = ±
√
4λ
3
v (4.27)
and R2 is found to be
R2 = (R2i −
3F
2Λ
)e±
√
4λ
3
(t−ti) +
3F
2Λ
. (4.28)
Assuming k 6= 0 and setting w = v√
k
gives
dw√
1 + w2
= ±
√
4Λ
3
dt. (4.29)
The integral can be expressed as
R2 − 3F
2Λ
+
√
R4 − 3F
Λ
R2 + 3f
Λ
R2i − 3F2Λ +
√
R4i − 3FΛ R2i + 3fΛ
= e±
√
4Λ
3
(t−ti) (4.30)
or solved for R2 as
R2 =
√
3f
Λ
− 9F
2
4Λ2
sinh(±
√
4Λ
3
(t− ti) + arsinh(wi)) + 3F
2Λ
. (4.31)
It is evident that if k = 3f
Λ
− 9F 2
Λ2
> 0, then the solution will be real and either
start at −∞ and reach R2 = 0 at a finite point in time t, or it will start out from
R2 = 0 and increase for ever. Also, if Λ < 0, the solution will be complex, so
k > 0 =⇒ Λ ≥ 0.
The case k < 0 is more subtle. Equation (4.31) can be rewritten using the two
first of the following identities:
sinh(a+ b) = sinh(a)cosh(b) + sinh(b)cosh(a)
cosh(arsinh(x)) =
√
1 + x2
cosh(artanh(x)) = 1√
1−x2
sinh(artanh(x)) = x√
1−x2
(4.32)
This gives a more transparent expression for R2:
R2 = (R2i −
3F
2Λ
)cosh(±
√
4Λ
3
(t− ti)) +
√
R4i −
3F
Λ
R2i +
3f
Λ
sinh(±
√
4Λ
3
(t− ti)) + 3F
2Λ
(4.33)
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or expressed in terms of v, k and ω ≡ ±
√
4Λ
3
,
v = vicosh(ω(t− ti)) +
√
v2i + ksinh(ω(t− ti)). (4.34)
It is apparent that the three cases k < 0, k = 0 and k > 0 corresponds to
R2 evolving as a constant with respect to time plus cosh(ω(t − ti)), eω(t−ti) and
sinh(ω(t− ti)) respectively.
If k < 0, the cosh term in (4.34) will dominate and the minimal value for v2
will be k, so that one can eliminate the sinh term by choosing the ti as the value
which minimizes v. For k = 0, the cosh term and the sinh term will add up to an
exponential function and for k > 0 one can choose an initial point in time in order
to eliminate the cosh term.
As seen above, R2 will take every positive value at some point if k > 0 and
Λ > 0. One is free to choose R2i =
3F
2Λ
for any value of r. This reduces the time
dependence of (4.33) in a spherical shell at coordinate r to a hyperbolic sine only.
If k > 0 and Λ < 0, the solution will not stay real.
If k < 0, then R2 will stay real if either a)
√
v2i + k is real and Λ ≥ 0 or b)
if
√
v2i + k is imaginary and Λ < 0. The latter might be highly theoretical, but it
may be of some academic interest.
a)
Since the spherical shell of interest evolves according to hyperbolic cosine, it is
essential to find local extremal values. One way to find these is to differentiate
(4.34) with respect to time. Denote the minimal/maximal value of v by vM :
v˙|v=vM = ωvisinh(ω(t− ti)) + ω
√
v2i + kcosh(ω(t− ti)) = 0, (4.35)
tanh(ω(t− ti)) = −
√
v2i + k
vi
. (4.36)
Using the two last identities from (4.32), one finds
vM = vi
√
v2i
−k −
v2i + k
vi
√
v2i
−k =
|vi|
vi
√−k (4.37)
or in terms of R2i , F , f and Λ,
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R2M =
3F
2Λ
±
√
(
3F
2Λ
)2 − 3f
Λ
. (4.38)
This can also be found directly, as we can choose ti and thus also Ri in a way
such that
√
v2i + k = 0 this gives an extremal value when t = ti, R
2 = R2i and this
gives vi = ±
√−k
The ultimate destiny of a solution is characterised by whether R2i ≤ 3F2Λ −√
9F 2
4Λ2
− 3f
Λ
or R2i ≥ 3F2Λ +
√
9F 2
4Λ2
− 3f
Λ
. The first will start out at R2 = 0, then
increase until it reaches the maximal value, then decrease and reach R2 = 0 again
in finite time. The latter case will lead to solution where R2 “starts out at infinity”
(at t = −∞ if one is allowed to say so) then shrinks until it reaches a minimal value
and finally bounces back out, approaching ∞ as t→∞.
It is clear that for
3F
2Λ
−
√
(
3F
2Λ
)2 − 3f
Λ
< R2i <
3F
2Λ
+
√
(
3F
2Λ
)2 − 3f
Λ
, Λ > 0 (4.39)
R2 will become complex. This means that (4.39) represents an area that is either
unphysical, or needs to be interpreted in a different way. As long as one has no
interpretation of this mathematical phenomenon, one might just as well say that
the area is forbidden. The different solutions are illustrated in Figure 4.1.
b)
Now concerning negative Λ:
The solution (4.33) can be rewritten as
R2 = (R2i−
3F
2Λ
)cos(±
√
−4Λ
3
(t−ti))+
√
−R4i +
3F
Λ
R2i −
3f
Λ
sin(±
√
−4Λ
3
(t−ti))+3F
2Λ
.
(4.40)
The solution for R2 will only stay real if R4i − 3Fλ R2i + 3fλ = v2i + k < 0. It is seen
that the solution describes oscillations with amplitude
√−k and mean value 3F
2λ
.
We are presently only considering solutions where R2 is non-negative so it will
be of interest to know whether the mean value is negative or not.
As Λ < 0, a positive mean value 3F
2Λ
means that F < 0 i.e. negative curvature. Flat
space, with F = 0 has oscillations about R2 = 0 and positively curved space has a
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Figure 4.1: R2(t) when Λ > 0 and k < 0.
negative equilibrium value for R2 < 0.
For negative F , if the amplitude is less than the mean value, R2 will oscillate
for ever as illustrated in Figure (4.2)
4.3 Reduction to FRW
So far, the direct consequences of equation (4.14) have been neglected. This will be
repaired in this section.
Equation (4.13) is restated as
(
M
R3
)′ = 0. (4.41)
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Figure 4.2: Oscillating universe shell The figure shows the solutions for R2 when
Λ < 0 and 0 < k < 3F
2Λ
.
One can utilize this directly as
(
M
R3
)′ =
M ′
R3
− 3M R
′
R4
=
ρR′
R
− 3M
R3
R′
R
= 0. (4.42)
The usual assumptions of R′ 6= 0 gives
ρ =
3M
R3
, (4.43)
but this is seen to be time independent from (4.41) and hence
ρ = ρ(t), (4.44)
which means that the energy density is homogeneous.
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Also, (4.43) can bee combined with f(r) =MR to yield
R(t, r) = (
3f(r)
ρ(t)
)
1
4 . (4.45)
This shows that R factorizes.
One can rewrite this slightly as
R(t, r) =
a(t)
ai
Ri(r), (4.46)
where a(t) = 4
√
3
ρ(t)
and Ri(r) =
4
√
f(r)ai.
The generally inhomogeneous solution (4.33) for Λ 6= 0 was
R2 = (R2i−
3F
2Λ
)cosh(±
√
4Λ
3
(t−ti))+
√
R4i −
3F
Λ
R2i +
3f
Λ
sinh(±
√
4Λ
3
(t−ti))+3F
2Λ
.
(4.47)
Dividing by
R2i
a2i
gives the scale factor squared,
a2(t) = (a2i−
3F
2Λ
√
f
)cosh(±
√
4Λ
3
(t−ti))+
√
a4i −
3F
Λ
√
f
a2i +
3
Λ
sinh(±
√
4Λ
3
(t−ti))+ 3F
2Λ
√
f
.
(4.48)
This leads to
F√
f
= Γ (4.49)
for some constant Γ.
The same result is obtained if Λ = 0, the solution for R2 (4.24) is restated here,
R2 = R2i − F (t− ti)2 ∓ 2
√
f − FR2i (t− ti). (4.50)
It gives
a2(t) = a2i −
F√
f
(t− ti)2 ∓ 2
√
1− F√
f
(t− ti). (4.51)
The radial independence of ρ makes it simple to calculate f .
f = Rρ
∫ r
0
R2R′dr′ =
ρ
3
R4 (4.52)
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This gives
F = Γ
√
ρ
3
a2
a2i
R2i . (4.53)
The time independence of F implies that
ρ(t) = ρi(
a(t)
ai
)4 (4.54)
and
F = Γ
√
ρi
3
R2i ≡ kR2i . (4.55)
The LTB metric (3.41) is now reduced to
ds2 = −dt2 + a
(t)
a2i
(
R′2i
1− kR2i
dr2 +R2i dθ
2 +R2i sin
θdφ2). (4.56)
This is just the FRW metric.
This concludes this chapter. It has been shown that any LTB universe with
radiation and cosmological constant as the only sources can also be described com-
pletely by the FRW metric.
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Chapter 5
Radiation-matter-LIVE mixture
(with consistent thermodynamics)
This chapter follows closely the work of Roberto A. Sussmann and Diego Pavo´n
[12, 13], but also takes into account a cosmological constant. A slightly newer and
more complete version of the same material is also available [11]. This version
version was unknown to me at the time when i wrote this chapter and is therefore
not referred to in the text. It is much more thorough and has fewer errors than the
other two.
The first two sections of this chapter will be more or less identical to the ma-
terial presented in these articles, with the small correction of bringing a non-zero
cosmological constant along the way.
The subsequent sections contains independent analysis and I have not been able
to find something similar elsewhere. The results are new as far as I am aware of.
The scope of this chapter is still the radiation dominated era, but both radiation
and dust is taken into account, as well as an interaction between the two.
In order to keep difficulties on a manageable level, the following simplifications
are made [12]:
a) The matter source is a fluid with shear viscosity but with neither heat conduction
nor bulk viscosity.
b) The equilibrium state variables satisfy the equation of state of a mixture of
relativistic and non-relativistic ideal gases, where the internal energy and the
pressure of the latter have been neglected.
c) The particle numbers of each mixture component are independently conserved.
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d) Dark matter and/or exotic particles are excluded, but a tight coupling between
radiation and matter keeps the system in Local Thermal Equilibrium (LTE).
The justification of these simplifications are also to be found in [12]:
The condition a) is not very generally valid and shrinks the range of validity
of this model significantly. Shear viscosity will dominate over heat conduction in
the limit of high temperatures. The bulk viscosity is negligible in the temperature
range 103K < T < 106K. The restriction implies an adiabatic (no heat flow) but
irreversible (non-zero viscosity) evolution of the system.
The neglecting of everything except the rest mass of the dust particles in restric-
tion b) is due to the high ratio of photons to baryons in the radiation dominated
era ≈ 109.
After nucleosynthesis, with T < 106K, matter creation/ annihilation processes
balance each other out and cease to be dynamically important.
The condition d) gives a more a priori restriction on the model as dark matter
is outside the scope of the present investigation.
5.1 The Energy-Momentum Tensor
The matter- and radiation content of the universe will be modeled as one ultrarel-
ativistic gas of massless particles and a non-relativistic, monatomic ideal gas.
The particle densities and temperatures of the dust and radiation will be de-
noted by n(m), n(r) and T (m), T (r) respectively as in [12].
The energy density can then be written as
ρ = mn(m) +
3
2
n(m)kBT
(m) + 3n(r)kBT
(r), (5.1)
while the pressure takes the form
p = n(m)kBT
(m) + n(r)kBT
(m). (5.2)
The temperatures of the two gases will be equal as long as the the system stays
under LTE. As LTE will be assumed, T (m) = T (r) ≡ T .
Imposing also the other restrictions listed above gives simplified expressions for
the energy density and pressure
ρ = mn(m) + 3n(r)kBT ≡ ρ(m) + ρ(r) (5.3)
and
p = n(r)kBT ≡ 1
3
ρ(r). (5.4)
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The energy momentum tensor takes the form
T µν = ρuµuν + phµν +Πµν (5.5)
where hµν = uµuν+gµν is the tensor of projection onto the plane of simultaneity,
that is, perpendicular to the four-velocity. Πµν is the shear viscous pressure tensor
due to the particle-radiation interaction. It is symmetric, trace free and orthogonal
to the four-velocity field, i.e. uµΠ
µν = 0.
It may seem strange that it is assumed that the four velocity of radiation is
equal to that of dust, as the four-velocity of a photon is a light-like vector, while
the four-velocity of a massive particle is time-like. One should keep in mind that
the four-velocity is interpreted as averaged over a large area, as pointed out in sub-
section 3.2.2.
The conservation of particle number densities can be expressed as
(n(m)uµ);µ = (n
(r)uµ);µ = 0 (5.6)
Calculating the covariant derivative, using the Christoffel symbols (3.53) gives
(nuµ);µ = n˙+ n
R˙′
R′
+ 2n
R˙
R
=
d
dt
(nR′R2)
R2R′
= 0. (5.7)
As long as R2R′ 6= 0 as usually, this means that
n(m) = n
(m)
i (
Ri
R
)2
R′i
R′
, n(r) = n
(r)
i (
Ri
R
)2
R′i
R′
. (5.8)
The most general form of the interaction term Πµν can be deduced from the
property that it is orthogonal to the four velocity, it is diagonal due to comoving
coordinates and its θ and φ components must be equal due to spherical symmetry.
It has the same form as the shear tensor, (3.56).
Πµν = diag(0, −2P (r, t) , P (r, t), P (r, t)) (5.9)
5.2 Field equations
The field equations are arranged in the same way as was done in the beginning of sec-
tion 4.1, except (5.11) where each side of the equality sign is equal to T rˆrˆ+T θˆθˆ+T φˆφˆ.
They are also found in [12], although with a sign error in the first equation.
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[R(R˙2 + F )− Λ
3
R3]′
R2R′
= ρ (5.10)
− [R(R˙
2 + F ) + 2R¨R2 − ΛR3]′
3R2R′
= p (5.11)
R
6R′
[
R(R˙2 + F ) + 2R2R¨
R3
]′ = P (5.12)
From the conservation of particle density and the constancy of the rest masses
of dust particles, it follows that the total energy due to dust must be constant. In
particular,
M(r) ≡
∫ r
0
ρ(m)R2R′dr′ =
∫ r
0
ρ
(m)
i R
2
iR
′
idr
′. (5.13)
Also, define W¯ as
W¯ = R
∫ r
0
ρ(r)R2R′dr′. (5.14)
The Einstein equations (5.10) and (5.11) can be integrated with respect to r to
yield
R(R˙2 + F )− Λ
3
R3 =M +
1
R
W¯ (5.15)
and
−R(R˙2 + F )− 2R¨R2 + ΛR3 = 1
R
W¯ . (5.16)
Combining these gives
2R(R˙2 + F ) + 2R¨R2 − 4
3
ΛR3 =M. (5.17)
From (5.16), the time derivative of W¯ is found to be
˙¯W = R˙(2R(R˙2 + F ) + 2R¨R2 −M + 4Λ
3
R3). (5.18)
Utilizing (5.17), this gives
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˙¯W = 0, (5.19)
or
W¯ = W¯i. (5.20)
Inserting this into equation (5.15) gives
R˙2 =
M
R
+
W¯i
R2
− F + Λ
3
R2 (5.21)
or
R˙2 =
M
R
+W
Ri
R2
− F + Λ
3
R2, (5.22)
where the function W is defined as
W (r) =
∫ r
0
ρ
(r)
i R
2
iR
′
idr
′. (5.23)
From here, the article [12] proceeds by setting F = 0, thus neglecting curvature.
I will deviate from this approach and first consider only the simplification Λ = 0.
Equation (5.22) will be analytically integrable, however, it can not be analytically
solved for R.
5.3 Non-zero curvature with Λ = 0
The cosmological constant makes the equation (5.22) difficult to integrate, so I will
focus on the case Λ = 0, but let the curvature be non-zero. This gives the following
starting point:
R2R˙2 = −FR2 +MR +WRi (5.24)
5.3.1 Integration
Introducing ω = −WRi
F
, µ = −M
F
, this can be rewritten as
R + µ
2
− µ
2√
R2 + µR + ω
dR = ±√−Fdt. (5.25)
Splitting the fraction in two terms and doing a change of variables gives
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1
2
1√
(R + µ
2
)2 + ω − µ2
4
d((R+
µ
2
)2)−µ
2
1√
(R + µ
2
)2 + ω − µ2
4
dR = ±√−Fdt. (5.26)
Integrating from ti to t gives the final result in (5.27).
√
R2 +Rµ+ ω −
√
R2i +Riµ+ ω −
µ
2
ln(
√
R2 + µR + ω +R + µ
2√
R2i + µRi + ω +Ri +
µ
2
) = ±√−F (t− ti)
(5.27)
Contrary to the case where F = 0, the above equation is transcendental and it
can not be solved for R. It is possible though to plot t as a function of R and reverse
the axes.
The exact solution for R is not used in [12], it might be possible to do something
similar even without the analytic solution. I am not going to pursuit this approach
much further, but at least rewrite equation (5.27) so that it gets a similar form to
the one used in the article.
Introducing new variables, thereby also redefining µ,
µ =
M
FRi
, ² =
W
M
, y =
R
Ri
and ki =
F
R2i
(5.28)
transforms (5.27) into
√
y2 − µ(y + ²)−
√
1− µ(1 + ²)+ µ
2
ln(
√
y2 − µ(y + ²) + y − µ
2√
1− µ(1 + ²) + 1− µ
2
) = ±
√
−ki(t− ti).
(5.29)
This is similar to the starting point of the bulk of the analysis in the article.
However, continuing the procedure with this more general expression seems to be
much more difficult and I will not do this here.
Instead, I will analyse the different solutions of (5.24) and solve (5.27) for R numer-
ically.
5.3.2 Solution analysis
The solutions of (5.24) will be analysed and plotted, but first, I will discuss the
different types of solutions which may occur.
I emphasize that I consider the time evolution at a specific r-coordinate, say r0.
In the following, I frequently write R(t) for R(t, r0) (and R for R(t)).
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An important property of a solution is whether it is monotone or not. If R˙ 6= 0
for all t, R will be monotone. It may take values on the whole of R or it may
converge to some value for t → ∞. If there is a point in time when R˙ = 0, R˙ may
switch sign at this point.
In the case of non-zero R, the condition R˙ = 0 is formulated as
−FR2 +MR +WRi = 0. (5.30)
This is readily solved for R, giving
R± =
M ±√M2 + 4FWRi
2F
. (5.31)
To check if R˙ really changes sign when R = R±, one should investigate how R¨
behaves.
Dividing (5.24) by R2 and differentiating with respect to time gives
2R˙R¨ = −MR˙
R2
− 2WRiR˙
R3
. (5.32)
For R˙ 6= 0, this gives
R¨ = − M
2R2
− WRi
R3
(5.33)
and the condition that this is 0 is written as
R = −2WRi
M
. (5.34)
If one assumes that R¨ is continuous, condition (5.34) is necessary for R¨ = 0 even
if R˙ = 0. (Also, condition (5.34) can be deduced from adding together (5.10) and
(5.11).) What to draw from this is that if R˙ = 0, then R¨ 6= 0, except if also (5.34)
holds.
in this case,
R± =
M ±√M2 + 4FWRi
2F
= −2WRi
M
, (5.35)
hence
M2(M2 + 4FWRi) =M
4 + 8M2FWRi + 16(FWRi)
2 (5.36)
and
M2 = −4FWRi. (5.37)
The exception is apparently the case when R+ = R− = M2F . Also, one should note
that in this case, inserting R = R± in equation (5.27) leads to t = ∞, this means
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that it is not necessary to check what R¨ is when R = R±, because R only converges
to R± when t→∞.
An obvious constraint on the solutions is that R˙2 ≥ 0. This means that for
R± ∈ R, if F < 0, either R ≤ R− or R ≥ R+ and if F > 0, then R− ≤ R < R+.
For R± /∈ R, F must be negative.
Finally, before plotting, observe that if R goes to zero and R 6= R±, then R˙
diverges. Also, one should keep in mind that when plotting t as a function of R
and reversing the axes, one does not necessarily get R as a function of t, as t(R)
does not need to be injective. In order to get R(t), segments which have endpoints
where R as well as its derivatives coincide must be patched together. This subtlety
makes sense with R not being analytic.
5.3.3 Plotted solutions
In this subsection, the different solutions I considered in the previous subsection are
plotted by plotting t as a function of R and reversing the axes.
Throughout this subsection, red curves correspond to the minus sign in (5.27)
and blue curves correspond to plus.
Complex roots First consider the cases where R± /∈ R, implying that R˙ 6= 0 for
every t. The solutions are plotted in figure 5.1.
As the point where the functions have been glued together are at R = 0, the
shifting of the functions is really unnecessary because at R = 0, the theory would
collapse in any case.
Note that negative R is no problem, as it only enters squared in squared terms
in the metric. One should keep in mind, though, that if R is negative, a positive M
or W means that the corresponding energy density is negative.
Bouncing solutions The next cases to be considered are the cases when F < 0
and R+ 6= R−. The curves will attach perfectly as long as R− ≤ Ri ≤ R+ is chosen.
The curves are going to look quite similar to the hyperbolic cosine solutions from
chapter 4, but there will be some differences. Figure 5.2 shows the time dependence
when R− < 0 < R+.
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Figure 5.1: Time evolution with complex roots M = W = Ri = 1, F = −12 In
the right figure, the two solutions have been shifted in order to be functions of t.
It is also interesting to see what kind of solutions occur if for example both
R± > 0. The dependence which appears is plotted in figure 5.3.
Asymptotically static cases This paragraph deals with cases where the radi-
ation and dust have opposite signs. In most models describing our universe, both
radiation and dust have positive energy densities, but if the energy density of one
of them is allowed to be negative, the solutions described here may occur.
These situations are identified with R+ = R− and F < 0. If R±, Ri > 0, this
means that M is positive and W is negative. Equivalently, if R±, Ri < 0, M is
negative and W is positive. The nice invariance is that in both cases, ρ(r) < 0 and
ρ(m) > 0. Either way, the radiation and dust will balance each other out perfectly
at R±. Assuming R± > 0, Ri < R± will imply expansion, as the negative energy
density of radiation dominates that of dust, and for Ri > R± the universe will
contract. In both cases, R→ R±.
One may of course also reverse the time direction, turning things the other way
around. The solutions are plotted in figure 5.4.
Oscillating solutions The final case to consider is the case with F > 0 and
R− ≤ R ≤ R+. This will permit solutions which oscillate. I will first consider the
case when both R± > 0. This givesM > 0 andW < 0. There is a similar invariance
as with the asymptotic cases. If Ri, R± < 0, the energy density of radiation will
still be negative, while the energy density of dust remains positive. The oscillating
behaviour is seen in figure 5.5.
The case where R− < 0 < R+ is shown in figure 5.6. It gives solutions which
oscillate between R− < 0 and R+ > 0 passing through R = 0 where the theory
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Figure 5.2: Bouncing solutions M = 2, WRi = F = −12 Ri = −2 −
√
5, The
positive and negative time solutions match perfectly. R starts at infinity and reaches
R± before bouncing back. Note that if the turning point is close to R = 0, the
bounce may seem abrupt. However, zooming in, as seen in the right figure, shows
that the bounce is smooth.
breaks down. For example, the pressure of dust will no longer be approximately
zero.
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Figure 5.3: Bouncing through R=0 M = −2, WRi = 12 , F = −12 Ri = 2−
√
3,
Also here, the positive and negative time solutions match perfectly. The topmost
solution is similar to the ones in figure 5.2. The down-most solution must be seen
as three different cases. One solution is that the universe is collapsing, starting at
t = −∞ and ending at a finite point in time. A similar solution starts at some
finite time and expands for ever. The small part between R = 0 and R = R−
will be a universe with a finite lifetime. It is interesting to see that the expanding
solution with R < 0 seems to decelerate, while the solution with R > 0 experiences
acceleration. Zooming out shows that they behave asymptotically similarly, though.
Figure 5.4: Asymptotically static cases M = 2, WRi = −2, F = −12 and
Ri = 1.99 in the left figure, Ri = 2.01 in the right figure. It seems that numerical
errors with complex numbers cause some irregularities in the left figure, and one
should not put too much faith in it. The dependence is seen though, R will approach
R± at either ∞ or −∞
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Figure 5.5: Oscillations with R > 0 M = 2, WRi = −1, F = 12 and Ri = R+ =
2+
√
2 in the left figure, Ri = R− = 2−
√
2 in the right figure. Both figures shows
one period of oscillation. The concave time intervals correspond to dust domination,
decelerating the expansion and starting contraction, while the much shorter convex
time intervals correspond to radiation dominated periods.
Figure 5.6: Oscillations through R = 0 It is clear that one can not without
explanation assume that the theory does not break down when R = 0. However,
if one were to consider a universe which evolves completely as the equations pre-
dict, this universe would experience oscillations where R2 oscillates with alternating
amplitude. On the other hand, if R = 0 is forbidden, there will be two different
solutions with finite life-time spanning between R = 0 and R = 0 corresponding to
negative and positive R.
Chapter 6
LTB with p = ωρ
The following will be assumed:
ds2 = −dt2 + R
′(t, r)2
1− F (r)dr
2 +R2(t, r)(dθ2 + sin2θdφ2) (6.1)
T µν = ρ(t, r) · diag(1, ω(t) + 2α(t), ω(t)− α(t), ω(t)− α(t)) (6.2)
For some functions of time ω and α.
That is, the LTB as well as a source with equation of state p = ωρ and some
anisotropic pressure proportional to ρ. The motivation behind this anisotropic pres-
sure is just that it doesn’t make the Einstein equations much more difficult to solve.
One might just as well include it to obtain a more general result. Also, it turns out
that allowing ω and α to vary in time causes no difficulties either.
The Einstein equations take the following form when assuming R 6= 0 6= R′:
2R˙R˙′R + r′(R˙2 + F ) + F ′R
R′R2
= Λ+ ρ (6.3)
−2R¨R + R˙
2 + F
R2
= −Λ + (ω + 2α)ρ (6.4)
−
1
2
F ′R + R¨′R2 + R¨R′R + R˙R˙′R
R′R2
= −Λ + (ω − α)ρ (6.5)
The integrated equations take the form
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R(R˙2 + F )− Λ
3
R3 =M (6.6)
2R(R˙2 + F ) + 2R¨R2 =
4Λ
3
R3 + (1− 3ω)M (6.7)
2R¨R2 +R(R˙2 + F ) = (β(t) + 6αM¯)R3 (6.8)
Here, M =
∫ r
0
ρR′R2dr′, β = limr→0
2R¨R+R(R˙+F )
R3
, and M¯ =
∫ r
0
dr′ρR
′
R
.
Subtracting the second equation from the sum of the other two gives
(β + 6αM¯ − Λ)R3 + 3ωM = 0, (6.9)
or
β + 6αM¯ − Λ + 3ωM
R3
= 0. (6.10)
Differentiation with respect to r gives
(2α+ ω)R3ρ = 3ωM. (6.11)
Differentiating again shows that
(6α+ 3ω)(ρ′R3 + 3ρR2R′) = 9ωρR′R2, (6.12)
(2α+ ω)ρ′ + 6αρ
R′
R
= 0. (6.13)
It is clear that 2α + ω = 0 implies ρ = 0 unless ω = α = 0. In the following
ω + 2α 6= 0 will be assumed.
Rewriting (6.13) slightly gives
R
6α
2α+ω ρ′ +
6α
2α+ ω
R
6α
2α+ω
−1ρR′ = (R
6α
2α+ω ρ)′ = 0. (6.14)
This gives for M that
M =
∫
ρR2R′dr = ρR
6α
2α+ω
∫
R2−
6α
2α+ωR′dr =
2α+ ω
3ω
ρR3 (6.15)
and
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(MR
−3ω
2α+ω )′ = 0. (6.16)
This may be written as
M ′
M
=
3ω
2α+ ω
R′
R
(6.17)
The assumption ω 6= 0 will be added in the following.
A similar result as (4.10) is obtained when taking the time derivative of (6.6)
and dividing by M ′.
M˙
M ′
= −(ω + 2α) R˙
R′
(6.18)
Equations (6.17) and (6.18) gives
M˙
M
= −3ωR˙
R
. (6.19)
In terms of ρ, this says
ρ˙
ρ
− ω˙
ω
+
ω˙ + 2α˙
ω + 2α
= −3(ω + 1)R˙
R
(6.20)
or
∂
∂t
(
2α+ ω
ω
ρR3(ω+1)) = 3(
2α+ ω
ω
ρR3(ω+1))ω˙ln(R). (6.21)
It proves useful to introduce
q(t) ≡ ρR 6α2α+ω . (6.22)
The radial independence can be seen from the equations (6.15) and (6.19). Equation
(6.20) can now be written
q˙
q
− ln(R) ∂
∂t
(
6α
2α+ ω
)− ω˙
ω
+
ω˙ + 2α˙
ω + 2α
= (
6α
2α+ ω
− 3(ω + 1))R˙
R
. (6.23)
Differentiating with respect to r gives
−R
′
R
∂
∂t
(
6α
2α+ ω
) = (
6α
2α+ ω
− 3(ω + 1))(R˙
′
R
− R˙R
′
R2
). (6.24)
66 CHAPTER 6. LTB WITH P = ωρ
6.1 Factorization
It is helpful to know when R(r, t) can be written as a product of one function
depending on time and one function depending on the radial coordinate. Whenever
this is the case, I will write
R(r, t) ≡ a(t)Ri(r). (6.25)
By definition, ai = a(ti) = 1.
If R can be written on this form, it is implied that
∂
∂t
(
R′
R
) =
∂
∂t
(
R′i
Ri
) = 0. (6.26)
This means that
∂
∂t
(
R′
R
) = 0⇔ R˙
′
R′
− R˙
R
= 0 (6.27)
is a necessary condition for R to factorize.
For the converse, assume
∂
∂t
(
R′
R
) = 0 or equivalently
R′
R
=
R′i
Ri
. (6.28)
Rearranging,
R = Ri
R′
R′i
(6.29)
and all that has to be done is to show that R
′
R′i
= a(t) is independent of radial
coordinate.
(
R′
R′i
)′ = (
R
Ri
)′ =
R′
Ri
− RR
′
i
R2i
=
R′
Ri
(1− RR
′
i
RiR′
) = 0, (6.30)
hence, R factorizes.
I could have done a similar proof with the time and radial derivatives inter-
changed. The final result is that
R = a(t)Ri(t)⇔ ∂
∂t
(
R′
R
) = 0⇔ ∂
∂r
(
R˙
R
) = 0. (6.31)
Equation (6.24) gives good bounds on when this is the case. Rewriting it slightly
gives
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∂
∂t
(
6α
2α+ ω
) = (
6α
2α+ ω
− 3(ω + 1))(R˙
′
R′
− R˙
R
). (6.32)
As shown above, R factorizes iff R˙
′
R′ − R˙R = 0. From (6.32), it is obtained that
R = a(t)Ri(t) =⇒ ∂
∂t
(
6α
2α+ ω
) = 0, (6.33)
Which means that ∂
∂t
( 6α
2α+ω
) = 0 is a necessary condition for R to factorize. In the
case ω = 0, this is trivially fulfilled, but then ( 6α
2α+0
− 3(0+1)) = 0 also, so equation
(6.32) does not give anything. In the other case, ω 6= 0 and one can write
α ≡ kω, (6.34)
where k is a constant.
This is a necessary condition for R to factorize, but not necessarily a sufficient
one. For the rest of this section, (6.34) will be assumed and further conditions which
ascertains factorization of R will be derived.
The cases which may cause trouble are the ones with
6α
2α+ ω
− 3(ω + 1) = 0. (6.35)
Inserting α = kω gives
k =
1
2
ω + ω2
1− ω − ω2 , (6.36)
which implies that ω is constant and ω2 + ω = k
1+2k
. This means that R may or
may not be factorizable on an interval where
ω˙ = 0, α =
−ω
2
ω2 + ω
ω2 + ω − 1 . (6.37)
I will now show that this only applies if the interval includes every point of time.
Suppose that there exists such an interval, then differentiation of (6.32) with respect
to time leads to
∂
∂t
(
R˙′
R′
− R˙
R
) = 0 (6.38)
on the interval. If the chosen interval is not contained in an other such interval (the
chosen interval is maximal), then
R˙′
R′
− R˙
R
= 0 (6.39)
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on the boundary. The interval has a boundary iff it is not the whole range of time.
In the case of a boundary (6.38) implies that (6.39) is valid on the whole interval.
The final result is that
α = kω, 2α+ ω 6= 0 6= ω, ω + ω2 6= k
1 + 2k
∀t =⇒ R = a(t)Ri(t) (6.40)
6.2 The homogeneous cases with α = 0, ω 6= 0
In the special case α = 0, ω 6= 0, covering e.g. a radiation dominated LTB universe
with a cosmological constant, it is obtained from (6.13) that
ρ′ = 0. (6.41)
Hence ρ = ρ(t) and the distribution of matter is homogeneous. It remains to
show that the metric reduces to a FRW metric as well.
Equation (6.6) can be rewritten, using equation (6.15) as
F
R2
=
Λ+ ρ
3
− R˙
2
R2
. (6.42)
If there is some point in time ti such that ω(ti) 6= −1, it follows from (6.20) that
the right hand side of equation (6.42) is a function of time only for time intervals
where ω 6= −1. Evaluating at ti gives
F
R2i
=
Λ+ ρi
3
− R˙i
2
R2i
≡ k0 (6.43)
and
F = k0R
2
i . (6.44)
The case where ω(t) = −1 for all t is not as restricted and it turns out that it is not
necessarily FRW. The studying of this case is the subject of the subsequent section.
As the the homogeneous case of this section fulfills the conditions of the impli-
cation in (6.40) with k = 0, one can write
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ds2 = −dt2 + a2(t)( R
′2
i
1− k0R2i
+ dθ2 + sin2θdφ2), (6.45)
which is indeed the Friedman-Robertson-Walker metric.
6.3 LTB de Sitter Universe
In the case ω = −1, (6.20) implies that ρ is constant. This allows for writing
equation (6.6) as
dR√
3F
Λ+ρ
+R2
=
√
Λ + ρ
3
dt (6.46)
whenever Λ + ρ 6= 0 and
dR =
√
Fdt (6.47)
if Λ + ρ = 0.
As ρ behaves just like a cosmological constant, one might as well absorb it into
Λ, so that ρ is treated as 0.
Integration of equations (6.46) and (6.47) gives
R = Ricosh(
√
Λ
3
(t− ti)) +
√
R2i +
3F
Λ
sinh(
√
Λ
3
(t− ti)) (6.48)
and
R = Ri +
√
F (t− ti). (6.49)
The solution (6.48) is found in the same way as the solution for R2 in chapter
4. There is a big difference though, as R in the de Sitter model behaves similarly
to the R2 of the radiation dominated model.
Having learned a lesson with the radiation dominated model, I would like to
check that there are no further restrictions on the solutions.
The Einstein equations can now be written as
R˙2 + F = ΛR2 (6.50)
R˙2 + F + R¨R =
2Λ
3
R2 (6.51)
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2R¨R + R˙2 + F = β(t)R2 (6.52)
The Einstein equations can only be fulfilled if β = Λ and in this case equation (6.52)
is an implication of equations (6.50) and (6.51).
The solutions (6.48) and (6.49) are derived from (6.50), so all that has to be done
is to check that they satisfy (6.51) as well. As (6.50) is fulfilled, this amounts to
check that
R¨ =
Λ
3
, (6.53)
which is easily seen.
6.4 Inhomogeneous factorizable solutions
In this section, I will deal with solutions where R factorize, but that are not homo-
geneous. The conditions from equation (6.40) are then
α = kω 6= 0 (6.54)
and
k 6= −1
2
. (6.55)
For now, cases where
ω + ω2 =
k
1 + 2k
(6.56)
will be tolerated as long as they obey the factorization identity
R(r, t) = a(t)Ri(r). (6.57)
The Einstein equation (6.6) can be rewritten as
R˙2 + F =
2k + 1
3
q(t)R2−
6k
2k+1 +
Λ
3
R2, (6.58)
when using equation (6.15) and definition (6.22).
Utilizing factorization, this can be written as
a˙2R2i + F =
2k + 1
3
q(t)(aRi)
2− 6k
2k+1 +
Λ
3
(aRi)
2. (6.59)
Evaluating at the initial point in time gives
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F = (−a˙2i +
Λ
3
)R2i +
2k + 1
3
qiR
2− 6k
2k+1
i ≡ k1R2i + k2R
2− 6k
2k+1
i . (6.60)
The distinction from the homogeneous case as well as the reduction to this when
α = k = 0 is readily seen. The curvature scalar, k0, splits into two scalars, k1 and
k2, where the latter represents curvature that is not constant in r.
As Ri counts as an initial condition, the radial dependence is more or less solved
now, though a value for the initial Hubble parameter, a˙ is also needed. One might
be tempted to carry on to the analysis of the time dependence straight away, but
the radial dependence still has something more to it that deserves attention. That
is, from the radial dependence, the shape of the spatial sections can be deduced.
6.4.1 Spatial geometry
In the case of a FRW universe, the shape of spatial sections are easily seen from
the sign of the curvature scalar. k0 < 0 implies that the universe is open (mathe-
matically speaking, not compact) with hyperbolic geometry on the spatial sections.
k0 = 0 gives flat, euclidean space (still not compact). Finally, k0 > 0 is what char-
acterizes closed (and bounded, hence compact) spatial sections. In this case, the
spatial sections are spheres.
This becomes somewhat more subtle for inhomogeneous universes, as the cur-
vature is not constant. One may begin this investigation by defining a position
dependent curvature scalar as
k0(r) = k1 + k2R
−6k
2k+1
i , (6.61)
such that
F = k0(r)R
2
i (6.62)
and hence k0 can be interpreted as the local value of the curvature. It is apparent
that the curvature may take both negative and positive values if k1 · k2 < 0.
It is worthwhile to repeat that the Ri of consideration obeys Ri(0) = 0 and
R′i(r) > 0 either for all r, or for all r < r0 in which case R
′
i(r0) = 0.
This might potentially cause some trouble for the curvature scalar, as it diverges
at r = 0 for k < −1
2
or 0 < k if k2 6= 0. However, I can do with a diverging curvature
as long as the metric stays non singular. This less strict demand can be expressed
as
k ∈ (−1
2
, 1] (6.63)
72 CHAPTER 6. LTB WITH P = ωρ
as 2 − 6k
2k+1
is required to take non-negative values. Note the physical meaning of
this constraint. T rr and T θθ = T φφ are not allowed to have opposite signs. This
restriction will be assumed in the following. Also, the preferred expression for F
will be (6.60) rather than (6.62).
One should also recollect that for the metric to make sense,
R′(r0) = 0⇔ F (r0) = 1. (6.64)
This means that the shape of the universe will depend strongly on whether there
exists some r0 for which F (r0) = 1.
Moreover, from l’Hoˆpitals rule, it is found that
lim
r→r0
R′2i (r)
1− F (r) = limr→r0−
2R′iR
′′
i
F ′
= lim
r→r0
−2R
′′
i
dF
dRi
(6.65)
This should be finite, hence
∂F
∂Ri
(r0) = 0⇔ R′′i (r0) = 0. (6.66)
The point of this is to check whether R′i can be positive on both sides of r0. If one
assumes that R′′i is continuous, then this can occur only if R
′′(r0) = 0, as it is surely
not positive.
Differentiating equation (6.60) with respect to Ri gives the condition for this
peculiar case,
2k1Ri(r0) + (2− 6k
2k + 1
)k2R
1− 6k
2k+1
i (r0) = 0 (6.67)
or
Ri(r0) = (
k1
k2
2k + 1
k − 1 )
− 2k+1
6k . (6.68)
The consequences when this is the case will be clarified later on. For now, I will
be content with noticing that if (6.68) is not true, then R′i(r) < 0 for all r > r0.
This is seen as R′′i (r0) < 0 and as F can be written as a function of Ri it will have
no more possibilities to be equal to 1 at a later stage.
Leaving this peculiarity for a while, I return to the question of which cases permit
F = 1. It is clear that solving the general equation
F (r0) = k1R
2
i (r0) + k2R
2− 6k
2k+1
i (r0) = 1 (6.69)
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for Ri(r0) in general is not feasible. However, one may easily find the conditions
for when a positive solution exists. The different scenarios are illustrated in Figure
6.2
It is clear that if neither k1 nor k2 are positive, then no such solution exists. The
curvature will be non-positive everywhere, giving a universe that is certainly not
closed. This corresponds to the green line of figure 6.2
If both k1 and k2 are non-negative, there will surely be a solution except in one
special case. That is, if k = 1 and k1 = 0. If also k2 = 0, this is just flat space. If
k2 6= 0, then F (0) 6= 0. I demand that F (r) = 0 for a good reason. Sufficiently close
to any point in space, the ratio between the circumference and radius of a circle
centered at the given point should be 2pi. Otherwise, the spatial manifold would
not be differentiable. This is illustrated in figure 6.1.
The red line of figure 6.2 illustrates the case when either ki > 0.
Figure 6.1: Cone shaped spacetime Two-dimensional spatial hyper-surfaces of
spacetime corresponding to k = 1, k1 = 0, k2 = ±12 are plotted. The origin is the
tip/breakpoint of the cone and differentiability breaks down here.
The remaining cases are when one of the ki is negative and the other one is
positive. In these cases, F will always have an extremal value (k 6= 0 is assumed),
when regarded as a function of Ri. I have already calculated the value of Ri when
this extremal value occurs in equation (6.68). Define RM as
RM ≡ (k1
k2
2k + 1
k − 1 )
− 2k+1
6k . (6.70)
This is seen to be real and positive in the interval −1
2
≤ k < 1. Inserting this into
equation (6.60) gives
FM ≡ k1(k1
k2
2k + 1
k − 1 )
− 2k+1
3k + k2(
k1
k2
2k + 1
k − 1 )
k−1
3k (6.71)
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FM is a maximum if k1 < 0 < k2 and −12 < k < 0 or if k2 < 0 < k1 and 0 < k < 1.
It is a minimum if either k1 < 0 < k2 and 0 < k < 1 or k2 < 0 < k1 and −12 < k < 0.
In the latter case, F will certainly reach a value of 1 for some finite value of Ri.
This corresponds to the cyan line of figure (6.2).
In the first case, F will take the value of 1 iff FM ≥ 1. One may recognise the
limiting case of this, FM = 1 as the case when equation (6.68) holds. Taking this
one step further, it is obtained that this is true when
FM = k1(
k1
k2
2k + 1
k − 1 )
− 2k+1
3k + k2(
k1
k2
2k + 1
k − 1 )
k−1
3k = 1 (6.72)
which can be solved for a positive k1 as
k1 = k2
k − 1
2k + 1
(
1
k2
k + 1
3k
)
3k
k−1 ≡ k1c, (6.73)
or if k2 is positive, for k2 as
k2 = k1
2k + 1
k − 1 (
1
k1
k − 1
3k
)
3k
2k+1 ≡ k2c. (6.74)
It is clear that if FM is a maximum for F and if ki is positive, then there exists
r0 such that F (r0) = 1 iff ki ≥ kic.
The three blue lines of figure 6.2 correspond to a case where there exists such
an r0, one case where there does not exist such an r0, as well as the limiting case.
Now, the circumstances of how F depends on Ri has been somewhat clarified.
Figure (6.2) provides an orderly overview. It is natural to follow up with how this
relates to how Ri depends on r and the topology of the universe.
As has already been mentioned, Ri will be monotone on intervals where F 6= 1
and it will have a turning point if F = 1, except possibly if ∂F
∂Ri
= 0.
This gives an idea of how Ri will evolve in the different cases displayed in Figure
6.2. One may be inclined to believe that the curves which intersect the line F = 1
corresponds to universes where Ri is initially increasing, then eventually decreasing,
reaching zero and closing the space. One is lead to think (and should rightfully do
so) that the universes with F < 1 everywhere must have R′i > 0 everywhere and thus
the universe is unbounded. The case of the middle blue line where F approaches 1
as ∂F
∂Ri
approaches zero is somewhat more subtle, but will be dealt with soon.
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There is however one thing that ought to be checked in order to verify the above
assertions. Although R′i is strictly monotone, it may possibly converge to some limit
as r →∞.
The way to get around this ambiguity is to demand that the spatial hypersurface
has no boundary. I will demand that the spatial distance from r = 0 to some point
at r = r1 goes to infinity if r1 goes to infinity.
The distance from the origin to a point with radial coordinate r is∫ r
0
R′i(x)√
1− F (x)dx. (6.75)
If Ri is injective on (0, r) this can be written∫ Ri(r)
0
1√
1− F dRi. (6.76)
It is of course finite if F 6= 1 for every Ri ∈ [0, Ri(r)]. Whether it is finite or not
is not so obvious if F (r) = 1. This case is taken care of by Theorem 1, equation (A.1)
The theorem is applicable to any situation where F is available as a function
of Ri. If F < 1 everywhere, the distance from the origin to a point with radial
coordinate r is finite as long as Ri(r) is finite. As the universe is supposed to have
no boundary, it must be infinite.
If F (r0) = 1 and
∂F
∂Ri
(r0) 6= 0, the universe will indeed be closed and if ∂F∂Ri (r0) = 0, Ri
will approach Ri(r0) infinitely far from the origin. The different spatial shapes have
been plotted in figures 6.3(a)-(f). It must be stressed that they are not completely
correct. The negatively curved parts get scaled up a bit. See appendix B for how
they are produced.
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Figure 6.2: F-Ri dependence For every curve, k = −18 , giving F = k1R2 + k2R3.
The upper blue line has k1 = 2, the limiting case has k1 = k1c =
3
2
2
1
3 , while the
lowest blue has k = 3
2
.
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(a) k1 = k2 = 1 (b) k1 = k2 = −1
(c) k2 = −1, k1 = kc ± 0.05 (d) k1 = −1, 5, k2 = 1 (Cyan curve of figure 6.2)
(e) k2 = −1, k1 = kc, first part (f) k2 = −1, k1 = kc, second part
Figure 6.3: Spatial sections, k = −1
8
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The different shapes of figure 6.3 will be explained in further detail.
From equation (6.61) and the choice of k = −1
8
in the figures,
k0 = k1 + k2Ri. (6.77)
The curvature depends linearly on Ri.
Figure 6.3(a) is topologically a sphere, but the curvature increases with Ri, mak-
ing it slightly oblate.
The green surface of Figure 6.3(b) represent the exact opposite. It is negatively
curved and the curvature grows more negative as Ri increases.
Figure 6.3(c) shows two different cases, corresponding to the blue curves of figure
6.2. The plotted shapes have been perturbed away from the middle line by a small
amount. The spherical shape reaches F = 1 and hence it becomes closed. It is pro-
late due to the shrinking curvature with Ri. The upside down helmet that contains
the sphere also has a curvature which shrinks with time. It follows the sphere closely
for some time but it never closes, causing it to eventually become negatively curved.
Figure 6.3(d) shows the case of the cyan curve of figure 6.2. It is plotted in two
colors in order to distinguish its two halves. This case has negative curvature in
the origin, giving a saddle shaped area, the curvature eventually becomes positive,
giving the “belt”, the section eventually starts to grow inwards, taking the same
path back on the way to closure.
The two last figures corresponds to two different universes given by the middle
blue curve of figure 6.2. Figure 6.3(e) shows the part where Ri is less than the value
giving F = 1. Ri converges to this value in the infinite. Figure 6.3(f) shows the
other case, In this case there is no origin. Ri approaches the same value as in figure
6.3(e) but from above.
6.4.2 Time dependence
The other factor of R = a(t)Ri(r), a(t) will be investigated in this subsection.
Considering the consequences of factorization that were encountered in the chap-
ters 4 and 5, it is not surprising that also here, factorization determines a lot. In
particular, it will be shown that ω is very restricted.
Recall the form of the Einstein equation (6.59).
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a˙2R2i + F =
2k + 1
3
q(t)(aRi)
−2k+2
2k+1 +
Λ
3
(aRi)
2. (6.78)
It is solved for F as
F = (
Λ
3
a2 − a˙2)R2i + (
2k + 1
3
q(t)a
−2k+2
2k+1 )R
−2k+2
2k+1
i . (6.79)
The time independence of F gives the constrictions
Λ
3
a2 − a˙2 = k1 (6.80)
and
2k + 1
3
q(t)a
−2k+2
2k+1 = k2. (6.81)
From (6.81), it is obtained that
q(t) =
3k2
2k + 1
a
2k−2
2k+1 (6.82)
and
ρ =
3k2
2k + 1
R
−6k
2k+1
i a
−2. (6.83)
The dependence ρ ∝ a−2 is associated with ω = −1
3
and sure enough, inserting
α = kω into equation (6.20) gives
ρ˙
ρ
= −3(ω + 1) a˙
a
(6.84)
further inserting (6.83) gives
−2 a˙
a
= −3(ω + 1) a˙
a
. (6.85)
This means that the inhomogeneous factorizable solutions must obey ω = −1
3
,
except if a˙ = 0. This means that ω may evolve freely in a static universe. From
(6.80) this also implies that a =
√
3k1
Λ
. The more interesting dynamic solutions
obey p = −ρ
3
. Such perfect fluids are called K-matter [5].
One particular property of K-matter is that it gives a scale factor which increases
linearly in time, hence the term coasting cosmologies for universes dominated by K-
matter.
80 CHAPTER 6. LTB WITH P = ωρ
Integrating equation (6.80) gives
a =
√
a2i −
Λ
3k1
sinh(±Λ
3
(t− ti)) + aicosh(±
√
Λ
3
(t− ti)) (6.86)
for Λ 6= 0 and
a = ai +
√
−k1(t− ti) (6.87)
for Λ = 0.
Interestingly enough, the constant growth of a K-matter dominated universe
(Λ = 0) is carried on to the inhomogeneous, factorizable case. The extraordinary
thing to notice is that the constant coasting emerges differently in the two cases.
With the FRW metric, the first Friedmann equation says
3
a˙2 + k0
a2
= ρ. (6.88)
As ρ goes as a−2, this simply gives
a˙2 = const. (6.89)
The name “K-matter” is due to ρ acting in the same way as k0.
In the inhomogeneous case, the term containing ρ depends differently on r and is
not even included in equation (6.80)! The constant coasting in the inhomogeneous
case is in fact due to the constant coasting of an empty universe. It may seem that
the time evolution fits the type of fluid by a strike of luck!
Now that the factorizable solutions have been found, the next natural thing to
do is to consider non-factorizable solutions. For example, one may want to consider
the general case when ω2 + ω = k
1+2k
. For K-matter, this occurs if k = − 2
13
, but as
these solutions don’t factorize, one may also consider other sources.
The universe models which include radiation, dust and K-matter starts out in
a radiation dominated era, eventually becomes dust dominated and ends up as K-
matter dominated. If this is the case for our universe, the derivation of this chapter
should give an idea of how a possibly inhomogeneous universe will look like in the
future. Also, it can be interesting to approach the mixture of dust, radiation and
K-matter in a similar way as in chapter 5.
This will need to be part of a future study.
Chapter 7
Conclusions and outlook
The thesis started out as a quest for investigating radiation dominated LTB-models.
The motivation was that if the universe is significantly inhomogeneous in the present
dust dominated era, it should have been inhomogeneous in the radiation dominated
era as well.
It was shown in chapter 4 that any LTB model with radiation and a cosmological
constant as the sole energy content must be homogeneous. It is unclear whether
this was previously known or not as I have not found any articles on the subject.
This does of course not mean that the universe must have been homogeneous in the
radiative era, as the assumptions that are made are way to simplifying.
For example adding dust to the mixture of radiation and cosmological constant
allows for inhomogeneity and this was studied in chapter 5. This chapter followed
closely a previous work concerning radiation and dust, but no cosmological constant.
I derived a differential equation governing the time evolution of the metric similar
to the previous work, but also including a cosmological constant. Further, it was
assumed that the cosmological constant was assumed to be zero, but dissimilar to
the previous work, the curvature was not assumed to vanish. With this simplifica-
tion, an exact solution for the time evolution of the metric was found and different
types of evolution were analysed and plotted.
The puzzling discovery that radiation dominated LTB models reduce to homo-
geneous models leads to the question of whether this is the case for other sources
as well. Chapter 6 analysed the much more general case of a general perfect fluid,
p = ωρ and a cosmological constant. More so, ω was allowed to vary in time and
an anisotropic pressure proportional to ρ was included.
It was shown that for zero anisotropic pressure, the model reduced to a homo-
geneous one except in the cases ω = 0 and ω = −1. As far as I know this is a new
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result.
Furthermore, the conditions for factorization of the metric in a time-dependent
and a position dependent factor was found in the general case with anisotropic
pressure.
Every factorizable and inhomogeneous solution with this kind of source, except
for dust was found and analyzed. It turned out that the only type of fluid that
permitted such a solution was K-matter, a perfect fluid with ω = −1
3
.
Outlook
The results presented above raises several questions which invites to further inves-
tigation.
Merely postulating p = ωρ with 0 6= ω 6= −1 in the LTB metric reduced it to
the FRW metric. It would be interesting to know if this is a part of a more general
result, putting constraints also on more general metrics than the LTB metric.
As it was feasible to solve the model with dust and radiation, it should be
possible to derive more general results with mixed fluids. In particular, it could be
interesting to include K-matter.
The different equations of state that was assumed in chapter 6 give rise to many
solutions which are not factorizable. A thorough analysis of these solutions or of
subclasses of solutions is probably feasible. Also, even though the energy source
in chapter 6 had several degrees of freedom, it could have been chosen even more
general. A full categorization of every factorizable solution of the LTB metric would
have been very interesting indeed.
Appendix A
A theorem
Theorem 1. If F is a differentiable function F : [0, r]→ [0, 1], F (0) = 0, F (r) = 1,
with F ′(x) > 0 ∀ x ∈ [0, 1) , then∫ r
0
dx√
1− F (x) (A.1)
converges if and only if F ′(r) 6= 0
Proof. Assume F ′(r) 6= 0 and hence F ′(x) > 0∀x. This implies that F is injective
and one can make a change of variables. Also let F ′min = infx∈[0,r](F
′(x)). This gives∫ r
0
dx√
1− F (x) =
∫ 1
0
−dF
F ′(x(F ))
1√
1− F ≤
1
F ′min
∫ 1
0
−dF√
1− F = 2
1
F ′min
<∞ (A.2)
For the direction of the inequality, one must observe that the integral is strictly
positive.
For the converse, assume F ′(r) = 0. Using the fact that F is increasing gives the
inequality
r
n
1√
1− F (rn−1
n
)
≤ r
n
n−1∑
i=0
1√
1− F (r i
n
)
<
∫ r
0
dx√
1− F (x) . (A.3)
The assumption F ′(1) = 0 can be expressed in a more formal manner as
∀ ² > 0 ∃ δ > 0 | ∀ 0 < h < δ, 1
h
(F (r)− F (r − h)) < ². (A.4)
Let M be an arbitrary positive number. If ² = 1
M2
, then there exists δ > 0 such
that if 0 < h < δ, then 1
h
(F (r) − F (r − h)) < ². Choose some such h with the
83
84 APPENDIX A. A THEOREM
property that h < 1, h < r and h = r
2
n2
for some natural number n. Observing that
F (r − h) > F (r −√h) gives the inequality
n2
r2
(1− F (r − r
n
)) <
n2
r2
(1− F (r − r
2
n2
)) < ². (A.5)
This is suitably rewritten as
r
n
1√
1− F (rn−1
n
)
> M (A.6)
Comparing with equation (A.3) gives
M <
∫ r
0
dx√
1− F (x) , (A.7)
completing the proof.
Appendix B
Illustrative embeddings
The spatial sections of inhomogeneous universe models come in a variety of different
shapes. For purposes of perception and illustration, one may want to plot these
shapes.
The spatial sections are in general three dimensional curved spaces. In order
to see the curvature, the spatial sections must be embedded in a space of a higher
dimension.
Plotting in 4 dimensions is of course not feasible, but one may use that the space
is spherically symmetric in order to simplify. If for example the θ coordinate is fixed,
the two dimensional surface that remains will still say a lot about the shape of the
space. This is what I will do. The surfaces that will be plotted are the
t = 0, θ =
pi
2
(B.1)
subspaces of different models. These surfaces are plotted in a 3D plot using matlab.
B.1 Embedding the surface
In this section it is explained how I assign to the surface its coordinates in R3 which
are locally consistent with the curvature. Embedding spaces of partially positive
and partially negative curvature leads to some problems and it will be clear in the
following that I deliberately make an inaccuracy.
It is necessary to distinguish between F > 0 and F < 0. These cases will give
different rules for embedding. The case when F = 0 will be the same in both sets of
rules and this makes it possible to glue a positively curved part seamlessly together
with a negatively curved part.
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I choose to place the origin of the universe surface in the origin of R3. Also, the
x, y coordinates of the surface x = Ricos(φ), y = Risin(φ) will coincide with the x,
y coordinates of the embedding space. The z coordinate will vary according to the
curvature.
For non-negative curvature, F ≥ 0 one may preserve the symmetry in φ and
draw the surface as a solid of revolution. The question becomes how the z coordinate
varies with r. The answer to this is found when observing that the traversed distance
in R3 when moving in the radial direction must equal the distance traversed in the
universe model. That is
(z′2 +R′2i )dr
2 =
R′2i
1− F dr
2 (B.2)
This can be solved for z′, however, I will use a different approach.
In the computer program, I plot the surface as a series of equidistant lines. The
distance will be the left hand side of equation (B.2) and will be assumed to be small.
Denoting this distance by h and writing differentials as finite sizes gives
∆Ri = h
√
1− F (B.3)
and
∆z = h
√
F . (B.4)
This gives the difference equations
(Ri)n+1 = (Ri)n + h
√
1− F ((Ri)n) (B.5)
and
(z)n+1 = (z)n + h
√
F (Ri)n, (B.6)
where F is understood as a function of Ri. The initial conditions are
(Ri)1 = (z)1 = 0. (B.7)
For non-positive curvature, it is somewhat more complicated, and the method
I have chosen here is not exact. The negatively curved areas will be scaled differ-
ently from the areas of non negative curvature. One should have this in mind when
studying the plots, but the local shape is at least consistent with the curvature, and
this justifies the use of the illustrations.
It is clear that the difference equation (B.6) becomes complex for negative F .
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As a first approximation, let {Ri}n and {z}n behave as if F = 0. This gives the
difference equations
(Ri)n+1 = (Ri)n + h (B.8)
and
(z)n+1 = (z)n. (B.9)
This is just the difference equation for flat space.
If the metric is multiplied with 1 − F , the difference equation for Ri adapts this
form. However, when doing so, the circumference at Ri is now 2pi
√
1− FRi. I deal
with this by adding a φ dependent term to z.
Inspired by the curvature of the surface z = xy, this φ dependent term will be
on the form
(∆z)n = (axy)n = an(Ri)ncos(φ)sin(φ). (B.10)
When plotting the surfaces, (z)n + (∆z)n will be the z coordinate.
The parameter a will be decided from the condition that the circumference
is
√
1− F2piRi. Observe from (B.10) that a has absorbed a factor of Ri when
compared to z = xy.
∫ 2pi
0
√
1 + (
d∆z
dφ
)2dφ =
∫ 2pi
0
√
1 + a2cos2(2φ)dφ = 2pi
√
1− F (B.11)
This integral will be solved numerically in the subsequent section.
B.2 Auxiliary programs
In order to implement the algorithm presented above, one needs some way to cal-
culate the parameter a. Also, implementing functions will make the program more
orderly.
B.2.1 F (Ri)
The following function simply calculates F (Ri)
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1 function r e t=F(R, k1 , k2 , k )
2 ek=2−6∗k/(2∗k+1);
3 r e t=k1∗R.ˆ2+k2∗R.ˆ ek ;
4 end
B.2.2 Numerical integration
The integral (B.11) is calculated numerically by dividing the range of φ into n
equally spaced sub-intervals and making the trapezoid approximation.
1 function A=in t e ( a )
2 n=1000;
3 A=0;
4 x=linspace (0 ,2∗pi , n+1);
5 for i =1:n
6 A=A+2∗pi/n∗sqrt (1+a∗a∗cos (2∗x ( i ) ) ˆ 2 ) ;
7 end
8
9 end
B.2.3 Binary search
The integral in equation (B.11) is seen to be strictly increasing with the absolute
value of a. This can be utilized to make a binary search for the value of a which
satisfies the equation. This is done as follows.
1 function A=kon (F)
2 A=0;
3 i f (F<0)
4 q=2∗pi∗sqrt(1−F) ;
5 a=0;
6 b=1;
7 while ( i n t e (b)<q )
8 a=b ;
9 b=2∗b ;
10 end
11 au=in t e ( a ) ;
12 bu=in t e (b ) ;
13 c=(a+b )/2 ;
14
15 while ( c−a>0.001)
16 y=in t e ( c ) ;
17 i f (y<q )
18 a=c ;
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19 au=y ;
20 end
21 i f (y>=q)
22 b=c ;
23 bu=y ;
24 end
25 c=(a+b )/2 ;
26 end
27 A=c ;
28 end
B.3 The program
The following matlab code implements the difference equations (B.5-B.10). It ap-
plies the auxiliary functions of the preceding section.
1 % va r i a b l e s
2 k=−1/8;
3 k1=1;%1.5∗2ˆ(1/3) ;
4 k2=1;
5 c l o s ed =1; % 1 i f the su r f a c e i s c losed , 0 i f i t i s open
6 h=.05; %di s t ance between ne ighbour ing curves
7 m=50; %Number o f ponts in angu lar d i r e c t i o n
8 Nopen=150; %The number o f s t e p s i f c l o s ed=0
9
10 %i n i t i a l i z a t i o n
11 N=0;
12 R(1)=0;
13 z (1)=0;
14 i f ( c l o s ed==1) % in case o f a c l o s ed su r f a c e
15 while (F(N∗h , k1 , k2 , k)<1)
16 N=N+1;
17 end
18 RM=h∗(N−1); %Maximal va lue o f Ri
19 N=1;
20 while (R(N)<RM)
21 f=F(R(N) , k1 , k2 , k ) ;
22 i f ( f<=0)
23 R(N+1)=R(N)+h ;
24 z (N+1)=z (N) ;
25 end
26 i f ( f>0)
27 R(N+1)=R(N)+h∗sqrt(1− f ) ;
28 z (N+1)=z (N)+h∗sqrt ( f ) ;
29 end
30 N=N+1;
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31 end
32 for i =1:N %making a mirrored copy
33 R(N+i )=R(N−i +1);
34 z (N+i )=h+2∗z (N)−z (N−i +1);
35 end
36 N=2∗N;
37
38 end
39 i f ( c l o s ed==0)
40 N=Nopen ;
41 for i =1:N−1
42 f=F(R( i ) , k1 , k2 , k ) ;
43 i f ( f<=0)
44 R( i+1)=R( i )+h ;
45 z ( i+1)=z ( i ) ;
46 end
47 i f ( f>0)
48 R( i+1)=R( i )+h∗sqrt(1− f ) ;
49 z ( i+1)=z ( i )+h∗sqrt ( f ) ;
50 end
51 end
52 end
53 hold o f f
54
55 x=cos ( linspace (0 ,2∗pi ,m) ) ;
56 y=sin ( linspace (0 ,2∗pi ,m) ) ;
57
58 for i =1:N %ca l c u l a t i n g Del ta z and p l o t t i n g
59 f=F(R( i ) , k1 , k2 , k ) ;
60 i f ( f<0)
61 a=kon ( f ) ;
62 end
63 i f ( f>=0)
64 a=0;
65 end
66 plot3 (R( i )∗x ,R( i )∗y , z ( i )+a∗R( i )∗x .∗ y , ’ r ’ )
67 hold on
68 end
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