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Abstract
Learning under one-sided feedback (i.e., where examples arrive in an online fashion
and the learner only sees the labels for examples it predicted positively on) is a
fundamental problem in machine learning – applications include lending and
recommendation systems. Despite this, there has been surprisingly little progress
made in ways to mitigate the effects of the sampling bias that arises.
We focus on generalized linear models and show that without adjusting for this
sampling bias, the model may converge sub-optimally or even fail to converge to
the optimal solution. We propose an adaptive Upper Confidence Bound approach
that comes with rigorous regret guarantees and we show that it outperforms several
existing methods experimentally. Our method leverages uncertainty estimation
techniques for generalized linear models to more efficiently explore uncertain areas
than existing approaches which explore randomly.
1 Introduction
Machine learning is used in a wide range of critical applications where the feedback is one-sided,
including bank lending [32, 18, 29], criminal recidivism prediction [30, 34, 4], credit card fraud
[9, 27], oil spill detection [6, 31], spam detection [17, 26], mineral exploration [25, 13], self-driving
motion planning [21, 19], and recommendation systems [22, 10, 15]. These applications can often
times be modeled as online learning with one-sided feedback in that the true labels are only observed
for the positively predicted examples. For example, in bank loans, the learner only observes whether
the loan was repaid if it was approved. In criminal recidivism prediction, the decision maker only
observes any re-offences for inmates who were released.
One often overlooked aspect is that the samples used to train the model will be biased by past
predictions. In practical applications, there is a common belief that the main issue caused by such
one-sided sampling is label imbalance [15], as the number of positive examples will be expected to
be much higher than overall for the population. Indeed, this biasing of the labels leading to label
imbalance can be a challenge, motivating much of the vast literature on label imbalance. However, the
challenges go beyond label imbalance. We show that without accounting for such biased sampling,
it’s possible that we under-sample in regions where the model makes false negative predictions, and
even with continual online feedback, the model never corrects for those mistakes.
Despite the importance of learning in this one-sided feedback setting, there has been surprisingly
little work done in studying the effects of such biased sampling and how to mitigate it. Learning with
partial feedback was first studied by Helmbold et al. [16] under the name “apple tasting" who suggest
to transform any online learning procedure into an apple tasting one by randomly flipping some of
the negative predictions into positive ones with probability decaying over time. They show upper and
lower bounds on the number of mistakes made by the procedure in the partial feedback setting. Since
then, there has only been a handful of works on this challenging yet ubiquitous problem in machine
learning, which we outline in the related works section.
∗Alphabetical ordering.
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In this paper, we focus on generalized linear models, borrowing assumptions from a popular linear
bandit framework [12]. Our contributions can be summarized as follows.
• In Section 3, we propose a new notion of regret to capture the one-sided learner’s objective.
• In Section 4, we show that without leveraging online learning where the model is contin-
uously updated upon seeing new samples, an offline learner may need to be trained on as
many as O˜(1/3) samples to attain an average regret of at most .
• In Section 5, we show that the online greedy approach (i.e., updating the model only on
examples with positive predictions at each timestep without any adjustments) in general
may not have vanishing regret.
• In Section 6, we give an upper confidence bound based strategy that adaptively adjusts the
model decision by incorporating the uncertainty of the prediction with an O˜(T 1/2) regret.
• In Section 7, we provide an extensive experimental analysis on linear and logistic regression
on various benchmark datasets showing that our method outperforms a number of baselines.
To the best of our knowledge, we give the most detailed analysis in the ways in which passive or
greedy learners are sub-optimal in the one-sided feedback setting and we present a practical algorithm
that comes with theoretical guarantees and show it outperforms existing methods empirically. Our
method is adaptive: it leverages variance estimation techniques for generalized linear models to more
efficiently explore uncertain areas than existing approaches which perform the exploration randomly.
Such efficient exploration is critical: in practice, mistakes can be costly (e.g. when a bank gives a
defaulting loan) and at the same time we show principled exploration is necessary for the benefit
in the long run (e.g. the bank needs to take a chance on some loan applicants in order to find more
profitable lending opportunities in the future).
2 Related Works
As mentioned in the introduction, this problem of learning with one-sided feedback has been studied
by Helmbold et al. [16] under the name “apple tasting." They propose randomly flipping some of the
negative predictions into positive ones with probability decaying over time. Thus, their method can be
seen as performing the exploration randomly while our method performs the exploration adaptively.
Sculley [26] studies the one-sided feedback setting for the application of email spam filtering and
show that the approach of Helmbold et al. [16] was less effective than a simple greedy strategy and
explored active learning approaches to solve the problem.
Bechavod et al. [3] consider the problem of one-sided learning in the group-based fairness context
where the goal is to satisfy equal opportunity [14] at every round. They consider convex combinations
over a finite set of classifiers and arrive at a solution which is a randomized mixture of at most two of
these classifiers.
Cesa-Bianchi et al. [8] studies a setting which generalizes the one-sided feedback, called partial
monitoring, through considering repeated two-player games in which the player receives a feedback
generated by the combined choice of the player and the environment. They propose a randomized
solution. Antos et al. [1] provides a classification of such two-player games in terms of the regret rates
attained and Bartók and Szepesvári [2] studies a variant of the problem with side information. Our
approach does not rely on randomization that is typically required to solve such two-player games.
There has also been work studying the effects of distributional shift caused by biased sampling [23].
Ensign et al. [11] studies the one-sided feedback setting through the problems of predictive policing
and recidivism prediction. They show a reduction to the partial monitoring setting and provide
corresponding regret guarantees.
More broadly, this one-sided learning problem is related to selective sampling or active learning
where the learner chooses which labels to observe. Cesa-Bianchi et al. [7] propose for linear models
to sample randomly based on the model’s prediction score. The difference in our setting is that we
incur a cost when we query for a label that’s negative and the goal is to query exactly the positively
labeled examples.
Filippi et al. [12] propose the generalized linear model framework for the multi-armed bandit problem,
where for arm a, the reward is of the form µ(a>β∗) +  where β∗ is unknown to the learner,  is
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additive noise, and µ(·) is a link function. Our work borrows ideas from this framework as well as
proof techniques. Their notion of regret is based on the difference between the expected reward of the
chosen arm and that of an optimal arm. One of our core contributions is showing that, surprisingly, a
modification to the GLM-UCB algorithm leads to a procedure for the contextual bandits setting that
minimizes a very different notion of regret that is one-sided and not compared to any single arm but
the best context-dependent decision at each time-step.
3 Setup
We assume that datapoints (x, y) ∈ Rd ×R are streaming in and the learner interacts with the data in
sequential rounds: at time step t we are presented with a batch of N samples (xt1, , · · · , xtN ), and
for the data points we decide to observe, we are further shown the corresponding labels yti , while no
feedback is provided for the unobserved ones. We make the following assumptions on the model
which is standard in works on linear bandits.
Assumption 1. There exists β∗ ∈ Rd (unknown to the learner) and link function µ : R 7→ R (known
to the learner) such that y is drawn according to an additive noise model y = µ(x>β∗) +  where
the following holds:
1. Both the covariates xti and response y
t
i are bounded in norm: ‖xti‖2 ≤ B, |yti | ≤ C for all
i ∈ [N ], t ≥ 0.
2. The unknown parameter β∗ satisfies ‖β∗‖2 ≤M .
3. The noise residuals ti := y
t
i − µ(xt>i β∗) are mutually independent and conditionally zero-
mean. That is, E[ti|{xti}i, {t−1i }i, · · · , {0i }i, {x0i }i] = 0 ∀i ∈ [N ], t ≥ 1. Moreover, it is
conditionally sub-gaussian with parameter C.
4. The link function µ(·) is continuously differentiable and strictly monotonically increasing,
with Lipschitz constant L, i.e., 0 < µ′(z) ≤ L∀z ∈ R.
Remark. Taking µ(z) = z gives a linear model and µ(z) = (1 + e−z)−1 gives a logistic model.
Also note that the assumptions imply there exists η > 0 such that µ′(x>β) ≥ η for all x, β ∈ Rd
satisfying ‖x‖2 ≤ B and ‖β‖2 ≤M (see Lemma 3 in Appendix C for a short proof).
We are interested in learning a policy that can identify all the feature vectors x ∈ Rd that have
response y above some pre-specified cutoff c, while making as few mistakes as possible along the
sequential learning process compared to the Bayes-optimal oracle that knows β∗ (i.e., the classifier
x 7→ 1{µ(x>β∗) ≥ c}). It is worth noting that we don’t make any distributional assumption on the
feature vectors x ∈ Rd. Thus, our adaptive algorithm works in both the adversarial setting and the
stochastic setting where the features are drawn i.i.d. from some unknown underlying distribution.
Our goal is to minimize the notion of regret formally defined in Definition 1, which penalizes exactly
when the model performs an incorrect prediction w.r.t. the Bayes-optimal decision rule, and the
penalty is how far the expected response value for that example is from the cutoff c.
Definition 1 (Instantaneous Regret). For feature-action pairs (xti, ati)Ni=1 ∈ Rd × {0, 1}, the regret
incurred at time t on a batch of size N with cutoff at c is the following:
rt :=
N∑
i=1
|µ(xt>i β∗)− c| · 1
{
1{µ(xt>i β∗) > c} 6= ati
}
. (1)
Remark. We emphasize that this doesn’t quite fit into the usual setting considered in the bandit
literature due to the imbalance of information for the two actions in the following sense: if we choose
to observe (ati = 1), we have the full information for both of the two actions (i.e., can evaluate the
counter-factuals), whereas if we don’t then no information whatsoever is gathered about β∗, and we
don’t get to observe the corresponding instantaneous regret. It is for this reason that one can only
perform empirical minimization on (xti, y
t
i) for which a
t
i = 1.
We give an illustrative example of how this notion of regret could be relevant in practice. Suppose
that a company is looking to hire job applicants, where each applicant will contribute some variable
amount of revenue to the company and the cost of hiring an applicant is a fixed cost of c. If the
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company makes the correct decision on each applicant, it will incur no regret, where correct means
that it hired exactly the applicants whose expected revenue contribution to the company is at least c.
The company incurs regret whenever it makes an incorrect decision: if it hires an applicant whose
expected revenue is below c, it is penalized on the difference. Likewise, if it doesn’t hire an applicant
whose expected revenue is above c, it is also penalized for the expected profit that could have been
made. Moreover, this definition of regret also promotes a notion of individual fairness because it
encourages the decision maker to not hire an unqualified applicant over a qualified one. While our
setup captures scenarios beyond fairness applications, this aspect of individual fairness in one-sided
learning may be of independent interest.
4 Offline Learner Has Slow Learning Rate
In this section, we show that under the stronger i.i.d data generation assumption, in order to achieve
sublinear regret, one could leverage an “offline" algorithm that performs one-time exploration only,
but at the cost of having a slower rate for our notion of regret under one-sided feedback. Our offline
learner (Algorithm 1) proceeds by predicting positively on the first K + S samples to obtain the
labeled examples to fit on, where the first K samples are used to obtain a finite set of models which
represent all possible binary decision combinations on these K samples that could have been made
by the GLM model. The entire observed K + S labeled examples are then used to choose the best
model from this finite set to be used for the remaining rounds without further updating.
More formally, we work with the setting where the feature-utility pairs (xt, ut) ∼ P are generated
i.i.d in each round. Let the policy class be Π = {piβ : ‖β‖2 ≤M}, where piβ(x) := 1{µ(x>β) ≥ c}
is the threshold rule. Moreover, let the utility for covariate xt with action at ∈ {0, 1} be
ut(xt, at) := |yt − c| · 1
{
1{yt > c} 6= at
}
.
The initial discretization of the policy class is used for a covering argument, the size of which is
bounded with VC dimension. We show that with optimal choices of K and S, Algorithm 1 has
suboptimal guarantees – needing as many as O˜(1/3) rounds in order to attain an average regret of at
most , whereas our adaptive algorithm to be introduced later will only need O˜(1/2) rounds. This
suggests the importance of having the algorithm actively engaging in both exploration and exploitation
throughout the data streaming process, beyond working with large collection of observational data
only, for efficient learning.
Algorithm 1 OFFLINE LEARNER
Inputs: Discretization sample size K, Exploration sample size S, cutoff c, Time horizon T
Initialization: Choose to observe pairs of (xi, yi) ∈ Rd × R for K + S rounds, set the action
ai = 1
Construct discretized policy class Πˆ using the first K samples, containing one representative
βˆk ∈ Rd for each element of the set {(pi(x1), · · · , pi(xK)) : pi ∈ Π}
Find the best policy on the observed K + S data pairs as
pˆiβˆ
∗
K = arg min
pi∈Πˆ
K+S∑
t=1
ut(xt, pi(xt))
for t = K + S + 1, · · · , T do
Output at = pˆi
βˆ∗
K (xt) = 1{µ(x>t βˆ∗) ≥ c} as decision on xt, observe yt if at = 1
Output: βˆ∗
We give the regret guarantee in the proposition below. The proof is deferred to Appendix B.
Proposition 1 (Regret Bound for Algorithm 1). Under Assumption 1 and the assumption that the
feature-utility pairs (xt, ut) ∼ P are drawn i.i.d in each round, we have that picking K = O(T 1/3),
S = O(T 2/3) in Algorithm 1, with probability at least 1− δ,
T∑
t=1
EP [u(x, at)] ≤ min
pi∈Π
T∑
t=1
EP [u(x, pi(x))] +O
(
CT 2/3d log
( T
dδ
))
.
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This in turn gives the cumulative regret bound with the same probability as:
E
[ T∑
t=1
rt
]
≤ O
(
CT 2/3d log
( T
dδ
))
.
5 Greedy Learner May Incur Linear Regret
In this section, we show that greedy online learning, which updates the model after each round on
the received labeled examples without adjusting for one-sided feedback, can fail to have vanishing
regret, under the i.i.d data generation assumption alone. More specifically, the greedy learner fits
parameter βˆ that minimizes the empirical loss
∑
(x,y) `(x, y;β) only on the datapoints whose labels it
has seen so far at each time step. For example in the case µ(z) = z we use `(x, y;β) = (x>β − y)2,
the squared loss; when µ(z) = (1 + e−z)−1 we instead use `(x, y;β) = −y log(µ(x>β)) − (1 −
y) log(1−µ(x>β)), the cross-entropy loss. An alternative definition of the greedy learner can utilize
the decision rule mandated by the βˆ that minimizes the regret (Definition 1) on the datapoints seen
thus far. In our setup this is possible because whenever a datapoint label is revealed, the regret
incurred by the decision can be estimated. As it turns out, these two methods share similar behavior,
and we defer the discussion for this alternative method to Appendix A.
We illustrate in Theorem 1 below that even when allowing warm starting with full-rank randomly
drawn i.i.d samples, there are settings where the greedy learner will suffer linear regret. More
specifically, if the underlying data distribution produces with constant probability a vector v with
the rest of the mass concentrated on the orthogonal subspace, under Gaussian noise assumption, the
prediction µ(v>βˆ) has Gaussian distribution centered at the true prediction µ(v>β∗). Using the
Gaussian anticoncentration inequality from Lemma 1 provided in Appendix A, we can show that if
µ(v>β∗) is too close to the decision boundary c, there is a constant probability that the model will
predict µ(v>βˆ) < c, and therefore the model may never gather more information in direction v for
updating the prediction as no more observation will be made on v’s label. This situation can arise for
instance when dealing with a population consisting of two subgroups having small overlap between
their features.
Figure 1: Examples when greedy fails to converge. We use the example provided in Theorem 1
with n = 10000 and d = 20. The x axis shows the number of rounds (t) (i.e., number of batches)
and the y axis shows the average regret Rt/t. Batch size is chosen to be 1 for linear regression and
100 for logistic regression. The average regret fails to decrease for the greedy method but our method
(Algorithm 2) exhibits vanishing regret.
Theorem 1 (Linear Regret for Greedy Learner). Let y = µ(x>β∗) +  with  ∼ N (0, 1) and
independent of x. Moreover, for v ∈ Rd, let P be a distribution such that P (v) = 1/10 and for all
other vectors v′ ∼ P , it holds that v′>v = 0. Consider an MLE fit using `(x, y;β) with n pairs of
i.i.d. samples from P for warm starting the greedy learner. Under the additional assumption that
x1, · · · , xn span all of Rd, if µ(v>β∗) = c+ τ , with τ ≤ 1/
√
n′ (where n′ is the number of samples
among {(xi, yi)}ni=1 with xi = v), then the cumulative regret is lower bounded as:
E
[
T∑
t=1
rt
]
≥ Ω((T − n)τ) .
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6 Adaptive Algorithm
We propose the following algorithm with the goal of minimizing the cumulative regret at time horizon
T , RT :=
∑T
t=1 rt, accounting for one-sided feedback. We recast the problem as a generalized linear
contextual bandit problem where we choose 1 of the 2N choices in each round, corresponding to the
decision on each one of the N data points in the batch. Each context is equipped with a feature matrix
of size N × d where each row is either [1, 0d] or [0, xti]. In this case, for c′ = µ−1(c), the optimal
policy chooses between µ(1 · c′ + 0>d β∗) and µ(0 · c′ + xt>i β∗) to decide whether to observe yti or
not for each i ∈ [N ] at round t. This turns our definition of regret in (1) as linear reward over vector
[c′, β∗], from which we build upon Filippi et al. [12] for the analysis of the regret bound.
Algorithm 2 ADAPTIVE ONE-SIDED BATCH UCB
Inputs: Batch size N , initialization sample size K ≥ d+ 1 and eigenvalue λ0 > 0, cutoff c
Inputs: Lipschitz const. L, norm bounds M,B,C, η, time horizon T , confidence δ ∈ (0, 1 ∧ d/e)
Initialization: Choose to observe K pairs of {(x0i , y0i )}Ki=1 ∈ Rd × R, set A←
∑K
i=1 x
0
ix
0>
i
for t = 1, · · · , T do
Solve for βˆt ∈ Rd such that
∑t−1
i=0 X
>
i (yi − µ(Xiβˆt)) = 0d using e.g. Newton’s method
if ‖βˆt‖2 ≤M then βt ← βˆt
else Perform projection step on βˆt as
βt = argmin
‖β‖2≤M
∥∥∥ t−1∑
i=1
X>i µ(Xiβ)−
t−1∑
i=1
X>i µ(Xiβˆt)
∥∥∥
A−1
Set ρt(δ) = 2Lη κC
√
2d log t
√
log(2dT/δ) for κ =
√
3 + 2 log(1 + 2NB2/λ0)
Initialize Xt, yt = ∅
for j = 1, · · · , N do
Choose to observe ytj if µ(x
t>
j βt)− c+ ρt(δ)
√
xt>j A−1x
t
j > 0
Update A← A+ xtjxt>j and Xt ← [Xt;xtj ] , yt = [yt; ytj ] if chosen to observe
Output: βT
The algorithm proceeds by first training a model on an initial labeled sample with the assumption
that after initialization, the empirical covariance matrix A is invertible with the smallest eigenvalue
λ0 > 0. At each time step, we solve for the MLE fit βˆt on the examples observed so far. If ‖βˆt‖2 is
too large, we perform a projection step – this step is only required as a theoretical artifact to ensure
that ‖βt‖2 is bounded so the derivative of µ is lower bounded by a positive quantity η whenever it is
evaluated in the algorithm. The model then produces point estimate µ(x>βt) for each example x in
the batch.
From here, we adopt an upper confidence bound approach and the uncertainty in the prediction for
data point x is proportional to
√
x>A−1x (where A is the design matrix of the labeled examples seen
thus far), multiplied by a slowly increasing factor in order to balance the exploration and exploitation
for the best regret guarantee. At an intuitive level, the algorithm explores more for the samples
(and the corresponding subspace) we haven’t collected enough information on. The algorithm then
predicts positively if the upper bound estimate is above the threshold c and receive the labels of all of
the positively predicted examples in the batch at once for updating the model in the next round.
We give the following regret bound for the proposed algorithm, whose proof we defer to Appendix C.
Theorem 2 (Regret Guarantee for Algorithm 2). Suppose that Assumption 1 holds. Given a batch
size N , we have that for all T ≥ 1,
RT ≤ O˜
(
CK +
L
η
C
√
TsdN
)
with probability at least 1 − δ for 0 < δ < min{1, d/e}, where s = N ∧ d and O˜ hides poly-
logarithmic factors in T, δ−1, d,N,B, λ0.
6
7 Experiments
To further support our theoretical findings and demonstrate the effectiveness of our algorithm in
practice, we test our method on the following datasets:
1. Adult [20] (48842 examples). The task is to predict whether the person’s income is more than 50k.
2. Bank Marketing [20] (45211 examples). Predict if someone will subscribe to a bank product.
3. ProPublica’s COMPAS [24] (7918 examples). Recidivism data.
4. Communities and Crime [20] (1994 examples). Predict if community is high (>70%tile) crime.
5. German Credit [20] (1000 examples). Classify into good or bad credit risks.
6. Blood Transfusion Service Center [33] (784 examples). Predict if person donated blood.
7. Diabetes [33] (768 examples). Detect if patient shows signs of diabetes.
8. EEG Eye State [33] (14980 examples). Detect if eyes are open or closed based on EEG data.
9. Australian Credit Approval [33] (690 examples). Predict for credit card approvals.
10. Churn [33] (5000 examples). Determine whether or not the customer churned.
We compare our method against the following baselines:
1. Greedy, where we perform least-squares/logistic fit βt on the collected data and predict posi-
tive/observe label if µ(x>βt) > c.
2. -Greedy [28], which with probability α/
√
t, we make a random decision on the prediction (with
equal probability), otherwise we use the greedy approach.
3. One-sided -Greedy, which with probability α/
√
t we predict positively, otherwise we use the
greedy approach. This baseline is inspired from ideas in the original apple tasting paper [16].
4. Noise, which we add αu/
√
t to the prediction where u is drawn uniformly on [− 12 , 12 ].
5. One-sided Noise, which we add αu/
√
t to the prediction where u is drawn uniformly on [0, 1].
6. Margin, which we add α/
√
t to the prediction. This can be seen as a non-adaptive version of our
approach, since the quantity we add to the prediction for this baseline is uniform across all points.
Dataset cutoff greedy -grdy os--grdy noise os-noise margin ours
Adult 50% 239.45 236.34 211.74 230.77 165.77 162.31 144.9270% 134.74 134.18 133.8 131.66 132.39 132.67 129.81
Bank 50% 164.23 162.67 117.86 136.0 88.49 86.26 74.6470% 207.6 197.0 185.9 198.66 153.3 150.75 137.24
COMPAS 50% 41.56 36.67 36.93 36.93 28.09 28.12 26.0170% 41.66 39.16 39.61 39.87 38.03 36.98 34.07
Crime 50% 15.77 15.77 15.5 15.66 14.93 14.73 13.9570% 22.0 21.75 21.99 20.33 20.63 20.1 19.19
German 50% 14.7 14.51 14.12 13.62 11.12 10.52 9.6370% 15.89 15.53 15.93 15.41 14.09 14.52 13.07
Blood 50% 2.06 2.06 2.06 2.06 1.92 1.72 1.5270% 3.7 2.78 3.04 2.38 3.13 3.06 2.65
Diabetes 50% 4.17 4.16 4.23 3.94 3.81 3.95 3.6170% 6.05 5.56 6.14 6.05 5.6 5.39 5.33
EEG Eye 50% 256.47 200.04 175.8 173.52 106.26 96.85 119.770% 175.71 167.94 168.73 157.68 167.52 160.76 155.79
Australian 50% 3.74 3.74 3.77 3.63 3.0 2.79 2.6570% 6.77 6.77 6.77 6.66 5.09 5.26 4.65
Churn 50% 46.98 43.65 30.65 36.64 21.24 18.83 14.8970% 49.99 47.84 47.91 49.89 41.18 36.17 35.27
Table 1: Cumulative regret for Linear Regression.
For each dataset, we take all the examples and make a random stratified split so that 5% of the data
is used to train the initial model and the rest is used for online learning. For the linear regression
experiments, we used a batch size of 1 while for logistic regression we used a batch size of 1000 for
Adult, Bank, EEG Eye State and 100 for the rest due to computational costs of retraining after each
batch using sci-kit learn’s implementation of logistic regression. We compute the regret based on
using an estimated β∗ obtained by fitting the respective model (either linear or logistic) on the entire
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Figure 2: Average regret Rt/t for LS. Each round consists of presenting a batch of N = 1 example.
cutoff greedy -grdy os--grdy noise os-noise margin ours
Adult 50% 43.48 43.55 43.48 43.35 43.41 43.38 42.6370% 102.86 102.86 102.9 102.6 102.81 102.47 100.06
Bank 50% 23.22 23.26 23.18 23.3 23.33 23.2 23.2370% 85.72 85.94 85.67 85.51 85.26 85.27 85.75
COMPAS 50% 44.47 43.88 44.15 43.07 42.11 42.64 40.3470% 43.7 43.59 43.41 43.66 43.83 43.7 43.7
Crime 50% 11.04 10.83 11.04 10.85 10.33 10.44 9.4270% 26.05 25.93 26.13 25.94 25.84 25.55 24.46
German 50% 35.71 35.21 33.55 33.35 24.19 23.19 20.3370% 42.55 41.14 42.18 40.98 40.64 40.3 37.12
Blood 50% 5.05 5.05 4.87 4.83 4.71 4.53 4.2470% 13.04 13.04 13.03 13.04 10.84 12.14 9.69
Diabetes 50% 28.23 28.23 27.75 27.22 26.67 26.18 25.1670% 29.36 28.0 27.79 28.0 27.4 27.9 28.11
EEG Eye 50% 239.33 238.92 239.09 236.65 200.61 201.51 187.2870% 209.48 207.89 208.83 206.63 204.94 205.4 199.04
Australian 50% 21.88 21.88 21.87 21.21 21.76 20.81 20.3870% 17.47 17.29 17.46 16.49 17.24 17.46 17.43
Churn 50% 61.04 57.74 54.13 53.85 39.46 38.88 34.8970% 122.96 117.49 116.04 112.36 94.61 88.3 82.23
Table 2: Cumulative regret for Logistic Regression.
dataset. Due to space limitation, we only show the results for cutoff c chosen so that 50% and 70%
of the data points are below the cutoff w.r.t. β∗. Full results are in Appendix D. For each dataset and
setting of c, we averaged the performance of each method across 10 different random splits of the
dataset and tuned α over a grid of powers of 2 (except greedy).
Figure 3: Average regret Rt/t for Logistic. Each round consists of presenting N = 100 samples.
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Broader Impact
Machine learning has played an increasingly important role in policy making. Many machine learning
systems learn under one-sided feedback – this justifies their modeling as a dynamical process where
careful experimental design is interleaved with more traditional observational data study. In such
scenarios, the data collection is informed by past decisions and can be inherently biased. In this work,
we show that without accounting for such biased sampling, the model could enter a feedback loop
that only reinforce its past misjudgements, resulting in a policy that does not necessarily align with
the long term learning goal. Indeed, we demonstrate that the de facto default approach such as greedy
and offline learning often yield suboptimal performance when viewed through this lens. In turn, we
propose a natural notion of regret for the one-sided learner and give a simple, practical algorithm that
can be used to avoid such undesirable downstream effects and ultimately drive the decision making
process towards a better equilibrium. Both the theoretical grounding and the empirical effectiveness
of the proposed adaptive algorithm offer evidence that it serves as a much better alternative in such
settings.
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A Proof for Section 5
The following Gaussian anti-concentration bound is used throughout the proof.
Lemma 1. For X ∼ N (µ, σ2), we have the lower bound on Gaussian density as:
P (X − µ < −t) ≥ 1√
2pi
σt
t2 + σ2
e−
t2
2σ2 .
A.1 Proof of Theorem 1
Proof of Theorem 1. The optimality condition for MLE fit βˆ gives that
∑n
i=1 yi·xi =
∑n
i=1 µ(x
>
i βˆ)·
xi, which implies
n∑
i=1
xi · i =
n∑
i=1
xi ·
[
µ(x>i βˆ)− µ(x>i β∗)
]
.
In the direction v, where v is orthogonal to every other vector drawn from P , we have for n′ the
number of times v has appeared in the n samples used for warm-starting the greedy learner,
n′∑
i=1
v · i =
n′∑
i=1
v ·
[
µ(v>βˆ)− µ(v>β∗)
]
and therefore assuming i ∼ N (0, 1), we have µ(v>βˆ) ∼ N (µ(v>β∗), 1n′ ). If µ(v>β∗) = c + τ
for 0 < τ ≤ 1/√n′, by anticoncentration property of the Gaussian distribution (Lemma 1):
P
(
µ(v>βˆ) < c
)
≥ 1√
2pi
τ/
√
n′
1/n′ + τ2
exp
(
− τ
2
2/n′
)
≥ 1/10 .
Hence, with constant probability the greedy procedure will reject v at the next round. From then on-
wards, the greedy learner will reject all instances of v and will incur regret τ every time it encounters
it in any subsequent round.
A.2 Linear Regret for Empirical Regret Minimization
Let (x)+ = max(0, x). For observed pairs of (xi, yi) denoted by set S , the empirical risk minimiza-
tion of our regret can be rewritten as
arg min
β
∑
i∈S
|yi − c| ·
(
(x>i β − c)(c− yi)
)
+
(x>i β − c)(c− yi)
,
from which it’s obvious that it’s not convex in β. However, in the case x ∈ {ei}di=1 (or any other
orthogonal system), the coordinate decouples (after rotation) and the problem becomes solving d
problems in 1D as
arg min
βi
∑
j∈S:xj=ei
(
(βi − c)(c− yj)
)
+
|βi − c|
and the following procedure would find the optimal solution to the problem: (1) for all yi such that
yi ≤ c, compute l =
∑
i:yi≤c(c − yi); (2) similarly compute u =
∑
i:yi≥c(yi − c); (3) compare
the two quantities if l < u, any βi > c would be a global optimum for the problem with objective
function value l, otherwise any βi < c would be a global optimum for the problem with objective
function value u. Therefore for group i (x = ei) with response yi ∼ N (c + τi, σ2i ), where we
initialize with t observed samples, again using Lemma 1,
P(u < l) = P
( ∑
t:yti≥c
(yti − c) <
∑
t:yti≤c
(c− yti)
)
= P
(∑
t
(yti − c) < 0
)
= P
(
N (tτi, tσ2i ) < 0
)
≥ 1
2pi
√
tσiτi
tτ2i + σ
2
i
exp
(
− tτ
2
i
2σ2i
)
> 1/5
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for τi = 1/
√
t and σi = 1, after which no observations will be made on group i as βˆi < c and linear
regret will be incurred with constant probability.
B Proof for Algorithm 1
Before proceeding, we give a lemma below that characterizes the optimal solution to the regret
minimization problem on the population level.
Lemma 2. The optimal policy for the expected regret minimization problem satisfies
min
pi∈Π
EP [u(x, pi(x))] = EP
[
|y − c| · 1
{
1{y > c} 6= 1{µ(x>β∗) > c}
}]
for policy class Π = {piβ : ‖β‖2 ≤M}, where piβ(x) := 1{µ(x>β) > c} and expectation is taken
over data that follows y = µ(x>β∗) + . In other words, a = 1{µ(x>β∗) > c} is the optimal policy
for the objective at population level.
Proof. We can rewrite the objective in terms of β as
min
pi∈Π
EP [u(x,pi(x))] = min
β:‖β‖2≤M
EP
[
(y − c) ·
(
1{y > c} − 1{µ(x>β) > c}
)]
= min
β:‖β‖2≤M
EP
[
(µ(x>β∗) + − c) ·
(
1{µ(x>β∗) +  > c} − 1{µ(x>β) > c}
)]
.
Therefore it suffices to show that
β∗ = argmax
β:‖β‖2≤M
EP
[
(µ(x>β∗) + − c) · 1{µ(x>β) > c}
]
.
As  is zero-mean and independent of x by assumption, we have
EP
[
(µ(x>β∗) + − c) · 1{µ(x>β) > c}
]
= EP
[
(µ(x>β∗)− c) · 1{µ(x>β) > c}
]
,
and the claim above immediately follows.
With this in hand, we are ready to show the regret bound for the offline learner in Algorithm 1.
Proof of Proposition 1. To construct an -cover Πˆ in the pseudo-metric ρ(pi, pˆi) = P(pi(x) 6= pˆi(x))
for i.i.d feature-utility pairs (xt, ut) ∼ P , since the linear threshold functions in Rd has a VC
dimension of d + 1, a standard argument with Sauer’s lemma (see e.g. [5]) concludes that for
sequences x1, · · · , xT drawn i.i.d, with probability 1− δ/2 over a random subset of size K,
min
pi∈Πˆ
EP(u,x)
[ T∑
t=1
ut(xt, pi(xt))
]
≤ min
pi∈Π
EP(u,x)
[ T∑
t=1
ut(xt, pi(xt))
]
+
CT
K
(
2(d+ 1) log
( eT
(d+ 1)
)
+ log
(2
δ
))
for |Πˆ| = ( eTd+1 )(d+1). Now running the offline algorithm for the discretized policy class Πˆ on the
exploration data we collected in the first phase (consists of K + S rounds), we have for a fixed policy
pˆi ∈ Πˆ, since the K + S terms are i.i.d and unbiased,
EP(u,x)
[K+S∑
t=1
ut(xt, pˆi(xt))
]
= (K + S) · EP(u,x)[u(x, pˆi(x))] .
Now via a Hoeffding’s inequality for bounded random variables and a union bound over |Πˆ|, with
probability at least 1− δ, simultaneously for all pˆi ∈ Πˆ,∣∣∣ 1
K + S
K+S∑
t=1
ut(xt, pˆi(xt))− EP(u,x)[u(x, pˆi(x))]
∣∣∣ ≤
√
C2
2(K + S)
log
(2|Πˆ|
δ
)
.
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Therefore applying the inequality twice with pˆiK := pˆi
βˆ∗
K and pˆi
∗ := minpi∈Πˆ EP [u(x, pi(x))], and
using the optimality of pˆiK as the empirical minimizer, we have for each round,
EP(u,x)[u(x, pˆiK(x))] ≤ EP(u,x)[u(x, pˆi∗(x))]+2
√
C2
2(K + S)
(
log
(4
δ
)
+ (d+ 1) log
( eT
d+ 1
))
with probability at least 1− δ/2. Now summing up over T rounds, putting together the inequalities
established and minimizing over K and S, gives the final utility bound as
T∑
t=1
EP [u(x, at)] ≤ min
pi∈Π
T∑
t=1
EP [u(x, pi(x))] + T
√
2C2
(K + S)
(
log
(4
δ
)
+ (d+ 1) log
( eT
d+ 1
))
+ C(K + S) +
CT
K
(
2(d+ 1) log
( eT
(d+ 1)
)
+ log
(2
δ
))
= min
pi∈Π
T∑
t=1
EP [u(x, pi(x))] +O
(
CT 2/3d log
( T
dδ
))
,
with probability at least 1− δ. This in turn gives the regret bound
T∑
t=1
EP [u(x, at)]−min
pi∈Π
T∑
t=1
EP [u(x, pi(x))]
=
T∑
t=1
EP
[
|y − c| · 1
{
1{y > c} 6= at
}
− |y − c| · 1
{
1{y > c} 6= 1{µ(x>β∗) > c}
}]
=
T∑
t=1
EP
[
(y − c) ·
(
1{µ(x>β∗) > c} − at
)]
=
T∑
t=1
EP
[
(µ(x>β∗)− c) ·
(
1{µ(x>β∗) > c} − at
)]
+
T∑
t=1
EP
[
 ·
(
1{µ(x>β∗) > c} − at
)]
=
T∑
t=1
EP
[
|µ(x>β∗)− c| · 1
{
1{µ(x>β∗) > c} 6= at
}]
+
T∑
t=1
EP
[
 ·
(
1{µ(x>β∗) > c} − at
)]
=
T∑
t=1
EP [rt] = O
(
CT 2/3d log
( T
dδ
))
with the same probability, where we used Lemma 2 in the first equality and the fact that  is zero-mean
and independent of x for the last step.
C Proof for Algorithm 2
Lemma 3. Suppose that Assumption 1 holds. Let B > 0. Then there exists η > 0 such that
µ′(x>β) ≥ η for all x, β ∈ Rd satisfying ‖x‖2 ≤ B and ‖β‖2 ≤M .
Proof. By Assumption 1, we have µ′ is continuous and positive everywhere. Define the interval
I := [−B ·M,B ·M ]. We have by Cauchy-Schwarz that x>β ∈ I . Since I is closed and bounded,
by Heine–Borel I is compact in R. Since the image of a continuous function on a compact set is also
compact, it follows that there exists η > 0 such that µ′(x) ≥ η for all x ∈ I, as desired.
Much of the analysis in the lemma below is built upon [12], generalized to our setting.
Lemma 4 (Instantaneous Regret). For all 1 ≤ t ≤ T and some 0 < δ < min(1, d/e), with
A0 :=
∑K
i=1 x
0
ix
0>
i  λ0 · Id and At := A0 +
∑t
i=1X
>
i Xi, we have under the assumption stated
in Theorem 2 that
rt ≤ 4L
η
κC
√
2d log t
√
log(2dT/δ) ·
N∑
i=1
√
x¯t>i A
−1
t−1x¯
t
i
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with probability at least 1 − δ for κ = √3 + 2 log(1 + 2NB2/λ0), where x¯ti is either xti or 0d
depending on whether we choose to observe the context.
Proof. We recast the problem as picking 1 out of 2N choices (induced by all possible binary decisions
on each of the N samples in the batch) in each round with linear reward function. To this end,
for each feature vector x ∈ Rd, we encode the algorithm’s two choices as (d + 1)-dimensional
vectors [0;x] (selecting it) and [1; 0d] (not selecting it). Let us denote c′ = µ−1(c), where c is the
cutoff. Then for each i ∈ [N ] at round t, OPT chooses xti to predict positively and observe yti if
µ([0;xti] · β˜∗) = µ(0 · c′ + xt>i β∗) exceeds µ([1; 0d] · β˜∗) = µ(1 · c′ + 0>d β∗) where β˜∗ := [c′;β∗].
We can then define the following notation Xt representing Algorithm 2’s choices at round t:
Xt := argmax
X∈RN×(d+1) : xi∈{[0;xti],[1;0d]} ∀i∈[N ]
1>µ(Xβ˜t) + ρt(δ/2T ) ·
N∑
i=1
√
x
[2:d+1]>
i A
−1
t−1x
[2:d+1]
i
(2)
where β˜t := [c′;βt] ∈ Rd+1 with βt as the MLE fit on (xi, yi) pairs observed so far. Note that this
is the same as the Xt one would get from Algorithm 2 up to padding of 0 at front for the observed
contexts and appending vector [1, 0d] for the unobserved ones.
For any feasible context matrix X ∈ RN×(d+1) at round t, using the Lipschitz assumption on µ(·),
and denote β˜∗ = [c′;β∗] ∈ Rd+1, we have
|1>µ(Xβ˜∗)− 1>µ(Xβ˜t)| ≤ L‖X(β˜∗ − β˜t)‖1
= L‖X¯β∗ − X¯βt‖1
where we used that both β’s have constant c′ in the first coordinate, so the problem is reduced to look-
ing at the last d coordinates, defined as X¯∗ and X¯t respectively. Now let gt(β) :=
∑t−1
i=1 X¯
>
i µ(X¯iβ),
Mean Value Theorem gives that
gt(β
∗)− gt(βt) =
∫ 1
0
∇gt(sβ∗ + (1− s)βt) ds · (β∗ − βt)
=
∫ 1
0
t−1∑
i=1
X¯>i µ
′
(
X¯i(sβ
∗ + (1− s)βt)
)
X¯i ds · (β∗ − βt)
=: Gt · (β∗ − βt)
where Gt satisfies Gt  ηAt−1  0 since the middle term µ′(·) can be seen as a diagonal matrix
with entries ≥ η by Lemma 3. Therefore we have for some v ∈ {±1}N by (1) Cauchy-Schwarz (as
G−1t  0); (2) triangle inequality; (3) βt is optimal for the projection problem,
|1>µ(Xβ˜∗)− 1>µ(Xβ˜t)| ≤ L‖X(β˜∗ − β˜t)‖1
= L‖X¯G−1t (gt(β∗)− gt(βt))‖1
≤ L‖gt(β∗)− gt(βt)‖G−1t ‖X¯
>v‖G−1t
≤ L
η
‖gt(β∗)− gt(βt)‖A−1t−1‖X¯
>v‖A−1t−1
≤ L
η
‖gt(β∗)− gt(βt)‖A−1t−1 ·
N∑
i=1
√
x¯>i A
−1
t−1x¯i
=
L
η
∥∥∥ t−1∑
i=1
X¯>i µ(X¯iβ
∗)−
t−1∑
i=1
X¯>i µ(X¯iβt)
∥∥∥
A−1t−1
·
N∑
i=1
√
x¯>i A
−1
t−1x¯i
≤ L
η
(∥∥∥ t−1∑
i=1
X¯>i µ(X¯iβ
∗)−
t−1∑
i=1
X¯>i µ(X¯iβˆt)
∥∥∥
A−1t−1
+
∥∥∥ t−1∑
i=1
X¯>i µ(X¯iβt)−
t−1∑
i=1
X¯>i µ(X¯iβˆt)
∥∥∥
A−1t−1
)
·
N∑
i=1
√
x¯>i A
−1
t−1x¯i
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=
L
η
(∥∥∥ t−1∑
i=1
X¯>i µ(X¯iβ
∗)−
t−1∑
i=1
X¯>i yi
∥∥∥
A−1t−1
+
∥∥∥ t−1∑
i=1
X¯>i µ(X¯iβt)−
t−1∑
i=1
X¯>i µ(X¯iβˆt)
∥∥∥
A−1t−1
)
·
N∑
i=1
√
x¯>i A
−1
t−1x¯i
≤ 2L
η
∥∥∥ t−1∑
i=1
X¯>i (µ(X¯iβ
∗)− yi)
∥∥∥
A−1t−1
·
N∑
i=1
√
x¯>i A
−1
t−1x¯i
≤ 2L
η
κC
√
2d log t
√
log(d/δ) ·
N∑
i=1
√
x¯>i A
−1
t−1x¯i
=: ζX¯t (δ) =: ρt(δ) ·
N∑
i=1
√
x¯>i A
−1
t−1x¯i
where we used Lemma 1 from [12] for bounding the first term in the last step, which holds with
probability at least 1− δ for 0 < δ < min(1, d/e) and κ := √3 + 2 log(1 + 2NB2/λ0). We used
the fact that (1) the N context vectors {x¯i} are independent of each other in each round; (2) each of
the error term µ(X¯iβ∗)− yi has sub-gaussian tail by assumption.
Leveraging this, for the instantaneous regret, we get with probability at least 1 − δ/T (denote
X∗t ∈ RN×(d+1) as the context chosen by the best action at time t)
rt = 1
>(µ(X∗t β˜
∗)− µ(Xtβ˜∗))
= 1>(µ(X∗t β˜
∗)− µ(X∗t β˜t)) + 1>(µ(X∗t β˜t)− µ(Xtβ˜t)) + 1>(µ(Xtβ˜t)− µ(Xtβ˜∗))
≤ ζX¯∗tt (δ/2T ) + ζX¯tt (δ/2T ) + 1>(µ(X∗t β˜t)− µ(Xtβ˜t))
= ζ
X¯∗t
t (δ/2T ) + ζ
X¯t
t (δ/2T ) + 1
>µ(X∗t β˜t) + ζ
X¯∗t
t (δ/2T )− 1>µ(Xtβ˜t)− ζX¯
∗
t
t (δ/2T )
≤ ζX¯∗tt (δ/2T ) + ζX¯tt (δ/2T ) + 1>µ(Xtβ˜t) + ζX¯tt (δ/2T )− 1>µ(Xtβ˜t)− ζX¯
∗
t
t (δ/2T )
= 2ζX¯tt (δ/2T )
where we used the optimality of Xt for (2) in the last inequality. Union bounding over T time steps
yields the claim.
Below we state a helper lemma for bounding the second term
∑N
i=1 ‖x¯ti‖A−1t−1 from the previous
lemma.
Lemma 5 (Helper Lemma). For all T ≥ 1, let A0 =
∑K
i=1 x
0
ix
0>
i  λ0 · Id and At = A0 +∑t
i=1X
>
i Xi, for s = N ∧ d, under the assumption ‖xti‖2 ≤ B ∀i, t,
T∑
t=1
min
{ N∑
i=1
‖x¯ti‖2A−1t−1 , N
}
≤ 2dNs log
(λ0 +B2NT
d
)
− 2dNs log(λ0) ,
where x¯ti is either x
t
i or 0d depending on whether we choose to observe the context.
Proof. We have from the Matrix Determinant Lemma that
det(At) = det(At−1 +X>t Xt) = det(At−1) det(IN +Xt(At−1)
−1X>t )
= det(At−1)
s∏
i=1
(1 + λti)
= det(A0)
t∏
j=1
s∏
i=1
(1 + λji ),
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where we denoted the nonzero eigenvalues of the PSD matrix Xt(At−1)−1X>t as {λti}si=1. Since
{λti}si=1 are eigenvalues of (At−1)−1 restricted to span{xti}Ni=1, we have
N∑
i=1
xt>i (At−1)
−1xti ≤ N ·max
i
(λti) ≤ N
s∑
i=1
λti . (3)
Now using that x ≤ 2 log(1 + x) for x ∈ [0, 1],
t∑
j=1
s∑
i=1
min{1/s, λti} ≤ 2
t∑
j=1
s∑
i=1
log(1 + λti) = 2(log det(At)− log det(A0)) .
Since Trace(At) = λ0 +
∑t
j=1 Trace(X
>
j Xj) ≤ λ0 + B2Nt if all covariates are bounded as
‖xti‖2 ≤ B. Therefore from AM-GM inequality, since the determinant is the product of the
eigenvalues, we have
t∑
j=1
s∑
i=1
min{1/s, λti} ≤ 2d log
(λ0 +B2Nt
d
)
− 2d log(λ0) .
Implying from (3) that
T∑
t=1
min
{ N∑
i=1
x¯t>i A
−1
t−1x¯
t
i, N
}
≤ N
T∑
t=1
min
{ s∑
i=1
λti, 1
}
≤ Ns
T∑
t=1
s∑
i=1
min{λti, 1/s}
≤ 2dNs log
(λ0 +B2NT
d
)
− 2dNs log(λ0) ,
as claimed.
We are now ready to put things together to give the final regret bound for our algorithm.
Proof of Theorem 2. For the cumulative regret, using Lemma 4 and Lemma 5 above, and the assump-
tion |yti | ≤ C, with probability at least 1− δ,
RT ≤ C ·K +
T∑
t=1
rt
≤ C ·K +
T∑
t=1
min
{
2ρt(δ/2T ) ·
N∑
i=1
√
x¯t>i A
−1
t−1x¯
t
i, NC
}
≤ C ·K + 2ρT (δ/2T ) ·
T∑
t=1
min
{ N∑
i=1
√
x¯t>i A
−1
t−1x¯
t
i, N
}
≤ C ·K + 2ρT (δ/2T )
√
TN ·
√√√√ T∑
t=1
min
{
N∑
i=1
x¯t>i A
−1
t−1x¯
t
i, N
}
≤ C ·K + 2ρT (δ/2T )
√
TN ·
√
2dNs log
(λ0 +B2NT
d
)
− 2dNs log(λ0)
where we used the fact that NC ≤ 2NρT (δ/2T ) and Cauchy-Schwarz. Plugging in the definition of
ρT (δ/2T ) =
2L
η κC
√
2d log T
√
log(2dT/δ) finishes the proof.
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D Additional Experiment Results
Dataset c greedy -grdy os--grdy noise os-noise margin ours
Adult
50% 239.45 236.34 211.74 230.77 165.77 162.31 144.92
55% 175.88 175.46 170.21 175.26 143.64 135.9 118.7
60% 140.18 138.37 138.13 138.53 126.76 125.37 114.53
65% 129.29 128.39 128.26 126.8 123.48 120.94 115.62
70% 134.74 134.18 133.8 131.66 132.39 132.67 129.81
75% 145.99 145.14 146.09 144.38 146.26 145.28 145.86
80% 188.48 186.69 186.03 185.47 184.68 185.44 186.2
85% 246.93 244.71 244.93 243.14 243.77 242.94 243.16
90% 318.33 295.72 290.51 279.49 293.3 294.4 293.14
95% 179.24 146.21 158.73 131.2 148.85 131.75 152.95
Bank
50% 164.23 162.67 117.86 136.0 88.49 86.26 74.64
55% 142.01 138.29 107.39 125.15 83.59 82.46 71.68
60% 141.04 139.42 110.72 131.61 90.86 89.29 81.02
65% 146.56 140.44 121.98 135.96 100.98 96.59 94.46
70% 207.6 197.0 185.9 198.66 153.3 150.75 137.24
75% 166.72 166.08 166.81 162.88 153.38 150.07 142.5
80% 148.93 147.06 148.75 148.18 142.68 137.37 134.17
85% 145.63 125.29 122.99 122.59 122.28 130.96 119.19
90% 104.98 102.89 104.59 103.0 102.1 101.1 104.19
95% 119.77 119.06 116.17 119.42 119.48 119.63 119.73
COMPAS
50% 41.56 36.67 36.93 36.93 28.09 28.12 26.01
55% 41.71 38.18 39.22 37.72 33.47 31.85 31.17
60% 44.83 44.02 42.78 42.2 34.84 36.56 34.48
65% 47.33 40.04 40.06 38.23 35.44 33.7 32.52
70% 41.66 39.16 39.61 39.87 38.03 36.98 34.07
75% 46.14 40.49 41.12 37.84 35.11 34.27 33.89
80% 45.8 45.25 44.88 44.58 43.97 41.11 40.63
85% 58.59 54.62 50.54 50.52 43.56 46.24 41.93
90% 33.42 32.1 33.66 28.79 31.71 31.91 30.47
95% 20.38 20.34 20.37 20.31 20.38 19.68 20.35
Crime
50% 15.77 15.77 15.5 15.66 14.93 14.73 13.95
55% 14.64 14.52 14.64 14.27 14.46 14.46 14.07
60% 17.44 17.42 17.31 17.12 16.99 16.35 15.95
65% 18.64 18.59 18.72 18.27 18.52 18.53 18.15
70% 22.0 21.75 21.99 20.33 20.63 20.1 19.19
75% 21.87 21.87 21.74 21.33 21.05 21.4 20.75
80% 23.03 22.94 23.38 22.46 22.61 22.58 21.87
85% 23.75 23.46 23.82 23.75 23.65 23.51 22.68
90% 22.43 22.19 22.34 21.65 22.13 21.3 20.88
95% 12.34 12.34 12.43 12.34 12.21 12.34 12.34
German
50% 14.7 14.51 14.12 13.62 11.12 10.52 9.63
55% 12.43 12.3 12.24 12.42 11.06 10.98 9.43
60% 15.16 14.48 14.2 14.09 13.83 13.32 11.68
65% 17.02 16.39 16.52 15.82 13.75 13.86 12.48
70% 15.89 15.53 15.93 15.41 14.09 14.52 13.07
75% 15.44 15.26 15.13 14.86 14.49 14.95 14.2
80% 12.8 12.69 12.87 12.61 12.68 12.63 12.45
85% 11.55 11.45 11.23 11.38 11.27 11.23 10.98
90% 10.09 9.96 10.14 9.07 9.84 9.97 9.93
95% 8.23 8.13 8.23 7.59 7.97 8.18 8.22
Table 3: Linear Regression Results.
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Dataset c greedy -grdy os--grdy noise os-noise margin ours
Blood
50% 2.06 2.06 2.06 2.06 1.92 1.72 1.52
55% 1.4 1.4 1.4 1.36 1.39 1.39 1.38
60% 3.63 2.72 3.11 1.94 1.91 1.96 1.87
65% 3.28 2.74 2.07 2.81 2.02 1.69 1.59
70% 3.7 2.78 3.04 2.38 3.13 3.06 2.65
75% 5.03 3.91 4.16 3.29 4.08 3.99 3.13
80% 4.16 3.32 4.12 3.07 3.06 3.92 3.58
85% 4.1 3.73 3.58 3.28 3.98 4.05 3.67
90% 5.09 4.58 5.11 3.97 4.26 4.51 4.66
95% 2.64 2.59 2.68 2.61 2.57 2.56 2.55
Diabetes
50% 4.17 4.16 4.23 3.94 3.81 3.95 3.61
55% 4.93 4.93 4.97 4.88 4.79 4.9 4.74
60% 6.01 6.01 5.92 5.83 5.75 5.97 5.65
65% 5.45 5.45 5.48 5.29 5.32 5.3 5.25
70% 6.05 5.56 6.14 6.05 5.6 5.39 5.33
75% 7.61 7.57 6.74 6.69 6.21 6.35 5.5
80% 8.18 7.9 8.24 7.64 8.01 7.06 6.65
85% 6.84 6.84 6.84 6.84 6.75 6.69 6.64
90% 5.78 5.73 5.86 5.47 5.65 5.53 5.51
95% 4.52 4.52 4.56 4.36 4.37 4.29 4.27
EEG Eye
50% 256.47 200.04 175.8 173.52 106.26 96.85 119.7
55% 227.08 191.27 169.19 177.03 118.03 109.69 128.09
60% 196.1 169.52 163.42 155.87 121.5 121.09 119.67
65% 162.28 159.8 154.73 148.5 133.16 130.01 129.27
70% 175.71 167.94 168.73 157.68 167.52 160.76 155.79
75% 157.93 147.06 154.61 146.3 123.48 124.6 136.1
80% 164.19 140.15 139.47 133.81 142.57 125.39 149.71
85% 143.94 125.09 118.29 115.81 117.24 131.08 136.51
90% 121.78 116.0 121.3 104.72 115.71 115.27 117.57
95% 149.06 142.67 145.99 139.5 151.72 148.77 149.09
Australian
50% 3.74 3.74 3.77 3.63 3.0 2.79 2.65
55% 3.38 3.38 3.38 3.26 2.96 3.19 2.69
60% 5.0 4.97 5.0 4.33 3.73 3.99 3.75
65% 4.69 4.57 4.69 4.3 3.88 3.84 3.9
70% 6.77 6.77 6.77 6.66 5.09 5.26 4.65
75% 5.78 5.77 5.78 5.57 4.99 4.8 4.77
80% 5.43 5.43 5.43 5.21 5.27 5.25 4.85
85% 5.09 5.09 5.09 5.01 5.03 4.98 5.06
90% 4.14 4.14 4.14 3.93 4.08 4.07 4.11
95% 2.15 2.14 2.27 2.08 2.15 2.15 2.15
Churn
50% 46.98 43.65 30.65 36.64 21.24 18.83 14.89
55% 57.49 51.72 47.36 46.52 30.75 23.76 24.39
60% 61.44 56.94 50.43 55.59 35.65 32.82 29.55
65% 40.83 38.89 37.29 37.67 29.44 29.33 26.14
70% 49.99 47.84 47.91 49.89 41.18 36.17 35.27
75% 58.96 56.91 58.34 56.99 55.42 53.88 49.48
80% 52.66 50.43 51.85 51.23 48.62 48.74 48.25
85% 52.41 50.66 49.02 45.95 50.76 49.67 49.89
90% 60.33 59.5 60.37 59.98 59.78 59.82 59.97
95% 56.36 54.33 54.7 53.09 54.29 55.91 56.39
Table 4: Linear Regression Results (continued).
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Figure 4: Linear Regression plots.
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Figure 5: Linear Regression plots (continued).
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Dataset c greedy -grdy os--grdy noise os-noise margin ours
Adult
50% 43.48 43.55 43.48 43.35 43.41 43.38 42.63
55% 59.78 59.9 59.79 59.61 59.58 59.64 59.61
60% 77.25 77.44 77.26 76.98 76.48 76.58 77.05
65% 95.62 95.86 95.76 95.43 94.95 94.75 93.13
70% 102.86 102.86 102.9 102.6 102.81 102.47 100.06
75% 123.34 123.55 123.11 120.7 120.08 119.94 118.38
80% 117.39 117.44 117.56 115.95 116.39 115.5 112.05
85% 94.83 94.94 94.83 94.71 93.4 92.53 90.86
90% 77.83 78.05 78.36 77.12 76.61 77.24 75.22
95% 32.12 32.48 32.8 31.86 31.14 31.47 30.81
Bank
50% 23.22 23.26 23.18 23.3 23.33 23.2 23.23
55% 34.55 34.55 34.53 34.48 34.6 34.52 34.58
60% 49.57 49.56 49.58 49.52 49.86 49.5 49.56
65% 71.09 70.76 71.05 71.16 71.33 71.01 71.01
70% 85.72 85.94 85.67 85.51 85.26 85.27 85.75
75% 115.67 115.52 115.71 114.63 115.42 115.19 115.79
80% 149.07 148.31 149.12 147.86 147.34 148.19 147.1
85% 162.05 161.33 162.16 159.92 159.59 160.8 158.34
90% 135.85 135.48 135.76 134.89 132.68 131.4 121.53
95% 98.26 98.07 98.15 96.57 97.01 96.52 89.9
COMPAS
50% 44.47 43.88 44.15 43.07 42.11 42.64 40.34
55% 47.87 47.45 47.85 47.19 46.98 46.61 45.51
60% 44.38 43.91 44.36 43.95 41.94 41.62 40.62
65% 42.54 41.98 41.59 40.69 39.94 40.58 39.63
70% 43.7 43.59 43.41 43.66 43.83 43.7 43.7
75% 35.85 35.8 35.17 33.77 35.51 35.51 35.07
80% 38.79 38.74 38.85 36.71 38.29 37.16 36.79
85% 27.51 27.51 27.47 27.28 27.14 27.19 27.28
90% 21.98 21.98 21.98 21.55 20.16 20.69 21.04
95% 16.72 15.93 16.46 16.63 16.63 16.71 16.24
Crime
50% 11.04 10.83 11.04 10.85 10.33 10.44 9.42
55% 12.85 12.63 12.85 12.14 12.36 12.14 11.45
60% 16.75 16.75 16.79 16.81 16.21 15.77 15.04
65% 26.51 26.51 26.01 25.21 23.3 23.27 22.0
70% 26.05 25.93 26.13 25.94 25.84 25.55 24.46
75% 29.17 28.65 29.22 27.99 27.92 27.06 26.34
80% 31.01 31.01 31.01 29.68 30.6 30.4 30.08
85% 22.33 22.33 22.33 22.11 21.82 21.33 21.3
90% 13.3 13.3 13.3 12.62 12.74 12.88 12.67
95% 2.96 2.96 2.95 2.96 3.03 2.96 2.96
German
50% 35.71 35.21 33.55 33.35 24.19 23.19 20.33
55% 37.24 34.7 35.09 37.01 29.42 26.65 23.74
60% 42.12 39.95 39.12 37.53 31.77 29.35 25.19
65% 35.27 35.14 34.63 33.39 31.23 30.55 28.16
70% 42.55 41.14 42.18 40.98 40.64 40.3 37.12
75% 31.49 31.41 31.49 31.26 31.02 30.77 29.9
80% 31.83 31.67 31.83 30.76 30.0 29.94 29.11
85% 29.61 29.61 29.61 29.08 29.26 29.31 29.45
90% 24.73 24.73 24.54 24.41 24.61 24.62 24.7
95% 18.19 18.19 18.19 17.78 17.88 17.88 17.7
Table 5: Logistic Regression Results.
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Dataset c greedy -grdy os--grdy noise os-noise margin ours
Blood
50% 5.05 5.05 4.87 4.83 4.71 4.53 4.24
55% 6.44 6.44 6.16 6.46 6.17 6.15 5.91
60% 6.97 6.97 6.97 6.87 6.19 5.5 5.45
65% 11.34 11.34 11.34 11.59 9.02 8.72 8.18
70% 13.04 13.04 13.03 13.04 10.84 12.14 9.69
75% 6.13 6.13 6.13 5.76 5.44 4.54 4.31
80% 8.92 8.88 8.92 8.77 9.05 8.79 8.03
85% 2.63 2.63 2.63 2.54 2.62 2.63 2.59
90% 6.98 6.98 6.98 6.88 6.98 6.98 5.89
95% 5.63 5.63 5.63 5.25 5.43 5.55 5.22
Diabetes
50% 28.23 28.23 27.75 27.22 26.67 26.18 25.16
55% 25.18 25.18 25.17 24.89 24.35 24.58 24.28
60% 26.51 25.85 26.17 25.12 25.25 25.1 24.78
65% 29.47 29.32 29.14 29.05 28.91 28.86 28.66
70% 29.36 28.0 27.79 28.0 27.4 27.9 28.11
75% 26.99 26.96 26.52 25.52 26.45 26.47 26.42
80% 25.9 24.65 25.58 24.9 25.71 25.64 25.86
85% 21.11 20.94 21.01 21.36 21.12 21.11 21.07
90% 24.23 23.82 24.23 23.72 24.12 24.01 24.12
95% 12.34 12.25 12.33 12.31 12.34 12.31 12.16
EEG Eye
50% 239.33 238.92 239.09 236.65 200.61 201.51 187.28
55% 239.03 238.71 238.66 239.85 217.58 217.15 206.65
60% 227.14 227.13 226.59 223.53 218.24 219.47 211.05
65% 222.98 218.47 220.71 218.1 211.26 210.72 199.73
70% 209.48 207.89 208.83 206.63 204.94 205.4 199.04
75% 194.56 193.68 194.44 193.3 194.25 193.04 189.83
80% 208.11 207.76 207.95 208.23 208.84 207.93 202.14
85% 186.23 186.23 186.25 184.02 185.49 186.12 178.63
90% 182.61 181.96 179.12 177.37 180.55 180.83 176.03
95% 160.11 160.15 159.98 159.79 159.99 159.62 156.21
Australian
50% 21.88 21.88 21.87 21.21 21.76 20.81 20.38
55% 22.7 22.61 22.7 22.3 21.62 21.91 20.2
60% 21.23 21.15 21.0 21.09 20.58 21.23 20.05
65% 16.82 16.72 16.65 15.98 15.94 15.76 15.07
70% 17.47 17.29 17.46 16.49 17.24 17.46 17.43
75% 11.02 11.02 11.02 10.63 11.27 11.02 11.02
80% 8.28 8.28 8.09 8.02 8.06 8.14 8.17
85% 8.01 7.95 8.01 7.62 8.08 8.01 8.01
90% 5.79 5.79 5.79 5.55 5.92 5.79 5.78
95% 2.88 2.88 2.88 2.86 2.92 2.88 2.88
Churn
50% 61.04 57.74 54.13 53.85 39.46 38.88 34.89
55% 60.84 56.7 52.18 56.13 47.21 45.4 42.94
60% 66.42 59.53 59.76 57.13 48.36 47.35 41.68
65% 70.57 65.32 66.35 62.78 62.02 58.32 53.09
70% 122.96 117.49 116.04 112.36 94.61 88.3 82.23
75% 81.49 80.11 81.49 79.56 77.21 74.51 72.74
80% 86.62 86.12 82.48 84.84 84.25 82.92 81.61
85% 99.19 93.62 97.05 96.59 94.6 96.04 95.61
90% 93.81 93.76 92.39 90.29 90.69 92.64 93.03
95% 76.27 76.01 72.63 72.69 73.09 72.27 70.87
Table 6: Logistic Regression Results (continued).
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Figure 6: Logistic Regression plots.
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Figure 7: Logistic Regression plots (continued).
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