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iABSTRACT
This study focuses on the development of a multi-objective optimisation
methodology for the vacuum assisted resin transfer moulding composite
processing route. Simulations of the cure and filling stages of the process have
been implemented and the corresponding heat transfer and flow through porous
media problems solved by means of finite element analysis. The simulations
involved material sub-models to describe thermal properties, cure kinetics and
viscosity evolution. A Genetic algorithm which constitutes the foundation for the
development of the optimisation has been adapted, implemented and tested in
terms of its effectiveness using four benchmark problems. Two methodologies
suitable for multi-objective optimisation of the cure and filling stages have been
specified and successfully implemented. In the case of the curing stage the
optimisation aims at finding a cure profile minimising both process time and
temperature overshoot within the part. In the case of the filling stage the thermal
profile during filling, gate locations and initial resin temperature are optimised to
minimise filling time and final degree of cure at the end of the filling stage.
Investigations of the design landscape for both curing and filling stage have
indicated the complex nature of the problems under investigation justifying the
choice for using a Genetic algorithm. Application of the two methodologies
showed that they are highly efficient in identifying appropriate process designs
and significant improvements compared to standard conditions are feasible. In
the cure process an overshoot temperature reduction up to 75% in the case of
thick component can be achieved whilst for a thin part a 60% reduction in
process time can be accomplished. In the filling process a 42% filling time
reduction and 14% reduction of degree of cure at the end of the filling can be
achieved using the optimisation methodology. Stability analysis of the set of
solutions for the curing stage has shown that different degrees of robustness
are present among the individuals in the Pareto front. The optimisation
methodology has also been integrated with an existing cost model that allowed
consideration of process cost in the optimisation of the cure stage. The
optimisation resulted in process designs that involve 500 € reduction in process
cost. An inverse scheme has been developed based on the optimisation
ii
methodology aiming at combining simulation and monitoring of the filling stage
for the identification of on-line permeability during an infusion. The methodology
was tested using artificial data and it was demonstrated that the methodology is
able to handle levels of noise from the measurements up to 5 s per sensor
without affecting the quality of the outcome.
Keywords:
Infusion, Cure, Inverse procedure, Genetic algorithm, Optimisation, Multi-
objective, Temperature overshoot, Degree of cure, Filling time
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When you have eliminated the impossible,
Whatever remains, however improbable, must be the truth.
(Sir Arthur Conan Doyle)
Lo duca e io per quel cammino ascoso
intrammo a ritornar nel chiaro mondo;
e sanza cura aver d’alcun riposo,
salimmo sù, el primo e io secondo,
tanto ch’i’ vidi de le cose belle
che porta ’l ciel, per un pertugio tondo.
E quindi uscimmo a riveder le stelle.
(Dante Alighieri)
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1
1 Overall Introduction
1.1 Motivations and goals
Composite materials have been widely used by humans throughout history in
structural applications because of their versatility in providing tailored
mechanical behaviour. This has been the case of cellulose reinforced by lignin
(wood) and steel reinforced by concrete. Nowadays modern composites
maintain an edge in mechanical performance associated with a cost penalty
due to their complex manufacturing. The cost implications are intensified as the
size and complexity of the final part increase. In the past 60 years composite
materials have gradually broadened their application fields becoming widely
used in a variety of different industries. Modern composite materials were first
introduced in the late 1950s and their superior mechanical performance
associated with a low specific weight was immediately noticed by the aerospace
industry with particular attention paid by the military field. The necessity for best
performance in the aerospace military field led to quick adoption of composite
materials in military aircraft industry exploiting the potential of these new
materials regardless of process cost. In 1969 boron epoxy rudders were
installed on an F-4 jet made by General Dynamics. Also the F-14 (US Navy)
and F-15 (US Air Force) used boron epoxy composites for the empennage [1].
With time the potential of composites became attractive for commercial aviation
and other industry fields such as automotive, naval and high level competitive
sports. As space and military demand declined developments in the field of
composites focused more on the requirements of these industrial sectors with
the process and materials cost gaining increasing importance. Today the
percentage use of composites by weight in aircraft has reached 50% with
Boeing 787 and 53% with Airbus 350 [2], Figure 1-1.
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Figure 1-1 Composite fuselage for the A350 XWB (© Airbus/M. Lindner), [2]
Following the trend for improved process efficiency, predictive process
modelling, process monitoring, optimisation and automation have become
highly relevant objectives of research. In this perspective Liquid Composite
Moulding (LCM) has begun to be considered a viable alternative to the
expensive autoclave process route due to its potential for easier automation and
control. The earliest aerospace application of liquid moulding was the
manufacture of radomes. The Concorde radome was one of the first
components in service manufactured by means of Resin Transfer Moulding
(RTM). The Concorde incorporated also the first use of high performance epoxy
resins given its supersonic regime and associated temperatures up to 200 ⁰C.
Since 1960s RTM has been used for fabrication of propeller blades; some
examples are Fokker F50 and Saab S340. In the 1980s composite materials
have been introduced to manufacture lightweight and low cost airframes in
place of aluminium alloys with subsequent reduction in weight and
manufacturing costs. Several airframe parts have been manufactured by RTM
for the F-22 and F117-A fighters. Engine and nacelle components have also
been produced by RTM. In the aerospace industry the most important factors
are weight and performance, requiring volume fibre fraction often higher than
60%. The epoxy resin used needs several hours for cure ending in a very low
production rate (100s parts per year). In the automotive industry structural parts
require fibre volume fraction higher than 35%, it follows that high quality
components can be produced economically with a production rate up to 10000
parts per year; for example the DB7 Aston Martin has the hood, fenders and
Chapter One
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deck-lid manufactured by RTM. Other examples of structural parts produced by
RTM in the automotive are convertible hard tops for the Alpha Romeo Spider
(Italy) and body panels for the BMW Z-1 (Germany) [3; 4].
Vacuum Assisted Resin Transfer Moulding (VARTM) has started to be put
forward as a high potential alternative in recent years. In VARTM the
compaction pressure is provided by the atmosphere by means of vacuum
applied within the vacuum bag which is sealed to the mould. Once the vacuum
within the bag is reached and stabilised the resin is injected and the flow is
driven by the negative pressure gradient between the inlet and the outlet. The
impregnation ends when the resin reaches the outlet gate; Figure 1-2 illustrates
a schematic of the process. A flow media is applied on one or two sides of the
reinforcement stack to enhance the flow speed, while a peel ply is used to
facilitate the removal of the flow media after infusion [5].
Figure 1-2 Schematic of VARTM process
VARTM is significantly less expensive than RTM due to its lower tooling cost
corresponding to the use of a flexible bag on one side and the lower
requirements in terms of pressure application. The absence of an autoclave for
curing and the presence of a flexible bag also make the process able to handle
large structures without generating prohibitive scale up costs. These combined
characteristics make the process attractive to the aerospace industry.
Nevertheless, in addition to increased significance of production costs, the
aerospace industry has very stringent requirements in terms of quality.
Resin inlet
Vacuum pressure
Vacuum
Vacuum bag
Flow media Peel ply
Laminate
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The complex nature of the VARTM process makes a trial and error approach to
process design inefficient. Furthermore, the compressed time scale of
development highlights the pivotal importance of the design stage leaving no
room for mistakes at this step. It is at this phase of the process that cost and
quality are determined. Therefore, the design/development stage is where the
choices are made to comply with the desired specifications whilst satisfying
targets related to process efficiency. In such a scenario, conformity with
specifications cannot be addressed at the end of the production line because
even though such change might be feasible, rework costs can be prohibitive.
The more issues avoided and prevented early on through a carefully designed
process the fewer problems will appear at later stages.
A variety of causes can result in a poor manufacturing quality of composite
parts; namely degradation of resin due to exothermic effects, dry spots and
porosity due to air entrapment or incomplete filling, distortion after removal from
the tool and thickness variations. Therefore a systematic approach capable of
both taking into account the large set of variables and phenomena involved and
investigating new feasible optimised design solutions is needed in order to
make the process realise its full potential. Simulation and optimisation of the
process are required in order to predict the effect of design choice on the final
product and to set the process choosing optimised parameters able to maximise
the quality of the product, minimise defects, maximise production rate for a
specific geometry and minimise process cost. Furthermore, reliable process
optimisation contributes to scrap and waste material reduction making the
process more environmentally sustainable by decreasing both the need for
recycling composite materials and the number of processes run with
subsequent energy saving.
1.2 Aim and objectives
The overall aim of the present work is to achieve an efficient and high quality
automated design of the infusion process addressing high end applications.
This is accomplished by the following objectives:
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 Cure and filling simulations for both stages of VARTM to give an insight
of the relations among variables playing an important role within the
process;
 Identification and selection of key parameters to be optimised for both
the cure and filling stages;
 Identification of competitive objectives, which need to be quality and cost
relate and are affected significantly by the parameters selected;
 Investigation of the landscape of the cure and filling problems;
 Development/adaptation of a suitable optimisation tool to deal with the
aforementioned landscapes;
 Testing of the optimisation method against benchmarks and established
software to prove reliability, robustness and performance;
 Building interfaces capable to handle and solve the multi-objective
problem sets;
 Finding out and quantifying trade-off for both filling and cure process.
 Evaluation of the process performance benefits that can be achieved
using optimisation;
 Development of an inverse routine capable to perform on-line estimation
of permeability;
 Testing of the robustness of the inverse scheme against different levels
of artificial noise;
1.3 Project setting
The work in this thesis is part of the INFUCOMP FP7 European project. The
aim of the project was to develop the appropriate simulation tools to automate
Liquid Resin Infusion (LRI) technologies as a low-cost and high performance
alternative to metal and prepreg composite solutions. The focus of the project
was the aerospace industry. A group of partners comprising universities and
companies with expertise in relevant fields spread in eight countries
collaborated at the project: ESI GmbH (Germany), ARMINES (France),
Cranfield University (UK), DAHER Aerospace (France), ESI group (France),
Hexcel (France), Katholieke Universiteit Leuven (Belgium), Patras University
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(Greece), Swerea SICOMP AB (Sweden), Bombardier Aerospace (UK), Israel
Aerospace Industry (Israel), INASCO (Greece), Institute for Aircraft Design
(Germany) and Piaggio Aero Industries S.p.a. (Italy).
The work within the project was divided in nine different work packages
addressing different aspects of the process:
 WP1 Project management, dissemination and exploitation;
 WP2 Fabric deformation characterisation: Mechanical fabric testing to
gather data for fabric deformation laws have been undertaken. Results
have been implemented in the FE draping software;
 WP3 Viscosity and permeability characterisation: resin viscosity testing
for predicting viscosity behaviour has been carried out and results
implemented in the LRI infusion software;
 WP4 Preform tooling and assembly simulation: Deformation in fabric
affects permeability and therefore infusion. Methodologies to address the
coupled problem have been developed;
 WP5 Infusion simulation development: New developments for thick, large
scale components simulation have been developed and validated;
 WP6 Cost analysis and cost optimisation: Cost analysis simulation and
optimisation of the overall process have been undertaken;
 WP7 Post infusion defects prediction: Influence of defects like residual
stresses and void content upon mechanical performances have been
experimentally and numerically investigated;
 WP8 Process optimisation: Optimisation technique (evolutionary) have
been developed to optimise both cure and infusion stage. An inverse
scheme for on-line estimation of permeability has been also developed;
 WP9 Industrial validation: three demonstrator parts have been fabricated
for industrial validation
The work packages this work has contributed to were WP8 in which the
development of methodologies capable to address the optimisation of the two
stages involved in the process and on line estimation of parameters such as
permeability were addressed and WP6 in which the development of a
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cost/quality optimisation methodology was developed in collaboration with the
University of Patras and Bombardier Aerospace..
1.4 Road map
The main body of this thesis is structured as follows:
 Chapter 2 reviews the state of the art concerning optimisation of composite
materials manufacturing, describing briefly the different typology of
optimisation and describing in detail the effort made by the scientific
community in the field up to date;
 Chapter 3 presents the genetic algorithm adapted in this study and the tests
carried out to prove its reliability, robustness and reproducibility;
 Chapter 4 reports the modelling methodology applied and the constitutive
material models;
 Chapters 5 presents the work on optimisation of the cure stage of the
process taking into account both process time and maximum temperature
within the part;
 Chapter 6 addresses the optimisation of the filling stage of the process
minimising both filling time and degree of cure at the end of the filling stage;
 Chapter 7 describes the optimisation of cost and performance related to the
cure stage;
 Chapter 8 presents the inverse scheme able to estimate unknown properties
of the material such as permeability.
Chapters 9-11 report the overall discussion of the work, conclusions and
suggestions for areas further of development on the topic of this study.
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2 Numerical optimisation of composites processing
2.1 Introduction
This chapter reviews the state of the art on optimisation of composites
manufacturing. The continuous pursuit of performance, robustness and
efficiency in the aerospace, automotive, marine and energy industries has been
reflected in shifting the scale, production rate and part complexity requirements
that the composites manufacturing sector has to respond to. The process
design challenges associated with this transition are significant and can be
partially met by the integration of manufacturing simulation in the design loop.
The potential benefits of simulation are enhanced a great deal by the adoption
of computational optimisation to determine efficient processing parameters. The
focus of relevant research has been on single-objective problems with multi-
objective setups starting to receive attention in recent years. Flow and curing
have concentrated most of the research effort on the topic, with optimisation
schemes developed for both continuous and batch processing. The majority of
optimisation problems have been tackled using heuristic methods.
2.2 Design and performance of composites processing
Nowadays composite materials have become one of the most important
material options in a wide variety of fields because of their high mechanical
performance. First consequence of this great diffusion is a renewed interest in
processing. During the last fifty years different techniques have been developed
in order to improve the quality of manufacture. Several different processes to
fabricate composite materials have been devised, most of them involving some
common steps which accomplish broadly the forming/deposition of the
reinforcement, filling/consolidation of the assembly and curing/cooling of the
matrix. Differences in aspects of the processes can be pointed out, e.g. different
ways of reinforcement deposition (manual lay-up, filament winding, pultrusion),
different ways of impregnate fabrics, different means of heating to initiate the
curing reaction.
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In the last decade the increasing interest in keeping the process cost and time
as low as possible without compromise the quality and the performance, has led
to a focus on the optimisation of these key aspects. The importance of
optimising taking into account more than one objective within a certain process
was dictated by the complexity of the links between the variables that govern
the different stages of manufacture and the close interdependencies of certain
variables. The optimisation of composite processes has been addressed using
both gradient based technique and stochastic search algorithm; the benefits
and drawbacks of each of these techniques led to the development of hybrid
techniques.
In composite processing a large number of design variables impact process
performances. The choice of design parameters affects the governing
phenomena. In turn the evolution of governing phenomena determines the
manifestation of process issues and the quality of the final product, as depicted
in Figures 2-1, 2-2. Figure 2-1 illustrates which governing phenomena are
affected by changes in design parameters within the process. The heat transfer
problem is affected by changes in cure profile and initial mould and resin
temperature. A change in these parameters results in a different heat transfer
problem with subsequent different temperature distribution therefore different
gradient temperature and overshoot. Cure kinetics is affected by the same
design parameters with the initial resin temperature influencing the initial state
of the resin. A satisfactory mould filling is influenced by an appropriate design of
gate and vent locations together with a suitable initial resin and mould
temperature as these have a direct effect on resin viscosity. Injection pressure
or flow front speed, depending on which control flow strategy has been
selected, must be chosen aiming to achieve a complete filling before the resin
viscosity increases dramatically. Flow front speed has also an effect on the
quality of impregnation and can generate micro and macro-voids so that
constraints are imposed to the selection of this parameter [6].
Figure 2-2 depicts which process defects due to different governing
phenomena. Altering the heat transfer and cure kinetics phenomena causes
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different degree of cure evolution and different minimum degree of cure.
Furthermore, these might trigger a very fast cure reaction with subsequent high
level of overshoot leading to non-uniformity in cure, residual stresses and in
extreme cases degradation of the part. Non-uniformity in cure is also caused by
inadequate impregnation which also leads to void formation.
Figure 2-1 Relationship between design parameters and governing phenomena
Design parameters Governing phenomena Design parameters
Cure profile
Initial
mould/autoclave
temperature
Injection pressure
Gates and vent
locations
Heat transfer
Cure kinetics
Mould filling
Fibres impregnation
Initial resin temperature
Flow front speed
Affect Affect
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Figure 2-2 Relationship between governing phenomena and process issues
2.3 Overview of the research landscape on composites process
optimisation
Figure 2-3 presents an overview of research on composites processing
optimisation. Three major fields have been addressed in the literature
concerning composites process optimisation: cure, impregnation and drape
optimisation. Filament winding optimisation has received limited coverage and
since in these articles the objectives are strictly correlated with final shape and
drape, it is possible to include them within this category
Within each category there is a further division between single and multi-
objective optimisation. Cure optimisation has been carried for two principal
variations: pultrusion and batch processes. In works dealing with single-
objective optimisation, residual stresses and process time have been optimised
in both processes mainly using gradient based techniques. In works addressing
multi-objective optimisation pull speed and energy consumption have been
dealt with for the pultrusion process, whereas for batch processes three
different objective combinations have been used: process time and degree of
Governing phenomena Process issues Governing phenomena
Heat transfer
Mould filling
Cure kinetics
Residual
stresses/Warpage
Low degree of cure
Non uniform cure
Dry spots/Voids
Fibres impregnation
Cause Cause
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cure, process time and maximum exotherm, process cost and process time. All
multi-objective cure problems have been implemented using a Genetic
Algorithm (GA).
In impregnation related problems only the RTM process has been addressed.
Voids, filling time and filling distance have been taken into account for single-
objective optimisation tackled mostly using a GA; multi-objective treated
combinations of voids and filling time, filling time and vents number, gates
number and vents number, implemented by either evolutionary strategies or a
cascaded algorithm. Filament winding process has been studied under only
single-objective optimisation addressing slippage, process time and process
cost. In draping/forming, wrinkling and warpage minimisation have been dealt
separately using GA, whilst multi-objective optimisation using GA has
addressed the combination of maximum shear angle and minimum average
shear angle.
Figure 2-3 Composite process optimisation landscape
Composite processes optimisation
Cure optimisation Draping/Filamentwinding optimisation Infusion optimisation
Single-objective:
Pultrusion/Batch processes
• Process time
• Residual stresses
Multi-objective:
Pultrusion
• Pulling speed/Energy
consumed
Batch processes
• Process time/Degree of
cure
• Process time/Maximum
overshoot
• Process time/Cost
Single-objective:
Filament winding
• Slippage
• Process time
• Process cost
Draping
• Warpage
• Wrinkling
Multi-objective:
Draping
• Maximum shear
angle/Average shear
angle
Single-objective:
RTM process
• Filling time
• Voids
• Filling distance
Multi-objective:
RTM process
• Voids/Filling time
• Filling time/Vents
number
• Gates number/Vents
number
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2.4 Optimisation problem
2.4.1 Single and multi-objective optimisation
Solving an optimisation problem means finding the minimum point of a
prescribed objective function, (if the problem requires finding a maximum point
the same formalism can be used with a decreasing function of the objective),
under some equality and inequality constraints [8]. A single-objective
optimisation problem has the following form:
Minimise f(x) subject to:
௜݃(ݔଵ,ݔଶ…ݔ௡) ≥ 0 with ݅= 1,2 …ݎ (2-1)
ℎ௝(ݔଵ,ݔଶ…ݔ௡) = 0 with ݆= 1,2 …݌ (2-2)
A mathematical representation of multi-objective optimisation can be expressed
as follows:
Minimise
௠݂ (ݔଵ,ݔଶ…ݔ௡) with ݉ = 1,2 …ݏ (2-3)
Subject to:
௡݈ ≤ ݔ௡ ≤ ݑ௡
௜݃(ݔଵ,ݔଶ…ݔ௡) ≥ 0 with ݅= 1,2 …ݎ (2-4)
ℎ௝(ݔଵ,ݔଶ…ݔ௡) = 0 with ݆= 1,2 …݌
Here ݔ௡ is the ݊௧௛ parameter, ௠݂ is the ݉ ௧௛ objective, ௜݃ is the ݅௧௛ inequality
constraint and ℎ௝ is the ݆௧௛ equality constraint, ݏ is the number of objectives, ݊ is
the number of parameters, ݎ is the number of inequality constraints and ݌ is the
number of equality constraints. A feasible point in the design space is Pareto
optimal if there are no other feasible points in the design space with all the
objectives being equal or better than it. A mathematical definition of such point
for a minimisation problem is as follows:
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(ݔଵ,ݔଶ…ݔ௡) is Pareto optimal iff
there is no (ݔଵᇱ,ݔଶᇱ…ݔ௡ᇱ) such that
∀݅∈ {1,2 …݉ }, ௜݂(ݔଵᇱ,ݔଶᇱ…ݔ௡ᇱ) ≤ ௜݂(ݔଵ,ݔଶ…ݔ௡) (2-5)
and
∃݅∈ {1,2 …݉ }, ௜݂(ݔଵᇱ,ݔଶᇱ…ݔ௡ᇱ) < ௜݂(ݔଵ,ݔଶ…ݔ௡)
All the Pareto optimal solutions form collectively the Pareto optimal set. Any
point within the Pareto optimal set is an optimal solution and therefore a non-
dominated solution. Figure 2-4 (a) illustrates the Pareto optimal set and the
feasible region of solutions and Figure 2-4 (b) depicts the dominance criterion
for a minimisation problem.
a) b)
Figure 2-4 a) Pareto set and feasible region b) Dominance definition
2.4.2 Gradient based technique
The idea of gradient based techniques is to decrease the value of the objective
function at each step in order to achieve a minimum, using only the information
from the function and from its gradient. Gradient based technique can be used
with confidence only when the landscape of the problem is well known and
without local minima therefore when the landscape has a convex space.
Otherwise the outcome of this algorithm depends strongly on the initial point
f1
f2
Feasible region
Pareto set
B
A
C
f1
f2
B
A
C
B dominates A
B is dominated by C
indifferent
indifferent
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selection and a position close to local minima will make the algorithm fail in
reaching the global minima. An algorithm of this kind starts by selecting a
starting design point ݔ଴, and initialising the iteration counter k=0, after that a
search dire⁰tion ௞݀ must be defined in the design space. Then a positive step
size ߙ௞ in the direction ௞݀ is selected. The next point for the iteration is defined
as:
ݔ௞ାଵ = ݔ௞ + ߙ௞݀௞ (2-6)
In a minimisation problem a desirable direction is the one able to reduce the
current value of the objective function as:(݂ݔ௞ାଵ) < (݂ݔ௞) (2-7)
Substituting Eq. 2.6 in Eq. 2.7 and applying Taylor’s expansion the following
equation is obtained: (݂ݔ௞) + ߙ௞(ܿ௞ ∙ ݀௞) < (݂ݔ௞) (2-8)
ܿ௞ = ∇ (݂ݔ௞) (2-9)
The condition to satisfy is therefore:
ܿ௞ ∙ ݀௞ < 0 (2-10)
Since the gradient of the function is known it is possible to define a desirable
direction as any ௞݀ satisfying Eq. 2.10. The Steepest descent method is the
oldest first order method introduced by Cauchy in 1847 [7]. The method is
based on a fundamental property of the gradient of a function to point in the
direction of maximum increase [8]. Consequently, the direction of maximum
decrease is the opposite. The negative gradient vector is then the direction of
steepest descent:
݀ = −ܿ (2-11)
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2.4.3 Stochastic algorithm
Stochastic algorithms are based on a random search in all the space of the
feasible solutions. The idea is to choose many solutions randomly and then
evaluate them; the best solution will be the result of the random search. The
Simulated Annealing (SA) is a stochastic search method based on statistical
mechanics and in particular on the Boltzmann distribution. It can determine a
near global optimum solution in a large search space which could have several
local minima. The method is based on the search of the minimum energy state
within the system. The SA tries to emulate a physical annealing process which
allows atoms to reach a minimum energy configuration after reaching an
elevated energy state during heating up. The algorithm starts from a high
temperature (control parameter) that allows a great range of variation to the
inputs. As the algorithm gradually progresses the temperature decreases and
the range of input variations reduces its gap. This behaviour leads to better
solutions [9].
Genetic algorithms are a type of random search algorithm based on concepts of
natural selection, where the basic rule is the survival of the fittest. A population
of individuals (strings of bits), each representing a solution, forms a generation.
At each generation the goodness of every solution is evaluated assigning
fitness, the current generation evolves in the next one by applying some
mathematical operators (reproduction, cross-over, mutation), which aim to bias
positively the survival of the fittest solution of the old generation [10].
2.4.4 Genetic algorithm for multi-objective optimisation
The use of GAs for single-objective optimisation can be extended to multi-
objective optimisation as well, forming the Evolutionary Algorithms (EA) class.
One of the first algorithms was Vector Evaluated Genetic Algorithm (VEGA)
developed by Schaffer and it is still considered a foundation for this category
[11]. The basic idea of it is creating a sub-population based on the evaluation of
one single-objective problem at a time since the minimum of such problem is a
Pareto optimal point. One of the major drawbacks of VEGA is the clustering of
solutions in the vicinity of this minimum point. The multi-objective Genetic
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Algorithm (MOGA) introduced the Pareto ranking concept [12]. The algorithm
carries out a dominance check, pointing out the non-dominated solutions; all
non-dominated solutions receive a rank equal to 1. Subsequently, this set of
points is removed and the new non-dominated solutions are assigned a rank
equal to 2. The algorithm continues until every solution has been ranked and
fitness values are assigned according to the ranking. The Non-dominated
Sorted Genetic Algorithm (NSGA) introduced the idea of fitness sharing, in
order to avoid clustering and to have a more uniform distribution, penalising
fitness value of points in crowded area [13].
2.5 Process simulation model
The manufacturing of composite materials involves many stages; the simulation
of each stage has been addressed resulting in a set of models describing the
phenomena occurring during processing. The cure is governed by a heat
conduction equation with generation of heat due to chemical reaction occurring
during the cure process [14-20]. The rate of heat generation is proportional to
the rate of reaction calculated by the resin cure kinetics model. The cure
kinetics takes into account the glass transition development which is a function
of degree of cure described by Di Benedetto’s equation [21-23]. The residual
stress model development predicts the generation of process stresses within
the part due to chemical shrinkage and expansion/contraction anisotropy and
inhomogeneity [24-29]. The development of stress is of importance once the
mechanical properties have reached a certain level and it can no longer allow
stress relaxation [30].
Filling simulation has been performed following Darcy’s law, which states that
resin flow is proportional to the pressure gradient, to model the resin flow
through porous media [31-35]. The simulation of consolidation describes how
the applied pressure is distributes in the resin and reinforcement obtaining the
real driving pressure for the flow [36-42].
Draping/forming simulation has been addressed either using kinematic models
which do not take into account the mechanical response of the reinforcement of
the draping [43-46] or using finite element modelling which is capable to
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simulate mechanical effects in detail with the drawback of high computational
cost [47-50]
2.6 Application of optimisation to composite processing
2.6.1 Optimisation of curing in pultrusion
In the process of pultrusion there are two variables which play a fundamental
role in order to improve quality: the die temperature, the pull speed. The
simultaneous optimisation of these variables is the key to obtain the best final
product in terms of the final degree of cure and uniformity of cure. The selection
of an optimum cure cycle is necessary to obtain the best match between these
two design parameters. Table 2-1 summarises the research carried out on topic
of optimisation of pultrusion cure.
A relationship between the degree of cure in the thickness and the die
temperature during the pultrusion process and an optimisation which related the
die temperature and the uniformity of cure were carried out for a graphite-epoxy
resin C-section part [51]. Any changes in the die temperature lead to a variation
of the degree of cure and this is taken into account in the objective function. The
results show how an optimisation procedure can be useful to improve the
uniformity and the degree of cure. The pull speed was kept constant (5 mm/s)
the required degree of cure was 0.9 and the maximum allowed temperature was
240 °C. To avoid the degradation of the resin the optimisation algorithm stops
when it reaches the maximum temperature allowed. The optimisation problem
was solved using the steepest descend method. In the case studied an
improvement of 75% in the uniformity of cure (that is to say lower standard
deviation) was observed with respect to the non-optimised case, which implies
an improvement in the mechanical performance. In order to optimise the
pultrusion process it is important to consider both the pull speed and die
temperature. Following this, a subsequent work added to the optimisation
parameters the pull speed [52]. The mean degree of cure in the cross-section at
the exit of the die decreases as the pull speed increases and so does the
standard deviation ending in higher variation in the degree of cure in the cross-
section for higher pull speed. The optimisation led to an improvement of 52% in
Chapter Two
19
the uniformity of cure. Constraints for the maximum temperature (240 ⁰C) and
for the desired degree of cure (0.9) were imposed. The maximum temperature
allowed is a fundamental constraint in the process. When the process
overcomes it the solution is rejected. The effect of initial composite temperature,
variable pull speed and die cooler temperature were studied separately to
investigate their effects in a glass fibre-epoxy resin C-section [53]. A steepest
descend method was implemented to minimise residual stresses increasing the
uniformity in cure. Using initial composite temperature as parameters the
standard deviation of uniformity of cure was improved by 73% with respect to
the starting configuration. Optimisation with both pulling speed and heater
temperature was implemented; the improvement in degree of cure was 22%
(0.892) and its standard deviation reduced by 95%.
A hybrid technique which combines a GA and the simplex method has been
applied to optimisation of curing in pultrusion for a C-section [54]. This work was
carried out taking only into account the heater die temperature as a variable and
assuming the pull speed is constant. The minimum degree of cure required
(0.9) was the constraint applied. The fitness function considered was the
difference between the desired degree of cure and the one at the node location,
for each node. Using a GA has the advantage of avoiding the local minima,
whereas the simplex method increases the speed of algorithm convergence.
The reason for applying the simplex method only near the optimal solution is to
avoid the local optima in which the simplex method could be trapped. The
uniformity of cure resulted with the hybrid method in an improvement in
standard deviation of about 86% with respect to the reference value (with 177
⁰C temperature for all the three die heaters) and 71% compared to GA
optimisation. Another work considered the optimisation of the pultrusion under
uncertainty [55]. A stochastic model was developed and the uncertainty of the
process parameters was represented using a Gaussian distribution. A Nelder-
Mead algorithm [56] coupled with SA was implemented. The objective was to
optimise the cycle temperature in order to minimise the process time for a glass
fibre polyester composite rod. The constraints applied were the maximum
temperature allowed, the maximum difference temperature in the cross-section
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allowed and the minimum degree of cure required (0.97). Three optimisations,
with three different temperatures (120 ⁰C, 140 ⁰C and 160 ⁰C), were executed.
The results showed that cure time increases as the temperature decreases and
that cycles with higher temperature involve longer initial ramp. Furthermore,
increasing the level of uncertainty makes the cure time longer. A subsequent
work addressed the same problem for a fibre/ polyester resin system
implementing a Sequential Quadratic Programming (SQP) algorithm coupled
with a SA, obtaining the same trends [57]. A Gaussian method was
implemented to optimise the die temperature aiming to minimise the process
time of a rod composite. The maximum temperature allowed within the part and
a minimum degree of cure were the constraints imposed. A comparison
between six different resin compositions was carried out [58]. A stochastic
optimisation algorithm was used to find the optimal temperature profile to
minimise process cost for a vinyl-ester glass fibre I-beam [59]. The result was
an improvement by 26% in energy consumption compared with the model
proposed by Liu [60]. The impregnation stage within pultrusion process has not
been addressed in the context of optimisation.
.
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Table 2-1 Research on optimisation of pultrusion process
Papers Objective Parameters Constraints Optimisation Main Results
[51] Uniformity of cure Die temperature Maximum temperatureMinimum degree of cure Steepest descend 75% improvement in the uniformity of cure
[52] Uniformity of cure Die temperaturePull speed
Maximum temperature
Minimum degree of cure Steepest descend 52% improvement in the uniformity of cure
[53] Uniformity of cure Die temperaturePull speed
Maximum temperature
Minimum degree of cure Steepest descend Influence of pull speed
[54] Uniformity of cure Die temperature Minimum degree of cure GA 86% improvement in uniformity of cure
[55] Process time Die temperature Maximum temperatureMinimum degree of cure
Nelder-Mead
SA
Increasing level of uncertainty make the cure time
longer
[57] Process time Die temperature Maximum temperatureMinimum degree of cure SQP SQP showed reliability
[58] Process time Die temperature Maximum temperatureMinimum degree of cure Gaussian method Comparison between 6 different resins
[59] Process cost Die temperature Minimum degree of cure Stochastic algorithm 26% reduction in energy consumption
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2.6.2 Cure cycle optimisation of batch curing to minimise process
time
Table 2-2 summarises the research on process time minimisation in batch
processes. Finding the optimal cure cycles involves obtaining the optimal
temperature profile and the optimal pressure profile in order to fabricate a part
with an acceptable degree of cure, state of stress and void content. The aspects
to address are five:
 The degree of cure must achieve a minimum prescribed value (e.g. 0,9)
in the minimum time;
 The temperature inside the part must be kept under the maximum
temperature allowed;
 The residual stresses must be minimised;
 The percentage of the void must be acceptable;
 Any excess resin must be removed to guarantee a uniform consolidation.
The first three items can be addressed through the optimisation of the
temperature cycle and the last two through the optimisation of the pressure
profile. One of the goals of the optimisation of batch curing is the minimisation
of the process time and by imposing the constraints the limitation of the final
residual stresses and of the degradation of the resin. In this type of optimisation
typical constraints are: the maximum exothermic temperature allowed inside the
part in order to avoid the degradation of the resin and the maximum gradient of
temperature allowed in order to have uniformity in the cure. The problem has
high dimensionality and for this reason it is computationally intensive.
The ‘look ahead’ strategy has been used in order to minimise the cure process
time of a thick polyester/carbon fibre composite laminate [61]. This method tries
to find a trade-off between two techniques, a simple gradient based descent
method and a heuristic search, finding a near-optimum solution. The basic idea
is that using the ‘look ahead’ strategy the original problem is approximated with
one which has local optimisation criteria; therefore the technique is called Local
Criterion Optimisation (LCO). For every time step a heuristic function h is
evaluated for every possible choice, the one which gives the minimum value is
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chosen for that step. Large computational time is required. This issue could be
overcome using parallel computation. A comparison with recommended cure
profile proved a reduction in cure time from 300 min down to 170 min (43%),
lower exotherm and temperature gradient within the part reduced.
Choosing the best dwell temperature is a complex problem. If the part is thin the
influence of the number of dwells on the quality of the final product is negligible,
if the part is thick the scenario is influenced by the number of dwells. A thin and
a thick laminate composite with epoxy resin cure profile optimisation were
compared using an SQP algorithm based on thermochemical analysis [62]. For
a thin part (2 mm) optimal cure time resulted in 588 s with one dwell and 582 s
with two dwells. For a thick part (40 mm) optimal cure profile resulted in 5024 s
(one dwell), 3702 s (two dwells) and 1544 s (three dwells) The results pointed
out that finding an optimal cure profile in a thick part is not trivial and that
selecting the number of dwells, the cooling and heating rate is more important in
a thick part where heat dissipation is more problematic. Using a carefully
selected cure cycle in this case can bring significant benefits in terms of cure
time. Consolidation analysis has been added in a follow up work [63]. The
results showed that cure profile found applying only thermochemical
considerations work for thin laminates which result in fully cured and
consolidated part. In the case of the thick part, not taking into account
consolidation leads to partially consolidated parts. Considering the consolidation
leads to optimal cure cycle capable to produce fully cured and consolidated
parts with improvement in cure time between 48% and 63%. SQP algorithm
was also implemented to find the temperature profile of a cure cycle involving
five stages among heating and cooling zones for a polyester glass fibre system
[64]. The optimisation proved to be better than a heuristic method (by 56%) and
standard profile (by 80%).
Optimal cure profile for thick carbon fibre-epoxy resin prepreg composites
laminates, 5 cm and 10 cm, have been found using GAs taking into account
maximum temperature and maximum heating rate allowed as constraints [65].
The results showed the power and flexibility of GAs algorithms. For the 5 cm
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laminates there is a reduction in cure time one of 62% between the initial cure
cycle and the optimised. The improvement is 67% for the 10 cm component. A
simple but reliable iterative gradient based procedure to optimise cure profile of
a thick carbon fibre-epoxy resin prepreg laminates was carried out and verified
experimentally; highlighting how the process time saved increases with the
thickness of the part [66]. The cure time, according to standard profile, for 12.5,
25 and 50 mm is 275, 782 and 1532 min respectively. The corresponding
optimised cure time found are 175, 200 and 312 min, i.e. cure time reduction of
36%, 74% and 80% respectively. A reduction of cure time (26%) with respect to
the standard cure profile was obtained using a GA to optimise the cure profile of
a carbon fibre-epoxy resin system [67]
Cure optimal profile and pressure optimal profile have been found using an
SQP algorithm for a thick graphite-epoxy laminate, solving for the temperature
profile first and subsequently finding the smallest pressure profile to apply in
order to keep the void content under certain limits [68]. The cure time optimised
found was compared with the one found by Criscioli [15], the reduction was
about 45%.
The Levenberg Marquardt algorithm [69] was implemented to optimise the cure
profile of a thick composite laminate [70]. Constraints to ensure quality were
imposed according to what has been pointed out in [61] that is residual stresses
arise when the surface cures before the centre. Maximum temperature
difference between centre and surface was also used. An optimal cure profile
respecting the constraints was found ending in 162 minutes which is better
compared to the 170 minutes found by Pillai for the same composite system
using LCO [61].
Optimisation of heat generation using resistive heating elements and providing
supplemented heating obtained significant improvement in cure cycle time and
uniformity of cure [71]. The optimisation was carried out by SA combined with a
simplex method when the algorithm was close to the solution. Two different
material systems were addressed: glass fibre epoxy and glass fibre polyester.
The optimal cure time for the epoxy resin system without embedded resistive
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heating elements was 1710 s. The cure time decrease as the number of heating
mats increases: 1002 s for one mat, 961 s for two mats and 948 s for three
mats. The same behaviour was found for the other system.
In a recent effort a simulation based optimisation that unified an SA with the
Nelder-Mead method was carried out for a carbon fibre-epoxy resin composite
thick (50 mm) laminate, pointing out that combining with the SA improves the
capability of the Nelder-Mead method [72].
2.6.3 Optimal cure cycle of batch curing to minimise residual stress
The problem of residual stress arises during cure due to the different thermal
expansion and shrinkage of laminates. Table 2-3 summarises the research on
minimisation of residual stresses in batch processes.
A first effort towards an optimisation of the problem pointed out the parameters
that influenced the presence of residual stresses in the final part, concluding
that a cure at lower temperatures reduced the residual stresses. A slow cooling
rate is useful to increase the stress relaxation while increasing cool down
pressure had no effect on residual stresses [73]. The optimal cure profile to
minimise the residual stress under the constraints of minimum degree of cure
(0.9) and process time, was solved through a graphical method. The
parameters of the optimisation were the cure dwell temperature and duration.
Two composite carbon/epoxy systems were taken into account. The method is
able to find a cure profile that minimise residual stress both for single composite
material and co-curing of two materials [74].
An optimisation was conducted to investigate the relationship between residual
stress and cure profile; the result of the optimisation was not only to reduce the
residual stresses (by more than 30%) but also the cure time (by about 20%)
[75]. An inverse procedure based on a gradient technique, with the only
constraint of maximum temperature allowed, was set to minimise the residual
stress reducing the thermal gradient through the thickness in a polyester-glass
fibre composite. The procedure is able to find a cure profile that result in a
quasi-uniform temperature [76].
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Process induced residual stresses generated in an autoclave process have
been investigated to minimise the warpage after mould removal. The mould tool
geometry to fabricate an L-shape part has been optimised in order to minimise
the warpage. The problem has been addressed using the Broyden-Fletcher-
Goldfarb-Shannon optimisation algorithm [77], a gradient based technique and
GAs [78; 79].
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Table 2-2 Research on process time minimisation in batch curing process
Papers Objective Parameters Constraints Optimisation Main Results
[61] Process time Cure profile Maximum temperatureMinimum degree of cure Heuristic approach 43% cure time reduction
[62] Process time Cure profile Maximum temperatureMinimum degree of cure SQP
Optimal cure cycle for thick and thin part depending
on number of dwells
[64] Process time Cure profile Minimum degree of cure SQP Improvement for process time compared to heuristicoptimisation (56%) and standard solution (80%)
[65] Process time Cure profile Maximum temperatureHeating rate GA
Significant reduction in cure time of thick
components, about 65%
[66] Process time Cure profile Maximum temperatureMinimum degree of cure Iterative method
Process time saved increases with the thickness, up
to 80%
[67] Process Time Cure profile Maximum thermal gradient GA 26% reduction in curing time
[68] Process time Cure profile Max temperature and voidMinimum degree of cure SQP
Considerable improvement in reduction of process
time (45%)
[63] Process time Cure profile Maximum temperatureFibres volume fraction
Standard gradient
based optimisation Process time reduction up to 63%
[70] Process time Cure profile
Maximum temperature
difference between surface and
centre
Gradient based
technique
A cure cycle of 162 min was found to fabricate quality
composite
[71] Process time Cure and currentprofile
Maximum temperature allowed
Minimum degree of cure
SA
Simplex method Improvements in process time
[72] Process time Cure profile Technological constraints SANelder-Mead algorithm
SA improves the performance of the Nelder-Mead
algorithm
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Table 2-3 Research on residual stress minimisation in batch curing process
Papers Objective Parameters Constraints Optimisation Main Results
[73] Residual stress Cure profile Towards processoptimisation Reduction of residual stress up to 30%
[74] Residual stress Cure profile Minimum degree of cureProcess time
Graphic approach
three dimensional
diagram
Reduction of about 30% of residual stresses
presence
[75] Residual stress Cure profile Maximum temperatureMinimum degree of cure Max/Min approach
Reduction of about 30% of residual stresses
And about 20% of cure time
[76] Residual stress Cure profile Maximum temperature allowed Gradient basedtechnique
A cycle achieving a quasi-uniform
temperature through the thickness was found
[78] Residualstress/Warpage Cure profile
Maximum residual stress
allowed BFGS Reduction of the final angle
[79] Residualstress/Warpage Cure profile
Maximum residual stress
allowed GA
Comparison with non-linear programming
showed that the GA find the better solution in
terms of warpage
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2.6.4 Optimisation of liquid moulding processes to minimise voids
and dry spots
The goal of all liquid moulding processes is to fabricate a composite part without
voids or dry spots. Table 2-4 reports the research on optimisation of liquid
moulding to minimise voids content and dry spots. In early investigations the
formation of micro and macro voids has been related to the capillary number
[80; 81]. An iterative optimisation algorithm based on the analysis of the
capillary number at the fluid front position using an FE/CV approach to advance
the flow front was carried out [6].The constraints were the maximum injection
rate and pressure allowed. The result, tested on a three dimensional part filled
non-isothermally, showed a reduction of the percentage of voids from 4% to 2%
for the same filling time.
A mesh distance based-model (e.g. triangular mesh) has been used to optimise
pipes, inlet and outlet arrangement to minimise dry spots in a RIFT process [82]
A GA was implemented in this case. The fitness function aims to reduce the dry
spots content by reducing the maximum filling distance between either pipes or
inlet with outlets. The number of inlets is fixed at one and the number of pipes is
a user input whilst the algorithm finds the optimal number and location of outlets
and the optimal length of pipes. This procedure is mostly important when the
geometry of the part is complex. A pilot seat for a glider was taken into account,
the optimal configuration required nine vents and three pipes, giving a minimum
fill distance of 0.21 m. A similar approach was used for the RTM process in
order to obtain an optimum arrangement of outlet locations to reduce voids and
dry spots content [83]. GAs was implemented for this purpose. A fitness
function was set to minimise the filling distance between inlet and outlets and
therefore the possibility of voids formation and dry spots. The advantage of this
effort is that it is able to handle the problem of multiple vents and could handle
multiple gates as well.
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Table 2-4 Research on optimisation of liquid moulding processes to minimise voids and dry spots
Papers Objective Parameters Constraints Optimisation Main Results
[6] Micro/Macrovoids Injection rate
Maximum injection rate
Maximum injection pressure
Maximum resin speed
Iterative optimisation
algorithm based on the
capillary number
Reduction from 4% to 2% of void percentage
[82] Minimise dryspots
Number of gates,
vents and pipes No constraints GA
Possibility to find the optimum scenario
(Number of inlet, outlet and pipe)
[83] Minimise dryspots
Number of gates,
vents No constraints GA
The resulting arrangement led to satisfactory
process performance
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2.6.5 Optimisation in RTM to minimise filling time
Table 2-5 recaps the research on minimisation of filling time in RTM process.
The optimisation problem of gate and vent location has the aim to minimise the
filling time imposing the constraint of maximum percentage of dry spots allowed.
Powell’s method, a gradient based technique, was adopted to find the optimal
initial resin and mould temperature (assumed to be equal) and initial speed of
the resin to minimise the amount of filling time and cure time; a set of 13
constraints were applied to preserve the quality and respect technological limits
[84]. A successful optimisation complying with the constraints was found
obtaining an optimal mould/resin temperature of 154 ⁰C and an optimal resin
velocity of 24 cm/s resulting in a cure time of 33 s and a filling time around 20 s.
A heuristic method called graph-based two-phase heuristic was used for the
RTM process to treat optimal gate and vent location [85]. The maximum
percentage of voids was considered as constraint. The results showed the
efficiency of the algorithm compared to others heuristic methods as GAs and
Branch and Bound Search (BBS) in terms of computational efficiency. The filling
time of a flat and an uneven plate was optimised using the Global Local
Optimiser (GLO) code, which contains different strategies: Quasi Newton,
Random global search and GA. Both examples involved three gates and a total
of six parameters corresponding to x and y locations of each inlet [86]. The
Quasi-Newton method showed to have a good convergence and to improve the
final filling time; while GAs, because of a lack in constraint definition, resulted in
overlapping gates in many simulations. In an early work by Young GA was
applied to solve a single gate problem [87]. A U-shaped part was considered in
four different optimisation cases [88]. The objective was to solve the problem of
optimum gate and vent location minimising a performance index that related the
flow pattern and the filling time. Case 1: constant flow equal to 2 cm3/s, one
gate and one vent; Case 2: constant flow equal to 2 cm3/s, one gate and two
vents; Case 3: constant pressure equal to 2.0∙105 Pa, one gate and one vent;
Case 4: constant pressure equal to 2.0∙105 Pa, one gate and two vents. A GA
has been adopted. The result showed that with constant flow injection strategy
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the best vent is the last node filled, constant pressure strategy leads to a short
flow path process while constant flow strategy yields a vent oriented flow path.
The minimisation of the filling time could be improved, without sacrificing part
quality, using multiple injection gates especially when the geometry becomes
complex. Following this idea, a GA was implemented for three injection cases:
single, simultaneous and sequential injection [89; 90]. The parameters of
optimisation were the gate locations. It was shown that a correct set up of the
sequential injection results in the best solution. The sequential injection scheme
was proved to be the best configuration in order to reduce the filling time without
adversely affecting the quality part in terms of void content. A GA trained with
Artificial Neural Network (ANN) has been implemented to address the same
optimisation problem [91]. A resin flow index, sensitive to filling time, has been
formulated, feasible regions for gates and vents and allowed ranges of injection
pressure and mould temperature were defined. The use of Neural Network,
which can predict future parameters based on the past results, between the
simulator and GA accelerates the convergence.
A BBS method has been proposed for single gate location problem to minimise
filling time [92]. BBS converges to the optimal solution dividing the solution set
in smaller sets cancelling the one that are less likely to have the optimal
solution. BBS performances were compared with existing ES and GAs showing
its ability to achieve quality results with 90% less computations. A Hill Climbing
algorithm was implemented taking into account constraints concerning
prohibited positions for the gates; the routine was able to handle constraints that
forbid the presence of gates in particular areas (no gate constraint) and on the
border (edge gate constraint) [93].
In recent studies optimal vents location were found for fixed gate location by
means of combinatorial search [94-96]. A Cascade Optimisation (CO) algorithm
was implemented for the multi-objective optimisation of liquid moulding [97].
The optimisation took into account gate and vent locations to minimise filling
time and number of vents considering also a probabilistic forecast of race-
tracking and maximising a success rate. In the definition of the objective
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function 15% of the weight is assigned both to filling time and number of vents
while 70% is given to the success rate, which reflects the quality of the infusion
for a given scenario. The algorithm gives priority to the selection of gate
location. Two separated loops are implemented for these two problems. The
methodology is superior because it also takes into account race-tracking, and
gives the best vents and gates configuration. The capability of combining gate
and vent configuration and the race-tracking modelling to achieve an optimum
injection design, demonstrated the power and robustness of this methodology.
CO was demonstrated on three parts: a window pane, a rectangular component
with an L-shaped insert and a component with ribs. In the window pane model
when the gate location was fixed the maximum success rate reached was
48.2% with two vents and it was 88% with four vents. Using the CO algorithm
which optimises also the gate location the success rate reached with two vents
was equal to 94.5%.
The complexity of the RTM processes leads to long computational times using a
search algorithm and no reliable solutions using gradient search methods [98].
A hybrid global-local optimisation for the gate location has been implemented
coupling GAs effectiveness with gradient search efficiency showing to have a
faster convergence and an inferior number of simulation required than GAs. The
filling time was investigated using a globalized Nelder-Mead optimisation
algorithm considering the maximum pressure allowed. The optimisation showed
the link existing between injection time and maximum mould pressure [99].
2.6.6 Optimisation of filament winding
There are not many efforts in the optimisation of the filament winding process.
Table 2-6 reviews the research on optimisation of the filament winding process.
The winding is always performed with pre-tensioning under an external load. An
optimal preload distribution was found for the winding of cylindrical and
spherical pressure vessels [100]. Moreover the influence of the rheological
characteristics of the material on optimal pre-tensioning was studied
numerically. A software code named AL was developed in order to achieve the
optimum alignment by the selection of the best variables values among wind
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angles, band width, mandrel dimension and a test case, a scaled-down rocket
case manufactured with CFRP prepreg, was used to validate the reliability of
the software [101]. Dynamic programming was used to find the optimum path
which minimises process time considering constraints related to winding
velocity and acceleration [102]. A process cost optimisation was attempted. The
process was modelled using the WITNESS package. A GA able to choose
among 375000 different setups was implemented and compared with a random
search algorithm showing to reach best optimal solutions concerning the
process cost and better convergence time [103].
Chapter Two
35
Table 2-5 Research on filling time minimisation
Papers Objective Parameters Constraints Optimisation Main Results
[84] Overall time Resin temperatureResin injection speed
13 constraints for
performance and process
limitations
Gradient based
technique
The optimisation found the optimal resin
temperature and speed to minimise cycle
time
[85] Filling time Gate and vent Maximum void content Graph based
The new method had a better computational
efficiency compared to GA and BB
[86] Filling time Gate and vent No constraints GLO code
GA overlapped gates due to a lack of
constraints
[87] Filling time Gate and vent Single gate GA GA is suited to solve this problem
[88] Filling time Gate and vent Constant flow injection GA The best vent is the last node filled
[89,90] Filling time Gate and vent Injection pressure and mouldtemperature GA
Sequential injection reduced filling time
without increasing void content
[91] Filling time Gate and vent Feasible region for gate/vent ANN-GA ANN enhance algorithm convergence
[92] Filling time Gate and vent Single Gate BBS BBS recommended for big model size
[93] Filling time Gate and vent Feasible region for gate Hill climbing Hill climbing handle no-gate and edge gateconstraint
[94] Filling time Gate and vent Dry spots Cascaded algorithm Optimal vents configuration for fixed gate
[96] Filling time Gate and vent Dry spots Cascaded algorithm Optimal vents configuration for fixed gate
[97] Filling time Gate and vent Dry spots Cascaded algorithm Optimal vents and gates configuration
[98] Filling time Gate and vent Limit in flow front speed Hybrid algorithm Better result compared to GA
[99] Filling time Gate and vent Maximum pressure allowed Nelder-Mead Link between injection time and maximumpressure
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Table 2-6 Research on filament winding optimisation
Papers Objective Parameters Constraints Optimisation Main Results
[100] Slippage Pre-tensioning load Maximum stress gradientallowed Lagrange multipliers Optimal pre-tensioning was studied numerically
[101] Slippage anddwell angle
Winding angle
Band width Overlap tolerance AL code Development and testing of AL code
[102] Process time
Spindle rotational
position
Feed eye roller
inclination
Cross carriage
position
Carriage position
Winding speed and acceleration Dynamic programming Improvement in the reduction of process time
[103] Process cost
Parameter to manage
different set up and
way to assembly the
process
No constraints GA
The algorithm is able to find the optimum set up
among 375000 different possible assemblies.
GA showed to act better than random search
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2.6.7 Drape optimisation
Table 2-7 outlines the works on drape optimisation. The wrinkling of the fibres
degrades the quality of the final part. Minimisation of wrinkling can be carried
out by optimising the distribution of the holding force. The close relationship
between wrinkling and holding force dictates the choice of GAs which works on
the holding force drapes. A hemisphere form was modelled and then validated.
The objective is to minimise total wrinkling strain varying the holding force
vector intensity and profile. A comparison between the optimised holding force
profile with a uniform one showed that the optimised profile results in the
elimination of concentrated buckling tows [104]. A woven carbon-epoxy prepreg
helicopter pilot helmet forming has been addressed both experimentally and
numerically using GA. The optimisation showed that wrinkling can be minimised
increasing the peripheral force at positions diagonal to the location of
concentrated buckling. Improvements in total wrinkling strain up to 50% can be
reached [105]. The Method of Moving Asymptotes [106], a gradient based
technique, was adopted to optimise draping process on a curved C-spar [107].
Overall, eight optimisations were carried out. Two optimisations of process cost:
one aimed to minimise fibre angle deviations and the other to minimise material
consumption and two optimisations of weight: one minimising fibre angle
deviation and the other minimising material consumption. These four
optimisations were run both for unidirectional fibre and a plain weave prepreg.
As expected the best value in terms of cost was achieved by minimising the
material consumption while the optimisation of the weight led always to a higher
manufacturing cost. Plane weave prepreg showed a better drapability
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Table 2-7 Research on drape optimisation
Papers Objective Parameters Constraints Optimisation Main Results
[104] Wrinkling Holding force No constraints GA Elimination of concentrated buckling tows
[105] Wrinkling Holding force No constraints GA 50% in wrinkling strain improvement
[107] Cost/Weight
Material consumption
and fibre angle
deviation
No constraints Method of movingasymptotes
The plain weave prepreg behaves better than the
unidirectional concerning drapability
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2.6.8 Multi-objective optimisation
Table 2-8 summarises the research on multi-objective optimisation in
composites processing. Multi-objective optimisation has been applied to the
pultrusion process, gate and vent location, draping problem, and curing. A multi-
objective problem in pultrusion process addressed minimisation of process time,
maximising pull speed, and minimisation of power of the die. The constraints
imposed concern the minimum degree of cure (0.9), the range of temperature
for the various heaters and the range for the pull speed [108]. GAs combined
with an ANN strategy called Back Propagation (BP) were implemented in order
to solve the bi-objective problem for a carbon fibre-epoxy resin rod. The best
results were found giving higher weight to die temperature in the definition of
the objective function obtaining an increase in pull speed around 10% and a
decrease in the three heaters respectively of 7%, 1% and 2% in comparison
with the current set applied for such process. Simulated annealing combined
with SQP has been used successfully to optimise the pull speed and the
temperature profile with constraints such as minimum degree of cure and resin
degradation for pultrusion process of a rod made by glass fibre and vinyl ester
resin [109]. The optimal temperature profile differed in values with respect to
previous non-optimised conditions but had the same tendency.
A multi-objective optimisation has been applied to the problem of gate location
for a simple test part and for a complex one, a catamaran shell [110]. One
objective aims to minimise the filling time. In order to allow the air to be expelled
it is desirable to have a good match between the last area to be filled and the
vents location. The second objective, to be maximised, has been devised to
deal with this aspect. This problem was solved using GAs. Gaussian mutation
probability was chosen coupled with six different cross-over probabilities,
including one without cross-over. Hypercube cross-over proved to be the fastest
in reaching an acceptable approximation of the Pareto front. Using cross-over
also proved to induce stagnation in non-dominated set evolution in complex
case suggesting that for complex case the only mutation operator is preferable.
Optimisation of gate and vent configuration to minimise filling time and dry spots
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taking into account the presence of race-tracking using a GA has been carried
out for RTM [111]. Maximum percentage of voids and maximum time allowed
were imposed as constraints. A challenging part has been selected to illustrate
the potential of GAs. The part is a 2D approximation of a vehicle bed with wheel
wells. The solution gave satisfactory results. In the no race-tracking case the
algorithm was able to find the optimal gate and vent configuration, with a filling
time equal to 4407 s and 0.006% of dry spot volume, evaluating only 40 out of
16256 possible configurations, for the race-tracking case the GA found a near
optimal solution after only 48 simulations out of 83000 possible evaluations,
placing the gate in a race-tracking area. A graph based, two phase heuristic
algorithm approach was used to solve the impregnation problem for a seat,
helicopter manifold lid and boat deck part manufactured by RTM, to seek the
best gate and vent location configuration in order to minimise the number of
gates and vents and a dispersion value that quantifies the ending location
variation. Constraints, limiting the feasible gate location and maximum filling
time allowed to preserve the quality of the part, were also applied [112]. A GA
was adopted to optimise gate and vent location to minimise both bobbles and
filling time to manufacture a spar with U-shape cross-section via RTM. First
results pointed out the necessity to increase the size of the population, in fact
the solution lacked of heterogeneity. However, the method allows optimising
design and manufacturing phases [113].
The draping multi-objective optimisation of a pilot helmet was undertaken
aiming to minimise the maximum absolute shear angle and the average
absolute shear angle. A GA is suited to solve this problem, handling pre-shear,
starting point and direction of draping. It was showed that GA is more efficient
when the design space is wide and that GA led to a reduction in the
computational time compared to an exhaustive search around 30% for the full
helmet case [114].
An objective function that minimises the processing time and the difference of
temperature inside the part was carried out for two resin system (epoxy and
unsaturated polyester) with glass fibres, for RTM process. The part was a
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rectangular mould of 2 cm thickness. Based on previous analysis the range for
design parameters was chosen. Design parameters were filling temperature,
heating rate, curing temperature and resin injection temperature. GAs showed
to be able to find the optimal set of design parameters to minimise process time
and temperature difference [115]. A Robust Evolutionary Strategy (RES) was
developed and applied to find the optimal cure cycle for RTM of a thick
composite laminate (2.5 cm) to minimise process time and maximise degree of
cure with the constraint of minimum degree of cure required [116]. The
algorithm showed to produce only 11% poor quality parts. A Modified
Evolutionary Strategy (MES) has been used to solve the problem of finding the
optimal cure profile maximising the degree of cure and minimising the maximum
temperature inside the part giving weighting factors to the constraints
(maximum heating and cooling rate allowed, maximum temperature, minimum
degree of cure required). Two test cases were chosen with different thickness, 5
mm and 25 mm. Both in the thin and thick part a comparison with a Box
algorithm showed that MES was able to converge faster and to a lower value of
objective function. A comparison with other conventional ES showed the better
behaviour of MES [117-119]. An ES has been adopted to optimise the cure
cycle of thin and thick parts taking into account seven design parameters
describing cure profile (dwell times and heating rates). This optimisation
methodology was used to minimise the cure time and residual stresses in a thin
(2 mm) and in a thick (20 mm) composite plate made by glass fibres and
polyester [120; 121].
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Table 2-8 Research on multi-objective optimisation
Papers Objectives Parameters Constraints Optimisation Main Results
[108] Max speed/Min diepower
Range pull speed
Range temperature
heaters
Minimum degree of cure GA Significant improvement in pull speed(10%) and die temperature heaters (7%)
[109]
Max pull speed/Min
power consumed to
provide heater
Temperature profile Minimum degree of cureMaximum exotherm SA/SQP Optimal cure profile found
[110]
Min fill time/Max
matching last area to fill
and outlet position
Inlet gates Feasible location gate NSGA NSGA performance using different cross-over coupled with mutation
[111] Min fill time/Min voidscontent Gate and vent location
Maximum time and
percentage of void GA
GA finds optimal solution with few
evaluations
[112]
Min number of gates
and vents
Dispersion value
Gate and vent location Maximum filling timeFeasible location gate
Graph based two
phase ( heuristic
algorithm)
Optimising the dispersion value led to
reduce the sensitivity of the process to the
changing of material and process
parameter
[113] Min bobbles/Min fillingtime Gate and vent location No constraints GA
First results pointed out the necessity to
increase the size of the population
[114] Max shear angle/Minaverage shear angle
Pre-shear
Starting point
Direction of draping
No constraints GA Significant reduction in computational timecompare with an exhaustive search (30%)
[115]
Min process time/ Min
difference of
temperature
Mould heating rate
Mould temperature
Resin filling
Curing temperature
No constraints GA
It is shown that GA can efficiently
determine the design parameters for
optimal cycle
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[116] Min process time/Maxdegree of cure Cure profile Minimum degree of cure ES
ES showed better behaviour compare to
others stochastic search algorithms
[118] Max degree of cure/Minmaximum exotherm Cure profile
Maximum heating rate
Maximum cooling rate MES
Comparing with Box algorithm, MES
showed having a smooth convergence and
at lower values of the objective
[119]
Max degree of cure/Min
maximum
exotherm/Min process
time
Cure profile Maximum cooling andheating rate MES
Comparison between ES, MES and box
algorithm performance
[120] Cure time/Residualstresses Cure profile
Maximum cooling and
heating rate GA Optimal cure profile found successfully
[121] Cure time/Residualstresses Cure profile
Maximum cooling and
heating rate GA Optimal cure profile found successfully
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2.7 Conclusions
This chapter has reviewed the literature on optimisation of composite materials
processes. The present review pointed out that each process has been
addressed in both single-objective optimisation and multi-objective optimisation
setups except for the filament winding process which has been addressed only
with single-objective and VARTM process which has not been addressed so far.
Considering cure process the objectives optimised have been cure time and
residual stresses. In pultrusion the parameters used were pull speed and
energy consumed whereas in batch curing process, like autoclave, the
parameters governing the cure profile are used. In multi-objective cure
optimisation both cure time and quality of the final part have been optimised.
Single-objective optimisation of infusion process has been addressed widely
regarding filling time optimisation changing gates and vents locations. Multi-
objective infusion optimisation has been studied only for RTM process
optimising mostly both filling time and voids percentage within the parts.
Minimising the temperature difference between two nodes has been used to
minimise the warpage, while in forming optimisation wrinkling minimisation has
been achieved optimising the holding force. In the filament winding process,
process time and slippage have been addressed separately in single-objective
optimisation.
The literature survey undertaken pointed out how technologies of infusion
processes like VARTM have not been the focus of optimisation research yet.
Infusion technologies are nowadays the most promising processes to fabricate
high quality composite manufacture with low production cost. Nevertheless, lack
of knowledge in the field makes this process still rely on empirical information. A
feasible path to make the process stand out among the others is to provide the
VARTM process with a complete simulation/optimisation chain describing the
complex nature of the infusion problem and dealing with parameter changes to
achieve optimal design conditions of the process. Such a tool will increase the
knowledge and awareness of the process which is necessary to master it.
Furthermore given the high non-linearity of the physical processes involved in
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cure and infusion, the review highlighted how evolutionary methods, often
combined with gradient based technique, give the best results in terms of
performance, robustness and reliability.
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3 Multi-objective optimisation methodology
3.1 Introduction
An existing methodology for multi-objective optimisation [105] has been adapted
to cure and infusion problem, implemented and evaluated in terms of its
performance and efficiency. The methodology is based on a GA and it has been
tested using four multi-objective optimisation benchmark problems.
3.2 Genetic algorithm for multi-objective optimisation
Genetic algorithms are stochastic search algorithm a branch of evolutionary
algorithm. The basic idea behind them is to emulate the natural selection
process that occurs in nature and that rules the survival of the fittest. A GA
begins by creating a first set of random individuals forming the population
belonging to the first generation of the GA. Each individual corresponds to a
solution in the search space of solutions, called objective space, of the
optimisation problem investigated. A quality function, called fitness, indicating
the goodness of the solution, is then assigned to each individual. The fitness
function depends on the problem investigated and it changes for different
optimisation problems. Individuals with higher fitness function have a higher
likelihood to be selected as parents for the next population. Two selected
individuals generate a new individual through two mathematical operators:
cross-over and mutation. These operations are repeated until a new population
has generated. The algorithm stops either when a certain convergence criterion
is met or a maximum number of generations has been reached [122].
GAs are appropriate to treat optimisation problems dealing with a single-
objective; however most real world cases have to cope with more than one
objective simultaneously in which more than one optimal solution coexists. In
order to adapt a GA to the needs of multi-objective optimisation new operators
must be introduced. General ideas developed over the years can be
summarised as follows [13; 123-129]:
 Fitness of an individual is increased as a function of the number of
individuals that it dominates (Dominance ranking);
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 Fitness of an individual is decreased as a function of the number of
individuals that are close to it (Sharing ranking);
 A number of best individuals is chosen for the next generation (strong
elitism);
 A Pareto optimal archive is updated at each generation.
The most important benefits of using an evolutionary such a GA for a multi-
objective optimisation problem are as follows [10]:
 They do not require a deep knowledge about the problem studied;
 They are capable to deal with multiple solutions (individuals in the
population) simultaneously;
 They can be easily combined with gradient based techniques to enhance
their performance;
 They are easy to implement and use.
3.3 Implementation of the Genetic algorithm
The algorithm adapted in this work accepts input such as the number of
generations, the number of individuals in each generation, the reproduction and
elite number, the size of the Pareto front, the number of objectives, the number
of the optimisation parameters and their ranges and the probability of cross-
over and mutation. The output of the algorithm is the value of the objectives for
all individuals and the Pareto front for each generation.
The algorithm starts by creating an initial random population of feasible
solutions which are encoded in binary strings to enable subsequent operations
of the GA and an archive for the Pareto set. Each individual within the
population is assigned a partial fitness; each partial fitness corresponds to the
value of one objective. A partial rank is computed, every individual is checked
against the others in the population and when an individual is dominated its
rank is decreased by a fixed value (equal to 5 in this implementation)
corresponding to each time an individual is dominated, Figure 3-1 a). A sharing
ranking is also used with the purpose of having a well distributed Pareto set in
the domain. Individuals contained within a defined radius are penalised by one,
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Figure 3-1 b). The idea behind it is to favour those solutions with no close
neighbours in the objective space and penalise the others. In this way it will be
less likely having overlapping solution in the Pareto front.
a) b)
Figure 3-1 a) Dominance rank b) Sharing rank
Once all the individuals are assigned with fitness the population is sorted
according to it. After that the best individuals are sent directly to the next
generation while for the others a tournament procedure is executed. The
selection of two parents for the generation of new offspring is based on a
tournament selection based on four individuals. The number of individuals
taking part at the selection is set in the individuals reproduction number input.
The winner among these four individuals is selected as first parent. The same
procedure is repeated for the second parent. The two parents generate a new
individual using uniform cross-over so that the bits of the new individual are
taken from the corresponding bits of one of the parents. The new individual
undergoes then mutation that flips bits with a very low probability. The
tournament ends when the population has reached the number of individual
desired. At this point the population just created undergoes the dominance and
sharing rank. The procedure is repeated until a maximum number of
generations has been met. Figure 3-2 shows schematically the operation of the
algorithm.
f1
f2
Dominated individuals
Total fitness=-5
Total fitness=-15
Total fitness=-5
f1
f2
Defined radius
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Figure 3-2 GA flow chart
Regarding the filling of the Pareto archive, each non-dominated individual
belonging to the current generation is compared with individuals already in the
Pareto archive. Four different scenarios can occur. They are illustrated in Figure
3-3 and listed as follows:
a) Any individual in the archive dominates the ones in the current
generation, therefore, the Pareto archive does not change;
b) An individual is not dominated by any individuals in the archive and it
dominates one of them; as a consequence it replaces it;
c) The archive is not filled yet and no dominance occurs then the individual
is simply added to the archive;
d) The archive is completed and no dominance occurs, then one individual
of the pair of individuals with the smallest distance in the Pareto archive
is replaced by the new individual. The metric distance is calculated using
an Euclidean norm.
Generation and encoding
Calculate fitness (dominance order, proximity)
Reproduction
m<n
Termination?
Sorting and elitism
Current population
Size n
Next generation
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a) b)
c) d)
Figure 3-3 Updating Pareto archive
3.4 Analytical benchmark problems
Reliability test to prove the goodness of the methodology previously described
have been carried out using four analytical multi-objective optimisation
problems. The four benchmark problems have been selected from the literature.
The Schaffer problem is a simple convex problem nevertheless it constitutes a
stepping stone for testing GAs [130]. The two Zitzler problems chosen are
benchmark test functions for studying convex (Zitzler-1) and non-convex
problems (Zitzler-2) [131] and the Fonseca problem is a non-convex function
good to test GA since it has a large and non-linear trade-off curve that
challenges the GA to find and maintain the Pareto [132].The first benchmark
(Schaffer) was proposed by Schaffer [11] and it takes into account one
parameter (ݔ) and two objectives ( ଵ݂, ଶ݂):
f1
f2
Current population
Pareto archive
f1
f2
f1
f2
f1
f2
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ଵ݂ = ݔଶ
ଶ݂ = (ݔ− 2)ଶ (3-1)
−10.0 ≤ ݔ≤ 10.0
The Pareto optimal front is: 0.0 ≤ ݔ≤ 2.0 (3-2)
The second and third benchmarks (Zitzler-1 and Zitzler-2) were proposed by
Zitzler et al. [123] and both take into account thirty parameters (ݔ௜,݅= 1 … 30)
and two objectives ( ଵ݂, ଶ݂). Zitzler-1 problem is expressed as follows:
ଵ݂ = ݔଵ
ଶ݂ = ݃ቌ1 − ඨݔଵ݃ቍ (3-3)
݃ = 1 + 9෍ ݔ௜29 , 0.0 ≤ ݔ௜≤ 1.0,݅∈ {1,2 … 30}ଷ଴
ଶ
while Zitzler-2 problem is:
ଵ݂ = ݔଵ
ଶ݂ = ݃ቆ1 − ൬ݔଵ݃൰ଶቇ (3-4)
݃ = 1 + 9෍ ݔ௜29 , 0.0 ≤ ݔ௜≤ 1.0,݅∈ {1,2 … 30}ଷ଴
ଶ
Both problems created by Zitzler have the same Pareto set defined as:
݃ = 1.0 (3-5)
The fourth benchmark (Fonseca) was proposed by Fonseca and Fleming [124].
It involves eight parameters (ݔ௜,݅= 1 … 8) and two objectives ( ଵ݂, ଶ݂):
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ଵ݂ = 1 − ݁ି ∑ ൬௫೔ି ଵ√଼൰మఴభ
ଶ݂ = 1 − ݁ି ∑ ൬௫೔ା ଵ√଼൰మఴభ (3-6)
−2.0 ≤ ݔ௜≤ 2.0
The Pareto optimal set in Fonseca is as follows:
ݔଵ = ݔଶ = ⋯ = ଼ݔ , −1
√8 ≤ ݔ௜≤ 1√8 (3-7)
3.5 Reliability testing
Tests to prove reliability, reproducibility, robustness and effectiveness of the
methodology have been carried out. Different combinations of input parameters
have been applied. The input parameters for the four benchmarks reported in
Table 3-1 are the ones that showed the best compromise between
approximation of final Pareto set and computational time elapsed. In all cases
the cross-over probability was equal to 0.5 and mutation probability to 0.005.
Table 3-1 Input for benchmarks
Benchmark Generations Individuals ReproductionIndividuals
Chromosome
size
Pareto
set Elite
Schaffer 50 100 70 10 50 4
Zitzler-1 400 100 70 10 50 4
Zitzler-2 400 100 70 10 50 4
Fonseca 400 200 105 15 50 15
3.5.1 Pareto set approximation test
The results concerning the approach of the theoretical front are depicted in
Figure 3-4. The Schaffer problem, which is a fairly simple convex problem, was
successfully addressed by the GA, showing to overlap the theoretical Pareto
front after only five generations. The range of the parameter ݔ in the final Pareto
front complied with the theoretical range in Eq. 3.2. Regarding the two
benchmarks proposed by Zitzler similar conclusions about the Pareto front
approximation can be drawn, although one is a convex problem (Zitzler-1) and
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the other is a non-convex problem (Zitzler-2). The methodology is able to
approach the theoretical Pareto front successfully; after 100 generations the
approximation is already satisfactory while after 400 generations the two fronts
are nearly identical. Comparing the two final fronts of the Zitzler benchmarks
with the corresponding theoretical fronts leads to the conclusion that the GA
behaves consistently in both the convex and the non-convex problem.
Furthermore, the approaching of the Pareto occurs evenly along the front as the
generation number increases. The 30 parameters corresponding to the Pareto
front points complied successfully with the range predicted theoretically (Eq.
3.5). For both problems the value of function ݃ tends to the final value and it
ends very close to one. Fonseca benchmark requires a higher number of
individuals per generation and also a higher number of individuals picked for
reproduction and elite. The chromosome size has been also increased allowing
more variety in the first random population. As the number of generations
increases, the non-dominated set of solutions approaches the theoretical one.
However unlike the aforementioned benchmarks in the Fonseca problem not all
the individuals approach the Pareto front evenly. After 50 generations the top
end of the theoretical front has been already reached by the GA. This part is
characterised by parameter values ranging in the proximity of the upper limit
predicted in Eq. 3.7 while the other regions, especially the central part lag
behind having at least two parameters well beyond the optimal range. After 100
generations the individuals corresponding to the bottom edge are now aligned
with the others and present all the parameters within the theoretical range. The
individuals in the central part show improvements in the parameter range
although some are still out of the range expected. After 400 generations all the
individuals have parameters complying with the range predicted; however the
front is not evenly distributed. Although at the last generation the two fronts are
not perfectly overlapped the trend followed by the front indicates that an
increase in generations number and individuals per population would result in
further improvement. Nevertheless the performance can be considered overall
satisfactory. Concerning the parameter ranges predicted by theory almost all
the points in the objective space correspond to parameter values within the
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range in Eq. 3.7. Among the four benchmarks the Fonseca problem proved to
be the most challenging for the methodology under study.
a) b)
c) d)
Figure 3-4 Pareto front at different generations: a) Schaffer b) Zitzler-1 c) Zitzler-2
d) Fonseca
3.5.2 Reproducibility test
The algorithm was tested for reproducibility of the approximation applying
different deterministic random seeds to generate the starting population. The
idea of this test is to verify if starting from different potential solutions at the first
generation the algorithm is still capable to approach the final front successfully
for the different seeds applied. Figure 3-5 illustrates the Pareto front at last
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generation for different random seeds. The reproducibility of the solution was
very good for three benchmarks out of four, the Schaffer and the two Zitzler’s
problems, showing that for these three problems changing random seed does
not affect the behaviour and the final Pareto fronts are nearly identical.
In the case of the Fonseca problem changing the seed has a slight influence on
the distribution of the solutions along the front. In particular one out of the three
random seeds applied resulted in a well spread Pareto front while for the other
two seeds the individuals in the last Pareto front were clustered toward the
edges of the Pareto front. Nevertheless for all seeds the Pareto individuals
found were very close to the front
It can be observed that the most challenging area for the algorithm corresponds
to the zone involving higher values of objective 1 and lower values of objective
2. In this particular region the individuals tend to be further from the theoretical
front. However taking into account the behaviour depicted in Figure 3-4,
increasing the number of generations would result in solutions closer to the
theoretical front in this region. In light of these considerations the algorithm
proved its reproducibility, showing to approach successfully and consistently in
all cases the theoretical front without being affected by the initial random seed
choice.
Evaluation of the evolution of the Fonseca problem for the different seeds
shows that for all seeds after 50 generations the top part of the front has been
already identified. The run with seed 2 does not include significant
improvements in the following generations as all the individuals are clustered in
the top region. Seed 1 and seed 3 have instead individuals in the bottom part of
the front and this part undergoes improvements by the generations ending in a
closer position to the theoretical front. Regarding the two Zitzler’s problems the
final Pareto front is approached evenly by the generations for all three seeds
without showing preferential parts; the whole front is approached uniformly even
though the initial distance is different. The evolution of Shaffer’s problem is not
affected by the change in random seed.
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a) b)
c) d)
Figure 3-5 Pareto front with different seeds: a) Schaffer b) Zitzler-1 c) Zitzler-2 d)
Fonseca
3.5.3 Convergence test
Evaluation of the quality of an algorithm convergence is required to prove its
capability to converge within a reasonable number of generations. A metric has
to be defined to quantify the distance between the Pareto front at each
generation and the theoretical Pareto front. A geometric metric has been
developed and implemented in Microsoft Excel VBA and the results are
illustrated in Figure 3-6. The metric operates by calculating the distance
between each individual in the current generation front against each point in the
theoretical front and selecting the minimum distance. An average of these
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minimum distances provides the distance of the current generation from the
theoretical Pareto front. Calculation of distance between individuals is as follows
݀ = ඥ(ݔଶ− ݔଵ)ଶ + (ݕଶ− ݕଵ)ଶ (3-8)
Where ݔଵ,ݕଵ are the coordinates of the individual in the current generation and
ݔଶ,ݕଶ are the coordinates of the individual on the theoretical front. For each
individual in the current generation front this distance is calculated against all
the individuals in the theoretical front. The minimum among these distances is
selected. This represents the distance between that specific individual and the
theoretical front. The procedure is repeated for all the individuals in the current
generation. At the end an average of the minimum distances is used as a
representation of the distance between the two fronts.
It can be observed that changing the seed does not affect the convergence. The
distance gradually decreases. After a hundred generations all the benchmarks
converge to the theoretical front. The Schaffer problem converges after only 15
generations, where for the two Zitzler problems 100 generations are sufficient.
In the case of the Fonseca problem convergence is slightly slower at around
150 generations. The residual distance in all the benchmarks after convergence
is not equal to zero due to the way the metric was defined. Using a set of
discrete set of points for the theoretical front means that the minimum distance
found might not be exact. The metric found is influenced by the fact that the
theoretical front is not made by an infinite number of individuals. Furthermore
since 50 individuals have been used to represent the theoretical front and since
the Schaffer problem has a larger domain the average distance between
individuals in this problem is bigger (0.13) than for the others problems (0.03).
This explains why the Schaffer problem settles with a higher residual than the
two Zitzler problems. The two fronts in Schaffer are obviously overlapped but
the use of a finite number of points in the theoretical front leads to a calculated
distance different from zero because the individual that would give zero
distance is missing. For the same reason a light oscillation can be observed in
seed 2 of the Fonseca problem. Here a rearrangement of the individuals in the
front due to sharing ranking causes modification in the calculated distance.
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Increasing the number of individuals forming the Pareto would help to obtain
residual values closer to zero. A different situation occurs in the Fonseca
problem. The residual distance found at the end of the convergence cannot be
attributed to the discretisation of the theoretical front. In this case even though
the majority of individuals overlap with the theoretical front few individuals
remain far from it causing an increase in the residual.
a) b)
c) d)
Figure 3-6 Quality of convergence: a) Schaffer b) Zitzler-1 c) Zitzler-2 d) Fonseca
3.6 Comparison with established software
The methodology developed here was compared with an established platform
to evaluate its efficiency in terms of computational effort and accuracy of
solutions compared to the current state of the art. The PISA (A Platform and
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Programming Language Independent Interface for Search Algorithms) platform
has been selected [133]. In PISA the user can choose among different
optimisation algorithms and among different optimisation problems. The
comparison has been carried out using three benchmarks (Zitzler-1, Zitzler-2
and Fonseca problems) evaluating each problem with three different
optimisation strategies: the GA used in this study and two selected from the
implementations in PISA, Strength Pareto Evolutionary Algorithm (SPEA) [134]
and Non-dominated Sorted Genetic Algorithm (NSGA-II) [135]. Table 3-2
reports the input parameters for the three different algorithms. In order to make
the comparison meaningful the input parameters have been chosen equal to the
parameters used in the in-house GA tests. For the in-house GA the mutation
probability was equal to 0.005 while the cross-over probability was equal to 0.5.
Regarding the two strategies selected in PISA the cross-over was set equal to
0.5 while two different mutation probabilities have been applied one equal to
0.005 and another one equal to 0.05. The two Zitzler problems ran for a total of
40000 evaluations while Fonseca ran for 80000 evaluations.
Table 3-2 Input parameters for the PISA and GA comparison tests
Benchmark Generation Individual Reproduction
Chromosome
size
Pareto
size
Elite
Zitzler-1 400 100 70 10 50 4
Zitzler-2 400 100 70 10 50 4
Fonseca 400 200 105 15 50 15
3.6.1 Final Pareto front comparison
The Pareto fronts reached at the last generation using the different methods are
depicted in Figure 3-7 for Zitzler-1 problem, in Figure 3-8 for Zitler-2 problem
and in Figure 3-9 for Fonseca problem. The comparison is illustrated evaluating
the GA against each of the other two strategies for each benchmark. The
computational effort used by all three algorithms for the three different
benchmarks was similar, with the Fonseca problem requiring longer execution
times due to the higher number of evaluations. The convex Zitzler benchmark
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was successfully addressed by all three algorithms reaching the same final
Pareto front. Slightly better solutions are found in SPEA and NSGA II strategy
compared to the GA developed here. The results of the non-convex problem
proposed by Zitzler highlights the difficulties of SPEA and NSGA II to distribute
uniformly the solutions along the front ending up with a final Pareto front
concentrated around the top part of the front for SPEA and around the bottom
part of the front for NSGA II. It is necessary to increase the mutation probability
to 5% to achieve a well distributed Pareto front. However increasing the
mutation probability to 5% means losing the GA features and making the
algorithm a random search strategy instead which might prevent the
convergence to an optimum. The GA on the other hand achieves a good
accuracy and distribution of the final Pareto front even with 0.5% of mutation
probability. Concerning the Fonseca problem addressed with SPEA the solution
with 0.5% mutation probability shows few individuals far from the others
affecting the quality of the approximation while when addressed with NSGA II
and 0.5% mutation probability the bottom part is left uncovered with the totality
of individuals clustered in the upper part. The in-house GA showed a better and
more uniform behaviour along the front. Summarising it can be concluded that
when the comparison is carried out with same mutation probability value, the
GA performed at same level as SPEA-2 and NSGA-II for the Zitzler-1 problem
and Fonseca problem, and better in Zitzler-2. Increasing mutation probability
makes SPEA-2 and NSGA-II approaching perfectly the theoretical front;
however increasing this parameter means moving away from an evolutionary
method and moving towards random search strategy.
Chapter Three
61
a) b)
Figure 3-7 Zitzler-1 final Pareto front comparison with PISA platform a) SPEA-2 b)
NSGA-II
a) b)
Figure 3-8 Zitzler-2 final Pareto front comparison with PISA platform a) SPEA-2 b)
NSGA-II
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a) b)
Figure 3-9 Fonseca final Pareto front comparison with PISA platform a) SPEA-2
b) NSGA-II
3.6.2 Distance distribution
The distribution of distances between the GA and PISA solutions and the
theoretical fronts for the different benchmark problems has been examined. The
distances have been calculated using the procedure described in Section 3.5.3.
The results are illustrated in the form of box whiskers plots in Figure 3-10.
These show the quartiles representing 25%, 50% and 75% which are
respectively the first quartile (ܳଵ) the second quartile (ܳଶ) and the third quartile
(ܳଷ) of the distribution while the ends of the whisker correspond to the minimum
and maximum values in the distribution. Important information regarding the
distribution is given by the dimension of the box itself. This is contained in the
Interquartile Range (IQR) which is given by the difference between the third and
first quartile. The ends of the whisker depict the minimum and maximum value
in the distribution without taking into account the outliers which are calculated
as follows: Top outliers = ܳଷ + 1.5 ∗ IQR (3-9)Bottom outliers = ܳଵ− 1.5 ∗ IQR (3-10)
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a) b)
c)
Figure 3-10 Box whiskers plot: (a) Zitzler-1; (b) Zitzler-2; (c) Fonseca
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Table 3-3 Values of quartiles for each problem
Min value Q1 (25%) Q2 (50%) Q3 (75%) Max value IQR
Zitzler-1
GA
tested
0.0022 0.018 0.021 0.025 0.037 0.007
SPEA-2 0.00015 0.0029 0.0056 0.015 0.082 0.012
NSGA-II 0.00012 0.0032 0.0064 0.0092 0.076 0.006
Zitzler-2
GA
tested
0.013 0.017 0.019 0.025 0.039 0.008
SPEA-2 0 0.009 0.31 0.71 1.2 0.70
NSGA-II 0 0.007 0.083 0.23 0.39 0.23
Fonseca
GA
tested
0.00084 0.015 0.026 0.042 0.15 0.027
SPEA-2 0.001 0.0051 0.019 0.17 0.40 0.17
NSGA-II 0.0017 0.0063 0.011 0.19 0.43 0.19
Table 3-3 reports the quartile values for the three problems studied and the
minimum and maximum values within the distribution plus the IQR value. It can
be observed that for the Zitzler-1 benchmark the GA finds a median value about
27% higher than the other two established strategies. On the other hand the
maximum value reached by the GA tested is 55% lower than the maximum
value found by SPEA and 51% lower with respect to the NSGA II. Furthermore,
the GA ends in a very compact distribution signalled by a low IQR which is
similar to the value found by NSGA II and 42% better than SPEA. Moreover, the
magnitude of the difference in minimum distance is negligible. Concerning
Zitzler-2, the GA behaves better than the two established ones. The GA
performs 93% better with respect to SPEA-2 and 77% with respect to NSGA-II
in terms of the median values. In addition to higher accuracy with respect to the
Chapter Three
65
median value the distribution results in a very small IQR, about 90% smaller
than SPEA and NSGA II meaning that all the points belonging to the final
Pareto are well close to the theoretical values. Also the maximum value is close
to the distribution (0.039) whilst for the other two methodologies this value is far
from the box especially for SPEA (1.2). In the Fonseca problem the average
values are similar and comparable. However, for the GA the quartile values are
more compact. This is reflected by a better IQR value (0.027) which is around
80% better than the IQR for the other two strategies. The maximum value of the
distribution for the GA is 0.15 around 60% lower than maximum values obtained
by SPEA and NSGA II.
The GA performs uniformly across the different problems; approaching the
Pareto at the same speed, reaching the same average value. This confirms its
reliability and robustness. In contrast, the two established codes seem to be
biased towards specific types of problems addressed. The whisker box plot
analysis showed that the in-house GA is a reliable optimisation tool able to
perform consistently throughout different objective spaces whether convex or
non-convex showing good performance comparable with established software.
Figure 3-11 depicts the minimum distance distribution for the Zitzler-1 problem
with the three different strategies. The same range of distance values has been
selected in order to compare the distribution in the same range of values. The
presence of some spikes far from the average value reveal some flaws in the
Pareto front in the final configuration which were not revealed by the whiskers
box plot. It is noticeable that 66% of the individuals in the GA distribution are in
the range between 0.02 and 0.028 but also the totality of individuals is
contained in the range up to 0.036 distances. The calculated average distance
in the GA distribution is 0.022. Both established strategies have four points
further than 0.36 and up to a maximum equal to 0.76 for NSGA-II and equal to
0.82 for SPEA-2. For SPEA, 68% of the individuals are in the range up to 0.016
distance, nevertheless the wider distribution makes the average distance
slipping at the edge of the range having a 0.014. Regarding the NSGA II, 82%
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of the individuals have a distance lower than 0.012; nonetheless a wider
distribution leads to an average distance of about 0.013.
Figure 3-12 reports the minimum distance distribution for the Zitzler-2 problem
with the three different methodologies. In the GA distribution all the individuals
have a distance up to 0.04. The SPEA strategy results in only 30% of the
individuals with distance lower than 0.04 resulting in an average distance of
0.42. The NSGA II strategy has 36% of individuals falling into the 0.04 range
and a more compact distribution with an average distance equal to 0.16.
Figure 3-13 illustrates the minimum distance distribution for the Fonseca
problem for the three different approaches. The three strategies, in-house GA,
SPEA and NSGA II showed to have the 76%, 62% and 66% of individuals up to
0.045 distance respectively. Nevertheless the in-house GA has a narrower
range of distribution resulting in a better average distance equal to 0.06,
whereas for the other two strategies the average distance is about 0.13.
The distance distribution analysis confirms that the in-house GA gives
comparable performance with established strategy in convex problems and
better behaviour in non-convex problems. Furthermore, it has supported the
feature that makes the GA stand out with respect to the standard strategies, i.e.
its ability to deal with different objective spaces maintaining good performance
throughout them.
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a) b)
c)
Figure 3-11 Minimum distance distribution for Zitzler-1 with three strategies a)
GA tested b) SPEA-2 c) NSGA-II
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Figure 3-12 Minimum distance distribution for Zitzler-2 with three strategies a)
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a) b)
c)
Figure 3-13 Minimum distance distribution for Fonseca with three strategies a)
GA tested b) SPEA-2 c) NSGA-II
3.7 Conclusions
Evolutionary algorithms are suitable for the solution of optimisation problems
with a high level of non-linearity. However, their behaviour toward different
problems can vary significantly. Therefore, it is important to test their
performance against different landscape problems to prove their consistency.
The GA developed in this work which is the basis of the methodology for
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VARTM optimisation has been tested using four benchmark problems. The GA
performed very well showing good and reliable outcomes in approaching the
final Pareto front, robustness against different random seeds and a good and
uniform rate of convergence. Its performance has been also compared with the
performance of state of the art implementations showing comparable or better
behaviour depending on the type of the problem as well as independence to the
test problem use in contrast to current methods. Therefore, the GA developed
here can be considered a highly performing and versatile method. This latter
feature makes the GA preferable with respect to the standard methodologies
since evolutionary algorithms behave differently when the objective space or
landscape change and that some of them might perform well in some problems
and very poorly in others. In light of the results obtained the consistency and
robustness in performance throughout different problems makes the in-house
GA an appropriate choice for the purposes of this study.
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4 Modelling methodology
4.1 Heat transfer problem
The heat transfer problem corresponding to composites cure can be described
as follows:
ߩ௖ ௣ܿ௖
߲ܶ
߲ݐ
= ߲
߲ݔ
൬ܭ௖௫௫
߲ܶ
߲ݐ
൰+ ߲
߲ݕ
൬ܭ௖௬௬
߲ܶ
߲ݐ
൰+ ߲
߲ݖ
൬ܭ௖௭௭
߲ܶ
߲ݐ
൰+ ߩ௥ߝ௥ܪ௥߲ߙ߲ݐ (4-1)
Here, ߩ௖ is the density of the composite, ௣ܿ௖ is the specific heat capacity of the
composite. ܭ௖௫௫, ܭ௖௬௬ and ܭ௖௭௭ is the thermal conductivity in the x, y and z
direction of the composite and ܶ is the temperature. The heat rate generation
due to the cure of the resin is a function of the resin density ߩ௥, ߝ௥ is the
porosity, ܪ௥ is the heat generated by the cure reaction and
డఈ
డ௧
is the cure
reaction rate, ߙ is the degree of cure which is defined as follows:
ߙ(ݐ) = ܪ(ݐ)
ܪ்
(4-2)
where ܪ(ݐ) is the heat of reaction up to time ݐand ܪ் is the total heat of the
reaction. Initial conditions for the heat transfer problem are on temperature and
degree of cure as follows:
ܶ(0) = ௜ܶ (4-3)
ߙ(0) = ߙ௜ (4-4)
whilst boundary conditions include the prescribed temperature:
ܶ(ݔ,ݐ) = ଵܶ (4-5)
and the natural air convection:
[ܭ] ∙ ߲ܶ
߲݊
= ℎ( ௪ܶ ௔௟௟− ஶܶ ) (4-6)
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Where [ܭ] is the thermal conductivity, ݊ the vector normal to the surface, ℎ the
convection coefficient, ௪ܶ ௔௟௟ the temperature at the surface and ஶܶ the
temperature of the fluid at infinity.
4.2 Heat transfer modelling methodology
The heat transfer problem has been solved by means of Finite Element
Analysis (FEA) using the commercial software Marc.Mentat® [136]. The
modelling strategy used in this study is based on the use of 3D elements. The
element is an isoparametric 8-node brick composite for heat transfer analysis.
The element allows the representation of multiple plies which might differ in
thickness and fibre orientation [137]. Thermal material properties are applied by
means of table driven input whilst the cure kinetics is implemented using the
UCURE user subroutine [138]. Initial conditions on temperature and degree of
cure are required. Fixed temperature boundary condition depending on time is
implemented via FORCDT user subroutine whilst natural air convection is
applied using UFILM user subroutine [138].
4.3 Flow through porous media problem
The infusion stage is modeled using Darcy’s law:
ݑത= −ܭ෩
ߟ
∙ ∇ܲ
(4-7)
where K~ is the permeability tensor of the preform which depends on the
geometry of the fabric, ܲ is the pressure, ߟ is the viscosity and ݑത is the velocity
vector. Knowledge of heat transfer exchange during the process and thermal
gradients developed is also crucial as the resin viscosity is affected by changes
in temperature and it appears in Darcy’s too. The pressure distribution can also
be found substituting Darcy’s law into the continuity equation:
∇ ∙ ݑത= ∇ ∙ ቆܭ෩
ߟ
∙ ∇ܲቇ= 0 (4-8)
Initial conditions for the flow through porous media problem are as follows:
ܶ(0) = ௜ܶ (4-9)
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ߙ(0) = ߙ௜ (4-10)
Whilst boundary conditions are prescribed pressure and temperature:
ܶ(ݔ,ݐ) = ଵܶ (4-11)
ܲ(ݔ,ݐ) = ଵܲ (4-12)
4.4 Flow modelling methodology
The flow through porous media has been solved using the commercial software
PAM-RTM® [139]. A 2D element has been used for the modelling strategy. The
element allows to define multiple plies with different fibre orientation and
thickness. Thermal material properties, viscosity evolution and cure kinetics
have been implemented by means of table driven input. A fixed temperature
boundary condition depending on time has been defined using table driven
input. Natural air convection has been also applied. The viscosity model with
degree of cure as state variable has been implemented via table driven input.
Proflot® libraries have been used to implement the viscosity model using
viscosity at reference temperature as state variable [140].
4.5 Constitutive models
The materials used in this study are two resin epoxy systems (RTM6 and
890RTM) [141; 142] and carbon fibre (G1157) [143]. Cure kinetics model for the
two epoxy resins used are presented. Thermal material properties for the
carbon fibre and the two epoxy resins are reported. The thermal properties for
the composite are computed through the rule of mixtures. Two viscosity models
for RTM6 epoxy resin are also reported: one using degree of cure as state
variable and the other using the viscosity at a reference temperature.
4.5.1 Cure kinetics and glass transition development for RTM6
epoxy resin
The cure kinetics model describing the evolution of the cure rate reactions
depending on current temperature and degree of cure for RTM6 follows the
Chapter Four
74
equation proposed by Karkanas and Partridge [21-23]. The cure kinetics model
takes as input time and temperature set of data and outputs the reaction rate
and the degree of cure of the resin during the cycle though integration of the
following differential equation
݀ߙ
݀ݐ
= ଵ݇(1 − ߙ)௡భ + ଶ݇ߙ௠ (1 − ߙ)௡మ (4-13)
where ଵ݇ and ଶ݇ are reaction rate constants, ߙ is the fractional conversion and
݉ , ଵ݊ and ଶ݊ are reaction orders. The rate constants are defined as follows
[144]: 1݇
௜
= 1݇
௜௖
+ 1݇
ௗ
݅= 1,2 (4-14)
Where ௜݇௖ are Arrhenius functions of temperature corresponding to the chemical
reaction and ௗ݇ is a diffusion rate constant representing the deceleration of the
reaction rate as the fractional conversion approaches the maximum degree of
cure at a given temperature. These are expressed as follows
ௗ݇ = ܣௗexp൬−ܧௗܴܶ ൰ ݁ݔ݌൬−ܾ݂ ൰ (4-15)
௜݇௖ = ܣ௜exp൬−ܧ௜ܴܶ൰ ݅= 1,2 (4-16)
where ܣ௜, ܣௗ are pre-exponential factors, ܾ is a parameter, ܧ௜, ܧௗ are the
activation energy for chemical reaction and diffusion respectively, ܶ the
temperature and ݂ the equilibrium fractional free volume expressed as follows
for the resin system of this study [21]:
݂= 0.00048 ∙ ൫ܶ − ௚ܶ൯+ 0.025 (4-17)
In the Eq. 4.17 ௚ܶ is the glass transition temperature following the Di
Benedetto’s equation:
௚ܶ = ௚ܶ଴ + ൫ܶ ௚ஶ − ௚ܶ଴൯ߣߙ1 − (1 − ߣ)ߙ (4-18)
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where ௚ܶ଴ denotes the glass transition temperature of the uncured material, ௚ܶஶ
the glass transition temperature of the fully cured material and ߣ is a fitting
constant which controls the convexity of this non-linear dependence.
4.5.2 Thermal properties for the G1157 carbon fibre/RTM6 epoxy
resin system
Thermal material property models are based on published experimental data
[67; 145; 146]. The carbon fibres and RTM6 epoxy resin specific heat are
defined as follows and coefficient values are reported in Table 4-1. The material
models here developed will be used for the development of FEA models in
Chapter 5 and 6. The specific heat of carbon fibre ( ௣ܿ௙) follows a linear
dependence on temperature whilst the specific heat capacity of the resin ( ௣ܿ௥)
depends on both temperature and degree of cure with the latter one expressed
by dependence on the instantaneous glass transition temperature of the resin.
௣ܿ௙ = ܣ௙௖௣ܶ+ ܤ௙௖௣ (4-19)
௣ܿ௥ = ܣ௥௖௣ + ܤ௥௖௣ܶ− ܥ௥௖௣1 + ݁ݔ݌ቀܿ ൫ܶ − ௚ܶ − ߪ൯ቁ (4-20)
where ܣ௙௖௣ and ܤ௙௖௣ are respectively the slope and the intercept of the linear
function. ܣ௥௖௣ and ܤ௥௖௣ are constants governing the linear dependence on the
temperature and ܥ௥௖௣, ܿ and ߪ are the strength, the width and the temperature
shift of the transition around the glass transition temperature.
Table 4-1 G1157 carbon fibres and RTM6 specific heat coefficient
Properties Parameters Values Units
cpf
(J∙⁰C-1∙kg-1)
Afcp 2.3 J∙⁰C
-2
∙kg-1
Bfcp 765 J∙⁰C
-1
∙kg-1
cpr
(J∙⁰C-1∙kg-1)
Arcp 1800 J∙⁰C
-1
∙kg-1
Brcp 2.5 J∙⁰C
-2
∙kg-1
Crcp -250 J∙⁰C
-1
∙kg-1
C 1.1 ⁰C-1
σ 16.5 ⁰C
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The specific heat for the composite is found applying the rule of mixture as
follows:
௣ܿ = ݓ௙ ௣ܿ௙ + ൫1 − ݓ௙൯ܿ ௣௥ (4-21)
௣ܿ = ܣܶ+ ܤ + ܥ1 + ݁ݔ݌ቀܿ ൫ܶ − ௚ܶ − ߪ൯ቁ (4-22)
where ௣ܿ is the specific heat capacity of the composite ݓ௙ is the fibre weight
fraction defined as follows:
ݓ௙ = ݒ௙ߩ௙ߩ௖ (4-23)
where ݒ௙ is the volume fibre fraction, ߩ௙ the density of fibre and ߩ௖ the
composite density. ܣ and ܤ are constants controlling the linear dependence on
temperature. ܥ, ܿ and ߪ are respectively the strength, the width and the
temperature shift of the transition around the glass transition temperature. Their
values are computed accounting for both resin and fibre effect through Eq. 4.21
and are as follows:
ܣ = ܣ௙௖௣ݓ௙ + ܤ௥௖௣൫1 − ݓ௙൯ (4-24)
ܤ = ܤ௙௖௣ݓ௙ + ܣ௥௖௣൫1 − ݓ௙൯ (4-25)
ܥ = ܥ௥௖௣൫1 − ݓ௙൯ (4-26)
The thermal conductivity of the fibres in the longitudinal direction (ܭ௟௙) is a linear
function of temperature while the transverse (ܭ௧௙) can be considered constant,
[146]:
ܭ௟௙ = ܣ௟௙ܶ+ ܤ௟௙ (4-27)
ܭ௧௙ = ܤ௧௙ (4-28)
where ܣ௟௙ and ܤ௟௙ are the slope and the intercept of the linear function and ܤ௧௙
a constant. The thermal conductivity for RTM6 (ܭ௥) is a function of degree of
cure and temperature and can be expressed as follows [67]:
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ܭ௥ = ௄ܽ௥ܶߙଶ + ௄ܾ௥ܶߙ+ ௄ܿ௥ܶ+ ௄݀௥ߙଶ + ௄݁௥ߙ+ ௄݂௥ (4-29)
where ௄ܽ௥, ௄ܾ௥, ௄ܿ௥, ௄݀௥, ௄݁௥ and ௄݂௥ are the coefficients of the polynomial
function. Table 4-2 reports the thermal conductivity values for both RTM6 and
the pseudo UD G1157 carbon fibre.
Table 4-2 G1157 carbon fibres and RTM6 thermal conductivity coefficient
Properties Parameters Values Units
Kf
(W∙⁰C-1∙m-1)
Alf 0.0074 W∙⁰C
-2
∙m-1
Blf 9.7 W∙⁰C
-1
∙m-1
Btf 0.84 W∙⁰C
-1
∙m-1
Kr
(W∙⁰C-1∙m-1)
akr 0.0008 W∙⁰C
-2
∙m-1
bkr -0.0011 W∙⁰C
-2
∙m-1
ckr -0.0002 W∙⁰C
-2
∙m-1
dkr -0.0937 W∙⁰C
-1
∙m-1
ekr 0.22 W∙⁰C
-1
∙m-1
fkr 0.12 W∙⁰C
-1
∙m-1
In the longitudinal (ܭଵଵ) and transverse direction (ܭଶଶ,ܭଷଷ) the thermal
conductivity for the composite can be computed, assuming the two transverse
directions equals, as follow, [145]:
ܭଵଵ = ݒ௙ܭ௟௙ + ൫1 − ݒ௙൯ܭ௥ (4-30)
ܭଶଶ = ܭଷଷ = ݒ௙ܭ௥൬ܭ௧௙ܭ௥ − 1൰+ ܭ௥൬12 − ܭ௧௙2ܭ௥൰
+ ܭ௥൬ܭ௧௙ܭ௥ − 1൰ඪݒ௙ଶ− ݒ௙ + ൬ܭ௧௙ܭ௥ + 1൰
ଶ
൬
2ܭ௧௙
ܭ௥
− 2൰ଶ
(4-31)
The thermal conductivity for the composite in the longitudinal and transverse
directions has a polynomial shape depending on temperature and degree of
cure:
ܭ௜= ܣ௜+ ܤ௜ܶ + ܥ௜ܶ ߙଶ + ܦ௜ܶ ߙ+ ܧ௜ߙଶ + ܨ௜ߙ ݅= ,݈ݐ (4-32)
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The coefficients for both longitudinal and transverse thermal conductivity have
been computed combining Eqs. 4.27 – 4.31. Coefficients for the composite
longitudinal thermal conductivity can be evaluated as follows:
ܣ௟= ݒ௙ܤ௟௙ + ൫1 − ݒ௙൯݂ ௄௥ (4-33)
ܤ௟= ݒ௙ܣ௟௙ + ൫1 − ݒ௙൯ܿ ௄௥ (4-34)
ܥ௟= ൫1 − ݒ௙൯ܽ ௄௥ (4-35)
ܦ௟= ൫1 − ݒ௙൯ܾ ௄௥ (4-36)
ܧ௟= ൫1 − ݒ௙൯݀ ௄௥ (4-37)
ܨ௟= ൫1 − ݒ௙൯݁ ௄௥ (4-38)
the coefficients for the composite transverse thermal conductivity can be
calculated as follows:
ܣ௧ = ݒ௙ ௄݂௥൬ܤ௧௙
௄݂௥
− 1൰+ ௄݂௥൬12 − ܤ௧௙2 ௄݂௥൰
+ ௄݂௥൬ܤ௧௙
௄݂௥
− 1൰ඪݒ௙
ଶ− ݒ௙ + ൬ܤ௧௙௄݂௥ + 1൰ଶ
൬
2ܤ௧௙
௄݂௥
− 2൰ଶ
(4-39)
ܤ௧ = −ݒ௙ ௄ܿ௥ + ௄ܿ௥2 − ௄ܿ௥ටݒ௙ଶ− ݒ௙ + 0.25 (4-40)
ܥ௧ = −ݒ௙ ௄ܽ௥ + ௄ܽ௥2 − ௄ܽ௥ටݒ௙ଶ− ݒ௙ + 0.25 (4-41)
ܦ௧ = −ݒ௙ ௄ܾ௥ + ௄ܾ௥2 − ௄ܾ௥ටݒ௙ଶ− ݒ௙ + 0.25 (4-42)
ܧ௧ = −ݒ௙ ௄݀௥ + ௄݀௥2 − ௄݀௥ටݒ௙ଶ− ݒ௙ + 0.25 (4-43)
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ܨ௧ = −ݒ௙ ௄݁௥ + ௄݁௥2 − ௄݁௥ටݒ௙ଶ− ݒ௙ + 0.25 (4-44)
It has to be highlighted that thermal properties have been also implemented via
user subroutine to check the goodness of Eqs. 4.24 – 4.26 and
Eqs. 4.33 – 4.44.
The density of the model is calculated using the rule of mixture. Two phases
contribute to the density of composite: fibers density and resin density. The
fibers density was considered without binder. The fibers volume fraction is 60%.
ߩ௖ = ݒ௙ߩ௙ + ൫1 − ݒ௙൯ߩ௥ (4-45)
where ߩ௥ is the resin density, ߩ௙ the fibre density and ߩ௖ the composite density.
The density values for fibre and resin are reported in Table 4-3. Table 4-4
reports the parameters for the carbon composite with RTM6 epoxy resin
Table 4-3 Density values
Properties Values Units
ρf 1760 kg∙m-3
ρr 1110 kg∙m-3
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Table 4-4 Material models parameters for carbon composite with RTM6 epoxy
resin
Properties Parameters Value Unit
Cure
Kinetics
A1 17580 s-1
A2 21525 s-1
Ad 6.48∙1018 s-1
E1 70500 J∙mol-1
E2 59050 J∙mol-1
Ed 136800 J∙mol-1
m 1.16
n1 1.8
n2 1.32
b 0.467
Tg0 -11 ⁰C
Tg∞ 206 ⁰C
λ 0.435
pc
(J∙⁰C-1∙kg-1)
A 2.4 J∙⁰C-2∙kg-1
B 1072 J∙⁰C-1∙kg-1
C -74 J∙⁰C-1∙kg-1
c 1.1 ⁰C-1
σ 16.5 ⁰C
Kl
(W∙⁰C-1∙m-1)
Al 5.87 W∙⁰C-1∙m-1
Bl 0.00436 W∙⁰C-2∙m-1
Cl 0.00032 W∙⁰C-2∙m-1
Dl -0.00044 W∙⁰C-2∙m-1
El -0.0375 W∙⁰C-1∙m-1
Fl 0.088 W∙⁰C-1∙m-1
Kt
(W∙⁰C-1∙m-1)
At 0.398 W∙⁰C-1∙m-1
Bt 0.00004 W∙⁰C-2∙m-1
Ct -0.00016 W∙⁰C-2∙m-1
Dt 0.00022 W∙⁰C-2∙m-1
Et 0.0187 W∙⁰C-1.m-1
Ft 0.044 W.⁰C-1∙m-1
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4.5.3 Cycom 890RTM epoxy resin
4.5.3.1 Differential scanning calorimeter (DSC)
A heat flux DSC has been used to obtain experimental data for the cure kinetics
model of 890RTM epoxy resin. A DSC comprises a heated chamber containing
two bases one supporting the reference pan and the other the sample pan.
Temperature differences between the reference and sample are monitored by
means of two thermocouples. The heat flow required to balance the
temperature differential can be determined using an appropriate calibration. The
rate of the exothermic reaction can then be determined as follows:
݀ߙ
݀ݐ
= ݀ܪ
݀ݐ
1
ܪ௧௢௧
(4-46)
In which ܪ is the exothermic heat flow due to kinetics processes and ܪ௧௢௧ the
total heat emitted during the curing reaction.
4.5.3.2 Cure kinetics
The cure kinetics of Cycom 890RTM epoxy resin has been successfully
modelled using the model proposed by Khoun et al. [147]. The reaction rate for
this epoxy system follows the following law:
݀ߙ
݀ݐ
= ܣ݁ቀିாோ்ቁ1 + ஼݁(ఈିఈ೎ିఈ೅்) (1 − ߙ)௡ߙ௠ (4-47)
Here ܧ is the activation energy, ܥ is a constant controlling the transition from
chemical to diffusion control of the kinetics, ݉ and ݊ are reaction orders and ߙ௖
and ߙ௧ are coefficients governing the dependence of the transition degree of
cure on temperature.
The experimental data obtained using DSC are illustrated in Figure 4-1. It can
be observed from the typical bell shape of isothermal data that the model
describing the cure kinetics is autocatalytic. Furthermore as the temperature of
the isothermal test increases both cure reaction rate slope and maximum cure
reaction rate reached increase accelerating the reaction with consequent higher
heat flux involved.
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Figure 4-1 Cure reaction rate versus cure time for 890RTM epoxy resin
The experimental data are compared with the original model presented by
Khoun et al [147] in Figure 4-2. It can be observed that the parameters reported
in [147] do not perform well in predicting the degree of conversion.
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Figure 4-2 Degree of cure versus cure time: Comparison between Khoun’s model
and experimental results
Based on these differences a new parameter estimation was carried using the
Generalised Reduced Gradient Nonlinear Optimisation method implemented in
Microsoft Excel [148]. The parameters obtained are reported and compared
with the original parameters [147] in Table 4-5. It can be noted that the new set
of parameters results in similar value of activation energy and pre-exponential
factor whilst differences are noticeable in the reaction orders, in ߙ௖ and ߙ௧ which
control the dependence of transition degree of cure on temperature and in ܥ
which controls the width of the transition from chemical to diffusion control of the
kinetics. The new fit shows significant improvements fitting accurately both
isothermal and dynamic test results as illustrated in Figure 4-3.
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Figure 4-3 Cure time versus degree of cure: Fitting with new parameters
Table 4-5 Cure kinetics parameters values
Properties Parameters Khoun’s Values New Values Units
Cure
Kinetics
A 58528 58500 s-1
E 68976 68970 J∙mol-1
m 0.63 0.83
n 0.6 0.72
αT 0.0039 0.0103 K
-1
αc -0.9 -3.73
C 15.66 28.5
4.5.3.3 Thermal properties for the G1157 carbon fibre/890RTM epoxy resin
system
The specific heat capacity of the 890RTM epoxy resin follows the same law
presented regarding RTM6 epoxy resin and it is presented in Eq. 4.20. The
coefficient for the specific heat of the G1157 carbon fibres are reported in Table
4-1. The parameters of the constitutive model for the 890RTM were obtained
0
0.2
0.4
0.6
0.8
1
0 50 100 150 200 250
De
gr
ee
of
cu
re
Cure time (min)
2 °C/min-experiment
2 °C/min model
160 °C-experiment
160 °C model
180 °C-experiment
180 °C model
200 °C-experiment
200 °C model
Chapter Four
85
using a modulated DSC experiment on the fully cured material. The specific
heat capacity of the 890RTM epoxy resin depends on both temperature and
degree of cure with the latter dependence expressed by a dependence on the
instantaneous glass transition of the resin, Eq. 4.20.
The aforementioned equation has a linear dependence on temperature and a
step transition around glass transition temperature. In Figure 4-4 the
comparison between experiment and constitutive model is depicted .The fitting
coefficients found are reported in Table 4-6.
Figure 4-4 Specific heat capacity of fully cured 890RTM: comparison between
experiment and constitutive model
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Table 4-6 890RTM specific heat coefficient
Properties Parameters Values Units
cpr
(J∙⁰C-1∙kg-1)
Arcp 1630 J∙⁰C-1∙kg-1
Brcp 3.3 J∙⁰C-2∙kg-1
Crcp -210 J∙⁰C-1∙kg-1
C 0.31 ⁰C-1
σ -12.7 ⁰C
The specific heat capacity of the composite is affected by two factors, one given
by the specific heat capacity of the fibres and the other by the specific heat
capacity of the resin. Through the rule of mixture the specific heat of the
composite is found as illustrated in Eqs. 4.21, 4.22. The coefficients for the
composite material ܣ, ܤ and ܥ have been calculated using Eqs. 4.24 – 4.26
using coefficient values reported in Table 4-1 for G1157 carbon fibre and in
Table 4-6 for 890RTM epoxy resin and are reported in Table 4-7. The thermal
conductivity for the composite in the longitudinal and transverse direction can
be represented as in Eq. 4.32.
It has to be noted that the data presented in [67] for RTM6 are the only values
reported in literature describing the dependence of the thermal conductivity of
an epoxy system on temperature and degree of cure. Therefore the same
values have been used for 890RTM. The constitutive material properties for the
890RTM epoxy and carbon fibre G1157 composite are used in the model
developed in Chapter 7.
Chapter Four
87
Table 4-7 Cure kinetics and material properties for carbon composite with
890RTM epoxy resin
Properties Parameters Values Units
pc
(J∙⁰C-1∙kg-1)
A 2.6 J∙⁰C-2∙kg-1
B 1024 J∙⁰C-1∙kg-1
C -63 J∙⁰C-1∙kg-1
c 0.31 ⁰C-1
σ -12.7 ⁰C
Tg0 -15 ⁰C
Tg∞ 225 ⁰C
λ 0.583
Kl
(W∙⁰C-1∙m-1)
Al 5.87 W∙⁰C-1∙m-1
Bl 0.00436 W∙⁰C-2∙m-1
Cl 0.00032 W∙⁰C-2∙m-1
Dl -0.00044 W∙⁰C-2∙m-1
El 0.0375 W∙⁰C-1∙m-1
Fl 0.088 W∙⁰C-1∙m-1
Kt
(W∙⁰C-1∙m-1)
At 0.398 W∙⁰C-1∙m-1
Bt 0.00004 W∙⁰C-2∙m-1
Ct -0.00016 W∙⁰C-2∙m-1
Dt 0.00022 W∙⁰C-2∙m-1
Et 0.0187 W∙⁰C-1∙m-1
Ft 0.044 W∙⁰C-1∙m-1
4.5.4 Viscosity model of RTM6 epoxy resin with degree of cure as
state variable
The evolution of viscosity using the degree of cure as state variable, which is
used in Chapter 6, is described in [22] and implemented as follows:
݈݊
ߟ
ߟ௚
= − ܥଵ൫ܶ − ௥ܶ− ௚ܶ൯
ܥଶ + ܶ− ௥ܶ− ௚ܶ (4-48)
where ߟ௚ is the viscosity at the glass transition temperature, while the other
parameters for RTM6 [22] are:
௥ܶ(°ܥ) = −145 + 1.239ܶ (4-49)
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݈݊ ܥଵ = 2.908 + 291.8ܶିଵ (4-50)
݈݊ ܥଶ = −5.485 + 3562ܶିଵ (4-51)
4.5.5 Viscosity model of RTM6 epoxy resin using viscosity at
reference temperature as state variable
The viscosity model here described, and used for the work developed in
Chapter 8, adopts a new idea for modelling resin viscosity. Traditionally resin
viscosity model has used degree of cure as state variable [22] that means that
the viscosity model has to be coupled with cure kinetics model. In simulation of
liquid composite moulding this approach leads to errors since the filling infusion
stage of the process is strongly affected by the viscosity value which changes
with temperature and is weakly affected by the degree of cure which during this
stage undergoes small changes. The viscosity model applied here uses the
viscosity at a reference temperature as state variable (ߟ଴) instead of degree of
cure [149]. The reference viscosity is governed by its own kinetics as follows:
݀ ݈݊ ߟ଴
݀ݐ
= ܣ݁ିாோ் ൬݈ ݊ߟ଴
ߛ
൰
௠ (4-52)
The dependence of the reference viscosity on temperature (ܶ) follows Arrhenius
dependence, ܣ and ܧ are the pre-exponential factor and the activation energy
of the Arrhenius function respectively. The rate of change depends on the
logarithm of reference viscosity, with ݉ being the order of this dependence and
ߛa coefficient.
The viscosity can be evaluated at any temperature using the value of reference
viscosity obtained from the integration of Eq. 4.52:
ߟ= ߟ଴݁஽ቀଵ்ି ଵబ்ቁ (4-53)
Here ଴ܶ is the reference temperature and ܦ is the temperature dependence
coefficient. The behaviour of the model at five different isothermal temperatures
is shown in Figure 4-5. Increasing the temperature decreases the initial
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viscosity. However, it also causes the reaction to be faster and more intense
explaining the quicker increase in viscosity.
Figure 4-5 Isothermal behaviour of the viscosity model
The behaviour of the model with two different dynamic tests is reported in
Figure 4-6. It is possible to observe that higher temperature rate allows reaching
a minimum in viscosity sooner.
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Figure 4-6 Dynamic behaviour of the viscosity model
The number of parameter necessary to solve the model is only five and they are
reported in Table 4-8, [149]:
Table 4-8 Parameters of the viscosity model
A (1/s) E (J/mol) m D (1/K) γ (Pa∙s)
RTM6 600000 70500 2.11 6710 0.032
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5 Multi-objective optimisation of VARTM cure
5.1 Introduction
The curing step of the VARTM process involves a number of challenges related
to product quality, cost and environmental impact. The overall aim of satisfying
requirements for an efficient and robust process is addressed only partially by
the use of standard cure profiles that are developed based on empirical
information. Standard cure profiles fail to provide optimised solution. Trying to
avoid an excessive temperature overshoot that can cause resin degradation,
they perform slow cure that results in longer process time and production rate.
Nevertheless, they can even be inappropriate for the manufacturing of thick
components. The low through thickness thermal conductivity combined with the
heat generation due to the chemical reaction can result in thermal overshoot in
a short period of time and this might cause thermal degradation of the resin,
pre-cracking due to high thermal gradients, and non-uniform mechanical
properties. Within this context, optimisation capable to investigate the wide
horizon of possible design choices is essential as due to the high non-linearity
of the problem the margin for error at the design stage is small. An optimisation
approach can determine the best cure profile in order to achieve a prescribed
degree of cure in minimum time, while keeping temperature overshoots as low
as possible.
The single-objective version of the cure optimisation problem has been
addressed as analysed in Sections 2.6.2, 2.6.3 using both gradient based and
stochastic search techniques. Simple gradient techniques, Sequential Quadratic
Programming, the Levenberg Marquard algorithm and GAs have been used to
minimise cure time [61; 64; 67; 72] in a single-objective optimisation setting.
Investigation of multi-objective optimisation of composite cure has been
relatively limited as reported in Section 2.6.8. The problems of minimising
processing time and thermal gradients, maximising degree of cure and
minimising duration as well as minimising maximum temperature and
minimising duration have been addressed using EA [116; 118-121].
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The work presented in this chapter describes a multi-objective methodology for
cure optimisation based on the GA developed. The objectives of process time
and exothermic effects minimisation are addressed. The methodology is
demonstrated on three generic geometries; a flat panel, an L-shaped
component and a T-joint using three different thicknesses for each model.
5.2 Cure optimisation methodology
The GA reported in Chapter 3 has been coupled with the FEM solver
Marc.Mentat® [136]. The aim of the cure optimisation is to find the optimal cure
profile capable to minimise both process time and maximum temperature within
the model, the two objectives of the optimisation are directly related with cost
and quality of the process. The process time is evaluated as the time in which
every element within the model has reached a minimum value equal to 0.88.
This is the degree of cure resulting from the recommended cure cycle of the
epoxy system used (RTM6). The general shape of the cure profile adopted is
illustrated in Figure 5-1. The standard cure profile for RTM6 comprises two
dwells at two different temperatures linked by two ramps. The cure profile for
the optimisation problem has been characterised by four parameters able to
modify the cure profile but maintaining the same general shape. The four
parameters selected are the two dwell temperatures, the ramp rate and the
duration of the first dwell. Table 5-1 reports the parameter ranges used in the
optimisation. The temperature of the first dwell has been chosen around the
standard temperature for RTM6 which is 160 ⁰C. The temperature of the second
dwell is the temperature of post-cure which must be higher than the glass
transition temperature reached during the first dwell. The standard post-cure
temperature is set at 180 ⁰C, and the range has been selected up to 210 ⁰C.
The first dwell duration spans from 30 to 180 minutes aiming to produce a wide
range of different degree of cure levels at the end of the first dwell. The
standard first dwell duration is set to 75 minutes. The standard ramp rate is 1
°C/min and the the range chosen is up to 4 ⁰C/min.
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Table 5-1 Design parameter ranges
Parameters Range
T1 (⁰C) 145-175
T2 (⁰C) 180-210
Dwell duration (s) 1800-10800
Ramp (⁰C/min) 1-4
Figure 5-1 General cure profile
The process optimisation tool developed requires an interface linking the GA to
the FEM solver. The interface has been implemented in C++ and its
functionality is illustrated in Figure 5-2. The GA generates the new set of
parameters (the two dwell temperatures, the duration of first dwell and the ramp
rate) defining the new cure profile which are fed to the interface. The interface
read the input file generated by Marc.Mentat® of the cure simulation model built
for the optimisation and identifies the location where the new set of parameters
is inserted. Subsequently, a new input file with the new set of parameters is
written by the interface and it constitutes the new Marc.mentat® input template.
A script file is then used to call the solver Marc.Mentat® and execute the
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simulation with the new input file. At the end of the simulation the interface
opens and reads the output file of Marc.Mentat®. The locations containing the
quantity of interest (process time and maximum temperature overshoot within
the model) are identified and read. The outputs are then sent to the GA. The
loop is then repeated until a stop criterion - maximum number of generations
reached in this case - is met.
Figure 5-2 Interface for cure problem
The GA parameters used in the optimisation are reported in Table 5-2. The
values of the parameters have been fine-tuned for the 48 mm T-joint model,
described in Section 5.3, which is the most demanding case in terms of both
geometry and thickness for the GA to converge to solution. Once the set of
parameters chosen showed convergence in this case the same parameters
have been adopted for all others. The assumption made has been later verified
by observing earlier convergence in simpler cases.
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Table 5-2 GA parameters used for cure optimisation
GA input Values
Number of generations 50
Individuals per population 50
Individuals per reproduction 40
Elite individuals 4
Size of Pareto 30
Mutation probability 0.005
Cross-over probability 0.5
5.3 Case studies
Three different geometries, a flat panel, an L-shape geometry and a T-joint,
fabricated by infusion using carbon fibre [143] and epoxy resin RTM6 [141]
have been used. Typical dimensions for the geometries were based on [150-
152]. For each geometry a thickness of 3 mm, 24 mm and 48 mm has been
considered; Table 5-3 summarises the specific of the nine models. The three
different geometries are illustrated in Figure 5-3 for the 48 mm case. The three
geometries have been selected in order to show an increasing level of
geometrical complexity which together with the increasing thickness contributes
to a more challenging heat transfer situation. Boundary conditions of a fixed
temperature provided by the cure profile at the nodes in contact with the mould
and air convection on the surfaces in contact with the vacuum bag have been
applied. Initial temperature of 120 ⁰C at all nodes in the model and initial degree
of cure of 0.02 at all nodes and elements has been applied. The FEM solver
Marc.Mentat® was used to solve the heat transfer problem. The lay up for the
flat panel, the L-shape and T-joint were respectively:
 s0/90/90/0
 s0/45/90/90/45/0 
 s0/90/0/90/0
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a)
b)
c)
Figure 5-3 Case studies: (a) L-shape; (b) Flat panel; (c) T-joint.
Table 5-3 FEM model characteristics
Model Nodes number Elementsnumber Thickness elements
Flat panel 3 mm 36 8 8
Flat panel 24 mm 36 8 8
Flat panel 48 mm 36 8 8
L-shape 3 mm 630 248 4
L-shape 24 mm 2176 1008 16
L-shape 48 mm 2176 1008 32
T-joint 3 mm 1220 519 4
T-joint 24 mm 3272 1527 16
T-joint 48 mm 6008 2871 32
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5.4 Cure optimisation results
Figures 5-4 – 5-6 illustrate the optimisation results at the 50th generation for the
three flat panels, the three L-shape and the three T-joint cases. Table 5-4
presents the cure results applying a standard cure profile, comprising a ramp at
1 ⁰C/min from 120 ⁰C up to 160 ⁰C, a first dwell at 160 ⁰C for 4500 s, a second
ramp at 1 ⁰C/min up to 180 ⁰C and a second dwell at 180 ⁰C for 7200 s.
Table 5-4 Standard results
Model Process time (s) Temperature overshoot(⁰C)
Flat panel 3 mm 8213 1
Flat panel 24 mm 8255 11
Flat panel 48 mm 7962 131
L-shape 3 mm 8625 1
L-shape 24 mm 9211 8
L-shape 48 mm 10091 113
T-joint 3 mm 9602 15
T-joint 24 mm 11720 27
T-joint 48 mm 7911 194
The standard cure profile results in low temperature overshoots (in the range of
a few ⁰C) for 3 mm and 24 mm thickness, in the L-shape and flat panel cases,
and process times in the region of 8000 s for the flat panel and 9000 s for the L-
shape. The T-joint cases for thickness of 3 mm and 24 mm present a significant
temperature overshoot due to a less effective heat dissipation by the natural air
convection acting on the lower face of the flange. The ultra-thick component (48
mm) is subject to a high temperature overshoot in all three cases. In the flat
ultra-thick panel the temperature overshoot is 131 ⁰C. The temperature
overshoot is lower in the L-shape case (113 ⁰C) and higher in the T-joint case
(194 ⁰C). It should be noted that at very high overshoots the maximum
temperature obtained by the model does not necessarily represent the real
temperature seen in the component as the model does not take into account
phenomena related to resin degradation once the temperature reached very
high levels. The degradation of the polymer constitutes an additional heat
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release mechanism, whilst the degradation reactions are different than the
crosslinking reaction with a different reaction enthalpy. Therefore, in cases
where the temperature exceeds the onset of degradation (around 330 ⁰C for
RTM6 [153]) the maximum temperature reached by the model corresponds only
to a proxy of the severity of the exotherm. Whilst this is appropriate for the
purposes of optimisation, the temperature presented cannot be considered an
accurate prediction of the real temperature observed in the component in cases
of a highly exothermic event.
The differences in temperature overshoot for geometries of the same thickness
can be explained by considering a ratio of the surface area heated and the area
cooled down by the air convection. This ratio is equal to one for the flat panel,
higher than one (2.4) for the T-joint model and lower than one (0.45) for the L-
shape case. This justifies the lower temperature overshoot value predicted in L-
shape and the higher value predicted in the T-joint. There is a clear
dependence of overshoot on thickness with overshoot increasing as a function
of part thickness. This is due to the combination of a greater heat release due to
increased volume and less efficient heat dissipation due to increased distance
to the surface as the thickness increases.
The trade-off surfaces observed in Figures 5-4 – 5-6 show that overshoot and
process duration are negatively correlated. This is due to the nature of the cure
reaction. Higher temperature results in more intense reaction therefore the
degree of cure evolution is quicker and the end process criterion set at 0.88
degree of cure is reached earlier resulting in a shorter process time. The
dependence tends to be non-linear with sensitivity of overshoot on process
duration reducing with increasing duration. This can be explained by the fact
that a long process duration solutions are characterised by lower temperature
and lower reaction rate. Combining these two effects leads to a smaller
temperature gradient across the thickness as the material is given more time to
reach a thermal equilibrium. This behaviour results in a shape of the Pareto
front that resembles an L, which allows to distinguish between a region of the
design space in which there are significant benefits in terms of process duration
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with small improvement in temperature overshoot and a region of significant
benefits in temperature overshoot with small improvements in process duration.
The conventional cure profile for the 3 mm and 24 mm models is in the area of
low sensitivity of temperature overshoot on process parameters but at a
significant distance from the point where benefits in terms of process duration
can be obtained (Figures 5-4 – 5-6 a) and b)). For the 3 mm models maximum
benefit in the range of 50-60% can be achieved in process duration which
translates to around 4500 s reduction, whilst for the 24 mm the maximum
benefit without considering worsening in temperature overshoot swings
between 45% and 60% which translates to about 4000 s to 7000 s. Standard
cure profiles are designed in a conservative way aiming to keep the solution
away from possible dangerous overshoots which can degrade the quality of the
part. Only for very thick components the solution proposed by the standard
profile has an acceptable efficiency. In contrast the conventional cure profile for
the 48 mm models is in the region of low sensitivity of process time and
significant benefits in terms of temperature overshoot can be obtained (Figures
5-4 – 5-6 c)). The flat panel can reach a maximum of 87% of temperature
overshoot reduction (114 ⁰C), the L-shape 90% (100 ⁰C) and the T-joint 82%
(150 ⁰C). It has to be highlighted that the cure kinetics model used in this study
does not take into account for degradation of the resin. Therefore the overshoot
temperatures reported are not to be intended as absolute values but as an
indication of the occurrence of an intense exotherm. The new methodology
developed here for the multi-objective optimisation of the cure problem proved
to be effective and to lead to significant improvements in terms of temperature
overshoot and process time reduction.
In multi-objective optimisation there is not only one optimal solution but several.
All of the optimal solutions are represented by the Pareto front. Among these
solutions the designer has to choose the best candidate for the specific case so
that different fields, different companies will probably end up choosing different
individuals according to their preferences in terms of process cost and quality
requirements. A natural engineering choice would be to select a process design
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close to the corner of the Pareto front, in order to combine significant benefits in
both objectives. Following this approach there can be significant simultaneous
benefits in terms of process duration and temperature overshoot. For the flat
panel case selecting a design close to the corner of the Pareto L for the 3 mm
and 24 mm thickness results in a 60% and 30% reduction in process time
compared to the standard profile respectively (Figure 5-4 a) and b)). For the 48
mm thick flat panel a 50% temperature overshoot reduction and a 20% process
time reduction can be achieved (Figure 5-4 c)). Further benefits in temperature
reduction can be achieved with a slight increase in process time in comparison
to the corner point, whilst still outperforming the standard cure profile. For
example, accepting a worsening in process time by 12% the temperature
overshoot can be reduced up to 75%.
In the 3 mm thick flat panel (Figure 5-4 a)) the process designs at the end of the
optimisation corresponds to a first dwell temperature around 175 ⁰C with the
completion of the cure occurring before reaching the second dwell. In the 24
mm thick panel (Figure 5-4 b)) the horizontal part of the trade-off surface (high
cure duration sensitivity) is dominated by a first dwell temperature in the 145-
150 ⁰C range, high ramp rate (around 3 ⁰C/min), second dwell temperature
higher than 202 ⁰C and first dwell duration greater than 5000 s. The vertical
region (high overshoot temperature sensitivity) is characterised by a higher first
dwell temperature between 165-175 ⁰C, higher ramp rate (around 4 ⁰C/min),
second dwell temperature of about 209 ⁰C and first dwell duration lower than
5000 s. In the 48 mm flat panel (Figure 5-4 c)) the second dwell temperature is
always around 209 ⁰C, the ramp rate higher than 3.5 ⁰C/min for all the
individuals, the dwell duration for points belonging to the horizontal zone are
higher than 7000 s and the temperature for the first dwell is between 145-155
⁰C. The individuals belonging to the vertical region are characterised by a
higher first dwell temperature (160-175 ⁰C) and a lower first dwell duration
(lower than 4000 s).
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a) b)
c)
Figure 5-4 Flat panel results: (a) 3 mm; (b) 24 mm; (c) 48 mm
In the L-shape 3 mm and 24 mm thick cases models (Figure 5-5 a) and b))
significant process time reductions are possible up to 60% and 30%
respectively without penalising temperature overshoot. In the 48 mm case a
simultaneous reduction of about 80% in overshoot temperature and 13% in
process time can be achieved. In the L-shape 3 mm model (Figure 5-5 a)) the
individuals in the Pareto are characterised by an isothermal profile at a
temperature between 170-175 ⁰C as the part reaches the target degree of cure
before the second ramp. In the 24 mm L-shape component (Figure 5-5 b)) the
solutions lying on the vertical part correspond to a ramp rate close to 4 ⁰C/min,
first dwell temperature around 175 ⁰C, second dwell temperature around 205 ⁰C
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and first dwell duration lower than 4000 s. Solutions in the horizontal part have
lower ramp rate (lower than 3 ⁰C/min), first dwell temperature of about 155 ⁰C,
first dwell duration higher than 4000 s and second dwell temperature of 210 ⁰C.
In the 48 mm thick L-shape case (Figure 5-5 c)) the first dwell temperature is
around 175 ⁰C and the second dwell temperature higher than 205 ⁰C for all
optimal solutions whilst the ramp rate governs whether a solution is in the high
process duration or temperature overshoot sensitivity region. Solutions in the
horizontal region correspond to ramp rates lower than 2 ⁰C/min, whereas the
vertical region of the front is dominated by process design involving ramp rates
greater than this value.
In the case of the 3 mm thick T-joint (Figure 5-6 a)) a 50% process duration
reduction and a 40% temperature overshoot reduction can be achieved. For a
thickness of 24 mm (Figure 5-6 b)) the process time reduction is similar (52%)
but led to lower improvements in temperature overshoot (11%). In the 48 mm
case (Figure 5-6 c)) the improvement in process time is about 30%, whilst the
temperature overshoot can be reduced about 75%. The solutions for the 3 mm
case (Figure 5-6 a)) correspond to a short first dwell duration (lower than 2000
s), high second dwell temperature (about 209 ⁰C) and first dwell temperature in
the range of 165-175 ⁰C for all individuals, whilst is the ramp rate to
differentiates the two sections of the trade-off surface, being lower than 2
⁰C/min for the horizontal part and between 3 and 4 ⁰C/min for the vertical part.
For the 24 mm T-joint (Figure 5-6 b)) the horizontal part contains only three
solutions with a ramp rate of around 1 ⁰C/min with the point ending in a process
time around 12000 s characterised by conservative parameters, long first dwell
duration (5000 s) and low first and second dwell temperature, 145 ⁰C and 193
⁰C respectively. The other two individuals are characterised by a higher first and
second dwell temperature (165 ⁰C and 205 ⁰C) and shorter first dwell duration
(lower than 3000 s). Individuals belonging to the vertical region have high ramp
rate (higher than 3.5 ⁰C/min) and higher first and second dwell temperature
(around 170 ⁰C and 208 ⁰C respectively). In the 48 mm T-joint case (Figure 5-6
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c)) the three individuals in the horizontal part have ramp rate of around 2 ⁰C/min
except for the furthest individuals which have a ramp rate of around 1 ⁰C/min
and a longer first dwell duration (about 5000 s). The other two individuals have
instead a first dwell duration of about 3000 s. The first dwell temperature is
lower than 165 ⁰C and the second dwell temperature in the range of 180-190
⁰C. The individuals in the vertical zone have very high ramp rate (higher than
3.5 ⁰C/min), first dwell duration shorter than 3000 s, first dwell temperature
higher than 165 ⁰C and second dwell temperature between 205 ⁰C and 210 ⁰C.
a) b)
c)
Figure 5-5 L-shape results: (a) 3 mm; (b) 24 mm; (c) 48 mm
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a) b)
c)
Figure 5-6 T-joint results: (a) 3 mm; (b) 24 mm; (c) 48 mm
The sensitivity of the Pareto front on thicknesses is depicted in Figure 5-7. It is
possible to notice the influence of thickness on process time and overshoot
temperature. In specific increasing thickness make shift the Pareto front
towards higher process time and higher overshoot temperature. This is due to
less effective dissipation of the heat generated by the chemical reaction as the
thickness increases. The convection becomes less and less effective for thicker
parts in the central part of the thickness since the distance is increased,
resulting in higher temperature and higher likelihood of higher temperature
overshoot. Increasing the thickness increases the diversification of individuals in
the Pareto front. The solution for the 3 mm flat panel and the L-shape model
(Figure 5-7 a) and b)) results in several overlapping individuals and no
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distribution in the temperature overshoot direction. For these two cases the
problem is in reality a single-objective optimisation problem. As the thickness
increases new possible trade-off individuals arise and fill the Pareto front
generating a variety of possible optimal design points. In the 3 mm T-joint model
(Figure 5-7 c)) a less effective dissipation of heat characterised by a ratio
between heated surface and cooled surface larger than 2. This results in a more
challenging scenario compared to the other two 3 mm models which produces a
larger variety of possible optimal compromise solutions.
a) b)
c)
Figure 5-7 Sensitivity of the trade-off surface on thicknesses: (a) Flat panel; (b) L-
shape; (c) T-joint
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5.5 Detailed investigation of the L-shape 24 mm model
The outcome of the optimisation in terms of objectives and their trade-off is
sufficient for uncovering ways to improve the efficiency and quality of the
process through appropriate selection of its parameters. However, the results of
optimisation can be explored further in order to verify their quality, learn more
about what is driving the process and eventually governs the trade-off of
interest and analyse further the characteristic of the design problem. The case
of the 24 mm thick L-shape was selected as it provides a good compromise
between negligible and extreme exothermic effects, its geometry is
representative of a wider variety of composite components in comparison to the
rest of the cases considered and the solution of the corresponding optimisation
problem is sufficiently rich.
The evolution of temperature distribution, degree of cure and rate of reaction for
five nodes across the thickness is illustrated in Figure 5-8. The peculiar
development through the thickness, after that exotherm is occurred, can be
explained looking at the evolution of degree of cure, temperature profile and
reaction rate for nodes at different thickness locations. In Figure 5-8 a) point A
lies on the fixed temperature boundary condition therefore it follows the cure
profile closely. The convection (applied in point E) has a great influence on this
point and that can be noticed by the increasing drop in temperature right after
the initial point. Therefore, before the exotherm occurs the thermal profile
through the thickness has its highest temperature at point A (fixed temperature
boundary condition) and its lowest temperature at point E (air convection
boundary condition). This results in different reaction rate evolution (Figure 5-8
b)). Therefore, the reaction at points C, D and E has not progressed when the
second ramp is reached (7000 s). At about 8000 s the exotherm occurs at
points C, D and E (Figure 5-8 b)). Point E shows the highest peak in reaction
rate but its proximity to the convection boundary makes its temperature lower.
Point B has a degree of cure lower than point A, because it experiences a lower
thermal profile due to dissipation and it is not close enough to the location
where the exotherm happens to be affected by it (Figure 5-8 c)). Although
points C and D experience a lower thermal history compared to the boundary
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they are close to the exothermic phenomenon which boost their temperature
resulting in a higher degree of cure than point B. Point E is influenced by the
exotherm effect but being in contact with the air convection boundary make its
temperature the lowest in the part which results in the lowest degree of cure.
a) b)
c) d)
Figure 5-8 Thickness behaviour investigation a)Temperature profile b) Rate of
reaction c) Degree of cure (d) Degree of cure contour map
As reported in Table 5-4 the standard solution for the L-shape 24 mm model
results in 9211 s process time and 8 ⁰C of temperature overshoot. To
investigate how the optimiser copes with such individual it is reasonable to
compare this solution with individuals in the Pareto front next to it. Three sample
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individuals are taken and reported in Table 5-5 together with the standard
solution. The optimiser deals with the standard solution by decreasing the first
dwell temperature by 5 ⁰C and by increasing the first dwell duration. This
modification leads to a more uniform evolution of temperature across the
thickness and also tends to result in an almost complete reaction before the
beginning of the second ramp. In this way the optimiser can increase the ramp
rate without the occurrence of an exotherm.
Table 5-5 Parameters comparison between standard solution and samples
individuals
Solution T1 (⁰C) T2 (⁰C)
Dwell
duration (s)
Ramp
(⁰C/min)
Process
time (s)
Temperature
overshoot
(⁰C)
Standard 160 180 4500 1 9211 8
Individual 1 155 209 6194 3.4 8515 3.9
Individual 2 155 209 6264 3.4 8695 3.2
Individual 3 155 205 6194 3.1 8640 3.5
An exhaustive search to verify and evaluate the efficiency of the GA solution
has been carried out. Results are presented in Figure 5-9. The exhaustive
search was set to perform 10000 evaluations. The four parameters involved in
the optimisation have been divided in ten increments giving a total of 104
permutations. The results of the exhaustive search are compared with the final
front identified by the GA for the case of 24 mm thick L-shape. It can be
observed that the GA results a better final front in 2500 evaluations. The
processor used had a speed of 2.93 GHz able to compute 2500 evaluation in
2.5 days and 10000 evaluations in 10 days. It should be noted that the
increments used in the exhaustive search are relatively large. The discretisation
chosen has been dictated by computational time restrictions and therefore the
increment selected is not fine enough to represent detailed features of the
optimisation landscape. A finer exhaustive search able to cover it would have
taken about 10଻ evaluations which using the same processor would have taken
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10000 days assuming linear scaling. Bearing this in mind the GA performance
can be considered higher than the 25% showed here compared to the
exhaustive search.
Figure 5-9 Exhaustive search result compared with GA
The exhaustive search allowed an investigation of the landscape of the
optimisation surface of the cure process pointing out the necessity to address
the problem via GAs since the problem revealed the presence of local minima
and it would be likely to be trapped in local minima if a gradient based technique
was adopted. Figure 5-10 a) and b) depicts the temperature overshoot and
process time behaviour with respect to ramp rate and first dwell duration
variations. The label stating ‘not real solutions’ indicates those solutions that
have been penalised and discarded; for these solutions the process time was
considered unacceptably high. It can be seen that temperature overshoot
increases when the duration of the first dwell decreases (Figure 5-10 a)).
Process time increases as duration of first dwell increases and it decreases as
the ramp rate increases. Some smooth local minima appear at about 8000 s of
first dwell duration (Figure 5-10 b)). Figure 5-11 a) and b) illustrates the
temperature overshoot and process time as a function of the first dwell duration
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and the first dwell temperature. The temperature overshoot increases non-
linearly as the temperature of the first dwell increases (Figure 5-11 a)). The
process time decreases as the temperature of the first dwell increases (Figure
5-11 b)). Figure 5-12 a) and b) reports the temperature overshoot and process
time dependence on first dwell duration and temperature of second dwell. The
temperature of the second dwell affects weakly both the process time and
temperature overshoot (Figure 5-12 a) and b)). Figure 5-13 a) and b) shows the
temperature overshoot and process time behaviour as ramp rate and
temperature of first dwell vary. Both temperature overshoot and process time
present a very complicated landscape rich in local maxima and minima. A
gradient based technique would probably fail to reach a global minimum with
such landscape. Figure 5-14 a) and b) shows the temperature overshoot and
process time behaviour as a function of the temperatures of first and second
dwell. Figure 5-14 a) illustrates how complex the interaction between the two
dwell temperatures is unveiling new local minima in the landscape. Figure 5-15
a) and b) illustrates the temperature overshoot and process time behaviour with
respect to ramp rate and temperature of second dwell. Figure 5-15 a) shows
new local minima arising from variation of ramp rates and second dwell
temperature. All the figures depicting the landscape highlighted the competitive
nature of the two objectives.
The landscape analysis pointed out that overshoot temperature has very high
dependence on ramp rate and first dwell temperature. Process time presents
local minima and a slight dependence on the same process parameters,
although the local minima are less pronounced, therefore a stability and
robustness analysis is recommended.
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a)
b)
Figure 5-10 Landscape of the cure problem: Ramp rate vs Dwell duration a)
Temperature overshoot b) Process time
0200040006000800010000
1
2
3
4
20
40
60
80
100
120
Not real solutions
Te
m
pe
ra
tu
re
ov
er
sh
oo
t(
⁰C
)
0
2000
4000
6000
8000
10000
1
2
3
4
0
3000
6000
9000
12000
15000
Pr
oc
es
st
im
e
(s
)
Not real solutions
Chapter Five
112
a)
b)
Figure 5-11 Landscape of the cure problem: Dwell duration vs Temperature first
dwell a) Temperature overshoot b) Process time
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a)
b)
Figure 5-12 Landscape of the cure problem: Dwell duration vs Temperature
second dwell a) Temperature overshoot b) Process time
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a)
b)
Figure 5-13 Landscape of the cure problem: Ramp rate vs Temperature first dwell
a) Temperature overshoot b) Process time
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a)
b)
Figure 5-14 Landscape of the cure problem: Temperature first dwell vs
Temperature second dwell a) Temperature overshoot b) Process time
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a)
b)
Figure 5-15 Landscape of the cure problem: Ramp rate vs Temperature second
dwell a) Temperature overshoot b) Process time
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A stability analysis of three solutions belonging to the Pareto front has been
performed to evaluate the robustness of process designs. The three points
selected are representative of three different regions of the Pareto front: the
horizontal zone, the vertical zone and the corner zone. The design parameters
have been incremented to investigate how slight differences in parameter
setting can affect the value of the objectives. The results are illustrated in
Tables 5-7 whilst Figure 5-16 shows the position of the selected point in the
Pareto set. In Table 5-6 the process parameters of the chosen points are
reported. The values are very similar with differences in ramp rate determining
significant change in temperature overshoot and process time. The process is
sensitive to ramp rate and first dwell temperature presenting in all the three
regions the larger variations in the objectives. The horizontal part has a total
variation of about 3 ⁰C in temperature overshoot and 430 s in process time. In
the corner zone 500 s and 18 ⁰C variations occur, for changes in ramp rate and
700 s and 30 ⁰C for changes in first dwell temperature. In the vertical zone both
ramp rate and first dwell temperature result in 100 s variation in process time
and 5 ⁰C and 10 ⁰C respectively in temperature overshoot. Therefore, the
sensitivity tends to decrease moving towards the horizontal bit of the Pareto.
This part shows the most robust behaviour with respect to nominal value
variations. All three zones have a robust and reliable behaviour with respect to
first dwell duration and temperature of second dwell with variations of about 100
s in process time and less than 3 ⁰C in temperature overshoot. It is also
necessary to point out that the horizontal zone is the part in which the standard
cure profile result falls, assuring therefore robust results even though not
optimised. A more methodical procedure could be set in order to attribute a
robustness degree to each zone.
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Figure 5-16 Points for stability analysis
Table 5-6 Objectives and related design parameters for chosen points
Points T1 (⁰C) T2 (⁰C) Rate
(⁰C/min)
Dwell
time (s)
Process
time (s)
Overshoot
(⁰C)
Horizontal 164.7 210.1 1.9 3997 6769 8.8
Corner 167.8 209.4 3.5 3926 5801 12.8
Vertical 169.7 209.4 4 3572 5043 29.4
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Table 5-7 Stability analysis
Points Parameters Swing ∆Process time
(s)
∆Overshoot (⁰C)
Horizontal
Dwell time (s) +30 s -42 1.2
-30 s 45 -1.2
Rate (⁰C/min) +0.1 ⁰C/min 312 -1.5
-0.1 ⁰C/min -121 1.2
Temp 1 (⁰C) +1 ⁰C -42 3.7
-1 ⁰C 6 -1
Temp 2 (⁰C) +1 ⁰C 0 1
-1 ⁰C 1 -0.7
Corner
Dwell time (s) +30 s 64 -2
-30 s -52 1.2
Rate (⁰C/min) +0.1 ⁰C/min -375 17.2
-0.1 ⁰C/min -159 0.4
Temp 1 (⁰C) +1 ⁰C -64 4.2
-1 ⁰C -619 26.2
Temp 2 (⁰C) +1 ⁰C -0.8 0.7
-1 ⁰C 1.2 -0.8
Vertical
Dwell time (s) +30 s 60 -1.4
-30 s 26 -2.4
Rate (⁰C/min) +0.1 ⁰C/min 132 -3.4
-0.1 ⁰C/min 12 1.2
Temp 1 (⁰C) +1 ⁰C 95 4.6
-1 ⁰C 49 -5.4
Temp 2 (⁰C) +1 ⁰C -1 0.6
-1 ⁰C 2 -1.4
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5.6 Conclusions
An optimisation procedure capable to design an optimal cure profile to minimise
process time and temperature overshoot in Vacuum Assisted Resin Transfer
Moulding using a GA strategy has been developed and tested. Three
geometries, a flat panel, an L-shape and a T-joint, have been chosen to
address the problem with three different thicknesses, 3 mm 24 mm and 48 mm,
for each geometry. All the optimisations resulted in an L-shape Pareto front
suggesting a process design close to the corner direction to minimise both
overshoot temperature and process time. From a comparison with standard
cure profile results it emerged that significant improvement can be obtained in
both objectives applying a set of parameters corresponding to a Pareto front
point, especially a corner’s point. Significant reduction in process time, up to
60%, can be reached for 3 mm and 24 mm thick components. A reduction in
temperature overshoot, up to 80%, can be achieved for ultra-thick components,
with subsequent improvement of final product quality. A comparison with a
10,000 evaluation exhaustive search showed the capability of the GA to find a
better Pareto front. Analysis of the landscape allowed to identify the presence of
many local maxima and minima which justify the GA choice. Stability analysis
showed that standard cure profiles lie in the area of higher stability
corresponding to the horizontal part of the Pareto front, and that there is a
strong sensitivity to ramp rate and first dwell temperature. In contrast the
second dwell temperature and first dwell duration do not affect significantly the
solution.
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6 Multi-objective optimisation of filling stage using
genetic algorithm
6.1 Introduction
The filling stage in LCM, such as RTM and VARTM, involves several
challenging aspects regarding product quality and cost. These have to be
treated simultaneously as both contribute significantly to a successful process.
One factor that can define the success of filling is the generation of dry spots.
An improper selection of design parameters may lead to the formation of
unsaturated regions with obvious detrimental effects to the quality of the part.
Therefore, an optimisation of the filling stage can be very useful to solve this
issue identifying a set of parameters that can exclude the formation of dry spots.
Dry spots are due to two main reasons: a non-optimal arrangement of the gate
and vent location and a slow filling stage causing a rise in viscosity level up to a
point where the flow is clogged and the resin can no longer reach every region
of the part. An optimisation problem can be set up either dealing with gate and
vents location or with mould temperature aiming to avoid significant cure
progress before the end of the filling whilst speeding up the filling. Additional
defects are governed by the different scale of two flows developing in the
VARTM process: the flow between fibre tows driven by Darcy’s law and the flow
within the tows controlled by capillary effects. Mismatch between the speeds of
the two flows can lead to the formation of micro voids. Alongside quality
challenges cost reasons drive the requirement to keep the filling as fast as
possible. The problem considered involves parameters that compete with each
other and an optimisation is required in order to highlight hidden trade-off and
exploit the full set of possibilities in the process design. Single-objective infusion
optimisation has been addressed in the literature using gradient based
techniques, GAs and the bound and search method [84; 88; 89; 91; 92; 97].
Multi-objective optimisation of the RTM filling problem has been investigated
using GAs [110; 111; 113]. The optimisation of the VARTM process has not
been addressed yet in the literature. The present chapter reports a procedure to
find optimal non-isothermal filling and gate configuration using the GA
Chapter Six
122
developed in this work to minimise both filling time and degree of cure at the
end of the filling stage. The methodology is applied to the filling of a C-
composite section.
6.2 Filling optimisation methodology
The GA reported in Chapter 3 has been used as optimiser. The goal of the
optimisation is to find the best gate location configuration, temperature profile
during the filling of the part and initial resin temperature in order to minimise
filling time and degree of cure at the end of the filling stage. A set of feasible
gate locations is provided for the optimisation. For every individual in the
population the optimiser selects a gate location among the ones provided, initial
resin temperature and a temperature profile determined by five parameters:
temperature of first and second dwell, duration of first and second dwell and
duration of the ramp which can be either a ramp-up or down. The generic shape
of the profile is depicted in Figure 6-1. The two objectives taken into account
deal with two aspects of the process: minimising filling time which is related with
process cost and the minimisation of degree of cure at the end of the filling
which is related to the formation of dry spots and hence both to the quality of
the final product and the likelihood of process failure.
Chapter Six
123
Figure 6-1 Non-isothermal filling profile
An interface able to link the PAM-RTM® solver, used in this study to perform
the filling simulation, and the GA algorithm has been developed. The interface
communication is illustrated in Figure 6-2. The GA generates a set of
parameters (dwell temperature, segment durations and gate locations) which
are fed directly to the interface. The interface reads the input file generated by
the component under study in PAM-RTM® with nominal values for the design
parameters. The location in PAM-RTM® input file where the new process
parameters have to be inserted are identified. Consequently a new input file
with the new parameters output by the GA replacing the nominal values is
generated. A script command is used to run the execution of PAM-RTM® with
the brand new input file. The output file of PAM-RTM® is opened and read. The
locations where the quantities of interest (objectives) are stored are identified
and the objectives read. The outputs are then sent to the GA and a new set of
parameters can be output by the GA for a new cycle.
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Figure 6-2 Infusion interface
The parameters of the optimisation are reported in Table 6-1 whilst the
parameters range applied are reported in Table 6-2. The values for the
optimisation input and parameters ranges have been fine-tuned according to
the results of several simulations of the part.
Table 6-1 Optimisation input
GA input Values
Number of generations 20
Individuals per population 15
Individuals per reproduction 10
Elite individuals 4
Size of Pareto 25
Mutation probability 0.005
Cross-over probability 0.5
Read PAMRTM input template
PAMRTM
GA output:
Tr, T1, T2
∆t1, ∆t2, ∆t3
Gate location
PAMRTM
output file
Read
PAMRTM
Output
Generate input file
inserting:
Tr, T1, T2
∆t1, ∆t2, ∆t3
Gate location
Identify output
locations in
PAMRTM output
file
Read
tinf
αinf
max
Output
tinf
αinf
max
Multi-objective
optimisation
Genetic
Algorithm
PAMRTM input
template
PAMRTM execution with
new input
Identify input
locations
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Table 6-2 Design parameters range
Design Parameters Ranges
∆t1 (s) 60-150
∆t2 (s) 90-210
ݐଷ (s) 4000
T1 (⁰C) 120-190
T2 (⁰C) 120-190
Tresin (⁰C) 70-140
Gates number 3
6.3 Part description
A 2D section of a C-stiffener (Figure 6-3) has been chosen for the infusion
optimisation problem. The C-stiffener is part of a 3D belly fairing module
composed by a flat panel and four C-stiffener along each edge. Due to
symmetry only one C-stiffener has been selected out of the four and after
identifying the through thickness direction as the one of interest the final part
resulted in a 2D section of the stiffener. The part is 6 cm high and 13 cm wide
whilst the thicknesses involved are lower than 5 mm. The lay-up was [+45 -
45]2s. The materials were carbon fibres G1157 unidirectional [143] and RTM6
epoxy resin [141]. The injection strategy is a single injection with three
candidate gate locations.
Figure 6-3 C-section model built in PAM-RTM®
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6.4 Model description
The model has been built using PAM-RTM® 2010. Table 6-3 reports the
permeability for the carbon reinforcement used, Table 6-4 summarises the
material properties of both resin and fibres. The model is built with 1909 nodes
and 2557 elements. The fibre volume fraction was set to 60%. The porous
medium was a PTFE coated glass fibre fabric, with fibre volume fraction of 25%,
and permeability equal to 10-10 m2. Material properties for the porous medium
and steel block are reported in Table 6-4 [154]. An air convection boundary
condition with a surface heat transfer coefficient equal to 5 W/ m2∙K has been
used on the bag side of the model and a prescribed temperature boundary
condition, dictated by the optimisation, has been applied to the lower boundary
part of the C-stiffener. Three feasible gate locations have been pre-selected as
shown in Figure 6-3. The initial degree of cure has been set to 6%, initial fibres
and the initial tool temperature have been set equal to the initial temperature of
the non-isothermal profile.
Table 6-3 Permeability values of carbon fibres
K1 K2 K3
G1157 permeability (m2) 6.0∙10-13 2.5∙10-13 4.0∙10-15
Table 6-4 Material properties
Steel block Porous media
ρ (kg/m
3) 7900 2560
K (W/m∙⁰C) 35 1.04
Cp (J/kg∙⁰C) 500 670
6.5 Filling optimisation results
Figure 6-4 shows the results of the multi-objective optimisation depicting the
Pareto front at different generations. The GA is able to approach the final
Pareto set successfully showing a high rate of convergence, within 10
generations. The parameter ranges chosen are reported in Table 6-2. The
duration of the second dwell (ݐଷ) has been assigned a high value. This has been
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done to avoid a duration of the filling longer than the duration of the non-
isothermal profile. The duration of the first dwell (∆ݐଵ) and the ramp (∆ݐଶ) have
been chosen according to the duration of the filling process in order to have all
the individuals undergoing the three segments of the non-isothermal profile. The
temperatures of the two dwells have been selected starting from the standard
infusion at 120 ⁰C up to 190 ⁰C. The same ranges have been selected in order
to allow both ramp-up and ramp-down. The resin temperature has been taken
between 70 ⁰C and 140 ⁰C with the purpose of investigating the effect of
variation in initial resin temperature at the gate which by standard for RTM6 is
set to 80 ⁰C.
Figure 6-4 Pareto front at different generations
Since the Pareto front of the last generation only includes solutions with gate
number 3, it has been chosen to report only the standard results corresponding
to this gate. Standard VARTM infusion for RTM6 epoxy resin is carried out with
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the tool plate kept at 120 ⁰C and the resin injected at 80 ⁰C. Standard infusion
result has a filling time equal to 582 s and a final degree of cure at the end of
the cure equal to 0.11. The L-shape of the final Pareto set suggests a
preferential direction towards the corner that allows to improve both filling time
and degree of cure. Furthermore, it highlights two distinct zones, the horizontal
part and the vertical part. Moving along the horizontal part it is possible to
achieve significant improvements in filling time, while along the vertical part it is
possible to achieve significant improvements in final degree of cure. The
standard isothermal infusion lies away from these two zones allowing
improvements in both objectives. Choosing a design point at the corner of the
Pareto front it is possible to achieve a 42% reduction in filling time and a 14%
reduction in final degree of cure. The resin temperature at this corner point is
115 ⁰C while the temperatures of the first and second dwell are 157 ⁰C and 159
⁰C, respectively. This suggests that increasing the resin and dwell temperature
affect positively both filling time and degree of cure as long as the filling is fast
enough to keep the reaction of the resin still at the beginning of its overall
development.
Analysing the design parameters space provides interesting insights. Table 6-5
reports design parameters and filling times for the horizontal part of the front
associated with low final degree of cure (<0.1). The improvement in the degree
of cure in this zone is about 20%. The first dwell duration for these individuals is
very close to the upper limit of the range (135 s) whilst the ramp duration is
around 100 s. The second dwell temperature is in the range of 142-146 ⁰C.
Regarding the first dwell temperature the range is wider (140-160 ⁰C).
Furthermore, the selection of ramp-down profile results in better filling time
leading to 25-35% reduction with respect to the standard solution. The vertical
part is characterised by higher values of temperature for the first dwell around
174 ⁰C and either a ramp-up to about 177 ⁰C or ramp-down to about 160 ⁰C.
The individual solutions in this region are generally characterised by shorter first
dwell (shorter than 90 s) and longer ramp duration (longer than 150 s).
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Table 6-5 Design parameters and filling times corresponding to the horizontal
section of the Pareto front presented in Figure 6-4
T1 (⁰C) T2 (⁰C) Tresin (⁰C) Filling time (s)
144 146 115 470
139 143 115 532
139 143 115 538
156 142 114 420
156 142 115 435
146 146 115 455
160 146 115 371
An exhaustive search has been carried out in order to investigate the design
space and verify the efficiency and accuracy of the GA solution. In this case
having six active parameters playing a role forced to use a relatively coarse grid
for the discretisation in order to limit the total number of evaluations to about
10000. Each parameter range has been then divided in five increments with the
exception of gate location which only has three values. Figures 6-5, 6-6
illustrate the objective space allowing a comparison of the GA optimisation and
the exhaustive search results. The approximation achieved by the GA is more
accurate than the one found by the exhaustive search. The exhaustive search
evaluation required about 15 times the computational effort required for the GA
execution, although the exhaustive search was carried out using a coarse grid.
A much finer discretisation would be needed (about 10ଽ) for the exhaustive
search to achieve an accuracy similar to the GA.
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Figure 6-5 Objective space
Figure 6-6 Exhaustive search vs GA
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Investigation of the optimisation landscape for the filling stage has been
undertaken based on the data obtained from the exhaustive search. The two
objectives, degree of cure and filling time have been plotted against every
possible pair of process parameters (Figures 6-7 – 6-21). A degree of cure of
0.3 has been set as limit for acceptable results as for higher degree of cure the
filling was incomplete. Figure 6-7 illustrates the dependence of the objectives on
ramp duration and first dwell duration. The degree of cure dependence on these
parameters is shown to be complex with the presence of many local maxima
and minima (Figure 6-7 a)), whilst the filling time behaviour follows a linear trend
(Figure 6-7 b)). Furthermore, a comparison of the behaviour of filling time and
final degree of cure shows the competitive nature of the two objectives since
high final degrees of cure correspond to low filling time and vice versa. Figure
6-8 illustrates the dependence on gate location and first dwell duration change
and Figure 6-12 to the dependence on gate location and second dwell duration.
In these pairs of process parameters the major effect is due to the gate
selection which produces a clear maximum in both degree of cure and filling
time. Figure 6-9 illustrates the objectives with respect to variations in first dwell
duration and first dwell temperature. Filling time varies by about 300 s as the
first dwell temperature spans from its minimum to its maximum (Figure 6-9 a))
and the final degree of cure ranges by about 0.15 (Figure 6-9 b)). Again the
plots show the competitive nature of the objectives as the increase in first dwell
temperature produces two opposing effects: it increases the final degree of cure
(Figure 6-9 a)) but it decrease the filling time as the viscosity drops at higher
temperature (Figure 6-9 b)). Figure 6-10 illustrates the dependence on first
dwell duration and second dwell temperature. Some unfeasible solutions
appear in this case. These are penalised because the set of parameters leads
to incomplete filling. Figure 6-10 a) and b) depicts a strong dependence on
second dwell temperature, which results in minima in the landscape and a weak
dependence on first dwell duration. Figures 6-11, 6-15 illustrate the dependence
of the objectives on resin temperature and first dwell duration and resin
temperature and ramp duration showing that the initial resin temperature is a
critical parameter as it can make the difference between a successful filling and
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an incomplete one. Figures 6-13, 6-14 show the dependence on ramp duration
and first dwell temperature and ramp duration and second dwell temperature
respectively. Ramp duration has a weak effect compared to the first dwell
temperature which has a significant role in both the degree of cure evolution
also causing local minima (Figure 6-13 a)) and filling time evolution causing with
its variation an overall change in filling time of about 200 s (Figure 6-13 b)). The
second dwell temperature influences the two objectives even more producing
local minima in final degree of cure (Figure 6-14 a)) and in process time (Figure
6-14 b)). Figure 6-15 shows the influence of ramp duration and resin
temperature pointing out the significant role played by the resin temperature.
Figures 6-16, 6-19 and 6-20 present the influence of gate and first dwell
temperature, gate and second dwell temperature, gate and resin temperature,
respectively. Variations in gate location cause maxima in the landscape; the
combination with first and second dwell temperature makes the landscape even
more complex since new local minima appear as the first dwell temperature
(Figure 6-16 a)) second dwell temperature (Figure 6-19 a)) and resin
temperature (Figure 6-20 a) and b)) change. Figure 6-17 illustrates the
dependence of the objectives on the temperature of the first and second dwell.
The two parameters have a strong non-linear influence on the two objectives. A
ramp-up from 130 ⁰C to 190 ⁰C can end in a filling time about 3000 s and
degree of cure of about 0.15 whilst a ramp-down from 190 ⁰C to 130 ⁰C
produces a filling time of about 800 s and a degree of cure of about 0.4. Figure
6-18 depicts the dependence on resin temperature and first dwell temperature.
Once again local minima appear in the landscape in both filling time and degree
of cure. Furthermore, careful selection of the two parameters must be carried
out as curing might result in incomplete filling. The interdependencies on resin
temperature and second dwell temperature reported in Figure 6-21 are even
more delicate as tolerance in the selection of these two parameters is smaller.
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a)
b)
Figure 6-7 Landscape of the infusion problem for gate 3: First dwell duration Vs
Ramp duration a) Degree of cure b) Filling time
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a)
b)
Figure 6-8 Landscape of the infusion problem: First dwell duration Vs Gate
location a) Degree of cure b) Filling time
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a)
b)
Figure 6-9 Landscape of the infusion problem for gate 3: First dwell duration Vs
First dwell temperature a) Degree of cure b) Filling time
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a)
b)
Figure 6-10 Landscape of the infusion problem for gate 3: First dwell duration Vs
Second dwell temperature a) Degree of cure b) Filling time
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a)
b)
Figure 6-11 Landscape of the infusion problem for gate 3: First dwell duration Vs
Resin temperature a) Degree of cure b) Filling time
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a)
b)
Figure 6-12 Landscape of the infusion problem: Ramp duration Vs Gate location
a) Degree of cure b) Filling time
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a)
b)
Figure 6-13 Landscape of the infusion problem for gate 3: Ramp duration Vs First
dwell temperature a) Degree of cure b) Filling time
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a)
b)
Figure 6-14 Landscape of the infusion problem for gate 3: Ramp duration Vs
Second dwell temperature a) Degree of cure b) Filling time
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a)
b)
Figure 6-15 Landscape of the infusion problem for gate 3: Ramp duration Vs
Resin temperature a) Degree of cure b) Filling time
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a)
b)
Figure 6-16 Landscape of the infusion problem: Gate location Vs First dwell
temperature a) Degree of cure b) Filling time
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a)
b)
Figure 6-17 Landscape of the infusion problem for gate 3: First dwell temperature
Vs Second dwell temperature a) Degree of cure b) Filling time
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a)
b)
Figure 6-18 Landscape of the infusion problem for gate 3: First dwell temperature
Vs Resin temperature a) Degree of cure b) Filling time
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a)
b)
Figure 6-19 Landscape of the infusion problem: Second dwell temperature Vs
Gate location a) Degree of cure b) Filling time
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a)
b)
Figure 6-20 Landscape of the infusion problem: Resin temperature Vs Gate
location a) Degree of cure b) Filling time
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a)
b)
Figure 6-21 Landscape of the infusion problem for gate 3: Resin temperature Vs
Second dwell temperature a) Degree of cure b) Filling time
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Examination of the surfaces shows that the design parameters must be chosen
carefully since the line between a successful filling and an incomplete one is
fine. Gate location, resin temperature, first and second dwell temperature in
particular proved to be the most critical parameters concerning this. The
irregular nature of the objective space, unveiling the presence of many local
maxima and minima, justifies the choice of a GA for the solution of the
optimisation problem.
6.6 Conclusions
The optimisation procedure developed in this work can be used to optimise gate
locations, initial resin temperature and a non-isothermal temperature profile in a
VARTM process in order to minimise filling time and degree of cure at the end
of filling. The two objectives show a clear trade off resulting in an L-shaped
Pareto front. This typical shape gives the opportunity to select a certain
combination of design parameters able to provide significant improvements, up
to 42% of filling time reduction and up to 14% reduction in final degree of cure
with respect to the standard solution. The exhaustive search undertaken
provided a better understanding of the process pointing out the critical
dependence of the objectives towards changes in initial resin temperature and
gate locations. Furthermore, the landscape analysis highlighted the complex
nature of the design space proving that the problem studied has no trivial
solutions confirming therefore the efficiency, reliability and robustness of the GA
used.
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7 Multi-objective optimisation: Industrial case study
7.1 Introduction
In this chapter an industrial case study has been addressed in the context of
multi-objective process performance and cost optimisation. The aim is to
achieve high quality final product manufactured by VARTM combined with cost
efficiency. The task has been carried out within the INFUCOMP European
project using a cost model developed by the University of Patras University
based on a part typical of that produced by Bombardier Aerospace.
7.2 Optimisation methodology
The optimisation methodology is based on the developments presented in
Chapter 3 and the strategy reported in Chapter 5 to obtain an optimal cure
profile aiming to minimise process cost and maximum temperature overshoot.
In order to achieve this two independent interfaces have been built. The cure
interface is identical to that described in Section 5.2 with the addition of the
surface heat transfer convection coefficient as a new parameter. This
implements the link between the cure model built using the MSC.Marc® solver
and the optimiser. The addition of the heat transfer coefficient allows further
opportunity for optimising the process through the selection of an appropriate
tooling and cooling set up. The cost interface implements the link to the cost
model developed by the University of Patras. The cost model which is
implemented in Microsoft Excel and is specific for the part under study follows
the methodology described in [155] and divides the overall process in seven
sub-models which take into account different sources of costs for the process:
 Material supply;
 Loading dry fabric in cutting machine, cutting, labelling, wrapping plies
and preparing surfboarding;
 Unload of plies, positioning and bagging of panel, panel preforming;
 Positioning, bagging and preforming of the two forwards;
 Join L-stringers and clamp, placing, bagging and preforming T-section;
 Loading T-stringers and bagging, preform panel with stringers;
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 Load panel and bagging, tool preparation, curing in autoclave;
 Demolding, rework, inspection and paint.
It has to be pointed out that only the curing in autoclave is a sensitive cost for
the optimisation whilst the others act as fixed cost. Each and every sub-model is
characterised by a number of cost drivers which are fed to the model as user
input. The cost drivers are classified in four categories:
 Part data (i.g. part area, part volume, complexity);
 Process data (i.g. number of workers, infusion profile and cure profile
parameters);
 Cost data (i.g. material cost, cost of worker per hour, cost of autoclave
operation per hour);
 Depreciation data (i.g. estimated equipment life).
The cost interface is shown schematically in Figure 7-1. A set of inputs is given
to the cost model in order to define the location and values of input and output
in the Excel worksheets. The path where the Excel file is located is given as
well as the number of inputs and outputs. An array is dedicated to the storage of
each new input value (InputVal[]), and two more arrays store the location of
each of these inputs in the Excel worksheet, one storing the row (InputRow[]),
and one the column (InputCol[]). The location of the output is stored in
OutputRow[] and OutputCol[]. The inputs are:
 Path of the Excel file;
 Number of inputs (Ninput);
 Number of output (Noutput);
 Array storing input value (InputVal[Ninput]);
 Array storing input row location (InputRow[Ninput]);
 Array storing input column location (InputCol[Ninput]);
 Array storing output row location (OutputRow[Noutput]);
 Array storing output column location (OutputCol[Noutput]).
The output of the cost model is:
 Process cost (Kprocess).
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Figure 7-1 Cost interface
Design parameters describing the process are provided directly to the interface
(file path, Ninput, Noutput, InputVal[Ninput], InputRow[Ninput], InputCol[Ninput],
InputRow[Noutput], InputCol[Noutput]). Then interface opens the Excel file,
reads the location where the inputs values are located (InputRow[], InputCol[])
and the Excel worksheet is updated. This is followed by the Excel calculation
with the updated inputs. The output worksheet and location are identified
(OutputRow[], OutputCol[]) and the interface reads the output, process cost,
and sends it to the GA. Among the costs involved in the model the one
associated to the autoclave operation has been identified as a characteristic
cost for the optimisation. This specific cost for the autoclave operation is fed to
the cost model. This specific cost is calculated by multiplying the process time
by the cost of the operation per hour of the autoclave and the cost per hour of
the workers which are two inputs of the cost model. The process time is
withdrawn from the cure interface presented in Chapter 5 and fed at the right
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location in the cost model. The cure interface has as input the parameters
describing the cure profile, temperature of first and second dwell, duration of
first dwell and ramp rate plus the convection coefficient. The general cure profile
adopted in this study is presented in Figure 7-2. It is a two dwells cure profile
with the two ramps rates at the same rate.
Figure 7-2 Cure profile
The optimisation solution aims to achieve a compromise between process cost
and quality of the final part. The process time necessary to evaluate the cost is
taken as the time in which the minimum degree of cure reached is 0.85. The
parameters chosen to optimise are the cure profile, defined by four parameters
(ramp rate, two dwell temperatures and duration of the first dwell) plus the
convection coefficient accounting for different insulation/cooling levels. The two
objectives chosen for this investigation are process cost which is sent from the
cost interface illustrated in Figure 7-1 and maximum temperature overshoot
within the part which is sent from the cure interface illustrated in Figure 5-2.
The ranges assigned to each parameter are reported in Table 7-1. The
temperature range has been chosen according to the resin system used and its
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standard cure profile. The standard cure profile for 890RTM epoxy resin is a 2 h
dwell at 180 ⁰C. Table 7-2 reports the inputs of the optimiser applied for this
case study. The number of individuals per generation has been chosen equal to
40 and in order to allow variety to the population a high number for the
individuals selected for reproduction has been chosen. The maximum
generation number has been chosen to be high. A Pareto size of thirty
individuals has been considered large enough to show the Pareto front.
Table 7-1 Values range of parameters
Design Parameters Ranges
T1 (⁰C) 180-210
T2 (⁰C) 210-240
Dwell time (s) 1800-10800
Ramp (⁰C/min) 1-4
H (W/m2∙⁰C) 1-10
Table 7-2 Optimisation parameters
GA input Values
Generations 40
Individuals per population 40
Individuals for reproduction 30
Elite 4
Pareto size 30
Cross-over probability 0.5
Mutation probability 0.005
7.3 Part description
A stiffened panel formed by a skin with three stringers has been selected as a
case study. The materials used were carbon fibre G1157 UD [143] and 890
RTM epoxy resin [142]. Due to symmetry reasons a 2D section has been used
and only one stringer attached to skin has been considered. The skin is 610 mm
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wide and 2616 mm long with 3.6 mm of thickness. The web of the stringer is 4.3
mm thick and the foot is 2 mm thick, whilst the stringer is 3 cm high. Three
different lay-up have been designed. According to Figure 7-3 (b), section A-A
was [90/0/90/0/0/-45/+45/0/+45/-45/0/0/90/0/90], section B-B [90/0/0/-
45/+45/0/90/0/-45/+45] and section C-C [90/0/0/+45/-45/0/90/0].
7.4 Model description
The 2D section of a stiffened panel has been modelled using Marc Mentat®.
The overall model comprises 2996 nodes and 1396 elements. In its thickest
section the part has a thickness of 5.6 mm. The initial temperature condition
was set to 120 ⁰C and the initial degree of cure at 0.02. The boundary
conditions were a prescribed temperature on the tool side in accordance with
the cure profile set by the optimisation and air convection on the bag side.
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(a)
(b) (c)
Figure 7-3 Test case: (a) Finite element model; (b) Cross-section; (c) Isometric
view
7.5 Optimisation results
The evolution of the Pareto front for the optimisation of the 2D section of the
stiffened panel has been carried out and the results reported in Figure 7-4. The
problem addressed is relatively easy from an optimisation point of view. It is still
noticeable how better design points are achieved increasing the number of
generations. At the first generation the Pareto points are essentially spread
horizontally representing benefits only with respect to process cost. When the
optimisation reaches the 20th generation the Pareto is enriched with far more
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points which occupy more consistently the objective space. The L-shape
identifies clearly the presence of a trade-off between process costs and
temperature overshoot which relates to part quality. The L-shape front suggests
a preferential direction to minimise both process cost and overshoot
temperature. It also identifies one region where significant improvement in
process cost can be reached without almost affecting the overshoot
temperature and vice versa. In the generations after the 20th the optimisation is
still able to add some improvements to the final Pareto front slightly moving
backward and downward few points belonging to the corner of the L-shape.
Figure 7-4 Evolution of the Pareto front in the cost/performance optimisation
The L-shape identifies two different areas. A good candidate to represent the
typical solution for the horizontal section could be point B, Figure 7-5. These
points have first dwell temperature about 200 ⁰C and second dwell temperature
about 230 ⁰C. The horizontal part away from the corner, represented by point A,
is characterised by a very long first dwell around 185 ⁰C lasting around 9000 s.
For these points the process reaches the target of 0.85 degree of cure before
the ramp-up toward the second dwell. These are therefore single dwell profiles.
These points correspond to the higher process cost (greater than 1000 €). All
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the points belonging to the horizontal region (points A and B) have a convection
coefficient of around 5 ܹ /݉ ଶ°ܥ. Points lying on the vertical section represented
by point C have a first dwell temperature of about 210 ⁰C and second dwell of
about 240 ⁰C and characterised by lower convection coefficients (less than 3
ܹ /݉ ଶ°ܥ) which are achievable by increasing the level of insulation of the curing
part with the surrounding environment, for instance using an insulating blanket.
The combination of both higher dwell temperature with higher insulation
produce a quicker process but with higher temperature overshoot.
Nevertheless, the overshoots involved in the process are not extraordinary
(lower than 7 ⁰C); therefore the whole Pareto front can be considered as a valid
and efficient solution for the process considering both overshoot and process
cost.
Figure 7-5 Candidate solution for common behaviours
From a comparison with standard profile normally adopted for this resin it is
possible to notice a significant reduction in process cost of around 500 €, see
Figure 7-5. The standard profile result is in the horizontal part of the Pareto
representing large margins for improvements in process cost. The standard
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profile is away from the corner confirming that the standard solution usually
adopted in manufacturing corresponds to a mild cure profile to ensure that the
solution stays as far as possible from the vertical zone, where sudden increase
in temperature overshoot can occur. Furthermore, the stability analysis
performed in Section 5.5 showed that the points belonging to the horizontal
region are more robust toward variability in parameter values. The results of the
optimisation also point out that this specific case is not critical with respect to
maximum temperature due to the small thickness involved and to the large area
influenced by the air convection. This results in a Pareto front where every
individual could be used as design point without affecting dramatically the
quality of the part
When the standard cure profile is applied the part reaches the desired degree of
cure in about 4 hours. Figure 7-6 details the solution found with standard cure
profile. It can be noticed that the cure evolves very uniformly along the web.
This occurs since there is no significant thermal gradient in the part as all the
nodes undergo a similar cure profile with differences in the order of few
degrees. This results in a similar evolution of the reaction rate and degree of
cure. As shown in Figure 7-6 a) no temperature overshoot occurs confirming the
mild nature of the reaction. The individuals belonging to the final Pareto front
have design parameters characterised by higher temperature and ramp rate
and lower convection coefficient suggesting that the optimisation recognises the
mild nature of the reaction in the model and tries to take advantage of that in
order to produce a better final Pareto front. Comparing the reaction rate in
Figure 7-6 b) with the one presented in Figure 5-8 b), it can be pointed out that
the peak in magnitude of the reaction rate is, in this case, smaller (0.0002 1/s).
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a) b)
c)
d)
Figure 7-6 Behaviour investigation a) Temperature profile b) Rate of reaction c)
Degree of cure (d) Temperature contour map
7.6 Conclusions
Consideration of process cost and quality is necessary as the complexity of
parts and corresponding process increases. The methodology presented here
can address both these aspects in a multi-objective optimisation context
providing a tool to the designer as well as interesting insight of the VARTM
highlighting how the current manufacturing procedure can be improved with
respect to both quality and cost. The optimisation investigates and reveals new
efficient and optimised cure profiles which could lead to significant improvement
in the quality and efficiency of the manufacturing industry. A set of efficient
optimised solutions has been found able to reduce the process cost by 500 €
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without affecting significantly the quality of the part compared with the results
obtained using a standard cure profile. This result demonstrates clearly the
potential effectiveness of using multi-objective optimisation in the context of
process design.
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8 Monitoring of infusion process and inverse flow
modelling
8.1 Introduction
In this chapter an inverse procedure for the infusion problem is reported based
on the GA already illustrated in Chapter 3. The inversion procedure is able to
determine an optimal set of three values of permeability, two for the dry fabric
and one for the flow media. The inverse procedure arrives eventually to an
optimal set by minimising a fitness function which takes into account the
difference in arrival times between data from sensors and from model. This
allows the on-line estimation of potentially uncertain variable that controls the
process using the results obtained by in situ process monitoring.
8.2 Inverse scheme methodology for optimal permeability
An inverse scheme algorithm to estimate permeability values of a fabric and
porous media is presented. The assembly comprises the fabric and a layer of
porous media to speed up the infusion. The porous media is considered
isotropic while the fabric is anisotropic with different permeability in the fibre and
transverse directions. The permeability of flow media and fabric in general are
subject to a significant variation in terms of both measurement techniques as
well as inherent variability in the materials involved [156]. The geometry
selected for this study is a flat panel of 30 mm thickness and 210 mm length.
The omega infusion pipe is placed along the whole width of the flat panel so
that the flow profile is uniform in the width direction. For symmetry reasons the
dimension of the problem treated here is reduced to 2D in which through
thickness and longitudinal permeability are considered for the fabric. Since the
thickness of the part is 30 mm the injection is a single central gate, Figure 8-1.
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Figure 8-1 Domain of the inverse problem in case of infusion of a flat panel
Three dielectric sensors have been used to signal the resin arrival time at
specific locations. A fitness function has been formulated to take into account
the difference between the arrival time from the experiment and the arrival time
predicted by the model. The minimisation of the fitness function, D, constitutes
the inverse problem.
ܦ = ට∑ ൫ݐ௠ ௢ௗ௘௟௜ − ݐ௠ ௢௡௜௧௢௥௜௡௚௜ ൯௜ ଶ
݊
(8-1)
where n is the number of sensors the resin has arrived at, ݐ௠ ௢ௗ௘௟௜ and ݐ௠ ௢௡௜௧௢௥௜௡௚௜
are respectively the arrival time at a specific sensors predicted by the model
and from the monitoring experiment. Three variables are estimated based on
the minimisation of this difference as follows:
 Longitudinal permeability (K1);
 Through thickness permeability (K3);
 Flow media permeability (Kmedia).
Table 8-1 reports the permeability range set for the inverse problem.
Wet region
Sensors
Fabric
Porous media
1
3
P= 1 atm
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Table 8-1 Permeability ranges
Permeability Permeability ranges (m2)
Longitudinal permeability (K1) 1∙10-11-1∙10-10
Through thickness permeability (K3) 1∙10-13-1∙10-12
Flow media permeability (Kmedia) 1∙10-10-1∙10-9
The solution of the inverse problem involves the communication among three
separate codes. The FEM software Proflot® which uses the viscosity model
introduced in Section 4.5.5, the GA optimiser presented in Chapter 2 and the
Cranfield Measurements and control system (CMC) which acquires the
measurement from the sensors and writes them in a text file which constitutes
the output of the system. Figure 8-2 reports the interface to handle the inverse
problem. The three parameters values (longitudinal, through thickness and flow
media permeability) are produced by the GA and are directly fed to the
interface. The interface reads the input file generated by the solver Proflot®.
Subsequently the locations where the new parameters must be inserted in the
old input file are identified and the input file modified. After that command for the
execution of Proflot® using the new input file is generated and run. Once the
simulation is terminated the interface opens and reads the output file generated.
The locations where the output are stored (arrival times at sensors locations)
are identified and the values are withdrawn. Impedance data from sensors are
fed to the interface through an ASCII file generated by CMC during the infusion.
The impedance data are evaluated by the interface to evaluate whether the
resin has reached the sensor. Then the fitness function is computed and
evaluated and the result is sent to the GA. In order to handle the described
problem effectively, the interface must be able to handle the unknown
parameters (three permeabilities), the minimisation of the fitness function D and
the data coming from the monitoring (impedances) between Proflot®, the
optimiser GA and the CMC system. At this stage the methodology has been
tested by means of an artificial experiment in which artificial noise from sensors
is modelled as a normally distributed variable. Noise is expected to alter the
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sensor response resulting in a deviation of arrival times measured from the real
ones. The purpose of the tests carried out here is to evaluate the quality,
reliability and robustness of permeability approximation depending on noise
level.
Figure 8-2 Structure of the interface between Proflot®, the inversion GA and CMC
8.3 Part description
The materials used are G1157 carbon fibres [143] and RTM6 epoxy resin
system [141]. Central injection is used. The stack of carbon reinforcement is
topped by a glass fibre PTFE coated porous media used to enhance the flow
speed. The part close to the edges has been left uncovered. The volume fibre
fraction is 60%. The lay-up is unidirectional and the resin temperature at
injection is 80 ⁰C. Two initial conditions are applied: the initial temperature of the
fabric is set at 120 ⁰C and the initial degree of cure at 2%.
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8.4 Model description
A 2D section of the 30 mm thick flat panel has been modelled in PAM-RTM®,
Figure 8-3. Two boundary conditions are applied to the model illustrated in
Figure 8-3: fixed temperature is set at 120 ⁰C for the nodes at the bottom of the
model and natural air convection is applied on top and left side. No boundary
condition is applied on the right side as it lies on the line of symmetry.
Figure 8-3 Half section of flat panel
8.5 Artificial experiment set up
The performance of the scheme has been tested for three different levels of
noise in arrival times: 5 s, 13 s and 25 s. The GA was executed for ten
generations. Ten generations have been chosen as a good compromise
between convergence and run times. The values utilised for the noisy data were
obtained by drawing random numbers for a normal distribution. The aim was to
obtain an average value of effective noise from each sensor equal to 5 s, 13 s,
25 s. An effective noise defined as such allows testing of the inverse scheme in
different operating conditions regarding the sensors functionality and reliability,
i.e. there are different ways to distribute the noise to each sensor and yet
having the same total noise, each of these can represent a different working
condition. The total noise, calculated as the sum of the noise coming from each
sensor, has been set equal to 15 s, 39 s and 75 s. This total effective noise is
then divided by the number of sensors, three in this case. Thirty realisations
Chapter Eight
166
were used for each noise level. The GA set up is detailed in Table 8-2. The
results have been compared at the 10th generation.
Table 8-2 Parameters of the GA
GA input Values
Number of generations 10
Individuals 40
Individuals used in reproduction 35
Elite individuals 4
Mutation probability 0.005
Cross-over probability 0.5
Three permeability values have been selected as reference to generate a triplet
of arrival times at the three sensors (Table 8-3). In order to achieve that the
model built in PAM-RTM® has been run to provide the triplet of reference arrival
times at the three sensors. The three arrival times obtained using the reference
permeability values are 115 s at sensor 1, 605 s at sensor 2 and 657 s at
sensor 3.
Table 8-3 Permeability values and ranges utilised in the GA
Exact values Lower limit Upper limit
K1 (m2) 1.5∙10-11 1.0∙10-11 1.0∙10-10
K3 (m2) 5.0∙10-13 1.0∙10-13 1.0∙10-12
Kp (m2) 9.7∙10-10 1.0∙10-10 1.0∙10-9
For each noise level 30 different realisations and 30 different arrival times
triplets have been drawn and the optimisation run over ten generations. Tables
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8-4 – 8-6 report the arrival time triplets along with the permeability output at the
last generation for each noise level.
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Table 8-4 Arrival times at sensors and permeability output for 5 s noise
Realisations Arrival time
sensor 1 (s)
Arrival time
sensor 2 (s)
Arrival time
sensor 3 (s)
K1 (m2) K3 (m2) Kp (m2)
1 109 606 649 1.5∙10-11 4.97∙10-13 9.65∙10-10
2 118 609 665 1.5∙10-11 4.97∙10-13 9.65∙10-10
3 108 605 665 1.5∙10-11 4.83∙10-13 9.79∙10-10
4 106 609 659 1.5∙10-11 5.11∙10-13 6.60∙10-10
5 121 598 655 1.35∙10-11 5.04∙10-13 9.93∙10-10
6 115 596 663 1.5∙10-11 5.04∙10-13 9.29∙10-10
7 112 597 661 1.5∙10-11 4.97∙10-13 9.57∙10-10
8 112 605 669 1.43∙10-11 4.97∙10-13 9.65∙10-10
9 122 606 650 1.5∙10-11 5.25∙10-13 6.95∙10-10
10 121 611 660 1.5∙10-11 4.97∙10-13 9.65∙10-10
11 106 602 654 1.5∙10-11 4.90∙10-13 8.94∙10-10
12 108 608 652 1.92∙10-11 4.97∙10-13 6.10∙10-10
13 108 600 660 1.5∙10-11 4.83∙10-13 1.00∙10-9
14 110 601 651 1.5∙10-11 5.04∙10-13 8.94∙10-10
15 118 613 653 1.5∙10-11 4.90∙10-13 9.79∙10-10
16 111 597 654 2.2∙10-11 4.83∙10-13 7.66∙10-10
17 110 606 666 1.5∙10-11 4.83∙10-13 9.79∙10-10
18 124 600 658 1.5∙10-11 5.11∙10-13 9.22∙10-10
19 103 603 658 1.5∙10-11 4.90∙10-13 9.79∙10-10
20 117 613 652 1.5∙10-11 4.90∙10-13 9.79∙10-10
21 120 603 649 1.5∙10-11 5.04∙10-13 8.51∙10-10
22 111 609 664 1.5∙10-11 4.83∙10-13 9.79∙10-10
23 108 611 655 1.64∙10-11 4.83∙10-13 9.50∙10-10
24 114 615 661 1.5∙10-11 4.83∙10-13 1.00∙10-9
25 119 607 666 1.5∙10-11 4.97∙10-13 9.65∙10-10
26 125 608 659 1.5∙10-11 4.97∙10-13 8.80∙10-10
27 120 612 660 1.5∙10-11 4.97∙10-13 9.65∙10-10
28 118 607 667 1.5∙10-11 4.83∙10-13 1.00∙10-9
29 121 605 666 1.5∙10-11 5.04∙10-13 9.22∙10-10
30 126 602 656 1.64∙10-11 4.83∙10-13 8.72∙10-10
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Table 8-5 Arrival times at sensors and permeability output for 13 s noise
Realisations Arrival time
sensor 1 (s)
Arrival time
sensor 2 (s)
Arrival time
sensor 3 (s)
K1 (m2) K3 (m2) Kp (m2)
1 100 610 638 2.63∙10-11 4.69∙10-13 5.89∙10-10
2 125 616 675 1.35∙10-11 4.83∙10-13 9.93∙10-10
3 97 605 678 1.50∙10-11 4.97∙10-13 9.65∙10-10
4 93 616 663 1.78∙10-11 4.83∙10-13 8.80∙10-10
5 130 588 650 1.35∙10-11 5.11∙10-13 9.72∙10-10
6 114 585 675 1.21∙10-11 4.97∙10-13 9.65∙10-10
7 108 587 671 1.50∙10-11 4.97∙10-13 9.43∙10-10
8 111 611 686 1.50∙10-11 4.97∙10-13 7.24∙10-10
9 132 612 642 1.35∙10-11 4.97∙10-13 9.79∙10-10
10 127 624 665 1.50∙10-11 4.97∙10-13 7.73∙10-10
11 94 597 647 1.92∙10-11 4.90∙10-13 8.09∙10-10
12 95 612 645 2.20∙10-11 4.69∙10-13 8.58∙10-10
13 100 590 666 1.57∙10-11 4.83∙10-13 9.72∙10-10
14 102 594 642 2.28∙10-11 4.76∙10-13 7.09∙10-10
15 122 625 645 2.06∙10-11 5.25∙10-13 1.28∙10-10
16 104 586 648 1.78∙10-11 5.39∙10-13 6.95∙10-10
17 101 609 678 1.50∙10-11 4.83∙10-13 9.65∙10-10
18 138 593 661 1.21∙10-11 5.11∙10-13 9.93∙10-10
19 86 599 661 1.50∙10-11 4.83∙10-13 1.00∙10-9
20 120 626 644 2.06∙10-11 5.25∙10-13 1.57∙10-10
21 128 600 636 2.20∙10-11 4.90∙10-13 6.95∙10-10
22 105 616 675 1.92∙10-11 4.83∙10-13 7.17∙10-10
23 95 620 653 2.06∙10-11 4.83∙10-13 5.11∙10-10
24 112 630 668 1.43∙10-11 4.69∙10-13 9.65∙10-10
25 124 610 682 1.21∙10-11 4.90∙10-13 9.93∙10-10
26 143 611 662 1.35∙10-11 4.97∙10-13 9.43∙10-10
27 132 619 665 1.50∙10-11 5.11∙10-13 6.88∙10-10
28 125 610 681 1.21∙10-11 4.97∙10-13 9.22∙10-10
29 127 581 660 1.50∙10-11 5.39∙10-13 6.53∙10-10
30 117 591 634 2.20∙10-11 4.90∙10-13 6.95∙10-10
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Table 8-6 Arrival times at sensors and permeability output for 25 s noise
Realisations Arrival time
sensor 1 (s)
Arrival time
sensor 2 (s)
Arrival time
sensor 3 (s)
K1 (m2) K3 (m2) Kp (m2)
1 86 615 621 2.35∙10-11 4.61∙10-13 9.22∙10-10
2 132 623 697 1.21∙10-11 4.83∙10-13 9.01∙10-10
3 80 604 696 1.50∙10-11 4.97∙10-13 7.24∙10-10
4 73 625 670 2.20∙10-11 4.40∙10-13 9.36∙10-10
5 145 572 645 1.50∙10-11 5.82∙10-13 6.39∙10-10
6 113 567 692 1.10∙10-11 5.04∙10-13 9.65∙10-10
7 100 573 685 1.50∙10-11 4.97∙10-13 1.00∙10-9
8 107 620 709 1.43∙10-11 4.69∙10-13 9.29∙10-10
9 144 624 630 1.80∙10-11 5.39∙10-13 2.84∙10-10
10 135 643 674 1.43∙10-11 4.83∙10-13 8.30∙10-10
11 73 590 639 2.35∙10-11 4.76∙10-13 9.22∙10-10
12 77 618 633 2.91∙10-11 4.69∙10-13 1.50∙10-10
13 86 576 674 2.20∙10-11 4.69∙10-13 9.36∙10-10
14 93 582 627 2.13∙10-11 4.90∙10-13 1.00∙10-9
15 129 642 633 2.06∙10-11 5.18∙10-13 1.21∙10-10
16 94 567 641 2.13∙10-11 4.83∙10-13 9.79∙10-10
17 89 611 700 1.50∙10-11 4.97∙10-13 8.30∙10-10
18 161 583 664 1.21∙10-11 5.46∙10-13 6.53∙10-10
19 60 594 666 6.31∙10-11 3.41∙10-13 9.36∙10-10
20 123 645 630 2.06∙10-11 5.18∙10-13 1.78∙10-10
21 141 596 617 1.50∙10-11 5.39∙10-13 7.38∙10-10
22 95 628 689 1.50∙10-11 4.97∙10-13 7.73∙10-10
23 77 634 649 2.49∙10-11 4.26∙10-13 8.30∙10-10
24 108 654 676 1.50∙10-11 4.47∙10-13 9.93∙10-10
25 132 613 707 1.21∙10-11 4.90∙10-13 8.65∙10-10
26 169 616 667 1.50∙10-11 5.39∙10-13 3.20∙10-10
27 145 634 673 1.50∙10-11 5.11∙10-13 4.90∙10-10
28 128 614 710 1.21∙10-11 4.69∙10-13 1.00∙10-9
29 138 557 661 1.07∙10-11 5.32∙10-13 1.00∙10-9
30 119 578 613 2.20∙10-11 4.90∙10-13 9.29∙10-10
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Figure 8-4 illustrates the evolution of the permeability values over the ten
generations run. It can be observed that the inverse scheme under study is able
to successfully achieve the correct estimation of fabric longitudinal and through
thickness permeabilities. Concerning longitudinal permeability for a total level of
noise up to 13 s the final value found is close to the exact value (10%
difference), while for 25 s of noise the results separate around 20% from the
exact value. Regarding through thickness permeability the results are even
better with a maximum difference at 25 s noise level of 2% from the exact value.
As concern the flow media permeability the results are more sensitive to the
noise factor having already at 5 s noises a difference of 6% from the exact
value. The GA proved to be effective in all cases. The biased behaviour in non-
converging cases is due to the asymmetry of the parameter range used in the
GA.
Figure 8-5 illustrates the dependence of final permeability values on noise. It
can be observed that the estimation of fabric permeability is highly robust,
whereas that of the porous media more challenging. This is probably due to
geometrical reasons. The flow in the porous media is much faster than in the
fabric therefore changes in flow media permeability have less influence on the
arrival time (specifically on the arrival time at sensor 1) in a way that the
information about flow media permeability from the arrival time at sensor 1 will
be screened by the other two arrival times when computed in the fitness
function. Bearing this in mind it can be concluded that higher changes in flow
media permeability are allowed affecting the arrival time less. This results in
weak influence of this measurement on the fitness function. A way to make this
information significant would be weighing the information from sensor 1 allowing
it to play a more significant role in the fitness function.
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a) b)
c)
Figure 8-4 Average permeability convergence: (a) Longitudinal permeability; (b)
Through thickness permeability; (c) Flow media permeability.
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a) b)
c)
Figure 8-5 Average estimated permeability dependence on noise: (a)
Longitudinal permeability; (b) Through thickness permeability; (c) Flow media
permeability.
The permeability distributions at the 10th generation for each case (longitudinal,
through thickness and flow media permeability) have been plotted in a box
whiskers plot (Figure 8-6). It can be observed that in all cases the average
value is very close to the correct one even though as the noise level increase
the solution becomes more noisy. Nevertheless, the average values of all
distribution lie close to the exact value meaning that the majority of the results
are close to the correct theoretical ones.
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a) b)
c)
Figure 8-6 Box whisker plot: (a) Longitudinal permeability; (b) Through thickness
permeability; (c) Flow media permeability.
8.6 Conclusions
An inversion procedure for the Infusion stage of a VARTM process able to find
uncertain permeability values of dry fabric and porous media has been
developed and applied to artificial experimental data. The inverse scheme has
been tested building several different possible scenarios accounting for three
possible different level of noise in the response of flow sensors. The scheme
showed good results concerning accuracy up to 5 s of noise associated to each
measurement, while for values of noise over 10 s per measurement the
estimation is affected resulting in poor accuracy especially in the flow media
permeability evaluation.
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9 Overall discussion
The investigation addressed in this thesis concerned the development of new
methodologies for the optimisation of the VARTM process to improve both filling
and cure stage. Until now optimisation of the VARTM process has been
addressed neither in a multi-objective optimisation fashion nor in single-
objective optimisation. The present study constitutes the first work regarding the
optimisation of the VARTM process. The optimisation has been addressed in a
multi-objective fashion with the intent to tackle both quality and cost of the
process. The extensive literature survey undergone proved that GAs have been
mainly used to deal with multi-objective problems. In the light of this a GA
strategy has been chosen, developed and tested against four different
benchmarks for the purpose of this work. The GA proved to be a reliable and a
robust tool capable to handle both convex and non-convex problems. The
VARTM process involves two different stages, the filling and the cure stage
which have been addressed separately. Cost and quality related objectives
have been selected together with sensitive parameters for both stages. The
application of the optimisation methodology successfully dealt with the two
problems producing meaningful trade-off between the objectives and providing
to the designer a set of new feasible design points which compared with the
ones obtained by applying standard profile showed significant improvements.
When the cost model of the process has been directly implemented a
substantial reduction of the process cost was achieved (up to 500 €).
Nevertheless a stability analysis showed that not all the individuals in the Pareto
front own the same degree of stability and robustness toward parameter swing.
Therefore the designer has to pick the design points according to the quality of
the equipment available. Furthermore an investigation of the problem landscape
pointed out the complex nature of the relationship between the chosen
parameters and objectives ending in a domain rich of local minima and maxima
in which a gradient technique could be trapped, enforcing the GA choice. One
of the most difficult aspects involved in the filling stage to obtain a good accord
between experiment and model prediction is related to the estimation of the
permeability of the fabric. For this purpose an inverse scheme to estimate dry
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fabric and flow media permeabilities has been developed. The inversion
procedure has been tested by means of artificial experiments aiming to prove
the robustness of the procedure when dealing with noisy measurements.
Flexibility of the interfaces developed also allows the methodologies to be able
to deal with different FEM packages.
The application of the new methodologies to the manufacturing process
unveiled qualitatively and quantitatively the relationships between the objective
and design spaces manifesting themselves in the form of trade-offs between
objectives. The trade-offs have a characteristic L-shape which points out the
competitive relationship between the objectives taken into account. The shape
of the Pareto front also explicitly depicts the presence of three different regions
in which three different design strategies can be selected according to the
requirements of the specific end user. The trade-offs found represent
compromise points between cost and quality so that the process can be set in
accordance with resource availability and quality requirements. The discovery of
trade-offs together with the unfolding of the unknown landscape brings a new
knowledge of the process and new awareness in terms of decision making. The
methodologies developed here can serve as a starting point for development of
more controllable and easier to design processes accompanied by predictive
knowledge of cost and product quality.
Nowadays, the need to predict, understand and quantify the consequences of
design choices on the final product in terms of cost and quality compliance has
been intensified. A process design procedure in which conformity inspections
and checks can be carried out only at the end of the process chain cannot
reach its maximum efficiency. Process cost and quality of the final product are
put in the process at the very first design stage right after that the designer has
made his/her choices. However the lack of knowledge about the overall
manufacturing line does not allow predicting what these two fundamental
variables will be at the end of the process. The two methodologies developed
here moves towards the direction of eliminating the gap that divides the design
stage from the end product. These methodologies constitute a powerful tool in
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the designer’s hands which is capable to predict how different configurations at
the design stage will impact quality and cost in the final manufacture. Also the
quantitative evaluation of trade-off accommodates for a variety of different end
users as companies operating in different fields have to cope and deal with
different requirements in terms of cost and quality. The methodologies
developed here can make available to the designer the whole spectrum of
optimal design solutions concerning the specific case study. A systematic use of
such a tool in industry can bring enormous advantage in different aspects.
Delivery delays can be reduced as the need of remanufacturing a part because
of poor quality can be drastically reduced. Cost can also be reduced as the
need to introduce modifications after process completion can be minimised.
Eliminating the remanufacturing issues can boost the efficiency of the
manufacturing chain and improve the accuracy of planning. Furthermore the
methodologies developed here contribute towards more sustainable and
environmentally friendly manufacture as energy consumption, emission of
pollutants and scrap rates can be minimised. In summary application of multi-
objective optimisation in the composite manufacturing chain can bring about
benefits in three fronts: cost reduction, high quality standard and low
environmental impact.
A few issues need to be resolved before applying the methodology in every day
industrial activities. The traditional reluctance of the aeronautic field to change
procedures that have become standard over the years needs to be overcome.
Standard procedures for VARTM cure and infusion have been proven to be a
conservative and robust solution, which prevents large variation if a swing in
design parameters should occur. However, this does not deny the existence of
better and optimised solutions with the same level of reliability. The optimisation
results obtained in this work showed the existence of better solutions in terms of
both quality and cost with respect to the solution found applying standard
processing conditions. However it is of the same importance having stable
solutions. Stability analysis indicates that standard cure profiles result in
solutions lying in the region of low sensitivity with respect to variation in design
parameters. The methodology should take into account the degree of
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robustness obtained in the standard solution. Furthermore the methodology
needs to be validated and fine-tuned by a number of experiments aiming to
prove the actual effectiveness and efficiency of the new optimised design
parameters and possible discrepancies between model predictions and
experiments accounting for margin of tolerance with respect of models
outcome. The experiments would also serve the purpose to evaluate the
constitutive material models here implemented.
Therefore, one of the most crucial development steps for this methodology will
be the introduction of automated robustness analysis. The goal of a robustness
analysis is to quantify the sensitivity of the objectives (output) with respect to the
variability in design parameters (input). In order to do that, variability,
uncertainty and tolerances must be taken into account in the robust design
optimisation. These factors can have different sources, whether from different
environmental conditions, equipment inaccuracy or human error but
nevertheless they have to be considered in a robust design since they are
unavoidable. A robust design optimisation aims not to eliminate the uncertainty
but to make the process insensitive to these variations. The trade-offs identified
in this study showed the presence of stable regions and unstable regions where
it would not be possible to place the design set parameters since the sensitivity
would be too high. Ideal and unstable Pareto front are useless for practical
purposes. A feasible solution usable in industry might not be located at a peak
in the landscape but rather in a plateau guaranteeing a less sensitivity to
variations. Robustness considerations will introduce the analysis of the design
objectives space under uncertainty accounting for variations in the design
parameters set.
Although the methodology was shown to solve successfully the optimisation
problems under study there are some limitations which are necessary to point
out. The Pareto front found at the end of the optimisation procedure for the all
three cases showed to place individuals preferentially on the vertical area of the
Pareto leaving the horizontal part with few individuals, this is probably due to
the fact that is possible to achieve zero exotherm whilst zero process duration
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cannot occur. As the stability analysis proved that individuals belonging to the
horizontal region are the more stable it would be better to exploit this part of the
Pareto rather than the other. Among the other benefits the introduction of a
stability analysis and therefore having a robust optimisation procedure could
naturally improve this aspect. A redefinition of the sharing ranking could also
help toward this direction.
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10 Conclusions
The main outcomes from this study are as follows:
Genetic Algorithm:
 The Genetic algorithm adapted and tested against benchmarks proved to be
reliable and robust to treat both convex and non-convex multi-objective
problems;
 The Genetic algorithm tested against established software showed accuracy
comparable when the problem resulted in a convex Pareto front and better
in non-convex Pareto front;
 The in-house Genetic algorithm efficiency is comparable with the
established software.
Curing of VARTM:
 A methodology able to handle curing optimisation of the VARTM process
has been developed and implemented. This tool is able to fill the knowledge
gap between the design of the cure stage and the manufacture of the final
part;
 Process time and overshoot temperature within the model have been
identified as two competitive objectives which need to be treated
simultaneously;
 The cure profile has been parameterised and it proved to affect the
objectives of the optimisation;
 The final L-shape Pareto front provides a preferential direction toward which
it is possible to optimise both objectives simultaneously;
 Landscape investigation showed the complex nature of the cure problem
with the presence of many local minima. The GA provides an accurate and
efficient solution requiring 25% of the effort necessary to run an exhaustive
search. In the corner zone the Pareto found by the GA improves the one
found by the exhaustive search by a maximum reduction of 6% in process
time and 20% in temperature overshoot;
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 Stability analysis illustrated the presence of regions of the final Pareto front
with higher robustness to variations in the input.
Infusion of VARTM:
 A methodology able to handle infusion optimisation of the VARTM process
has been developed and implemented. This constitutes a crucial tool in the
hand of the designer for the filling stage;
 Filling time and degree of cure at the end of the filling have been identified
as two competitive objectives which need to be optimised simultaneously;
 Seven parameters affecting the two objectives have been identified and
chosen as input of the optimisation. These are gate locations, resin
temperature and five parameters describing the non-isothermal filling profile;
 The optimisation resulted in an L-shape Pareto front. Investigation of the
landscape highlighted the strong relationship between the parameters
involved and the competitive nature between the objectives;
 The optimised filling profile suggests that increasing the resin and dwell
temperature affect positively both filling time and degree of cure.
Cost of VARTM
 A methodology able to assess the cost related to the cure stage of the
VARTM process has been developed and implemented;
 A reduction in process cost up to 500 € without affecting quality compared to
standard solution has been found;
 The optimisation highlighted that the study case is not critical under the point
of view of maximum temperature reached.
Permeability estimation and inverse scheme
 A methodology for an inverse scheme to estimates permeability of dry fabric
and flow media has been developed and implemented;
 The inverse scheme has been tested against different level of noise showing
that accuracy of the solution is guaranteed up to a 5 s level of noise from
each sensor.
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11 Suggestions for further investigations
The genetic algorithm developed and implemented here is suitable to treat
multi-objective optimisation problems. The tests against four benchmarks
revealed its accuracy, reliability and reproducibility with slightly better
performance regarding non-convex problems. Further investigations can bring
further improvements. More specifically testing it over a wider number of
benchmarks especially with non-convex landscapes can allow fine-tuning the
algorithm.
The optimisation methodology of the VARTM process could be integrated with
stability analysis. The search for a stable and robust Pareto front is crucial.
Having a Pareto front in which some individuals may be an unstable solution,
meaning that small variation in the parameters values leads to big changes in
the objective solution is an acceptable theoretical solution but not appropriate
for real world applications. This update is necessary since the equipment and
instruments used during manufacturing are affected by uncertainty. However,
the robust Pareto front will be above the theoretical one (for a minimisation
problem) meaning the applicable set up will lead to worse solutions. The
complexity of the landscape poses a further complication to this problem calling
for a more sophisticated implementation. This could be achieved either by
automatically varying the nominal parameter values in a certain range and then
selecting (according to a degree of robustness) the most stable or defining the
parameters values as a normal distributed function in which the degree of
robustness could be characterised by the multiples of standard deviation away
from the exact value. Another possibility could be to treat the degree of
robustness as one objective. Having a set of different Pareto fronts, each one
relative to a different degree of robustness and stability, would allow the
designer to pick his own curve according to the quality of the equipment at
his/her disposal.
Further investigation is required to incorporate more competitive objectives (i.e.
micro-voids/macro-voids and filling time, residual stresses and process time,
spring in and process time). An extension in the number of objectives treated by
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the genetic algorithm could give an overall flavour of the process. Interesting
results could also come from integrating the infusion stage with curing stage
having an interface able to deal with both that could point out links between the
two processes that might be hidden when addressed separately.
The cure simulations in this work focused on thermal analysis. This could be
extended to a mechanical-thermal analysis which could account for spring-in
and deviation of the geometry from the one expected after removal from the
curing assembly. Investigations on influence of residual stresses upon the
mechanical performance could provide a direct link between process design
and product performance.
The inverse procedure is currently working off-line. It is required to improve the
real time operation of the inverse algorithm in order to use it on-line. This can be
achieved by bringing improvements both in the model and in the inversion
algorithm. Furthermore, the number of individuals per generation must be
refined and optimised. The inversion procedure can be applied currently to the
filling stage of VARTM. The artificial experiment has already proved the
potential of the scheme. The inverse procedure could be adapted to the cure
stage as well for the measurement of on-line thermal properties as the
estimation of anisotropic thermal conductivities.
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APPENDICES
Appendix A Interfaces code
A.1 Interface code for the cure problem
The cure model interface can be used on any MSC.Marc® cure model.
Nevertheless the cure model must follow a specific strategy in the input of the
temperature profile followed and the process time in output is defined as the
time where every element in the model has reached a minimum target degree
of cure. This is performed through a series of user subroutines in MSC.Marc®.
Subroutine FORCDT, Figure A-1, contains the thermal profile input block
appropriate for the definition of a generic profile. The parameters of the cure
profile are written by the interface in the text file (lines 7-10).
Figure A-1 Cure Interface: Thermal profile definition in MSC.Marc® user
subroutine FORCDT
The maximum overshoot temperature within the model is identified by means of
UPSTNO subroutine that picks out every nodes temperature, Figure A-2. The
difference between the nodes temperature (Temp) and the one at the boundary
(Tbound) is then computed for each node and the difference is stored in DTmax
if it is higher than the former.
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Figure A-2 Cure Interface: Maximum temperature computation in MSC.Marc®
using subroutine UPSTNO
Subroutine UEDINC is executed at the end of each increment and is used to
compute cure time, Figure A-3. The routine compares the minimum degree of
cure value stored in amin with a predefined limit (0.88) and mark the time at
which this limit is exceeded.
Figure A-3 Cure Interface: Cure time computation in MSC.Marc® using
subroutine UEDINC
These subroutines are facilitated by the PLOTV subroutine, Figure A-4, which
operates in the element loop at the end of each increment and resets the values
temperature difference and minimum degree of cure when necessary, i.e.
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compares the current minimum degree of cure with the degree of cure at each
element and replaces when appropriate.
Figure A-4 Cure Interface: Implementation of PLOTV subroutine
The two solutions are written in two text files (Figures A-2, A-3) one for cure
duration and the other for maximum overshoot temperature. Furthermore a
subroutine named UCURE for the cure kinetics solution is defined.
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Figure A-5 Cure Interface: Implementation of UCURE subroutine for RTM6 epoxy
resin
Concerning the cure problem addressed in Chapter 5 a different resin system
has been used, 890RTM epoxy resin, as consequence the UCURE subroutine
looked differently caused the cure kinetics of the two resins are different, Figure
A-6. Furthermore, a new subroutine named UFILM has been implemented to
manage the convection coefficient, Figure A-7.
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Figure A-6 Cure interface: implementation of UCURE for 890RTM epoxy resin
Figure A-7 Cure interface: Implementation of UFILM subroutine
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Figure A-8 C++ implementation of the cure interface
The cure interface is reported in Figure A-8. It operates in the following steps:
 Initialisation of the two outputs (tcure, maxtemp);
 Definition of the file template and the modified one;
 Replacement with new parameters at the appropriate locations of the
template file;
 Opening specific output files and reading the values of the variables
written by Msc.Marc® subroutine;
 Exiting an array with the two outputs.
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A.2 Interface code for the infusion problem
The interface receives process parameters (thermal profile parameters and gate
selection) from the GA, it modifies the input file of PAM-RTM®, it executes the
solution, it reads the output files to withdraw the information related to the GA
objectives and output these to the GA. File paths relevant to PAM-RTM® run,
input file line numbers to allow modification of input file, run parameters and
penalty factor are included in the arguments of the interface function:
 Path: Old (template) input file;
 Path_new: New input file;
 Path_bat: Batch file;
 Path_inj: Injection report output file;
 Path_cure: Cure output file.
Whilst the array of integers (*InputValue) transfer the following variables:
 *InputValue: Number of elements in the model;
 *InputValue+1: Penalty filling time applied in the case incomplete filling;
 *InputValue+2: Number of gates;
 *InputValue+3: Line of initial temperature input;
 *InputValue+4: Beginning of thermal profile definition block;
 *InputValue+5: End of thermal profile definition block;
 *InputValue+6: Gate activation reference line;
 *InputValue+7: Number of lines of the input file.
205
An example of the location of the lines related to PAM-RTM® input is given in Figure
A-9.
(a)
(b)
(c)
Figure A-9 Example of PAM-RTM® parameter input line: (a) Initial temperature;
(b) Non-isothermal profile; (c) Gate activation.
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An example of the definition of these variables is given in Figure A-10.
Figure A-10 Definition of input for the infusion interface
The interface itself starts defining and initialising variables, after that the non-
isothermal profile for the infusion is defined. Subsequently, the interface starts
modifying the input file according to the new parameters set starting from
setting the new initial temperature and the new non-isothermal profile, Figure
A-11. After that a selection is done by the user regarding the potential number
of gates which address the interface to three different sections. Resin
temperature is also modified according to new input from GA as shown in
Figures A-12 – A-14. Then PAM-RTM® is called and executed, once the
simulation has terminated the interface open the output file and picks out the
information needed regarding the objectives of the optimisation. These values
are then sent to GA, Figure A-15.
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Figure A-11 Infusion optimisation interface: Variable initialisation and thermal
profile
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Figure A-12 Infusion optimisation interface: Three potential gates case
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Figure A-13 Infusion optimisation interface: Two potential gates case
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Figure A-14 Infusion optimisation interface: One potential gate case
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Figure A-15 Infusion optimisation interface: Execution, post processing and
output
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A.3 Interface code for the cost problem
The cost code interface here developed aim to link the GA with Microsoft Excel
environment where a cost model has been built. The interface will be used to
write the new input for the cost model at appropriate locations defined by the
user in the Excel spreadsheet. An array will store the value of each new input
(InputVal[]), and two more arrays will store the input location in the Excel sheet
(InputRow[], (InputCol[]). Two arrays will store the output location (OutputRow[],
(OutputCol[]) so that the interface can locate and withdraw the cost output. The
user has to input the file path, the location of the input of interest and the
corresponding values and the location of the output. The inputs are listed in
Section 7.2. The parameter section implemented in C++ is reported in Figure
A-16.
The cost interface that is illustrated in Figure A-17 operates performing the
following steps:
 Activate Microsoft Excel;
 Open cost model Excel file;
 Define input and output sheets;
 Output input values at the defined row/column locations;
 Read cost model output;
 Exit with cost value.
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Figure A-16 Parameter section of the cost-cure interface
214
Figure A-17 Cost model spreadsheet interface
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A.4 Interface code for the inverse scheme
The interface obtains the process parameters values (longitudinal, through
thickness and flow media permeability) from the GA. It identifies the location of
the aforementioned parameters in the Proflot® input file and updates it.
Subsequently it executes the solution and opens the relevant output file to
withdraw the resin arrival time at the sensors location. Meanwhile interface
reads a text file generated by CMC and obtains the arrival time from the
experiment. A fitness function is defined capable to evaluate the agreement
between data from experiment and model. This result is then fed to the GA
which performs the necessary operations for minimising the error.
A set of additional information provided by the user is required. It comprises
strings and a set of 11 long integers. The strings are defined as follows:
 Path: Old input file;
 Path_new: New input file;
 Path_bat: Batch file;
 Path_filling: Filling report output file;
While the array of integers (* InputValue) transfers the following values:
 *InputValue: Element number associate to sensor 1;
 *InputValue+1: Element number associate to sensor 2;
 *InputValue+2: Element number associate to sensor 3;
 *InputValue+3: Reference line to input K1 and K3;
 *InputValue+4: Reference line to input Kp;
 *InputValue+5: Number of lines of the input file;
 *InputValue+6: Noise for sensor 1;
 *InputValue+7: Noise for sensor 2;
 *InputValue+8: Noise for sensor 3;
 *InputValue+9: Number of sensors;
 *InputValue+10: Threshold jump allowed to identify arrival time from
impedance measurements.
In Figure A-18 is an example of modification of the PAM-RTM® input file.
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(a)
(b)
Figure A-18 Example of PAM-RTM® parameter input line: (a) Fabric permeability;
(b) Flow media permeability
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An example of input variables definition is given in Figure A-19
Figure A-19 Parameter definition
A.4.1 Interaction with CMC
The interface reads the resin arrival times at sensors from a text file generated
by CMC. The file has a column for the time and a column with impedance
values for each sensor. When a drop in impedance bigger than a threshold
occur interface withdraw the corresponding arrival time. In Figure A-20 is
reported the piece of code doing this task.
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Figure A-20 Interaction with CMC file
219
A.4.2 Interface functions
The interface for the monitoring follows the subsequent steps:
 Variables and output definition and initialisation, in Figure A-21;
 Writing of the new input file by replacing the new permeability values
both for fabric and flow media in the appropriate location, Figure A-22;
 Execution of the new solution by running Proflot®, Figure A-22;
 Opening filling output file for reading, Figure A-23;
 Arrival time from sensors with normal distributed noise, Figure A-24;
 Definition and evaluation of fitness function, Figure A-24.
Figure A-21 Variables initialisation
220
Figure A-22 New input file and Proflot® execution
221
Figure A-23 Reading of arrival times in the model
222
Figure A-24 Sensor arrival times
