We propose the use of the preconditioned interval Gauss-Seidel method as the backbone of an e cient linear equality solver in a CLP(Interval) language. The method, as originally designed, works only on linear systems with square coe cient matrices. Even imposing such a restriction, a naive incorporation of the traditional preconditioning algorithm in a CLP language incurs a high worst-case time complexity of O(n 4 ), where n is the number of variables in the linear system. In this paper, we generalize the algorithm for general linear systems with m constraints and n variables, and give a novel incremental adaptation of preconditioning of O(n 2 (n + m)) complexity. The e ciency of the incremental preconditioned interval Gauss-Seidel method is demonstrated using large-scale linear systems.
Introduction and Related Work
Interval narrowing 7] is de cient in handling general systems of constraints over real numbers 5, 2] . Chiu and Lee 6] suggest to separate linear equality constraint solving from inequality and non-linear constraint solving. They propose the implementation of a linear solver based on an interval version of Gaussian elimination using generalized interval arithmetic operators 10]. The solver is incorporated in a new interval constraint logic programming system CIAL, which compares favorably against other CLP(Interval) systems, such as CLP(BNR) 3] and Echidna 18] . Later experiments 5] show, however, that the generalized interval Gaussian elimination solver is de cient in solving large-scale linear systems, both in terms of accuracy and computational e ciency. In this paper, we propose the use of the preconditioned interval Gauss-Seidel method 15] as the backbone of an e cient linear equality solver in a CLP(Interval) language.
The interval Gauss-Seidel method is an iterative method for solving interval linear systems. Convergence of the method to the approximations of the hull of the solution set 1 is guaranteed, however, for only a certain class of linear systems. Preconditioning 9] is a process to transform a linear system into another equivalent system satisfying the convergence criteria.
To incorporate the preconditioned interval Gauss-Seidel method into the constraint solver of a CLP language, we have to tackle two problems. First, the method, as originally designed, works only on linear systems with square coe cient matrices.
In the context of constraint logic programming, however, there are not always as many variables as constraints. Thus, the traditional method should be modi ed to handle general linear systems. Second, a good constraint solver must be amenable to e cient incremental execution. The application of preconditioning involves multiplication between preconditioner and coe cient matrix of a linear system, which is of O(r 2 n) complexity where r and n are the number of collected constraints and the number of variables respectively. Even considering only the restricted linear systems with square coe cient matrices of rank n, a naive adaptation of preconditioning for incremental execution in a CLP language incurs a high worst-case time complexity of O(n 4 ). In this paper, we present an incremental preconditioning algorithm of O(n 2 (n + m)) complexity for general linear systems with m constraints and n variables. A heuristic for detecting redundant and inconsistent constraints is also presented.
Interval arithmetic is introduced by Moore 13] . Cleary 7] gives a relational version of interval arithmetic for use in Prolog. He describes distinct algorithms, one for each kind of convex constraint over intervals, that narrow intervals associated with a constraint by removing values that do not satisfy the constraint. A constraint relaxation cycle is needed to coordinate the execution of the narrowing algorithms for a network of constraints. We call this technique interval narrowing, which e ects the development of such systems as BNR- 2] replaces the usual interval reduction operator of previous CLP(Interval) languages by an operator based on the interval Newton method to speed up interval non-linear constraint solving.
The paper is organized as follows. Section 2 de nes notations and reviews the traditional preconditioned interval Gauss-Seidel method. Section 3 presents our incremental version and its correctness and complexity results. In particular, the incremental application of preconditioning is discussed in details. Section 4 describes the benchmarking results. Section 5 summarizes our contributions and sheds light on further work.
Notations and Preliminaries
To facilitate subsequent discussions, we x some notations. We denote mathematical interval variables (or constants) referring to non-empty oating-point intervals by upper (or lower) case letters with superscript I. Real variables (or constants) are denoted by ordinary upper (or lower) case letters. Upper case letters in boldface denote matrices, e. 
The Basic Interval Gauss-Seidel Method
In many applications, we have some crude bounds on the solution of a linear system A I XI =b I . Such a system can be solved e ciently by using some iterative methods. Interval Gauss-Seidel method is one being widely-used in interval computation 15]. in an iterative fashion. If, at any step, any variable becomes the empty interval, then we conclude that the system has no solution.
In an iterative method, a system usually takes more than one iterating cycle to converge. In addition, since we are considering constraint solving in a single processor machine, only one equation can be examined at a time in sequence. The previously computed values can be used as soon as they are available. Assuming that variable updates are coordinated in a naive round-robin fashion, a sequential version of the interval Gauss-Seidel method is suggested to be 1] variables remain unchanged after an iteration or when the di erence between the new and last computed value of each variable is less than a user-de ned number.
The following de nitions and lemma state the convergence criterion of a linear system using the interval Gauss-Seidel method. 
Preconditioning
As stated in lemma 2.3, the interval Gauss-Seidel method always converges to the hull of the solution set on a system with strictly diagonal dominant coe cient matrix, but this criterion may not be satis ed in a general system. Hence, one may attempt to transform the system into an equivalent system in the sense that the new system contains all solutions of the original system, but is strictly diagonal dominant. Preconditioning e ects such a transformation.
Preconditioning is usually done by multiplying a suitable point matrix P to the original system. Instead of solving A I XI =b I , we deal with the following system: P A I XI = P bI :
We call P the preconditioner. Hansen 9] suggests an inverse mid-point matrix as preconditioner, which is shown to be optimal 4] in the sense that the preconditioned system gives the tightest bounds of the solutions of the original system. Let A denote the mid-point matrix of A I . We de ne a ij = (l ij + u ij )=2 where A I = ( l ij ; u ij ]) and A = ( a ij ) for i; j = 1; 2; : : :; n:
We compute the inverse of A using, say row reduction, in high precision oatingpoint arithmetic. The real A ?1 is used as the preconditioner P in equation (1).
Since preconditioning involves much interval multiplications, small errors will be introduced due to outward-rounding. A preconditioned system usually has slightly wider solutions than the original system and these additional pseudo-solutions are called overestimation 14]. Overestimation destroys the completeness of inconsistency detection in interval Gauss-Seidel method since an inconsistent system of constraints may become consistent after preconditioning. Readers may refer to 14, 15] for detailed analysis.
Incremental Execution
Solvers in constraint logic programming languages must be amenable to e cient incremental execution. The preconditioned interval Gauss-Seidel method, as originally designed, however, operates in the batch mode: all constraints are collected before solving takes place. To adapt the preconditioned interval Gauss-Seidel method for incremental execution, we need to consider the incremental update of preconditioner, detection of inconsistency and redundancy, and application of preconditioning. We present the details of the stated issues in the following.
Incremental Update of Preconditioner
We adopt the optimal preconditioner, the inverse mid-point matrix, as stated in section 2.2. Assume that we have a collection of m interval linear equalities of n variables. The mid-point coe cient matrix A is thus an m n matrix. The entries in A, which are mid-points of intervals, cannot be represented exactly on computer in general. We can simply round them to their nearest oating-point number. The small errors introduced in the mid-point matrix do not a ect the convergence of the preconditioned system signi cantly.
Constraints are generated and submitted to the constraint solver incrementally in a constraint logic programming system. The linear system present in the solver do not necessarily have a square matrix in general. We present how the preconditioner can be computed from such a rectangular matrix.
For the case where n < m, it implies that some equalities are either redundant or inconsistent to the system. Those equalities will be located by another algorithm using heuristic (to be discussed in section 3.2) and they should not be used in the calculation of the inverse. We disregard this case.
Otherwise, we have n m. We de ne a corresponding rectangular identity matrix J by J = (j kl ); where j kl = 1 for k = l; j kl = 0 for k 6 = l for 1 k m and 1 l n:
The preconditioner P is computed by row reducing the combined matrix AjJ] until the the rst m columns of A becomes the identity matrix I. The required preconditioner P resides in the rst m columns of the original J matrix 4 . Therefore, the row reduced matrix has the form IjUjPjZ], where I is the m m identity matrix, U is an m (n ? m) matrix to be used for future update of the preconditioner, Z is an m (n ? m) zero matrix. We call IjUjPjZ] the IUPZ matrix.
To construct the IUPZ matrix incrementally, we adapt a variant of the familiar incremental Gaussian elimination procedure used in CLP(R) 12]. Assume that we have a collection of r interval linear equalities of n variables with r < n. When a new linear equality, whose mid-point coe cients are denoted by m r+1;l , is added, the IUPZ matrix, X = (x kl ) for 1 k r; 1 l n, is updated incrementally as shown in algorithm 1. The calculation should be performed in high precision oating-point arithmetic. The updated (r + 1) (r + 1) preconditioner resides in the (n + 1)-st to (n + r + 1)-st columns of the IUPZ matrix X.
Detection of Inconsistency and Redundancy
There is no general method to detect redundancy in an iterative method, especially in the interval context. Inconsistency is revealed if an empty intersection is produced by applying preconditioned Gauss-Seidel method directly to the system. However, overestimation prevents us from detecting all possible inconsistency. In the implementation of an interval linear constraint solver, we must not use inconsistent or redundant constraints in computing the preconditioner. Intuitively, a system with redundant or inconsistent constraints often have more constraints than the number of unknown variables. Selecting the \wrong" subset of equalities for preconditioning produces a poor preconditioner in the sense that the preconditioned system may fail to converge.
We use a simple heuristic to locate inconsistent and redundant equalities. Incremental calculation of a matrix inverse involves forward substitution. If we nd that after forward substitution on, say, the (r +1)-st constraint during the calculation of the inverse of the mid-point coe cient matrix A, all its remaining n ? r coe cient mid-points are less than a small user-de ned value, say 10 ?10 , then we conclude that the (r + 1)-st constraint is either \redundant" or \inconsistent." Inconsistent and redundant constraints are both regarded as fruitless to preconditioning and will not be employed in the preconditioning process. Note that our proposed method is only a heuristic. Constraints concluded to be redundant or inconsistent may indeed be independent and consistent. We cannot simply conclude that the system is inconsistent. It is also improper to disregard these constraints since it can result in excessively relaxed answer constraints. Current practice in the CIAL system is to transfer these constraints to another solver, which employs interval narrowing for constraint solving, for further scrutiny, in the hope that the solver may narrow some intervals or reveal inconsistency. Thus, computation results of CIAL are interpreted as conditional answers 20, 5]. 
Incremental Application of Preconditioning
We apply preconditioning only in the cases where the number of variables is more than or equal to the number of constraints 6 . The application of preconditioning involves multiplication of a point preconditioner matrix and an interval coe cient matrix, which is of O(r 2 n) complexity 7 , where r and n are the number of collected constraints and the number of variables respectively. Without incremental application, we need to re-compute the preconditioned system from scratch whenever new equalities are added in a derivation step. In the worst case (i.e. when only exactly one new equality is collected in each derivation step and the entire preconditioner is modi ed), the whole preconditioning application has complexity O(n 4 ). We give an incremental adaptation of preconditioning application of order O(n Consider the computation of P A I . We partition the new preconditioner P, the new coe cient matrix A I , and their product as shown in gure 1. The product 5 It maximizes the value of the function f(i) = (2n ? i + 1)ic 1 where i 2 f1;: : :; n ? 1g, which indicates the number of operations. 6 Extra constraints should have been moved to another solver in the phase of inconsistency and redundancy detection. 7 We do not consider such special divide-and-conquer square matrix multiplication algorithms as Strassen's algorithm (O(n 2:81 )) 8]. Those algorithms usually introduce multiple occurrences of variables and require the dimension of the matrix to be a power of 2. The latter can double the storage in the worst case. and associativity 10 13] properties of interval arithmetic.
Unfortunately, none of (4), (5), and (6) hold under oating-point (interval) arithmetic since associativity and subdistributivity are no longer guaranteed.
The right-hand-sides of (5) and (6) operation. Thus the computations of the right-hand-sides of (5) and (6) and O(r(n ? r)) complexity respectively. We adapt this more e cient method to precondition the system instead of using P as de ned in ( We call the new left-hand-side of the preconditioned system K I XI . The next step is to nd an appropriate oating-point preconditioner P 0 to multiplyb I , the criterion being that P 0 r A I K I , where the symbol r denotes the real interval multiplication. We propose P 0 to be P with the O part (as shown in 
where the symbol i and i denote the inward-rounded 11 interval subtraction and multiplication respectively. By lemma 3.2, P 0 satis es the criterion that P 0 r A I K I . The de nition of O new also explains why we need to widen the components of the (u 1 ; : : :; u r ) T vector: this is to facilitate the computation using inward-rounding so that there will be less chance of \rounding inwardly" into empty intervals. Experiments show that each element in the resultant matrix at the right-hand-side of (7) usually contains several oating-point numbers so that the matrix O new can be easily found. In the case where some elements in the resultant matrix are empty intervals, we can further widen the vector (u 1 ; u 2 ; : : :; u r ) T . Therefore, the preconditioned system is K I XI = P 0 bI . The following lemma and theorem state the correctness result of our incremental preconditioning procedure. 
Interval Propagation
The incremental preconditioning algorithm performs only constraint transformations. The domain of interval variables are then narrowed by the interval GaussSeidel method.
In the interval Gauss-Seidel method, interval propagation proceeds unidirectionally from non-diagonal variables to diagonal variables. Such a propagation fails to narrow some variables of systems which have more unknown variables than constraints. To maximize infeasible value elimination, we modify the interval propagation in the interval Gauss-Seidel method as follows. Consider the i-th constraint The invocation of constraints in the linear constraint solver may not be organized in a round-robin fashion. Readers may refer to 6] for details.
Benchmarks
The proposed preconditioned interval Gauss-Seidel method has been incorporated into the CIAL system 6], replacing the previous solver which is based on interval Gaussian-elimination. The CIAL 1.0 (Beta) solver lacks incremental execution. Although the preconditioner is constructed incrementally, the preconditioned system (multiplying the preconditioner and the interval coe cient matrix) are re-computed at every derivation step. The solver in CIAL 1.1 contains the proposed incremental preconditioning algorithm. CIAL 1.1a di ers from CIAL 1.1 in two ways. First, the time-consuming C library call ieee flags(), which serves to set rounding directions and detecting oating-point exceptions, is replaced by assembly code. Second, similar to other CLP(Interval) languages, all intervals in CIAL 1.1a consist of closed bounds. We abandon the bound type calculation since the type information is insigni cant in most cases and its calculation is costly.
We compare the CIAL 1.0 (Beta), CIAL 1.1, and CIAL 1.1a prototypes with BNR Prolog v3. The results for each problem size n are the average of 3 di erent sets of test data and are summarized in table 1. The symbol \|" indicates a failure: either the system halts abruptly (trail/stack over ow) or fails to give solutions with width less than 1. The precision of the answers are set to 10 decimal places for CLP(BNR), ICL, and all CIAL prototypes, 5 decimal places for BNR Prolog, and the highest precision (precision(30) 19]) for Echidna. None of the interval-narrowing-based systems can handle randomly generated systems with rank greater than or equal to six 13 . Next we compare the three CIAL 1.x prototypes over larger scale systems and incremental execution. The randomly generated linear system of rank n is embedded in a program of n+1 predicates. The top level predicate t/0 sets the initial bounds of all variables and calls predicate p1/n. Each subsequent predicate pi/n submits one constraint to the solver and calls p(i + 1)/n. This call pattern exercises the incrementality of the linear solver to the fullest extent. 12 CIAL (Alpha) uses generalized interval Gaussian elimination for linear constraint solving. 13 This experiment does not imply that interval narrowing is incapable of solving any system of linear constraints with rank 6. Some large systems with special properties, e.g. strictly diagonal dominant, still can be solved even without using interval splitting. n = 1 n = 2 n = 3 n = 4 n = 5 n = 6 CIAL 1. Table 2 shows the computation time for problems of size ranging from 50 to 100. As expected, CIAL 1.1 exhibits a near linear speedup over CIAL 1.0 (Beta) as the problem size grows. Although solutions given by CIAL 1.1 are slightly wider than those of CIAL 1.0 (Beta), solutions of CIAL 1.1 contain 8 signi cant digits of accuracy on average. The timing of CIAL 1.1a should not be compared against that of CIAL 1.0 (Beta) to measure speedup since the former involves no bound type calculation. We list the timing of CIAL 1.1a only to demonstrate the raw speed of CIAL, and the ine ciency of bound type calculation and the C library call ieee flags(). The corresponding timing for CLP(R) for each problem is also given. CLP(R) responds in about 10 40 times faster than the CIAL's since interval computation is time-consuming. The solutions given by CLP(R), however, su er from rounding errors. Many solutions given by CLP(R) fall out of the interval solutions returned by the CLP(Interval) systems in test at around the fourth or fth decimal place. CIAL (Alpha) fails to returns answer intervals of useful width on any of the large linear systems.
Concluding Remarks
We have derived an incremental execution procedure of the preconditioned interval Gauss-Seidel method. Its correctness has also been established. The preliminary timing results have demonstrated the feasibility of using this method for e cient linear constraint solving in CLP(Interval) languages.
A number of questions remain to be investigated. On the theoretical side, it would be interesting to study the level of interval consistency attainable by the incremental preconditioned interval Gauss-Seidel method. We conjecture that our method should reach a consistency level falling between box consistency and hull consistency 2]. Concerning implementations, our CIAL prototypes have much to be desired. First, our implementation of CIAL 1.x is still rudimentary. Further optimizations, such as the techniques used for CLP(R), might be applicable to CIAL. Second, the current prototypes implement constraint solvers as independent modules separating from the Prolog engine. Communications between the solvers and the Prolog engine incur high overhead. The work of Lee and Lee 11] can be used as basis to integrate the interval constraint solving and the Prolog engine at the Warren Abstract Machine (WAM) level. We expect to improve the performance of CIAL 1.1 substantially in the near future.
Work is also in progress to adapt the interval Gauss-Seidel method for linear inequality constraint solving.
