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Abstract 
The ability to classify driver stop/run behavior at signalized intersections considering the vehicle type and roadway surface 
conditions is critical in the design of advanced driver assistance systems. Such systems can reduce intersection crashes and 
fatalities by predicting driver stop/run behavior. The research presented in this paper uses data collected from three controlled 
field experiments and one data set collected using truck simulator. The field experiments are done on the Smart Road at the 
Virginia Tech Transportation Institute (VTTI) to model driver stop/run behavior at the onset of a yellow indication for different 
roadway surface conditions and different vehicle type. The paper offers two contributions. First, it introduces a new predictor 
related to driver aggressiveness and demonstrates that this measure enhances the modeling of driver stop/run behavior. Second, it 
applies well-known Artificial Intelligence techniques including: adaptive boosting (adaboost), artificial neural networks (ANN), 
and Support Vector Machine (SVM) algorithms on the data in order to develop a model that can be used by traffic signal 
controllers to predict driver stop/run decisions in a connected vehicle environment. The research demonstrates that by adding the 
driver aggressiveness predictor to the model, the increase in the model accuracy is significant for all models except SVM. 
However, the reduction in the false alarm rate was not statistically significant when using any of the approaches. 
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1. Introduction 
In the US, the Department of Transportation (DOT) reported 32,367 fatalities caused by road accidents in 2011 
[1]. A significant percentage of these road accidents occurred at signalized intersections as a result of the dilemma 
zone problem. Rear-end and right-angle crashes are the two types of dilemma-zone-related crashes. These crashes 
can be avoided if vehicles know the predicted behavior of surrounding vehicles. 
Modelling driver behavior at signalized intersections and more specifically in the dilemma zone has been the 
focus of many studies [2-7].The dilemma zone is first examined and modeled  as a binary decision problem to either 
stop or proceed when a yellow indication is triggered in [8]. The dilemma zone is created when the maximum 
clearing distance is smaller than the minimum stopping distance. The distance required for an approaching vehicle 
to pass the stop bar before the end of yellow indication time is defined as clearing distance. The stopping distance is 
defined as the distance required for an approaching vehicle to come to a complete stop before the stop bar. At the 
onset of yellow indication, the approaching drivers have two options either proceed through the intersection before 
the end of the yellow interval or stop safely. Incorrect driver decisions may result in either a rear-end crash, if the 
driver fails to come to a safe stop, or a right-angle crash with side-street traffic, if the driver does not have enough 
time to safely cross the intersection before the conflicting flow is released.  
When the yellow light presents, the drivers approaching a signalized intersection need to decide to cross the 
intersection or stop. There are many factors that affect the dilemma zone and the driver decision. These factors are 
divided into internal factors group and external factor group. The internal factors include driver-related attributes 
such as age and gender. The external factors includes factors such as the traffic volume, intersection and vehicle 
type[9]. The intersection factor itself has many attributes such as the number of legs in the intersection and the 
roadway surface condition[10]. There is another factors group called the intermediate group which includes factors 
such as perception-reaction time (PRT) and acceptable acceleration/deceleration rates. 
Aggressive driving could be critical in modeling driver stop/run behavior at signalized intersections; however 
measuring driver aggressiveness may not be plausible. Previous research uses five driver actions to measure 
aggressive driving. These five measures include: short or long honk of the horn, cutting in front of other vehicles in 
a passing lane maneuver,  cutting in front of other vehicles in a multi-lane passing maneuver, and passing one or 
more vehicles by driving on the shoulder and then cutting in [11]. In our previous study we propose the frequency of 
running at yellow indication as a measure of aggressive driving [12]. In the current study a better sold and formal 
definition and formulation of the driver aggressiveness is proposed. 
Consider a vehicle approaching signalized intersection, our goal is to build a model that uses many predictors 
such as distance to intersection and driver age to predict whether the driver will stop or run at onset of the yellow 
indicator. Because in real life, individual drivers behave differently, we included the proposed predictor to explain 
some of the variations between drivers based on their history. Such model should be one of the main building blocks 
in more advanced driver assistance systems. These systems should be able to predict the driver behavior and warn 
him and the surrounding vehicles if the driver’s decision is wrong. One drawback of advanced driver assistance 
systems is that it may distract the driver. Therefore, the classifier should be chosen more carefully so that it produces 
minimum false positives and maximum classification accuracy. 
 The past two decades have seen numerous research efforts and advances in both machine learning and 
computers. The available machine learning algorithms, computation power and data sets from fixed detectors or data 
probes and intelligent transportation systems (ITSs) encourages Transportation engineers to apply machine learning 
in their field. Recently, some machine learning algorithms were used in the transportation field, including: 
classifying and counting vehicles detected by multiple inductive loop detectors [13], identifying motorway rear-end 
crash risks using disaggregate data [14], real-time detection of driver distraction [15, 16], and transportation mode 
recognition using smartphone sensor data [17, 18]. Modeling driver stop/run behavior at signalized intersections is 
very important and is ideal for applying machine learning techniques [19]. At first glance, driver stop/run behavior 
modeling seems to be a good candidate for straightforward application of machine learning algorithms. 
Observations of the driver stop/run behavior from naturalistic datasets or from controlled field experiment datasets 
can be used to train machine learning algorithms. The trained models can then be used to predict future driver 
decisions for implementation in in-vehicle safety systems. However, machine learning modeling of driver stop/run 
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behavior faces some challenges including the need for large labeled datasets, driver stop/run behavior drift, and 
computational complexity. 
In this paper we introduce a new parameter related to the driver aggressiveness. This new predictor can be 
observed directly from stop/run historical behavior. By using this new predictor, we demonstrate that the modeling 
of driver stop/run behavior can be enhanced. The use of such models can then be integrated with in-vehicle safety 
systems to predict the action of a driver and thus warn other drivers or take action to ensure that no collisions occur. 
2. Methods 
2.1. Adaptive Boosting Algorithm 
The Adaptive Boosting (Adaboost) is a machine learning algorithm that is based on the idea of incremental 
contribution [20]. Adaboost uses a set of weak classifiers, each is trained using the same training dataset but with a 
different weight distribution. Each of the weak learners focuses on the instances that are misclassified by the 
previous learner. The output of Adaboost is the weighted average of all weak learner outputs. To describe the 
Adaboost algorithm, let us assume the training set consists of n instances ൌ ሼሺଵǡ ଵሻǡ ǥ ǡ ሺ୬ǡ ୬ሻሽ where, ୧ is the 
vector of predictors that can be represented by a point in the multidimensional feature (predictor) space and ୧ ൌ
ሼെͳǡ൅ͳሽ is the corresponding label. After training T weak learners the model is ready to predict the label for test 
instance (unseen) ୲ୣୱ୲. The label of the test instance is defined using Equation (1): 
ሺσ ן୲ ୲ሺ୲ୣୱ୲ሻ୘୲ୀଵ ሻ  (1) 
Where ן୲ is trustiness level of learner ୲.  The label is set equal to 1 if the output of Equation (1) is positive and -
1 if the output is negative.  
2.2. Artificial neural networks 
In machine learning, artificial neural networks (ANN) are used to estimate or approximate unknown linear and 
non-linear functions that depend on a large number of inputs. Artificial neural networks can compute values or 
return labels using inputs. 
An ANN consists of several processing units, called neurons, which are arranged in layers. In this paper we used 
the multi-layered feed-forward ANN’s which is commonly used for classification analysis. In multi-layered feed-
forward ANN , the neurons are connected by directed connections which allows information flow in the direction 
from the input layer to output layer. A neuron  at layer m receive an input ୨ from each neuron  at layer െ ͳ. 
The neuron adds the weighted sum of its inputs to a bias term ; then apply the whole thing to a transfer function and 
pass the result to its output toward downstream layer. In general the ANN is requires the definition of number of 
layers, number of neurons in each layer and the neuron’s transfer function. Given the training data set the ANN can 
uses learning algorithm such as back propagation to learn the weights and biases for each single neuron[21]. 
2.3. Support Vector Machine 
Support Vector Machine (SVM) is a rather complex machine learning technique that can be employed in 
classification problems. SVM is known as a large margin classifier which means that while this method attempts to 
find decision boundaries between different classes, it tries to maximize the gap or margin between classes. 
The objective function of the SVM formulation and the associated constraints are presented below in Equation 
(2) through Equation (4) [22]. The sum of two terms are minimized in the objective function; minimizing the first 
term is basically equivalent to maximizing the margin between classes, and the second term consists of an error term 
multiplied by the regularization (penalty) parameter denoted by . The regularization is designed to deal with the 
issue of overfitting. The value of the  parameter should be adjusted to obtain the best possible performance. 
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 ௪ǡ௕ǡక ቀଵଶ ݓ்ݓ ൅ ܥ σ ߦ௡ே௡ୀଵ ቁ   (2) 
 Subject to:         ݕ௡ሺݓ்߶ሺݔ௡ሻ ൅ ܾሻ ൒ ͳ െ ߦ௡ǡ ݊ ൌ ͳǡ ǥ ǡ ܰ (3) 
 Ɍ୬ ൒ Ͳǡ  ൌ ͳǡǥ ǡ  (4) 
Where, ݓ  Parameters to define decision boundary between classes 
 ܥ Regularization (or penalty) parameter 
 ߦ௡ Error parameter to denote margin violation  
 ܾ Intercept associated with decision boundaries 
 ߶ሺݔ௡ሻ Function to transform data from X space into some Z space 
When using SVM, the data are transformed from the X space to the Z space using some function Ԅሺ୬ሻ. 
However, in solving the problem, there is no need to actually do the transformation. Instead, some other functions, 
known as kernels, are adopted. The kernels, which appear in the dual formulation of the problem, correspond to the 
vector inner product in the Z space. To construct the model, kernel type should be selected (e.g. linear, polynomial, 
Gaussian). 
3. Proposed driver aggressiveness predictor 
We propose a new predictor that can be used as a measure of the driver's aggressiveness. The new measure is 
based on the count of the number of runs the driver makes when the time to intersection at the onset of the yellow 
indicator is greater than the yellow time and his speed is equal or greater than the maximum posted speed. The value 
of new predictor Ʌ୨ for driver  can be estimated based on the Bayesian approach by finding the posterior density 
distribution, as shown in equation (5), 
൫Ʌ୨ห୨ଵǡ ୨ଶǡ ǥ ǡ ୨୬൯ ן ൫୨ଵǡ ୨ଶǡ ǥ ǡ ୨୬หɅ୨൯ሺɅ୨ሻ                                        (5) 
where, ൫୨ଵǡ ୨ଶǡ ǥ ǡ ୨୬หɅ୨൯ is the sampling distribution and ൫Ʌ୨൯ is the prior distribution. 
The distribution of the ൫୨୧หɅ୨൯ is Bernoulli because the random variable is either one or zero. The new predictor 
can take any value between zero and one. This means the domain of the ሺɅ୨ሻ is from zero to one. So that ሺɅ୨ሻ is 
distributed according to Beta distribution and the whole problem can be viewed as Beta-Bernoulli model, as shown 
in equation (6), 
 
൫୨୧หɅ୨൯̱൫Ʌ୨൯  
Ʌ୨̱ሺǡ ሻǡ ൌ ͳ ൌ ͳͲͲͲ         (6) 
൫Ʌ୨ห୨ଵǡ ୨ଶǡ ǥ ǡ ୨୬൯ ן ൛ς Ʌ୨୷ౠ౟ሺͳ െ Ʌ୨ሻଵି୷ౠ౟୬୧ୀଵ ൟ ୻ሺୟାୠሻ୻ሺୟሻ୻ሺୠሻ Ʌ୨
ୟିଵሺͳ െ Ʌ୨ሻୠିଵ  
 
by removing the constants from the above equation and naming the distribution we find, 
൫Ʌ୨ห୨ଵǡ ୨ଶǡ ǥ ǡ ୨୬൯̱ሺσ ୧୬୧ୀଵ ൅ ǡ  െ σ ୧୬୧ୀଵ ൅ ሻ                            (7) 
where n is the total number of stops and runs when time to intersection is greater than yellow time and the driver's 
speed is equal or greater than the maximum posted speed. 
From equation (7) we can estimate the expectation ൣ൫Ʌ୨ห୨ଵǡ ୨ଶǡ ǥ ǡ ୨୬൯൧  and use it as the aggressiveness 
measure for driver j 
ൣ൫Ʌ୨ห୨ଵǡ ୨ଶǡ ǥ ǡ ୨୬൯൧ ൌ σ ୷౟
౤౟సభ ାୟ
ୟାୠା୬                     (8) 
If the value of the new predictor is close to one that means the driver rarely stops and thus is more aggressive 
than the driver who has smaller value of the new predictor. This new predictor is important because it captures the 
stop/run tendencies of that specific driver. It is envisioned that the computation of this new predictor can be done 
through some form of infrastructure-to-vehicle (I2V) communication in which the vehicle receives Signal Phasing 
and Timing (SPaT) information to identify the indication of the traffic signal. Moreover, Vehicle-to-vehicle (V2V) 
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communication would be required to exchange information with surrounding vehicles to identify if the driver was 
not forced to stop because the vehicle ahead of it stopped. Using the SPaT and surrounding vehicle information the 
vehicle would count the number of times the driver stopped and ran the yellow indication when s/he has the freedom 
to proceed. 
4. Data description 
The data used in this paper were collected from three different field experiments and one truck simulator study. 
The field experiments were conducted at the Virginia Department of Transportation’s (VDOT) Smart Road facility, 
located at the Virginia Tech Transportation Institute (VTTI). The length of the Smart Road is a 3.5 km (2.2 miles). It 
is a two-lane road with one four-way signalized intersection[23]. 
4.1. Dry roadway surface field experiment 
Three vehicles were used in this experiment, one was driven by test participants and the other two vehicles were 
driven by trained experimenters who were involved in the study [24]. The test vehicle was equipped with a real-time 
data acquisition system (DAS), differential Global Positioning System (GPS) unit, a longitudinal accelerometer, 
sensors for accelerator position and brake application, and a computer to run the different experimental scenarios. 
Twenty-four licensed drivers were recruited in three equal age groups (below 40, 40 to 59, and 60 or above); each 
group is male-female balanced. Participants were asked to follow all normal traffic rules and to obey all traffic laws 
while they drive. They drove loops on the Smart Road at 45 mi/h instructed speed, crossing the four-way signalized 
intersection 24 times for a total of 48 trials, where a trial consists of one approach to the intersection. Among the 48 
trials, a 4-second yellow indication was triggered for a total of 24 times (four repetitions at six distances). The 
yellow indications were triggered when the front of the test vehicle was 132, 178, 205, 231, 251, and 271 feet from 
the intersection to ensure that the entire dilemma zone was within the range. On the remaining 24 trials the signal 
indication remained green.  
4.2. Rainy/wet roadway surface field experiment 
Two vehicles were used in this study, one was driven by test participants and the other vehicle was driven by a 
trained research assistant to simulate real-world conditions[25]. The confederate vehicle crossed the intersection 
from the side street when the signal was red for the test vehicle. The participants were asked to follow all normal 
traffic rules and to obey all traffic laws. 
The test vehicle was equipped with a differential Global Positioning System (GPS), a real-time Data Acquisition 
System (DAS), and a computer to run the different experimental scenarios. A communications link to the 
intersection signal control box was used by the data recording equipment to synchronize the vehicle data stream 
with changes in the traffic. The two vehicles were equipped with a communications system between vehicles, 
operated by the research assistants.  
Twenty-six drivers were recruited in three age groups (below 40, 40 to 59, and 60 or above), equal number of 
male and female participants were assigned to each group. The experiment was only run in rainy weather and wet 
pavement surface condition. During the experiment the participants pass the intersection 48 times. A 4-second 
yellow interval at the 45 mi/h instructed speed was triggered for a total of 24 times (four repetitions at six distances). 
The yellow indications were triggered when the front of the test vehicle was 178, 205, 231, 251, 271, and 304 feet 
from the intersection to ensure that the entire dilemma zone was within the range.  
4.3. Bus field experiment 
The vehicle used in this experiment is a 1990 Blue Bird East school bus which was driven by participant bus 
drivers. The bus was equipped with a Differential Global Positioning System (DGPS), a real-time data acquisition 
system (DAS). Two video cameras were used as well: one recorded the front view of the test vehicle and the other 
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recorded the participant’s foot movements). The trials and road scenarios were controlled using a laptop installed 
with VTTI proprietary programs. 
There were thirty-six participants who were employed as bus drivers and had valid Class-B commercial driver’s 
license (CDL). The participants drove 24 loops around the instructed test area, passing the intersection 48 times and 
were instructed to cruise at a speed of 35 mi/h while approaching the signalized intersection.  
The experiment was balanced where 24 trials out of the 48 trials were yellow and 24 trials were green. The signal 
was triggered to switch to yellow at 6 different distances to the intersection, 4 times each. The yellow indications 
were triggered when the front of the test vehicle was 120, 150, 180, 200, 220, and 250 feet from the intersection. 
4.4. Truck simulator experiment 
This experiment was done using the Commercial Testing and Prototyping Simulator (CTAPS) at the Virginia 
Tech Transportation Institute (VTTI) in Blacksburg, VA. The participants in this experiment were required to be 
male, hold a valid Class-A commercial driver’s license (CDL), be between the ages of 21 and 55, be able to drive a 
standard 10-speed manual transmission with no assistive devices, hold a valid Department of Transportation (DOT) 
medical examination, and operate a truck a minimum of 2 to 4 times per week.   
The participants were required to complete eight scenarios study trials. In each of these eight scenarios, the same 
six traffic signals were considered. These signals were triggered to change to yellow at different six distances (224, 
264, 284, 304, 330, and 363 feet) from the intersection. The instructed speed was 45 mi/h.   
The experiment started with twenty-five drivers participated.  Four participants developed simulator sickness at 
some point during the experiment and two drivers produced data that was corrupt/incomplete. Additionally several 
interactions with the signals malfunctioned during participant sessions and these records were also not included in 
the analysis.  A total of 910 records were collected in this experiment. 
5. Results 
This section presents the classification results of the machine learning algorithms (i.e. Adaboost, ANN, and 
SVM). Using the datasets collected in the previous studies, as described in the above section, to find the best 
classifier and show how the new proposed predictor improve the classifiers’ performance. There are eight predictors 
used to classify the driver: gender, age, time-to-intersection, approaching speed, roadway surface condition, vehicle 
type and the new proposed driver aggressiveness predictor. 
The machine learning models are evaluated using both the classification accuracy and the false positive rate. Our 
goal is to get the most accurate model with the minimum false positive rate. In other words we want to give the 
driver the best safety with minimum false alarm and distraction. For each classifier, the average of classification 
accuracy and FPR of each set of trials are calculated using the leave-one-out (LOO) cross-validation method [26].  
5.1. Artificial neural network 
We used feed forward neural network with one hidden layer and sigmoid transfer function. The output layer 
consists of one neuron with sigmoid function as well. Four networks with different neurons in the hidden layers are 
trained and tested to find the best number of neurons. Using 6 neurons in the hidden layer, the classification 
accuracy of 82.65 and 86.20 were obtained without and with the new predictor, respectively. Similarly, false 
positive rate of 30.98 and 26.74 were obtained without and with the new predictor, respectively  
5.2. Adaboost  
We modeled the driver stop/run behavior using adaboost with and without the new predictor at different number 
of leaners. We observed the reduction in the FPR and the increase in the classification accuracy compared to the 
model which does not use the new predictor. Using 20 trees, the classification accuracy of 84.62 and 85.67 were 
obtained without and with the new predictor, respectively. Similarly, false positive rate of 30.85 and 27.12 were 
obtained without and with the new predictor, respectively 
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5.3. Support Vector Machine 
To implement SVM, the LibSVM library of SVMs was applied [27]. With regard to the size of the data, Gaussian 
kernel was selected to adopt for model development [28]. Furthermore, complete model selection was conducted by 
changing the regularization parameter and the Gaussian parameter to achieve the highest performance. Classification 
accuracy of 92.9% and 91.7% were obtained with and without including the new predictor, respectively. Moreover, 
the SVM model resulted in FPR of about 5% and 4% with and without the new predictor, respectively. As 
mentioned earlier, LOO cross-validation technique was applied to assess the model.  
5.4. Model comparison 
The three classifiers were compared in terms of false positive (false alarm) and the classification accuracy, as 
shown in Error! Reference source not found.. SVM was found to be the best classifier in terms of low false alarm 
and higher classification accuracy followed by ANN. The paired t-test was used to test the significance of the 
improvement in both FPR and classification accuracy between the classifier without the new predictor and after 
adding the new predictor. 
Table 1. Comparison between different classifiers. 
Method Evaluation measure Without the new predictor With the new predictor p-value 
Adaboost 
Classification accuracy (%) 84.62 85.67 0.0036 
False positive (%) 30.85 27.12 0.0613 
ANN 
Classification accuracy (%) 82.65 86.20 0.0008 
False positive (%) 30.98     26.74     0.1007 
SVM 
Classification accuracy (%) 91.7 92.9 0.0675 
False positive (%) 22.34 20.73 0.4219 
 
In both tests (FPR and classification accuracy tests), our null hypothesis is that the distribution of differences 
come from distribution with mean equal zero which means both classifiers (without and with new predictor) are 
equivalent and the new predictor does not have any significant effect. The alternative hypothesis is that the 
differences tend to be different from zero and the new predictor significantly improves the classifier. The 
experimental results show that the improvement in the classification accuracy of adaboost and ANN models is 
statistically significant. In other words, including the new predictor for the two models resulted in statistically 
significant improvement in classification accuracy, but the reduction in FPR was not statistically significant 
according to the p-values in case of all models. In case of the SVM, which resulted in the highest accuracy and 
lowest false positive rate, addition of the new predictor did not have any statistically significant effect according to 
the p-values.  
6. Study conclusions and future work 
In this paper, we introduce a measure of driver aggressiveness into the modeling of driver stop/run behavior at 
the onset of a yellow indication. The driver aggressiveness parameter can be estimated by monitoring the driver 
historical response to yellow indications. The new aggressiveness parameter is based on the count of the number of 
runs the driver makes when the time to intersection, at the onset of the yellow indicator, is greater than the yellow 
time and his speed is equal or greater than the maximum posted speed. The parameter can then be added to the 
model after some period of monitoring. The experimental results demonstrated the ability of the new predictor to 
explain part of the variability in the driver stop/run decision. Specifically, the addition of this predictor significantly 
increased the classification accuracy in case of two models (i.e. ANN and Adaboost). However, the reduction in 
FPR was not statistically significant after adding the new predictor when using all models. In case of the SVM, 
which resulted in the highest accuracy and lowest false positive rate, addition of the new predictor did not have any 
statistically significant effect. The paper also considers different types of vehicles and dry/wet road surface as 
factors to explain the response variability. Further enhancements to the model are required to model driver stop/run 
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behavior under more severe inclement weather (such as snow, and ice), and developing real-time machine learning 
techniques that can adapt to changes in driver behavior. 
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