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Abstract. We introduce the notion of locally finite root supersystems
as a generalization of both locally finite root systems and generalized root
systems. We classify irreducible locally finite root supersystems.
1. Introduction
In 2001, Neeb and Stumme [6] studied locally finite split simple Lie al-
gebras, i.e., locally finite simple Lie algebras containing a maximal abelian
ad-diagonalizable subalgebra. They showed that a locally finite split simple
Lie algebra is a direct limit of finite dimensional split simple Lie algebras
and its corresponding root system is a direct limit of irreducible reduced
finite root systems. In 2004, Loos and Neher [3] studied direct limits of
finite root systems and called them locally finite root systems. A locally
finite root system R is a locally finite spanning set of a nontrivial vector
space of arbitrary dimension, over a field of characteristic zero, equipped
with a symmetric bilinear form which is positive definite on the rational
space spanned by R. In particular, a locally finite root system R dose not
contain nonsingular roots. One knows that in contrast with a finite root
system (as the root system of a finite dimensional split simple Lie algebra),
the root system of a finite dimensional basic classical Lie superalgebra con-
tains nonsingular roots. This gave a motivation to Serganova [8] in 1996 to
introduce the notion of generalized root systems as a generalization of finite
root systems. The main difference between generalized root systems and fi-
nite root systems is the existence of nonsingular roots. Serganova classified
irreducible generalized root systems and showed that such root systems are
root systems of contragredient Lie superalgebras [2].
In this work, we introduce the notion of locally finite root supersystems.
Roughly speaking, a spanning set R of a nontrivial vector space over a
field F of characteristic zero, equipped with a nondegenerate symmetric
bilinear form, is called a locally finite root supersystem if the root string
property is satisfied. The notion of locally finite root supersystems is a
generalization of both locally finite root systems [3] and generalized root
systems [8]. Indeed, a locally finite root system is nothing but a locally finite
root supersystem without nonsingular roots and generalized root systems
are nothing but locally finite root supersystems which are finite. We classify
irreducible locally finite root supersystems and show that each locally finite
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2root supersystem is a direct union of finite root supersystems with the same
nature. Locally finite root supersystems appear naturally in the theory of
locally finite Lie superalgebras; see [7] and [9]. We hope our classification
offers a new approach to the study of these Lie superalgebras.
The paper is arranged as follows. In Section 2, we gather the preliminaries.
The third section, which is divided into two subsections, is devoted to locally
finite root supersystems. In the first subsection, given a field extension K
of F, we introduce the notion of (F,K)-locally finite root supersystems and
study their properties. In the second subsection, we study (F,F)-locally
finite root supersystems which we refer to as locally finite root supersystems.
Using the material of the first subsection, we show that we can define locally
finite root supersystems as a subset of a torsion free abelian group and that
these are in correspondence with the ones defined as a subset of an F-vector
space; this would be helpful in the study of root graded Lie superalgebras.
In the last section, we give the classification of irreducible locally finite root
supersystems.
2. Preliminaries
Throughout this work, F is a field of characteristic zero. Unless otherwise
mentioned, all vector spaces are considered over F.We denote the dual space
of a vector space V by V ∗ and denote its group of automorphisms by GL(V ).
For a set S, by |S|, we mean the cardinal number of S. For a map f : A −→ B
and C ⊆ A, by f |
C
, we mean the restriction of f to C. Also for two symbols
i, j, by δi,j, we mean the Kronecker delta. We finally recall that the direct
union is, by definition, the direct limit of a direct system whose morphisms
are inclusion maps.
Definition 2.1. Suppose that V is a nontrivial vector space and R is a subset
of V. We say R is a locally finite root system in V (or (R,V) is a locally finite
root system) if
(i) R is locally finite, in the sense that each finite dimensional subspace
of V intersects R in a finite set,
(ii) 0 ∈ R and R spans V,
(iii) for α ∈ R× := R \ {0}, there is αˇ ∈ V∗ such that
• αˇ(α) = 2,
• αˇ(β) ∈ Z; β ∈ R,
• R is invariant under the reflection rα of V mapping v ∈ V to v −
αˇ(v)α.
Each element of a locally finite root system (R,V) is called a root and dim(V)
is called the rank of R. A finite locally finite root system is called a finite
root system. A bilinear form (·, ·) on V is called invariant if it is invariant
under the reflections rα, α ∈ R
×. The subgroup W of GL(V) generated by
{rα | α ∈ R
×} is called the Weyl group of R. Two locally finite root systems
(R,U) and (S,V) are said to be isomorphic if there is a linear isomorphism
f : U −→ V such that f(R) = S.
3Suppose that (R,V) is a locally finite root system. A nonempty subset
S of R is said to be a subsystem of R if S contains zero and rα(β) ∈ S for
α, β ∈ S \ {0}. A subsystem S of R is called full if (spanFS) ∩ R = S. A
nonempty subsetX of R is called irreducible, if for each two nonzero elements
α, β ∈ X, there exist finitely many nonzero roots α1 := α,α2, . . . , αn := β
in X such that αˇi+1(αi) 6= 0, 1 ≤ i ≤ n − 1. It is known that the locally
finite root system R is a direct sum of irreducible subsystems in the sense
that R is a union of irreducible subsystems Ri (i ∈ I) such that for i, j ∈ I
with i 6= j and α ∈ R×i , β ∈ Rj , αˇ(β) = 0 [3, §3.13]. A basis B of the vector
space V is called a root base for R if R ⊆ (spanZ≥0B) ∪ (spanZ≤0B). The
locally finite root system R has a root base if and only if R is countable [3,
Proposition 6.7 and Theorem 6.9]. We take {Rλ | λ ∈ Γ} to be the class of
all finite subsystems of R, and say λ 4 µ (λ, µ ∈ Γ) if Rλ is a subsystem of
Rµ, then (Γ,4) is a directed set and R is the direct union of {Rλ | λ ∈ Γ}.
Furthermore, if R is irreducible, it is the direct union of its irreducible finite
full subsystems; see [3, Corollarries 3.15 and 3.16]. The following Lemma is
well known in the literature [3, §4.14 and Theorem 4.2]:
Lemma 2.2. Suppose that R is a locally finite root system in a vector space
V, then V is equipped with a nondegenerate symmetric invariant bilinear
form (·, ·) such that the form restricted to VQ := spanQR is a positive def-
inite Q-valued bilinear form. In this case for α ∈ R× and v ∈ V, we have
αˇ(v) = 2(v, α)/(α,α). Moreover, if R is irreducible, then each two symmet-
ric invariant bilinear forms on V are proportional; in particular, for each
nonzero symmetric invariant bilinear form (·, ·) on V and 0 6= v ∈ VQ, we
have (v, v) 6= 0.
Suppose that T is a nonempty index set with |T | ≥ 2 and U := ⊕i∈TFǫi
is the free F-module over the set T. Define the form
(·, ·) : U × U −→ F
(ǫi, ǫj) 7→ δi,j, for i, j ∈ T
and set
(2.3)
A˙T := {ǫi − ǫj | i, j ∈ T},
DT := A˙T ∪ {±(ǫi + ǫj) | i, j ∈ T, i 6= j},
BT := DT ∪ {±ǫi | i ∈ T},
CT := DT ∪ {±2ǫi | i ∈ T},
BCT := BT ∪ CT .
One can see that these are irreducible locally finite root systems in their
F−span’s which we refer to as type A,D,B,C and BC respectively. More-
over, every irreducible locally finite root system either is an irreducible finite
root system or is isomorphic to one of these root systems (see [3, §4.14, §8]).
Now we suppose that R is an irreducible locally finite root system; one can
4define
Rsh := {α ∈ R
× | (α,α) ≤ (β, β); for all β ∈ R},
Rex := R ∩ 2Rsh,
Rlg := R
× \ (Rsh ∪Rex).
The elements of Rsh (resp. Rlg, Rex) are called short roots (resp. long roots,
extra-long roots) of R. We point out that following the usual notation in the
literature, we use “ ˙ ” on the top of A in the list of locally finite root systems
above as all of them span U other than the first one which spans a subspace
of codimension 1.
In what follows, we assume that R is an irreducible locally finite root
system in a vector space V and W is its Weyl group. We fix a full finite
irreducible subsystem R0 of R. Suppose that Λ is an index set and {Rλ | λ ∈
Λ} is the class of all finite irreducible full subsystems of R containing R0.
We know that R is the direct union of {Rλ | λ ∈ Λ}. So V is the direct union
of {Vλ | λ ∈ Λ} in which for λ ∈ Λ, Vλ is the linear span of Rλ. Next, for
λ ∈ Λ, set Wλ to be the subgroup of GL(Vλ) generated by rα|Vλ , α ∈ R
×
λ .
Since for α ∈ R×λ , rα(Vλ) ⊆ Vλ, we can identify the Weyl group of Rλ with
Wλ. Now set
p := {v ∈ V | αˇ(v) ∈ Z, ∀α ∈ R×},
pλ := {v ∈ Vλ | αˇ(v) ∈ Z, ∀α ∈ R
×
λ } (λ ∈ Λ).
Each element of p is called a weight. Using Lemma 2.2, one can see that W
(resp. Wλ, λ ∈ Λ) acts on p (resp. pλ) by the natural action.
Definition 2.4. [8, Definition 3.1] Consider the actionW on p. An orbit S ⊆ p
is called small if for x, y ∈ S, either x = ±y or x− y ∈ R×.
Lemma 2.5. A subset S of p is a small orbit if and only if
• WS ⊆ S,
• the action of W on S is transitive,
• for each x ∈ S, there is λ0 ∈ Λ such that for all λ ∈ Λ with λ0 4 λ,
Wλx is a small orbit in pλ.
Proof. Suppose that S ⊆ p is a small orbit and pick a representative s of this
orbit. Since s ∈ V and V is the direct union of {Vλ | λ ∈ Λ}, one finds λ0 ∈ Λ
such that s ∈ Vλ0 . So for λ ∈ Λ with λ0 4 λ, we have s ∈ Vλ and αˇ(s) ∈ Z
for all α ∈ R×λ . Therefore s ∈ pλ. Now for x, y ∈ Wλs ⊆ Ws, we have either
x = ±y or x−y ∈ R. In the latter case, x−y ∈ Vλ∩R = Rλ asWλs ⊆ Vλ and
Rλ is a full subsystem of R. This shows that s is a representative of a small
orbit of the action of Wλ on pλ. Now it is trivial that if S is a small orbit,
then S satisfies the three stated conditions. For the reverse implication, we
suppose S is a subset of p satisfying the stated conditions, then for x, y ∈ S,
there is λ0 ∈ Λ such that Wλx is a small orbit of the action of Wλ on pλ for
all λ ∈ Λ with λ0 4 λ. Also we know that there are α1, . . . , αℓ ∈ R
× such
that y = rα1 · · · rαℓx. Now take µ ∈ Λ with λ0 4 µ and α1, . . . , αℓ ∈ Rµ,
then y = wx ∈ Wµx. Therefore, as Wµx is a small orbit for the action of
Wµ on pµ, we get either x = ±y or x− y ∈ R
×. 
5Definition 2.6. Suppose that R is an irreducible finite root system in a vector
space V. Suppose that (·, ·) is an invariant bilinear form on V. If ∆ :=
{α1, . . . , αℓ} is a root base for R, each element of the basis {ω1, . . . , ωℓ} of
V satisfying (ωj , 2αi)/(αi, αi) = δi,j , 1 ≤ i, j ≤ ℓ, is called a fundamental
weight of R (with respect to ∆).
Proposition 2.7. (i) Suppose that ℓ is a positive integer and {ǫ1, . . . , ǫℓ+1}
is a basis for the F-vector space V := Fℓ+1. Define
(·, ·) : V × V −→ F; (ǫi, ǫj) 7→ δi,j; 1 ≤ i, j ≤ ℓ+ 1.
Consider the irreducible finite root system R := {ǫi − ǫj | 1 ≤ i, j ≤ ℓ + 1}
of type Aℓ, then ∆ := {α1 := ǫ1 − ǫ2, . . . , αn := ǫℓ − ǫℓ+1} is a root base for
R and {ωi := ǫ1 + · · · + ǫi −
i
ℓ+1(ǫ1 + · · · + ǫℓ+1) | 1 ≤ i ≤ ℓ} is the set of
fundamental weights with respect to this root base. Also if ℓ = 1, {±k2α1}
(k ∈ Z) are the only small orbits and if ℓ ≥ 2, Wω1 and Wωℓ = −Wω1 are
the only small orbits.
(ii) Suppose that R is an irreducible finite root system of type X 6= A and
rank ℓ with Weyl group W. Suppose that ∆ is a root base for R and Ω is the
set of fundament weights with respect to ∆. Then small orbits for the action
of W on the set of weights exist if and only if R is of type X 6= E6,7,8, F4.
Moreover, if R is of type G2, Rsh is the only small orbit and if R is of type
X 6= E6,7,8, F4, G2, up to W-conjugation, we have
X rank R ∆
B ℓ ≥ 2 {0,±ǫi,±(ǫi ± ǫj) | 1 ≤ i < j ≤ ℓ} {αi := ǫi − ǫi+1, αℓ := ǫℓ | 1 ≤ i ≤ ℓ− 1}
C ℓ ≥ 3 {0,±2ǫi,±(ǫi ± ǫj) | 1 ≤ i < j ≤ ℓ} {αi := ǫi − ǫi+1, αℓ := 2ǫℓ | 1 ≤ i ≤ ℓ− 1}
D ℓ ≥ 4 {0,±(ǫi ± ǫj) | 1 ≤ i < j ≤ ℓ} {αi := ǫi − ǫi+1, ǫℓ := ǫℓ−1 + ǫℓ | 1 ≤ i ≤ ℓ− 1}
BC ℓ ≥ 2 {±ǫi,±(ǫi ± ǫj) | 1 ≤ i, j ≤ ℓ} {αi := ǫi − ǫi+1, αℓ := ǫℓ | 1 ≤ i ≤ ℓ− 1}
BC ℓ = 1 {±ǫ1,±2ǫ1} {α1 := ǫ1}
X rank Ω small orbits
B ℓ = 2 {ω1 = ǫ1, ω2 =
1
2
(ǫ1 + ǫ2)} Wω1
B ℓ = 3 {ωi = ǫ1 + · · · + ǫi, ω3 =
1
2
(ǫ1 + · · ·+ ǫℓ) | 1 ≤ i ≤ 2} Wω1,Wω3
B ℓ > 3 {ωi = ǫ1 + · · · + ǫi, ωℓ =
1
2
(ǫ1 + · · · + ǫℓ) | 1 ≤ i ≤ ℓ− 1} Wω1
C ℓ ≥ 3 {ωi = ǫ1 + · · · + ǫi | 1 ≤ i ≤ ℓ} Wω1
D ℓ = 4 {ωi = ǫ1 + · · · + ǫi, ωℓ−1 =
1
2
(ǫ1 + · · · + ǫℓ−1 − ǫℓ),
ωℓ =
1
2
(ǫ1 + · · · + ǫℓ) | 1 ≤ i ≤ ℓ− 2} Wω1,Wω3,Wω4
D ℓ > 4 {ωi = ǫ1 + · · · + ǫi, ωℓ−1 =
1
2
(ǫ1 + · · · + ǫℓ−1 − ǫℓ),
ωℓ =
1
2
(ǫ1 + · · · + ǫℓ) | 1 ≤ i ≤ ℓ− 2} Wω1
BC ℓ = 1 {ω1 =
1
2
ǫ1} {±kǫ1} (k ∈ Z)
BC ℓ = 2 {ω1 = ǫ1, ωℓ =
1
2
(ǫ1 + ǫ2)} Wω1, 2Wω2
BC ℓ ≥ 3 {ωi = ǫ1 + · · · + ǫi, ωℓ =
1
2
(ǫ1 + · · · + ǫℓ) | 1 ≤ i ≤ ℓ− 1} Wω1
(iii) Suppose that T is an infinite index set and assume R is a locally
finite root system as in (2.3). Then there is no small orbit for R if R is of
type A˙T and Wǫ1 is the only small orbit for R if R is of type BT , CT , BCT
and DT .
Proof. (i) The first statement is immediate. For the last one, one can get
the result using an easy verification if R is of rank 1. Also if the rank of R
is greater than 1, we have the result by [8, Example 3.2].
(ii) If ℓ = 1, the result follows using a straightforward verification. If
ℓ ≥ 2, we have the statement using [8, Theorem 3.4].
6(iii) Locally finite root systems of type A˙T : We have R = {ǫi− ǫj | i, j ∈
T}. We fix two distinct elements of T and call them 1 and 2. We take Λ to
be an index set and {Tλ | λ ∈ Λ} to be the class of all finite subsets of T
containing 1, 2. Then Rλ := {ǫi − ǫj | i, j ∈ Tλ} is a finite full irreducible
subsystem of R and R = ∪λ∈ΛRλ. Consider the action of Weyl group W of
R on the set of weights p of R and let S be a small orbit of this action. Then
for a fix s ∈ S, by Lemma 2.5, there is λ ∈ Λ such that Wλs is a small orbit
of the action of Wλ on pλ. By part (i), either Wλs = Wλ(ǫ1 −
1
ℓλ
∑
i∈Tλ
ǫi)
or Wλs = −Wλ(ǫ1 −
1
ℓλ
∑
i∈Tλ
ǫi), where ℓλ = |Tλ|; in particular, either
ǫ1 −
1
ℓλ
∑
i∈Tλ
ǫi ∈ S or −ǫ1 +
1
ℓλ
∑
i∈Tλ
ǫi ∈ S. But if r ∈ Tλ and s ∈ T \ Tλ,
one sees that 2(ǫ1−
1
ℓλ
∑
i∈Tλ
ǫi, ǫr− ǫs)/(ǫr− ǫs, ǫr− ǫs) = δ1,r− 1/ℓλ which
is not an integer number, so ±(ǫ1−
1
ℓλ
∑
i∈Tλ
ǫi) 6∈ p, a contradiction. These
all together imply that if R is of type A˙T for some infinite index set T, there
is no small orbit for the action of W on p.
Locally finite root systems of type BT , CT ,DT , BCT : We just consider type
BT . The result for the other types similarly follows. Fix three distinct
elements of T and call them 1,2 and 3. If Λ is an index set and {Tλ | λ ∈ Λ}
is the class of all finite subsets of T containing 1, 2, 3. Then the root system
R is the direct union of Rλ’s where for λ ∈ Λ, Rλ := R ∩ spanF{ǫi | i ∈ Tλ}.
Now if s is a representative of a small orbit of the action of Weyl group W
on p, there is λ ∈ Λ with |Tλ| > 4 such that Wλs is a small orbit for the
action of Wλ on the set of weights of Rλ, so by part (ii), Wλs =Wλǫ1 and
so Ws =Wǫ1. 
3. locally finite root supersystems
Suppose that V is a vector space over F and K is a field extension of
F. By a bilinear form on V with values in K, we mean an F-bilinear map
f : V ×V −→ K. The bilinear form f is called symmetric if f(u, v) = f(v, u)
for all u, v ∈ V. If f is a symmetric bilinear form with values in K, the
set V0 := {v ∈ V | f(v,w) = 0; ∀w ∈ V} is called the radical of f. The
symmetric bilinear form f is called nondegenerate if V0 = {0}. Using a
modified version of [5, Lemma 3.6], we get the following lemma.
Lemma 3.1. Suppose that V is an F-vector space and K is a field extension
of F. Suppose that (·, ·) : V ×V −→ K is a nondegenerate bilinear form with
values in K. Then for a finite dimensional subspace W of V, there is a finite
dimensional subspace U containing W on which the restriction of the form
is nondegenerate.
Proof. Suppose that W is a finite dimensional subspace of V. We use
induction on dimension of the radical W 0 of W to get the result. If the form
is nondegenerate on W, there is nothing to prove. Suppose {u1, . . . , um}
is a basis for W 0 and extend it to a basis {u1, . . . , um, w1, . . . , wn} for W.
Since the form on V is nondegenerate, there is x1 ∈ V such that (u1, x1) 6=
70. Now consider the subspace W1 := spanF{w1, . . . , wn, u1, . . . , um, x1}. If
x :=
∑n
i=1 riwi+
∑m
i=1 siui + rx1 belongs to W
0
1 , the radical of the form on
W1, then (x, u1) = 0. This implies that r = 0. Therefore x =
∑n
i=1 riwi +∑m
i=1 siui and so x ∈ W
0. This means that W 01 ⊆ W
0. Now if dim(W 01 ) =
dim(W 0), thenW 0 =W 01 . But (u1, x1) 6= 0 which shows that u1 ∈W
0 \W 01 .
So dim(W 01 )  dim(W
0). Now by induction hypothesis, there is a finite
dimensional subspace U of V containingW1 (and so containingW ) on which
the form is nondegenerate. 
3.1. (F,K)-Locally finite root supersystems. Throughout this subsec-
tion, we assume K is a field extension of F. We define two classes TF,K and
T ′F,K of triples (V, (·, ·), R) consisting of a vector space V over F, a nonde-
generate symmetric bilinear form (·, ·) : V ×V −→ K with values in K and a
subset R of V satisfying certain axioms. The elements of TF,K satisfy a so-
called local finiteness property while the elements of T ′F,K satisfy a so-called
root string property. We first investigate the properties of the elements of
each class and finally prove that these two classes coincide.
For a subset R of an F-vector space V equipped with a nondegenerate
symmetric bilinear form (·, ·) with values in K, we set
R×re := {α ∈ R | (α,α) 6= 0},
Rns := {α ∈ R | (α,α) = 0},
R× := R \ {0}, R×ns := Rns \ {0}, Rre := R
×
re ∪ {0}.
Set TF,K to be the class all triples (V, (·, ·), R), where V is a vector space
over F, (·, ·) is a nondegenerate symmetric bilinear form on V with values in
K and R is a subset of V such that
(1) 0 ∈ R and Rre is locally finite in Vre := spanFRre,
(2) R = −R,
(3) spanFR = V,
(4) for α ∈ R×re and β ∈ R, 2(β, α)/(α,α) ∈ Z and β −
2(β,α)
(α,α) α ∈ R,
(5) for α ∈ Rns and β ∈ R with (α, β) 6= 0, {β − α, β + α} ∩R 6= ∅.
Next set T ′F,K to be the class of all triples (V, (·, ·), R), where V is a vector
space over F, (·, ·) is a nondegenerate symmetric bilinear form on V with
values in K and R is a subset of V such that
(1) 0 ∈ R,
(2) R = −R,
(3) spanFR = V,
(4) for α ∈ R×re and β ∈ R, 2(β, α)/(α,α) ∈ Z and β −
2(β,α)
(α,α) α ∈ R,
(5) for α ∈ R×re and β ∈ Rre, there are nonnegative integers p, q such
that {i ∈ Z | β+iα ∈ Rre} = {−p, . . . , q} and p−q = 2(β, α)/(α,α),
(we refer to this property as the root string property),
(6) for α ∈ Rns and β ∈ R with (α, β) 6= 0, {β − α, β + α} ∩R 6= ∅.
8Convention 3.2. Throughout this subsection, we always assume for a triple
(V, (·, ·), R) ∈ TF,K ∪ T
′
F,K, Rre 6= {0}.
Definition 3.3. For a triple (V, (·, ·), R) of TF,K ∪ T
′
F,K, we say (V, (·, ·), R),
or simply R, is irreducible if R× cannot be written as a disjoint union of
two nonempty orthogonal subsets. For X ⊆ R, we say α, β ∈ X \ {0} are
connected in X if there is a chain α1, . . . , αt ∈ X with α1 = α, αt = β and
(αi, αi+1) 6= 0 for 1 ≤ i ≤ t − 1. If α, β ∈ X \ {0} are not connected, we
say they are disconnected. A subset X of R is called connected if each two
nonzero elements of X are connected in X.
Suppose that (V, (·, ·), R) ∈ TF,K ∪ T
′
F,K and α ∈ R
×
re. We note that for
v ∈ V = spanFR, there are r1, . . . , rn ∈ F and α1, . . . , αn ∈ R with v =∑n
i=1 riαi, so we have
(3.4) 2
(v, α)
(α,α)
= 2
∑n
i=1(riαi, α)
(α,α)
=
n∑
i=1
ri
2(αi, α)
(α,α)
∈ F.
This allows us to define
rα : V −→ V; v 7→ v −
2(v, α)
(α,α)
α (v ∈ V).
The subgroup W of GL(V) generated by {rα | α ∈ R
×
re} is called the Weyl
group of R.
Lemma 3.5. Suppose that (V, (·, ·), R) ∈ TF,K, then
(a) for α, β ∈ R and w ∈ W, (w(α), w(β)) = (α, β),
(b) Rre is a locally finite root system in Vre = spanFRre; in particular, if
Rns = {0}, R is a locally finite root system,
(c) for α, β ∈ R×re, we have 2(β, α)/(α,α) ∈ {−4,−3, . . . , 3, 4},
(d) the form (·, ·) restricted to Vre is nondegenerate.
Proof. (a) It is easy to see.
(b) For α ∈ R×re, we consider (3.4) and set αˇ :=
2(α,·)
(α,α) ∈ V
∗
re. We note that
for α, β ∈ R×re, rα(β) = β − αˇ(β)α. We have αˇ(α) = 2, αˇ(β) ∈ Z and that
by part (a), rα(Rre) ⊆ Rre. Now as Rre is locally finite in Vre, we get that
Rre is a locally finite root system in Vre.
(c) It follows from part (b); see [3, §3].
(d) We know from part (b) that Rre is a locally finite root system in Vre
with αˇ = 2(α, ·)/(α,α), α ∈ R×re. So 1⊗Rre := {1⊗α | α ∈ Rre} ⊆ K⊗FVre
is a locally finite root system in K⊗F Vre [3, §4.14]. Extend the form on Vre
to the form (·, ·)K : (K ⊗F Vre)× (K⊗F Vre) −→ K defined by
(r ⊗ u, s⊗ v)K := rs(u, v); r, s ∈ K, u, v ∈ Vre.
We identify 1⊗Rre with Rre and note that Rre is a direct sum of irreducible
subsystems Ri (i ∈ I) such that αˇ(β) = 0 for α ∈ Ri \ {0}, β ∈ Rj,
i, j ∈ I with i 6= j; in particular, we have (Ri, Rj)K = (Ri, Rj) = {0}
for i, j ∈ I with i 6= j. On the other hand, by Lemma 2.2, K ⊗F Vre is
9equipped with a nondegenerate symmetric invariant bilinear form (·, ·)′ :
(K⊗FVre)×(K⊗FVre) −→ K such that (Ri, Rj)
′ = {0} for i, j ∈ I with i 6= j.
By the same Lemma, as (·, ·)K|span
K
Ri
is a nonzero symmetric invariant
bilinear form, it is a nonzero scalar multiple of (·, ·)′|span
K
Ri
. Now it follows
that (·, ·)K on (K⊗FVre)× (K⊗FVre) is nondegenerate. This in turn implies
that the form restricted to Vre is nondegenerate. 
Lemma 3.6. Suppose that (V, (·, ·), R) ∈ TF,K ∪ T
′
F,K, then we have the
following:
(i) If α, β ∈ R×re are connected in Rre, then (α,α)/(β, β) ∈ Q.
(ii) Each subset of R×re whose elements are mutually disconnected in R
×
re
is linearly independent.
Proof. (i) Since α, β are connected in Rre, there are α1, . . . , αm ∈ R
×
re with
α1 = α, αm = β and (αi, αi+1) 6= 0 for all 1 ≤ i ≤ m− 1. For 1 ≤ i ≤ m− 1,
2(αi,αi+1)
(αi,αi)
, 2(αi+1,αi)(αi+1,αi+1) ∈ Z\{0}. Therefore
(αi,αi)
(αi+1,αi+1)
∈ Q for all 1 ≤ i ≤ m−1
and consequently, we have (α,α)/(β, β) ∈ Q.
(ii) Suppose that {αj | j ∈ J} is a subset of R
×
re whose elements are mu-
tually disconnected in R×re. If there is j0 ∈ J such that αj0 =
∑
j0 6=j∈J
rjαj
for some rj ∈ F (j0 6= j ∈ J), then 0 6= (αj0 , αj0) = (αj0 ,
∑
j0 6=j∈J
rjαj) = 0,
a contradiction. This completes the proof. 
Using the same argument as in [8, Lemmas 1.8, 1.10], we have the follow-
ing lemma.
Lemma 3.7. Suppose that (V, (·, ·), R) ∈ TF,K ∪ T
′
F,K, then we have the
following:
(1) If α ∈ R×re and β ∈ Rns, then 2(α, β)/(α,α) ∈ {0,±1,±2}.
(2) If α, β ∈ Rns with (α, β) 6= 0 and k ∈ Z, then β + kα ∈ R only if k =
0,±1; in particular, for α, β ∈ Rns with (α, β) 6= 0, |{β + kα | k ∈ Z}| ≤ 3.
Lemma 3.8. Suppose that (V, (·, ·), R) ∈ T ′F,K, then {2(β, α)/(α,α) | α ∈
R×re, β ∈ R} is bounded
Proof. We first note that by Lemma 3.7, for α ∈ R×re and β ∈ Rns,
2(β,α)
(α,α) ∈
{0,±1,±2}. So we assume α, β ∈ R×re and show that −9 ≤ 2(β, α)/(α,α) ≤
9. To the contrary, suppose that it is not true. Replacing β with −β if it is
necessary, we assume α, β ∈ R×re and a := 2(β, α)/(α,α) ≤ −10. We know
that there are nonnegative integers p, q such that
{k ∈ Z | β+kα ∈ Rre} = {−p, . . . , q} and p−q = 2(β, α)/(α,α) = a ≤ −10.
So β+2α, β+3α ∈ Rre. Since (β, α) 6= 0, we get b := 2(β, α)/(β, β) ∈ Z\{0}.
We consider the following three cases:
• b = −1 : Since a ≤ −10, we get 1 + (9/a) > 0. Now we have
2(β, β + 3α)
(β + 3α, β + 3α)
=
2(β, β) + 6(β, α)
−(β, β)(2 + 9/a)
=
(β, β)(2 + 3b)
−(β, β)(2 + 9/a)
=
1
2 + 9/a
6∈ Z,
a contradiction.
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• b 6= −1 and a 6= 4b : We have
(3.9)
b
b+ 1
> 0, (1 +
4
a
) > 0 and
b
b+ 1
(1 +
4
a
) 6= 1.
So
2(β, β + 2α)
(β + 2α, β + 2α)
=
2(β, β) + 4(β, α)
(β, β) + 4(β, α) + 4(α,α)
=
2(β, β)(1 + 2(β, α)/(β, β))
(β, β)(1 + 4(β, α)/(β, β) + 4(α,α)/(β, β))
= 2
1 + b
1 + 2b+ 4b/a
= 2
1
1 + b
b+1(1 +
4
a
)
.
But by (3.9), 1 6= 2 1
1+ b
b+1
(1+ 4
a
)
∈ Q and 0 < 2 1
1+ b
b+1
(1+ 4
a
)
< 2. So
2(β, β + 2α)/(β + 2α, β + 2α) 6∈ Z which is a contradiction.
• b 6= −1 and a = 4b : We have
2(α, β + 2α)
(β + 2α, β + 2α)
=
2(α, β) + 4(α,α)
2(β, β)(b + 1)
=
(β, β)(2(α, β)/(β, β) + 4(α,α)/(β, β))
2(β, β)(b + 1)
=
(β, β)(b + 4b/a)
2(β, β)(b + 1)
=
b+ 1
2(b+ 1)
= 1/2 6∈ Z,
a contradiction.
These all together complete the proof. 
Lemma 3.10. The class TF,K coincides with the class T
′
F,K.
Proof. We first suppose that (V, (·, ·), R) ∈ TF,K. To show that (V, (·, ·), R) ∈
T ′F,K, we need to prove that the root string property holds for (V, (·, ·), R).
But it is immediate as Rre is a locally finite root system in Vre by Lemma
3.5; see [3, §3].
Conversely, suppose that (V, (·, ·), R) ∈ T ′F,K. We show that (V, (·, ·), R) ∈
TF,K. For this, we need to prove that Rre is locally finite in Vre. Suppose
that W is a finite dimensional subspace of Vre. We prove that W ∩ Rre is
a finite set. Since the form is nondegenerate on V, by Lemma 3.1, there
is a finite dimensional subspace U of V such that the form restricted to
U is nondegenerate and W ⊆ U. Since U is finite dimensional, there is a
finite subset {α1, . . . , αt} ⊆ R with U ⊆ spanF{α1, . . . , αt}. To complete the
proof, it is enough to show U ∩ Rre is finite. We note that connectedness
is an equivalence relation on R×re and so R
×
re is decomposed into connected
components Sj, where j runs over a nonempty index set J. Using Lemma
11
3.6(ii) and considering the fact that U is finite dimensional, it is enough to
show that U ∩Sj is a finite set for all j ∈ J. Suppose that j ∈ J and consider
the map
ϕ : Sj ∩ U −→ Z
t
α 7→ (2(α,α1)/(α,α), . . . , 2(α,αt)/(α,α)).
Since by Lemma 3.8, {2(β, γ)/(γ, γ) | β ∈ R×re, γ ∈ R} is bounded, we get
that imϕ is a finite set. On the other hand, as the form on U is nondegen-
erate, ϕ is one to one; indeed, suppose α, β ∈ Sj ∩ U and 2(α,αi)/(α,α) =
2(β, αi)/(β, β) for all 1 ≤ i ≤ t. By Lemma 3.6(i), (α,α)/(β, β) ∈ Q, so we
get for all 1 ≤ i ≤ t, (α − (α,α)(β,β)β, αi) = 0. Therefore (α −
(α,α)
(β,β)β,U) = {0}.
So α = (α,α)(β,β)β as the form on U is nondegenerate. But
2(α,β)
(α,α) ,
2(α,β)
(β,β) ∈ Z
which implies that (α,α)/(β, β) ∈ {±1,±2,±12}. If (α,α)/(β, β) = ±2, then
α = ±2β and so (α,α)/(β, β) = 4, a contradiction. Also if (α,α)/(β, β) =
±(1/2), then α = ±(1/2)β and (α,α)/(β, β) = 1/4 that is again a contradic-
tion. Finally if (α,α) = −(β, β), then α = −β and so −1 = (α,α)/(β, β) = 1
that is absurd. Therefore, α = β. Now ϕ is one to one and imϕ is a finite
set, so Sj ∩ U is a finite set. This completes the proof. 
Definition 3.11. We call a triple (V, (·, ·), R) ∈ TF,K = T
′
F,K, an (F,K)-locally
finite root supersystem.
Lemma 3.12. Suppose that (V, (·, ·), R) is an (F,K)-locally finite root su-
persystem, then for α ∈ R×re and β ∈ R, there are nonnegative integers p, q
such that {i ∈ Z | β + iα ∈ R} = {−p, . . . , q} and p− q = 2(β, α)/(α,α).
Proof. By Lemma 3.5, Rre is a locally finite root system and so R
×
re =
∪i∈IRi, in which each Ri is a connected component of R
×
re. Let α ∈ R
×
re
and β ∈ R. Since the only scalar multiples of α which can be roots are
0,±α,±(1/2)α,±2α, we are done if β = 0.We next suppose that α, β ∈ R×re,
then there are i, j ∈ I with α ∈ Ri and β ∈ Rj . Suppose that i = j and that
k is an integer such that β + kα ∈ R. Since β + kα ∈ spanQRi, by the proof
of Lemma 2.2 either β + kα = 0, or (β + kα, β + kα) 6= 0. In both cases
β + kα ∈ Rre. This implies that {k ∈ Z | β + kα ∈ R} = {k ∈ Z | β + kα ∈
Rre} and so we are done.
Next suppose i 6= j. Assume k ∈ Z\{0} and β+kα ∈ R. Since (β+kα, α) 6=
0 and (β + kα, β) 6= 0, we have β + kα 6∈ Rre. So 0 = (β + kα, β + kα) =
(β, β)+k2(α,α). This in turn implies that (β, β)/(α,α) = −k2. Suppose that
|k| > 1, then since (β+ kα, α) 6= 0, there is r ∈ {±1} with β+(k+ r)α ∈ R.
As above, we get that (k+r)2 = −(β, β)/(α,α) = k2 that is a contradiction.
So |k| = 1. Now as rα(β + kα) = β − kα, {β + kα | k ∈ Z} ∩R is either {β}
or {β − α, β, β + α}.
Now we assume α ∈ R×re and β ∈ R
×
ns. By Lemma 3.7(1), we have n :=
−2 (β,α)(α,α) ∈ {0,±1,±2}. Changing the role of α with −α if it is necessary, we
may assume that n ∈ {0, 1, 2}.
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Case 1. n = 0 : We prove that {β+kα | k ∈ Z}∩R is one of the following
sets: {β}, {β − α, β, β + α} or {β − 2α, β − α, β, β + α, β + 2α}. We first
note that since (α, β) = 0, we have β − kα = rα(β + kα) for k ∈ Z. So
β + kα ∈ R if and only if β − kα ∈ R. Suppose that for some k ∈ Z \ {0},
β + kα ∈ R, then (β + kα, β + kα) = k2(α,α) 6= 0, i.e., β + kα ∈ R×re. Now
as 2(α, β + kα)/(β + kα, β + kα) = 2/k ∈ Z, we must have k = ±1,±2.
To complete the proof, we need to show that if γ := β + 2α ∈ R, then
β + α ∈ R. For this, we suppose that γ ∈ R, then we have α, γ ∈ Rre,
γ + α = β + 3α 6∈ Rre and (γ, α) 6= 0. Therefore the root string property
implies that β + α = γ − α ∈ Rre.
Case 2. n = 1, 2 : We claim that {β + kα | k ∈ Z}∩R = {β, . . . , β +nα}.
We first show that β + mα 6∈ R for m ∈ Z>n. Suppose to the contrary
that m ∈ Z>n and β +mα ∈ R. If β +mα ∈ Rns, then 0 = (β +mα, β +
mα) = m2(α,α) + 2m(β, α). This implies that −n = 2(β, α)/(α,α) = −m,
a contradiction. So γ := β +mα ∈ Rre. Using the root string property, we
find positive integers p, q with p− q = 2(γ, α)/(α,α) = −n+ 2m such that
{k ∈ Z | γ + kα ∈ Rre} = {−p, . . . , q}. Since p− q = −n+ 2m, we get that
p ≥ −n + 2m, so β + (m − k)α = γ − kα ∈ Rre, for 0 ≤ k ≤ 2m − n; in
particular, β = γ −mα ∈ Rre that is a contradiction. Next we show that
for 1 ≤ k ≤ n, β+ kα ∈ R. We know that β+nα = rα(β), so if n = 1, there
is nothing to prove. If n = 2, then since (β + 2α,α) = (α,α) 6= 0, we get
that either β + 3α = (β + 2α) + α ∈ R or β + α = (β + 2α) − α ∈ R. But
as we have already seen, β + 3α 6∈ R, so β + α ∈ R. We finally show that
β − kα 6∈ R for k ∈ Z>0. Suppose that k ∈ Z>0 and β − kα ∈ R, then if
(β − kα, β − kα) = 0, we get −n = 2(β, α)/(α,α) = k, a contradiction. So
η := β− kα ∈ Rre. Therefore, by the root string property, there are positive
integers p, q such that p−q = 2(η, α)/(α,α) = 2(β, α)/(α,α)−2k = −n−2k
and {t ∈ Z | η + tα ∈ Rre} = {−p, . . . , q}. So for 0 ≤ t ≤ n + 2k, we
have η + tα ∈ Rre, in particular, β = η + kα ∈ Rre which is again a
contradiction. 
Lemma 3.13. Suppose that (V, (·, ·), R) is an irreducible (F,K)-locally finite
root supersystem. Then there is no class {Rtns | t ∈ T} of nonempty subsets
of Rns \ {0}, where T is an index set with |T | > 1, such that
• for t ∈ T, Rtns is invariant under the Weyl group,
• Rns \ {0} = ⊎t∈TR
t
ns,
• for t, t′ ∈ T with t 6= t′, (Rtns, R
t′
ns) = {0}.
Proof. Using the same argument as in [8, Proposition 1.15], one can prove
the lemma, but for the convenience of the readers, we give a sketch of the
proof. Suppose that T is an index set with |T | > 1 and {Rtns | t ∈ T} is a
class of nonempty subsets of Rns \ {0} as in the statement. For t ∈ T, we
set
Rtre := {α ∈ Rre | (α,Rns \R
t
ns) = {0}}.
The proof is carried out in the following steps:
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Step 1. For t ∈ T, Rtre is invariant under the Weyl group: It follows from
Lemma 3.5(a) together with the fact that Rtns is invariant under the Weyl
group.
Step 2. Rre = ∪t∈TR
t
re : Suppose that it is not true. So there is α ∈ R
×
re
such that α 6∈ ∪t∈TR
t
re. Fix t0 ∈ T, then α 6∈ R
t0
re, so there is t1 6= t0 and δ ∈
Rt1ns such that (α, δ) 6= 0. Again α 6∈ R
t1
re, so there is t2 ∈ T \{t1} and γ ∈ R
t2
ns
such that (α, γ) 6= 0. These imply that (δ, γ), (rαδ, γ) ∈ (R
t1
ns, R
t2
ns) = {0}.
Therefore we have
0 = (δ − rαδ, γ) =
(2(α, δ)α, γ)
(α,α)
= 2
(α, δ)(α, γ)
(α,α)
and so (α, δ)(α, γ) = 0 which is a contradiction.
Step 3. If t, t′ ∈ T and t 6= t′, we have Rtre ∩ R
t′
re = {0} : Suppose that
Rtre ∩R
t′
re 6= {0}. We know that R
t
re ∩R
t′
re = {α ∈ Rre | (α,Rns) = {0}}. Set
R′ := Rtre ∩R
t′
re. We claim that (R
′, R \R′) = {0}. Suppose that δ ∈ R \R′
and γ ∈ R′. We just need to assume δ ∈ Rre. Since δ 6∈ R
′, one finds
η ∈ Rns such that (δ, η) 6= 0. Since γ ∈ R
′, we have rδγ ∈ R
′ and so
(η, γ), (η, rδγ) ∈ (Rns, R
′) = {0}. Therefore as before, we have (δ, γ)(δ, η) =
0. Thus (δ, γ) = 0. So R× = R′\{0}⊎(R×\R′) with (R′\{0}, R×\R′) = {0}.
This is a contradiction as R is irreducible.
Step 4. If t, t′ ∈ T and t 6= t′, we have (Rtre, R
t′
re) = {0} : Suppose that
α ∈ Rtre \ {0} and β ∈ R
t′
re \ {0}. Using Step 3, one finds δ ∈ R
t
ns such that
(δ, α) 6= 0. Now we have (δ, β), (rαδ, β) ∈ (R
t
ns, R
t′
re) = {0}, so it follows that
(α, δ)(α, β) = 0 and so (α, β) = 0.
Now for a fixed element t0 ∈ T, set R1 := ∪t∈T\{t0}(R
t
re ∪R
t
ns) and R2 :=
Rt0re ∪R
t0
ns. We have R
× = (R1 \ {0}) ⊎ (R2 \ {0}) and (R1, R2) = {0} which
contradict the irreducibility of (V, (·, ·), R). This completes the proof. 
Proposition 3.14. Suppose that (V, (·, ·), R) is an (F,K)-locally finite root
supersystem, then
(i) for δ, γ ∈ R×ns with (δ, γ) 6= 0, we have γ ∈ Wδ ∪ −Wδ,
(ii) if (V, (·, ·), R) is irreducible and δ ∈ R×ns, then R
×
ns =Wδ ∪ −Wδ.
Proof. (i) Suppose that δ, γ ∈ R×ns such that (δ, γ) 6= 0. Since (δ, γ) 6= 0,
there is s ∈ {±1} such that α := δ + sγ ∈ Rre. Also δ ∈ Rns, so we get that
0 = (δ, δ) = (α− sγ, α− sγ) = (α,α) − 2(α, sγ) and so 2(α, sγ)/(α,α) = 1.
Therefore, we have rα(sγ) = sγ −
2(α,sγ)
(α,α) α = sγ − α = −δ. So we have
γ = −srα(δ). This implies that γ ∈ Wδ ∪−Wδ.
(ii) For δ, δ′ ∈ R×ns, we say δ ∼ δ
′ if δ ∈ Wδ′∪(−Wδ′). It is an equivalence
relation. Take {Sk | k ∈ K} to be the family of all equivalence classes. If
|K| = 1, we are done, so suppose that |K| > 1. For k ∈ K, pick δk ∈ R
×
ns such
that Sk = Wδk ∪ −Wδk. Then R
×
ns = ⊎k∈KSk and each Sk is W-invariant.
Also using part (i), one gets that (Sk, Sk′) = {0}, for k, k
′ ∈ K with k 6= k′.
This contradicts Lemma 3.13 and so we are done. 
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3.2. Locally finite root supersystems.
Definition 3.15. We call an (F,F)-locally finite root supersystem (V , (·, ·), R),
a locally finite root supersystem. If there is no confusion, we say R is a locally
finite root supersystem in V.
Example 3.16. Suppose that ℓ is a positive integer and S1, S2 are two finite
root systems of type Aℓ in vector spaces U1,U2, respectively. As in the
previous section, we assume S1 = {ǫi − ǫj | 1 ≤ i, j ≤ ℓ + 1} and set
ǫ˙i := ǫi −
1
ℓ+1(ǫ1 + · · · + ǫℓ+1) (1 ≤ i ≤ ℓ). We also take S2 = {δi − δj | 1 ≤
i, j ≤ ℓ+ 1} and set δ˙i := δi −
1
ℓ+1(δ1 + · · ·+ δℓ+1) (1 ≤ i ≤ ℓ). Next we put
V := U1 ⊕ U2 and define
(·, ·) : V × V −→ F
(U1,U2) = {0},
(ǫi − ǫj , ǫi′ − ǫj′) = δi,i′ − δi,j′ − δj,i′ + δj,j′,
(δi − δj , δi′ − δj′) = −(δi,i′ − δi,j′ − δj,i′ + δj,j′) (1 ≤ i, i
′, j, j′ ≤ ℓ+ 1).
Then one can easily check that
R1 := S1 ∪ S2 ∪±{ǫ˙i + δ˙j | 1 ≤ i, j ≤ ℓ+ 1},
R2 := S1 ∪ S2 ∪±{ǫ˙i − δ˙j | 1 ≤ i, j ≤ ℓ+ 1}
are locally finite root supersystems in V.
Definition 3.17. Suppose that (V, (·, ·), R) is a locally finite root supersystem.
• Each element of R is called a root. Elements of Rre (resp. Rns) are
called real (resp. nonsingular) roots.
• A subset S of R is called sub-supersystem if the restriction of the
form to spanFS is nondegenerate, 0 ∈ S, for α ∈ S ∩R
×
re, β ∈ S and
γ ∈ S ∩Rns with (β, γ) 6= 0, rα(β) ∈ S and {γ − β, γ + β} ∩ S 6= ∅.
• If {Ri | i ∈ Q} is a class of sub-supersystems of R which are mutually
orthogonal and R \ {0} = ⊎i∈Q(Ri \ {0}), we say R is the direct sum
of Ri’s and write R = ⊕i∈IRi.
• The locally finite root supersystem R is called a finite root supersys-
tem if R is a finite subset of V.
• Two irreducible locally finite root supersystems (V, (·, ·)1, R) and
(W, (·, ·)2, S) are called isomorphic if there is a linear isomorphism
ϕ : V −→ W and a nonzero scalar r ∈ F such that ϕ(R) = S and
(v,w)1 = r(ϕ(v), ϕ(w))2 for all v,w ∈ V.
Remark 3.18. (i) The systematic study of finite root systems with possibly
nonsingular roots have been initiated by V. Serganava in 1996. She intro-
duced generalized root systems which are finite root supersystems in our
sense.
(ii) If two irreducible locally finite root supersystems (V, (·, ·)1, R) and
(W, (·, ·)2, S) are isomorphic, then Rre is isomorphic to Sre.
Example 3.19. Consider the notations as in Example 3.16. Then R1 and
R2 are irreducible locally finite root supersystems. Moreover, B := {ǫi −
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ǫℓ+1, δi − δℓ+1 | 1 ≤ i ≤ ℓ} is a basis for V and ϕ : V −→ V mapping
ǫi − ǫℓ+1 7→ ǫi − ǫℓ+1 and δi − δℓ+1 7→ −(δi − δℓ+1) (1 ≤ i ≤ ℓ) is a linear
isomorphism satisfying ϕ(R1) = R2 and (u, v) = (ϕ(u), ϕ(v)) for all u, v ∈ V;
in other words, R1 and R2 are isomorphic.
Lemma 3.20. Suppose that R is a locally finite root supersystem, then we
have the following statements:
(i) Connectedness defines an equivalence relation on R×. If {Si | i ∈ Q}
is the class of connected components of R×, then for i ∈ Q, Ri := Si ∪ {0}
is a sub-supersystem of R; in particular, R is a direct sum of irreducible
sub-supersystems. Moreover, R is irreducible if and only if R is connected.
(ii) If R \ {0} = R1 ⊎R2, where R1 and R2 are two nonempty orthogonal
subsets of R, then R1 ∪ {0} and R2 ∪ {0} are sub-supersystems of R.
Proof. (i) It is easy to see that connectedness is an equivalence relation
in R×; we just note that for α ∈ R×, since R spans V and the form (·, ·)
is nondegenerate, there is β ∈ R with (α, β) 6= 0. This means that α is
connected to α through the chain α, β, α. Setting Vi := spanF(Si), one can
see that V = ⊕i∈QVi and that the form restricted to Vi is nondegenerate.
Now to complete the proof, it is enough to show that for β, α ∈ Ri (i ∈ Q),
we have {β + kα | k ∈ Z} ∩ R = {β + kα | k ∈ Z} ∩ Ri. So suppose
i ∈ Q, α, β ∈ Ri and k ∈ Z with 0 6= β + kα ∈ R = ∪j∈QRj . Then
(β+kα,
∑
i 6=j∈Q Vj) ⊆ (Vi,
∑
i 6=j∈Q Vj) = {0}. But the form is nondegenerate
on V, so there is at least a root in Ri which is not orthogonal to β + kα.
This means that β + kα ∈ Ri. This completes the proof.
(ii) It follows using the same argument as in the previous part. 
In the following Lemma, we prove that we can define a locally finite root
supersystem as a subset of a torsion free abelian group instead of a subset
of a vector space.
Lemma 3.21. Suppose that A is an additive abelian group and (·, ·) : A ×
A −→ F is a group bi-homomorphism, that is (a+ b, c) = (a, c) + (b, c) and
(a, b + c) = (a, b) + (a, c) for all a, b, c ∈ A. Suppose that (a, b) = (b, a) for
all a, b ∈ A and that A0 := {a ∈ A | (a, b) = 0 ∀b ∈ A} = {0}. Suppose that
R ⊆ A and set
R× := R \ {0}
R×re := {α ∈ R | (α,α) 6= 0}, Rre := R
×
re ∪ {0},
Rns := {α ∈ R | (α,α) = 0}, R
×
ns := Rns \ {0}.
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Suppose that the following statements hold:
(S1) 0 ∈ R, and spanZ(R) = A,
(S2) R = −R,
(S3) for α ∈ R×re and β ∈ R, 2(α, β)/(α,α) ∈ Z and β −
2(β,α)
(α,α) α ∈ R,
(S4)
for α, β ∈ R×re, there are nonnegative integers p, q with
2(β, α)/(α,α) = p− q such that
{β + kα | k ∈ Z} ∩Rre = {β − pα, . . . , β + qα},
(S5) for α ∈ Rns and β ∈ R with (α, β) 6= 0, {β − α, β + α} ∩R 6= ∅.
Extend the map (·, ·) to the F-bilinear form (·, ·)F : (F⊗ZA)×(F⊗ZA) −→ F
defined by
(r ⊗ a, s⊗ b)F := rs(a, b); r, s ∈ F, a, b ∈ A.
Then (F ⊗Z A, (·, ·), 1 ⊗ R) is a locally finite root supersystem. Conversely,
if (V, (·, ·), R) is a locally finite root supersystem, then for A := spanZR, the
map (·, ·) |A×A is a group bi-homomorphism with A
0 = {0} and the triple
(A, (·, ·) |A×A, R) satisfies the conditions (S1) − (S5) above.
Proof. We first note that since A0 = {0}, it follows that A is a torsion free
abelian group and so we can identify A with 1⊗A := {1⊗a | a ∈ A} ⊆ F⊗ZA.
We next mention that as in the proof of Lemma 3.20, R\{0} can be written
as a disjoint union of subsets Ri, where i runs over a nonempty index set Q,
such that
• for each i ∈ Q, Ri cannot be written as a disjoint union of two
orthogonal nonempty subsets,
• there is no 0 6= a ∈ spanZRi (i ∈ Q) with (a, spanZRi) = {0},
• for each i ∈ Q, Ri satisfies corresponding (S2)− (S5) above,
• (Ri, Rj) = {0} for all i, j ∈ Q with i 6= j.
So without loss of generality, we assume that R \ {0} cannot be written as
a disjoint union of two orthogonal nonempty subsets. Set VQ := spanQA ⊆
V := F ⊗Z A. One can see that the form (·, ·)F restricted to VQ is nonde-
generate (see [1, Lemma 1.6]). So setting (·, ·)Q := (·, ·)F |VQ×VQ , we have
(VQ, (·, ·)Q, R) ∈ T
′
Q,F = TQ,F; in particular, Rre is a locally finite root system
in VQ and so by Lemma 3.5,
(3.22) the form (·, ·)Q restricted to (VQ)re := spanQRre is nondegenerate.
To show that (V, (·, ·)F, R) ∈ T
′
F,F = TF,F, it is enough to show that
the form (·, ·)F on V is nondegenerate. We first assume Rns 6= {0}. Since
(VQ, (·, ·)Q, R) ∈ TQ,F is irreducible, by Lemma 3.14, for a fixed α
∗ ∈ R×ns,
Rre∪{α
∗} is a spanning set for VQ. This implies that A ⊆ spanQ(Rre∪{α
∗})
and so V = spanFA ⊆ spanF(Rre ∪{α
∗}). Suppose that for α1, . . . , αn ∈ Rre
and r, r1, . . . , rn ∈ F, v := rα
∗ +
∑n
i=1 riαi is an element of the radical
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of (·, ·)F. Without loss of generality, we assume r = 0, 1. Suppose that
{1, xj | j ∈ J} is a basis for F over Q. For 1 ≤ i ≤ n, there are si, s
j
i ∈ Q
such that ri = si1 +
∑
j s
j
ixj . Now for each α ∈ R
×
re, we have
0 = 2(rα∗ +
n∑
i=1
riαi, α)/(α,α)
=
2(rα∗, α)
(α,α)
+
n∑
i=1
ri2(αi, α)
(α,α)
=
2(rα∗, α)
(α,α)
+
n∑
i=1
(si1 +
∑
j s
j
ixj)2(αi, α)
(α,α)
=
2(rα∗, α)
(α,α)
+
n∑
i=1
si
2(αi, α)
(α,α)
1 +
n∑
i=1
∑
j
sji
2(αi, α)
(α,α)
xj
= (
2(rα∗, α)
(α,α)
+
n∑
i=1
si
2(αi, α)
(α,α)
)1 +
n∑
i=1
∑
j
sji
2(αi, α)
(α,α)
xj.
Now as 2(rα
∗,α)
(α,α) ,
2(αi,α)
(α,α) ∈ Z (1 ≤ i ≤ n) and {1, xj | j ∈ J} is a basis for the
Q-vector space F, for each j ∈ J and α ∈ R×re, we have
∑n
i=1 s
j
i
2(αi,α)
(α,α) = 0.
Therefore, for all j ∈ J and α ∈ R×re, (
∑n
i=1 s
j
iαi, α) = 0. This together with
(3.22) implies that for j ∈ J,
∑n
i=1 s
j
iαi = 0 and so
v = rα∗ +
n∑
i=1
riαi = rα
∗ +
n∑
i=1
siαi ∈ spanQ(Rre ∪ {α
∗}).
Thus v is an element of the radical of (·, ·)Q. Now as (·, ·)Q is nondegenerate,
we get v = 0 and so we are done in this case. Using the same argument as
above, one can get the result if Rns = {0}. The reverse implication is easy
to see. 
4. classification of irreducible locally finite root
supersystems
In this section, we give the classification of irreducible locally finite root
supersystems. In [8], the author gives the classification of generalized root
systems (finite root supersystems in our sense). To start the classification,
she uses the fact that each finite dimensional subspace W of a vector space
equipped with a symmetric bilinear form has an orthogonal complement
provided that the form restricted to W is nondegenerate and works with a
certain orthogonal decomposition. As we are working with possibly infinite
dimensional vector spaces, the above stated fact cannot be used in our case.
We divided irreducible locally finite root supersystems in two disjoint classes
and classify the elements of each class separately.
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Definition 4.1. For an irreducible locally finite root supersystem (V , (·, ·), R),
we say R is of real type if V = Vre = spanFRre; otherwise we say it is of
imaginary type.
Example 4.2. (1) Suppose that T is an index set with |T | ≥ 2. Take U to be
a vector space with a basis {ǫt | t ∈ T} and consider the bilinear form
(·, ·) : U × U −→ F; (ǫt, ǫt′) 7→ δt,t′ (t, t
′ ∈ T )
on U . Take S := {±ǫt ± ǫt′ | t, t
′ ∈ T} to be the locally finite root system
of type CT in U . Consider a one dimensional vector space Fα
∗ and set
V := Fα∗ ⊕ U . Fix t0 ∈ T. Extend the form (·, ·) to a symmetric bilinear
form on V denoted again by (·, ·) and defined by
(α∗, α∗) := 0, (α∗, ǫt0) := 1, (α
∗, ǫt) := 0; t ∈ T \ {t0}.
Set R := S ∪±{α∗, α∗− 2ǫt0 , α
∗− (ǫt0 ± ǫt) | t ∈ T \{t0}}. Then (V, (·, ·), R)
is an irreducible locally finite root supersystem of imaginary type which we
refer to as type C˙(0, T ). If T is an infinite set and {Tk | k ∈ K} is the class
of all finite subsets of T containing t0 with cardinal number greater than 1,
then R = ∪k∈KRk, where
Rk := {±ǫt± ǫt′ | t, t
′ ∈ Tk}∪±{α
∗, α∗− 2ǫt0 , α
∗− (ǫt0 ± ǫt) | t ∈ Tk \ {t0}},
in other words, R is a direct union of finite root supersystems C˙(0, Tk),
k ∈ K.
(2) Suppose that T is an index set with |T | ≥ 2. Take U to be a vector
space with a basis {ǫt | t ∈ T} and consider the bilinear form
(·, ·) : U × U −→ F; (ǫt, ǫt′) 7→ δt,t′ (t, t
′ ∈ T )
on U . Take S := {ǫt − ǫt′ | t, t
′ ∈ T} to be the locally finite root system
of type A˙T in U
′ := spanFS. Consider a one dimensional vector space Fα
∗
and set V := Fα∗ ⊕ U ′. Fix an element t0 ∈ T. Extend the form (·, ·) to a
symmetric bilinear form on V denoted again by (·, ·) and defined by
(α∗, α∗) := 0, (α∗, ǫt − ǫt0) := −1; t, t
′ ∈ T \ {t0}.
Next set R := S ∪ ±{α∗, α∗ − (ǫt0 − ǫt) | t ∈ T \ {t0}}. Then (V, (·, ·), R)
is an irreducible locally finite root supersystem of imaginary type which we
refer to as type A˙(0, T ). If T is an infinite set and {Tk | k ∈ K} is the class
of all finite subsets of T containing t0 with cardinal number greater than 1,
then for
Rk := {±(ǫt − ǫt′) | t, t
′ ∈ Tk} ∪ ±{α
∗, α∗ − (ǫt0 − ǫt) | t ∈ Tk \ {t0}},
we have R = ∪k∈KRk. This means that R is a direct union of finite root
supersystems Rk (k ∈ K) of type A˙(0, Tk).
(3) Suppose that T, P are two index sets of cardinal numbers greater than
1 such that if S, T are both finite, then |T | 6= |P |. Suppose that V ′ is a vector
space with a basis {ǫt, δp | t ∈ T, p ∈ P}. We equip V
′ with a symmetric
bilinear form
(·, ·) : V ′ × V ′ −→ F; (ǫt, ǫt′) = δt,t′ , (δp, δp′) = −δp,p′, (δp, ǫt) = 0.
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Take S1 := {ǫt − ǫt′ | t, t
′ ∈ T} which is a locally finite root system of type
A˙T in U1 := spanF{ǫt − ǫt′ | t, t
′ ∈ T} and S2 := {δp − δp′ | p, p
′ ∈ P}
which is a locally finite root system of type A˙P in U2 := spanF{δp − δp′ |
p, p′ ∈ P}. Now set V := spanF{ǫt − δp | t ∈ T, p ∈ P} + U1 + U2 and
take R := S1 ∪ S2 ∪ ±{ǫt − δp | t ∈ T, p ∈ P}. Then (V, (·, ·) |V×V , R) is
an irreducible locally finite root supersystem of imaginary type with Rns =
{0}∪±{ǫt−δp | t ∈ T, p ∈ P}.We refer to this locally finite root supersystem
as a locally finite root supersystem of type A˙(T, P ). Now suppose that at
least one of T and P are infinite. Fix t0 ∈ T, p0 ∈ P and suppose that
{Tk | k ∈ K} (resp. {Pm | m ∈ M}) is the class of all finite subsets of
T (resp. P ) containing t0 (resp. p0) with cardinal number greater than 1.
Take Λ := {(k,m) ∈ K ×M | |Tk| 6= |Pm|}. Now for (k,m) ∈ Λ, set
R(k,m) := {ǫt−ǫt′ | t, t
′ ∈ Tk}∪{δp−δp′ | p, p
′ ∈ Pm}∪{±(ǫt−δp) | t ∈ Tk, p ∈ Pm}.
Then R(k,m) is a finite root supersystem of type A˙(Tk, Pm) in its F-span and
R is the direct union of {R(k,m) | (k,m) ∈ Λ}.
Example 4.3. (1) Suppose that S1 := {0,±2ǫ˙1} and S2 := {0,±2δ˙1} are finite
root systems of type A1 in spanFǫ˙1 and spanFδ˙1 respectively. Normalize the
forms on spanFǫ˙1 and spanFδ˙1 such that (ǫ˙1, ǫ˙1) = −(δ˙1, δ˙1) and extend them
to a form (·, ·) on spanF{ǫ˙1, δ˙1} with (ǫ˙1, δ˙1) := 0. Set R := S1 ∪S2 ∪{±ǫ˙1±
δ˙1}. Then R is an irreducible locally finite root supersystem of real type in
spanF{ǫ˙1, δ˙1} which we refer to as type A(1, 1).
(2) Suppose that S1 := {0,±2ǫ˙1} and S2 := {0,±2δt,±δt ± δt′ | t, t
′ ∈
T, t 6= t′} are locally finite root systems of type A1 and CT respectively,
where T is an index set with |T | ≥ 2. Normalize the forms on spanFǫ˙1 and
spanF{δt | t ∈ T} such that (ǫ˙1, ǫ˙1) = −(δt, δt); t ∈ T. Set R := S1 ∪ S2 ∪
{±ǫ˙1 ± δt | t ∈ T}. Then R is an irreducible locally finite root supersystem
of real type in spanF{ǫ˙1, δ˙t | t ∈ T} which we refer to as type C(1, T ).
Lemma 4.4. Suppose that (V, (·, ·), R) is a locally finite root supersystem
with Rre 6= {0} and that Rre = ⊕i∈IR
i
re is the decomposition of the locally
finite root system Rre into irreducible subsystems. Set V
i
re := spanFR
i
re,
i ∈ I, and suppose V = ⊕i∈IV
i
re. For i ∈ I, take pi : V −→ V
i
re to be the
projection map on V ire, then we have the following statements:
(i) For i ∈ I and α ∈ R, we have pi(α) ∈ spanQR
i
re; in particular, we
have either pi(α) = 0 or (pi(α), pi(α)) 6= 0.
(ii) If Rre is a finite root system, then R is a finite root supersystem.
Proof. (i) It follows using the same argument as in [8, Corollary 1.7] and
Lemma 2.2.
(ii) We know from Lemma 3.20 that R is a direct sum of nonzero irre-
ducible sub-supersystems, say R = ⊕k∈KRk in which K is an index set.
We claim that for all k ∈ K, (Rk)re 6= {0}. For this, take K1 to be the
subset of K consisting of the indices k for which (Rk)re 6= {0} and set
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K2 := K \ K1. Then we have R = (⊕k∈K1Rk) ⊕ (⊕k∈K2Rk) and that
(⊕t∈K1Rt,⊕t∈K2Rt) = {0}. Now suppose K2 6= ∅ and fix k ∈ K2. Let
0 6= δ ∈ Rk, then δ =
∑
i∈I pi(δ). Since δ 6= 0, there is j ∈ I with pj(δ) 6= 0.
So by part (i), (δ, pj(δ)) = (pj(δ), pj(δ)) 6= 0. Therefore (δ,V
j
re) 6= {0} and
so (δ,Rjre) 6= {0}. Now as R
j
re ⊆ Rre = ∪k∈K1(Rk)re, one can find k
′ ∈ K1
with (δ, (Rk′)re) 6= {0}. So {0} 6= (δ,Rk′) ∈ (⊕t∈K2Rt,⊕t∈K1Rt) = {0}
which is a contradiction. This means that K2 = ∅ and K = K1. Now as
Rre = ⊎k∈K1(Rk)re is a finite root system, we have |K1| < ∞. Thus to
complete the proof, it is enough to show that Rk is a finite root supersystem
for all k ∈ K. Since (Rk)re is a finite root system, its Weyl group is a finite
group. Now using Proposition 3.14(ii), we get that |(Rk)ns| <∞ and so we
are done. 
From now till the end of this section, we assume (V, (·, ·), R) is an irre-
ducible locally finite root supersystem with Rre 6= {0}. We suppose Rre =
⊕i∈IR
i
re is the decomposition of the locally finite root system Rre into irre-
ducible subsystems. For i ∈ I, we set
V ire := spanFR
i
re.
Lemma 4.5. If δ ∈ R×ns and i ∈ I, then we have (δ,R
i
re) 6= {0}.
Proof. Since R = (Rire \ {0}) ⊎ (∪j∈I\{i}R
j
re ∪ Rns), the irreducibility of
R implies that (Rire, Rns) 6= {0}. Now as R
i
re is invariant under the Weyl
group, we are done using Lemma 3.14(ii). 
4.1. Imaginary type. In this subsection, we assume (V, (·, ·), R) is of imag-
inary type. So V 6= Vre. Fix α
∗ ∈ R×ns, then by Lemma 3.14(ii),
V = Fα∗ ⊕ Vre.
We suppose
p∗ : V −→ Fα
∗
is the canonical projection map of V on Fα∗ with respect to the decomposi-
tion V = Fα∗ ⊕ Vre. For α ∈ R, take pα ∈ F to be defined by p∗(α) = pαα
∗.
Lemma 4.6. For α ∈ Rre, pα = 0 and for α ∈ Rns \ {0}, pα = ±1.
Proof. The statement is immediate for α ∈ Rre. To prove the statement for
nonsingular roots, we show that for each two elements α, β of R×ns, pα = ±pβ.
Suppose that α, β ∈ R×ns, we say α ∼ β if pα = ±pβ. This defines an
equivalence relation on R×ns. So R
×
ns is the disjoint union of equivalence
classes, say R×ns = ⊎t∈TR
t
ns. Suppose that t, t
′ ∈ T with t 6= t′, α ∈ Rtns and
α′ ∈ Rt
′
ns. If (α,α
′) 6= 0, then since R is a locally finite root supersystem,
there is k ∈ {±1} such that α+ kα′ ∈ R. Since α,α′ ∈ Rns and (α,α
′) 6= 0,
we get that α+ kα′ ∈ Rre and so p∗(α+ kα
′) = 0. This in turn implies that
p∗(α) = −kp∗(α
′); in particular α ∼ α′ which is a contradiction. Therefore
(Rtns, R
t′
ns) = {0}. Also for t ∈ T, δ ∈ R
t
ns and α ∈ R
×
re, we have rαδ =
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δ − 2 (α,δ)(α,α)α, so p∗(δ) = p∗(rα(δ)). Therefore rα(δ) ∈ R
t
ns and so R
t
ns is
invariant under the Weyl group. Now using Lemma 3.13, we get that for all
α, β ∈ R×ns, α ∼ β; in particular, α ∼ α
∗ for all α ∈ R×ns. So pα = ±pα∗ =
±1. 
Lemma 4.7. For i ∈ I, take Wi to be the subgroup of W generated by
{rα | α ∈ R
i
re \ {0}}. We have the following statements:
(i) Suppose that i ∈ I and w ∈ Wi, then we have wα∗ − α∗ ∈ Rire.
(ii) Suppose that w ∈ W, then there are distinct elements i1, . . . , it of I and
w1 ∈ Wi1 , . . . , wt ∈ Wit such that wα
∗ = w1 . . . wtα
∗. Moreover, wα∗ =
α∗ + (w1α
∗ − α∗) + · · ·+ (wtα
∗ − α∗).
Proof. (i) Suppose that w := rαn · · · rα1 , for some α1, . . . , αn ∈ R
i
re \ {0}.
We first use induction on n to prove that wα∗−α∗ ∈ spanQR
i
re. If n = 1, we
have wα∗ = rα1α
∗ = α∗−2 (α1,α
∗)
(α1,α1)
α1 and so we are done as 2
(α1,α∗)
(α1,α1)
∈ Z. Now
suppose n > 1 and that the result holds for n − 1. Set w1 := rαn−1 · · · rα1 ,
then by the induction hypothesis, we get that w1α
∗ − α∗ ∈ spanQR
i
re. So
wα∗ = rαnw1α
∗ ∈ rαn(α
∗ + spanQR
i
re) = rαn(α
∗) + rαn(spanQR
i
re)
⊆ α∗ − 2
(αn, α
∗)
(αn, αn)
αn + spanQR
i
re(4.8)
⊆ α∗ + spanQR
i
re
and so wα∗ − α∗ ∈ spanQR
i
re. Now by Lemmas 2.2 and 3.5(a), since wα
∗ −
α∗ ∈ spanQR
i
re, either wα
∗ = α∗ or (wα∗ − α∗, wα∗ − α∗) 6= 0. If (wα∗ −
α∗, wα∗ − α∗) 6= 0, then (wα∗, α∗) 6= 0 and so by the definition of a locally
finite root supersystem, {wα∗±α∗}∩R 6= ∅. But by (4.8), we have p∗(wα
∗) =
p∗(α
∗) which together with Lemma 4.6 implies that wα∗+α∗ 6∈ R. Therefore
wα∗−α∗ ∈ R and so wα∗−α∗ ∈ Rre∩V
i
re = R
i
re. This completes the proof.
(ii) The first assertion follows from the fact that for α, β ∈ R×re with
(α, β) = 0, we have rαrβ = rβrα. Now suppose that i1, . . . , it are distinct
elements of I and w1 ∈ Wi1 , . . . , wt ∈ Wit such that wα
∗ = w1 . . . wtα
∗. We
know from part (i) that for 1 ≤ j ≤ t, wjα
∗−α∗ ∈ R
ij
re, so for 1 ≤ j 6= r ≤ t,
we have wr(wjα
∗ − α∗) = wjα
∗ − α∗. Now using induction on t, one gets
that
wα∗ = α∗ + (w1α
∗ − α∗) + · · ·+ (wtα
∗ − α∗).
This completes the proof. 
Consider the decomposition V = Fα∗⊕
∑
i∈I V
i
re and assume for i ∈ I, pi
is the projection map of V on V ire with respect to this decomposition. For
α ∈ R, define
supp(α) := {i ∈ I | pi(α) 6= 0}.
Using Lemma 4.7, one can easily verify the following corollary.
Corollary 4.9. For α ∈ R×re, |supp(α)| = 1. Also for δ ∈ Rns and i ∈ I,
pi(δ) ∈ R
i
re.
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Lemma 4.10. Suppose that δ, γ ∈ Rns \ {0}, then there is η ∈ Rns such
that supp(δ) ∪ supp(γ) ⊆ supp(η).
Proof. If supp(δ) ⊆ supp(γ) or supp(γ) ⊆ supp(δ), then there is nothing
to prove, so we assume supp(δ) 6⊆ supp(γ) as well as supp(γ) 6⊆ supp(δ).
Suppose that supp(δ) ∩ supp(γ) = {i1, . . . , it} and note that this can be
the empty set. We make a convention that in what follows we remove
the expressions involving i1, . . . , it, if supp(δ) ∩ supp(γ) = ∅. Assume that
supp(δ) = {i1, . . . , it, j1, . . . , jn} and supp(γ) = {i1, . . . , it, k1, . . . , km}. So
by Lemma 4.7 and Proposition 3.14(ii), there are w1, w
′
1 ∈ Wi1 , . . . , wt, w
′
t ∈
Wit, u1 ∈ Wj1 , . . . , un ∈ Wjn , v1 ∈ Wk1 , . . . , vm ∈ Wkm and r, s ∈ {±1} such
that
u1α
∗ − α∗ 6= 0, . . . , unα
∗ − α∗ 6= 0,
v1α
∗ − α∗ 6= 0, . . . , vmα
∗ − α∗ 6= 0
and
rδ = α∗ + (w1α
∗ − α∗) + · · ·+ (wtα
∗ − α∗) + (u1α
∗ − α∗) + · · ·+ (unα
∗ − α∗),
sγ = α∗ + (w′1α
∗ − α∗) + · · ·+ (w′tα
∗ − α∗) + (v1α∗ − α∗) + · · ·+ (vmα∗ − α∗).
Now set η := w1 · · ·wtu1 · · · unv1 · · · vm(α
∗), then we have
η = α∗ + (w1α
∗ − α∗) + · · ·+ (wtα
∗ − α∗) + (u1α
∗ − α∗) + · · ·+ (unα
∗ − α∗)
+ (v1α
∗ − α∗) + · · ·+ (vmα
∗ − α∗).
This completes the proof. 
Lemma 4.11. (i) Suppose that α ∈ R×re and r ∈ {±1} are such that α +
rα∗ ∈ R, then α+ rα∗ ∈ Rns, in particular 2(α,α
∗)/(α,α) = −r.
(ii) For each i ∈ I, there is δ ∈ Rns such that i ∈ supp(δ).
(iii) If i ∈ I and w ∈ W, then (wα∗, Rire) 6= {0}.
Proof. (i) If γ := α+rα∗ ∈ Rre, then 0 = rα
∗+α−γ ∈ Fα∗⊕Vre which is a
contradiction. Therefore, γ ∈ Rns, and so we have 0 = (γ, γ) = (α+rα
∗, α+
rα∗) = (α,α) + 2r(α,α∗), This in turn implies that 2(α,α∗)/(α,α) = −r.
(ii) Let i ∈ I, we know from Lemma 4.5 that (Rire, α
∗) 6= {0}, so one
finds α ∈ Rire such that (α,α
∗) 6= 0. Therefore there is r ∈ {±1} such that
α+rα∗ ∈ R. Using part (i), we get that δ := α+rα∗ ∈ Rns and i ∈ supp(δ).
(iii) It is immediate as by Lemma 4.5, (Rire, α
∗) 6= {0} and the form is
W-invariant. 
Proposition 4.12. With the same notation as above, |I| ≤ 2.
Proof. Suppose to the contrary that |I| > 2. Fix distinct elements i1, i2, i3 ∈
I. Using Lemma 4.11(ii), we pick δj ∈ Rns (1 ≤ j ≤ 3) such that ij ∈
supp(δj). We next use Lemma 4.10 to fix δ ∈ Rns such that i1, i2, i3 ∈
supp(δ). For 1 ≤ j ≤ 3, by Lemma 4.7 and Proposition 3.14(ii), there is
wj ∈ Wij such that wjα
∗ − α∗ = ±pij (δ) 6= 0. Now we can use Lemma
4.11(iii) to find γj ∈ R
ij
re such that (γj , wjα
∗) 6= 0. For distinct indices
i, j ∈ {1, 2, 3}, we set
αi,j := rγjrγiδ = δ −
2(γj , δ)
(γj , γj)
γj −
2(γi, δ)
(γi, γi)
γi.
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Using the same argument as in [8, Propoisition 2.6(1)], one can find i, j ∈
{1, 2, 3} with i 6= j such that (δ, αi,j) 6= 0. Therefore there is ri,j ∈ {±1} such
that βi,j = αi,j+ri,jδ ∈ R. If ri,j = 1, then βi,j = αi,j+δ ∈ R. But p∗(βi,j) =
p∗(2δ −
2(δ,γi)
(γi,γi)
γi −
2(δ,γj)
(γj ,γj)
γj) = 2p∗(δ) which is a contradiction using Lemma
4.6. Therefore ri,j = −1 and so βi,j = αi,j − δ = −
2(δ,γi)
(γi,γi)
γi −
2(δ,γj)
(γj ,γj)
γj ∈ R.
Since (αi,j−δ, αi,j−δ) = −2(δ, αi,j) 6= 0, we have −
2(δ,γi)
(γi,γi)
γi−
2(δ,γj)
(γj ,γj)
γj ∈ R
×
re
which is a contradiction using Corollary 4.9. This completes the proof. 
Proposition 4.13. Suppose that i ∈ I. Then
A := {α ∈ Rire \ {0} | 2(α,α
∗)/(α,α) = 1}
= {α ∈ Rire \ {0} | (α,α
∗) = (α,α)/2}
is a nonempty set. Moreover, for α, β ∈ A, we have α− β ∈ Rire.
Proof. We know from Lemma 4.5 that (α∗, Rire) 6= {0}. Fix α ∈ R
i
re such
that (α,α∗) 6= 0. So there is r ∈ {±1} such that α + rα∗ ∈ R. By Lemma
4.11(i), 2(α,α∗)/(α,α) = −r. Therefore, either α ∈ A or −α ∈ A. Now
suppose α, β ∈ A, then we have
(4.14)
rαα
∗ = α∗ − 2
(α,α∗)
(α,α)
α = α∗ − α and rβα
∗ = α∗ − 2
(β, α∗)
(β, β)
β = α∗ − β.
This implies that
(4.15) α− β = rβα
∗ − rαα
∗ = rα(rαrβα
∗ − α∗).
So
(4.16) α = β if and only if rαrβα
∗ = α∗.
On the other hand by (4.14), we have
rαrβα
∗−α∗ = rα(α
∗−β)−α∗ = α∗−α−rαβ−α
∗ = −α−rαβ ∈ spanQR
i
re.
This together with (4.16) and Lemma 2.2 implies that
(4.17) −2(rαrβα
∗, α∗) = (rαrβα
∗−α∗, rαrβα
∗−α∗) 6= 0; α, β ∈ A; α 6= β.
Now if α, β are two distinct elements ofA, (4.17) implies that either rαrβα
∗+
α∗ ∈ R or rαrβα
∗−α∗ ∈ R; but by Lemma 4.6, one knows that rαrβα
∗+α∗ 6∈
R, so rαrβα
∗−α∗ ∈ R∩spanQR
i
re = R
i
re. This together with (4.15) completes
the proof. 
Proposition 4.18. Suppose that i ∈ I. Consider Proposition 4.13 and set
A := ±A = {α ∈ Rire | (α,α
∗) 6= 0}.
(i) If Rire is a locally finite root system of type A˙T for an index set T
with |T | ≥ 2, say Rire = {ǫr − ǫs | r, s ∈ T}, then there is t0 ∈ T such
that A = {±(ǫt0 − ǫt) | t ∈ T \ {t0}}. In particular, for r, s ∈ T \ {t0},
(α∗, ǫt0 − ǫr) = (α
∗, ǫt0 − ǫs).
(ii) If Rire is a locally finite root system of type CT for an index set T
with |T | ≥ 2, say Rire = {±(ǫr ± ǫs) | r, s ∈ T}, then there is t0 ∈ T such
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that A = {±2ǫt0 ,±(ǫt0 ± ǫt) | t ∈ T \ {t0}}. In particular, for t ∈ T \ {t0},
(α∗, ǫt) = 0.
Proof. (i) We know from Proposition 4.13 that A 6= ∅. So there is nothing
to prove if Rire is of rank 1. Next suppose R
i
re is of rank greater than 1. If
there are distinct elements r, s, t ∈ T with ǫr − ǫs ∈ A and (α
∗, ǫr − ǫt) =
(α∗, ǫs − ǫt) = 0, then we have (α
∗, ǫr − ǫs) = 0 which is a contradiction.
Therefore, on concludes that if r, s ∈ T with ǫr − ǫs ∈ A, then for t ∈ T,
either ǫr − ǫt ∈ A, or ǫs − ǫt ∈ A. This together with Proposition 4.13
completes the proof.
(ii) We know that A 6= ∅. If Alg := A ∩ (R
i
re)lg = ∅, then for all r ∈ T,
(ǫr, α
∗) = 0 which in turn implies that (±ǫr ± ǫs, α
∗) = 0 for all r, s ∈
T. In other words, A = ∅, a contradiction. So Alg 6= ∅. We claim that
|Alg| = 1. Suppose that t0 ∈ T is such that α := 2ǫt0 ∈ Alg. If β :=
2ǫt ∈ A for some t ∈ T \ {t0}, then there are k, k
′ ∈ {±1} with δ :=
2ǫt0 + kα
∗, γ := 2ǫt + k
′α∗ ∈ Rns. Now we have using Lemma 4.11(i) that
(δ, γ) = 2k′(ǫt0 , α
∗) + 2k(ǫt, α
∗) = −2(ǫt0 , ǫt0) − 2(ǫt, ǫt) = −4(ǫt0 , ǫt0) 6= 0.
This implies that either δ − γ ∈ R or δ + γ ∈ R; but this is a contradiction
by Lemma 4.6. So Alg = {±2ǫt0}; in particular,
(ǫt, α
∗) = 0; for all t ∈ T \ {t0}.
Now fixing t ∈ T \ {t0}, we have
2(ǫt0 ± ǫt, α
∗) = 2(ǫt0 , α
∗) 6= 0;
in other words ±ǫt0 ± ǫt ∈ A for all t ∈ T \ {t0}. These together with
Proposition 4.13 complete the proof. 
Theorem 4.19. For i ∈ I, Rire is of type A or C and if |I| = 2, R
i
re is of
type A.
Proof. Suppose that i ∈ I. Take A to be defined as in Proposition 4.13.
We carry out the proof through the following steps:
Step 1. Rire is not of types B,D,BC : Take
Ash := (R
i
re)sh ∩ A, Alg := (R
i
re)lg ∩A and Aex := (R
i
re)ex ∩ A.
We first suppose that Rire is of type BT for an index set T with |T | ≥ 3.
We may assume Rire = {0,±ǫr,±ǫr ± ǫs | r, s ∈ T ; r 6= s}. We claim that
Ash 6= ∅. Indeed, if Ash = ∅, then for all i ∈ T, ǫi 6∈ Ash, so (α
∗, ǫi) = 0 by
Lemma 4.11(i) and the fifth condition of a locally finite root supersystem.
This implies that for all i, j ∈ T, (±ǫi ± ǫj, α
∗) = 0, i.e., Alg = ∅. So A = ∅
which contradicts Proposition 4.13. Therefore, we have Ash 6= ∅. Fix i0 ∈ T
and p ∈ {±1} with pǫi0 ∈ A, then α
∗−pǫi0 ∈ Rns and 2(α
∗, pǫi0) = (ǫi0 , ǫi0).
If there is j ∈ T with (α∗, ǫj) = 0, then we have
(pǫi0 − α
∗, pǫi0 − ǫj) = (pǫi0 , pǫi0)− (pǫi0 , pǫi0)/2 = (pǫi0 , pǫi0)/2 6= 0.
Therefore there is q ∈ {±1} with γ := pǫi0 −α
∗+ q(pǫi0 − ǫj) ∈ R. It follows
from Corollary 4.9 that q = −1 and so γ = ǫj − α
∗ ∈ R. Now using Lemma
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4.11, we get that (ǫj , α
∗) = (ǫj , ǫj)/2 6= 0 which is a contradiction. Thus for
all j ∈ T, (α∗, ǫj) 6= 0, in particular,
(4.20) Ash = {stǫt | t ∈ T} for some st ∈ {±1} (t ∈ T ).
Therefore for r, t ∈ T with r 6= t, we have
(stǫt, α
∗) = (stǫt, stǫt)/2 = (srǫr, srǫr)/2 = (srǫr, α
∗),
so
(srǫr + stǫt, α
∗) = 2(stǫt, α
∗) = (stǫt, stǫt) = (srǫr + stǫt, srǫr + stǫt)/2.
This means that
{srǫr + stǫt | r, t ∈ T, r 6= t} ⊆ Alg.
Now pick distinct indices r1, r2, r3 ∈ T. Then α := sr1ǫr1 , β := sr2ǫr2 +
sr3ǫr3 ∈ A, but α − β 6∈ R
i
re. This contradicts Proposition 4.13 and conse-
quently, Rire cannot be of type BT .
Now suppose that R is of type DT for some index set T with |T | ≥ 4. We
may assume R = {0,±(ǫi ± ǫj) | i, j ∈ T ; i 6= j}. As the subtract of two
nonzero orthogonal roots of Rire is not a root, by Proposition 4.13,
(4.21) A dose not contain two nonzero orthogonal roots of Rire.
Contemplate Proposition 4.13 and fix i0, j0 ∈ T as well as r0, s0 ∈ {±1}
with r0ǫi0 + s0ǫj0 ∈ A. By (4.21), Lemma 4.11 and the fifth condition of a
locally finite root supersystem, (r0ǫi0 − s0ǫj0 , α
∗) = 0 and so
(4.22) (r0ǫi0 , α
∗) = (s0ǫj0 , α
∗).
Next we claim that for each s ∈ T \ {i0}, there is rs ∈ {±1} such that
(4.23) (r0ǫi0 + rsǫs, α
∗) 6= 0 and (r0ǫi0 − rsǫs, α
∗) = 0.
Indeed, using (4.21), Lemma 4.11 and the fifth condition of a locally finite
root supersystem, one can see that it is impossible to have (r0ǫi0+ǫs, α
∗) 6= 0
and (r0ǫi0 − ǫs, α
∗) 6= 0. Also if (r0ǫi0 ± ǫs, α
∗) = 0, we have (r0ǫi0 , α
∗) =
±(ǫs, α
∗). So (r0ǫi0 , α
∗) = 0 which together with (4.22) contradicts the fact
that (r0ǫi0 + s0ǫj0 , α
∗) 6= 0. This completes the proof of the claim. Next we
note that as (r0ǫi0 + rsǫs, α
∗) 6= 0, either r0ǫi0 + rsǫs + α
∗ ∈ R or r0ǫi0 +
rsǫs − α
∗ ∈ R. In the former case, we have using Lemma 4.11 that
(r0ǫi0 + rsǫs, α
∗) = −(r0ǫi0 + rsǫs, r0ǫi0 + rsǫs)/2.
This together with (4.22), (4.23) the fact that r0ǫi0 +s0ǫj0 ∈ A, implies that
(r0ǫi0 , r0ǫi0) = (r0ǫi0 + s0ǫj0 , r0ǫi0 + s0ǫj0)/2 = (r0ǫi0 + s0ǫj0 , α
∗)
= 2(r0ǫi0 , α
∗)
= (r0ǫi0 + rsǫs, α
∗)
= −(r0ǫi0 + rsǫs, r0ǫi0 + rsǫs)/2
= −(r0ǫi0 , r0ǫi0).
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This makes a contradiction. Therefore r0ǫi0 + rsǫs − α
∗ ∈ R and so by
Lemma 4.11,
(4.24) r0ǫi0 + rsǫs ∈ A.
Using the same argument as above, for t ∈ T \{j0}, one finds kt ∈ {±1} with
s0ǫj0+ktǫt ∈ A. This together with (4.24) implies that α := r0ǫi0+rtǫt, β :=
s0ǫj0 + kt′ǫt′ ∈ A for distinct elements t, t
′ ∈ T \ {i0, j0}, but α − β 6∈ R
i
re
contradicting Proposition 4.13.
Finally, we assume Rire is of type BCT for a nonempty index set T. We
assume Rire = {±ǫi,±(ǫi ± ǫj) | i, j ∈ T}. If Ash = A ∩ (R
i
re)sh 6= ∅, then
there is i0 ∈ T such that (ǫi0 , α
∗) 6= 0. Therefore (2ǫi0 , α
∗) 6= 0 and so by
Lemma 4.11 and the definition of a locally finite root supersystem, there are
r, s ∈ {±1} such that 2(ǫi0 , α
∗)/(ǫi0 , ǫi0) = r and 2(2ǫi0 , α
∗)/(2ǫi0 , 2ǫi0) = s.
But this implies that s = r/2 which is a contradiction. So Ash = ∅, i.e.
(ǫi, α
∗) = 0 for all i ∈ T. Therefore A = ∅, a contradiction.
Step 2. If |I| = 2, Rire is of type A : We recall from Proposition 4.13 that
A = {α ∈ Rire \ {0} | 2(α,α
∗) = (α,α)} is a nonempty set. Take j ∈ I \ {i},
then using Proposition 4.13, one finds β ∈ Rjre with (β, α∗) = (β, β)/2. Set
δ := α∗− β ∈ Rns and suppose α ∈ A. One knows that γα := α
∗−α ∈ Rns.
If (δ, γα) 6= 0, then R ∩ {δ + γα, δ − γα} 6= ∅. Since p∗(δ + γα) = 2α
∗, by
Lemma 4.6, δ + γα 6∈ R, so δ − γα ∈ R; and using the same lemma, we get
that δ − γα ∈ Rre. This contradicts Corollary 4.9. Therefore (δ, γα) = 0. So
0 = (δ, γα) = (α
∗ − β, α∗ − α) = −(α∗, α)− (α∗, β) + (α, β)
= −(α,α)/2 − (β, β)/2.
Thus we get that
(α1, α1) = (α2, α2); α1, α2 ∈ A.
This together with Step 1 and Proposition 4.18 completes the proof. 
Proposition 4.25. Suppose that I ⊆ {1, 2} is a nonempty set and for i ∈ I,
Si is a locally finite root system of type A˙Ti for an index set Ti with |Ti| ≥ 2.
Suppose further that |T1| 6= |T2| if I = 2 and T1, T2 are finite sets. Then up to
isomorphism, there is a unique irreducible locally finite root supersystem of
imaginary type whose real roots form a locally finite root system isomorphic
to S := ⊕i∈ISi.
Proof. Example 4.2(2),(3) guarantees the existence of such locally finite
root supersystems. Now suppose (V1, (·, ·)1, R1) and (V2, (·, ·)2, R2) are two
irreducible locally finite root supersystems of imaginary type with (R1)re and
(R2)re isomorphic to S = ⊕i∈ISi. For i ∈ I, suppose Si = {ǫ
i
t−ǫ
i
s | t, s ∈ Ti}.
By an identification, we may assume (R1)re = (R2)re = S. So there is a
nonzero scalar r ∈ F with
(4.26) r(u, v)1 = (u, v)2 for all u, v ∈ spanFS.
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Suppose j = 1, 2 and fix α∗j ∈ (Rj)
×
ns. By Proposition 4.18, for i ∈ I, there is
tji ∈ Ti such that {α ∈ (Rj)
×
re | (α
∗
j , α)j 6= 0} = ∪i∈I{±(ǫ
i
t
j
i
−ǫit) | t ∈ Ti\{t
j
i}}
and that for i ∈ I, there is kij ∈ {±1} such that
(α∗j , ǫ
i
t
j
i
−ǫit)j = −k
i
j(ǫ
i
t
j
i
−ǫit, ǫ
i
t
j
i
−ǫit)j/2 and (α
∗
j , ǫ
i
r−ǫ
i
t)j = 0; t, r ∈ T\{t
j
i}.
Now define ϕ : V1 −→ V2 by
α∗1 7→ α
∗
2, ǫ
i
t1i
− ǫit 7→ k
i
1k
i
2(ǫ
i
t2i
− ǫit),
ǫi
t1i
− ǫi
t2i
7→ −ki1k
i
2(ǫ
i
t1i
− ǫi
t2i
) (t ∈ T \ {t1i , t
2
i }, i ∈ I).
Then for i ∈ I and t, s ∈ T \ {t1i , t
2
i }, by (4.26), we have
(ϕ(α∗1), ϕ(ǫ
i
t1i
− ǫit))2 = k
i
1k
i
2(α
∗
2, ǫ
i
t2i
− ǫit)2 = −k
i
1k
i
2k
i
2(ǫ
i
t2i
− ǫit, ǫ
i
t2i
− ǫit)2/2
= −ki1(ǫ
i
t2i
− ǫit, ǫ
i
t2i
− ǫit)2/2
= −ki1(ǫ
i
t1i
− ǫit, ǫ
i
t1i
− ǫit)2/2
= −rki1(ǫ
i
t1i
− ǫit, ǫ
i
t1i
− ǫit)1/2
= r(α∗1, ǫ
i
t1i
− ǫit)1,
and
(ϕ(α∗1), ϕ(ǫ
i
t1i
− ǫi
t2i
))2 = −k
i
1k
i
2(α
∗
2, ǫ
i
t1i
− ǫi
t2i
)2
= ki1k
i
2(α
∗
2, ǫ
i
t2i
− ǫi
t1i
)2
= −ki1k
i
2k
i
2(ǫ
i
t2i
− ǫi
t1i
, ǫi
t2i
− ǫi
t1i
)2/2
= −ki1(ǫ
i
t1i
− ǫi
t2i
, ǫi
t1i
− ǫi
t2i
)2/2
= −rki1(ǫ
i
t1i
− ǫi
t2i
, ǫi
t1i
− ǫi
t2i
)1/2
= r(α∗1, ǫ
i
t1i
− ǫi
t1i
)1.
Also we have
(ϕ(ǫi
t1i
− ǫit), ϕ(ǫ
i
t1i
− ǫis))2 = k
i
1k
i
2k
i
1k
i
2(ǫ
i
t2i
− ǫit, ǫ
i
t2i
− ǫis)2
= (ǫi
t2i
− ǫit, ǫ
i
t2i
− ǫis)2
= r(ǫi
t2i
− ǫit, ǫ
i
t2i
− ǫis)1
and by Lemma 2.2, we get that
(ϕ(ǫi
t1i
− ǫit), ϕ(ǫ
i
t1i
− ǫi
t2i
))2 = −k
i
1k
i
2k
i
1k
i
2(ǫ
i
t2i
− ǫit, ǫ
i
t1i
− ǫi
t2i
)2
= −(ǫi
t2i
− ǫit, ǫ
i
t1i
− ǫi
t2i
)2
= −r(ǫi
t2i
− ǫit, ǫ
i
t1i
− ǫi
t2i
)1
= r(ǫi
t2i
− ǫit, ǫ
i
t2i
− ǫi
t1i
)1
= r(ǫi
t1i
− ǫit, ǫ
i
t1i
− ǫi
t2i
)1.
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But by Proposition 3.14(ii), for j = 1, 2, {α∗j , ǫ
i
t
j
i
− ǫit | i ∈ I, t ∈ Ti \ {t
j
i}}
is a basis for Vj, so we get that (ϕ(v), ϕ(u))2 = r(u, v)1 for all u, v ∈ V1. On
the other hand, one can see that ϕ(rα(β)) = rϕ(α)ϕ(β). This together with
Proposition 3.14(ii) and the fact that the Weyl group of Rj is generated by
the reflections based on the elements of {ǫi
t
j
i
− ǫit | i ∈ I, t ∈ Ti \ {t
j
i}} (see
[4, Lemma 5.1]) implies that ϕ(R1) = R2. This completes the proof. 
Proposition 4.27. Suppose that S is a locally finite root system of type CT
for an index set T with |T | ≥ 2. Then up to isomorphism, there is a unique
irreducible locally finite root supersystem of imaginary type whose real roots
form a locally finite root system isomorphic to S.
Proof. One knows from Example 4.2(1) that such locally finite root super-
systems exist. Now suppose (V1, (·, ·)1, R1) and (V2, (·, ·)2, R2) are two irre-
ducible locally finite root supersystems of imaginary type whose real roots
form locally finite root systems isomorphic to S. Suppose S = {±(ǫr ± ǫs) |
r, s ∈ T}. Using an identification, we may assume R1 = R2 = S and so there
is a nonzero scalar r ∈ F such that
r(u, v)1 = (u, v)2; for all u, v ∈ spanFS.
For j = 1, 2, fix α∗j ∈ (Rj)
×
ns. By Proposition 4.18, there is tj ∈ T such
that {α ∈ (Rj)
×
re | (α
∗
j , α) 6= 0} = {±2ǫtj ,±(ǫtj ± ǫt) | t ∈ T \ {tj}}. By
Proposition 4.18 and Lemma 4.11(i), there are kj ∈ {±1} such that
(α∗j , ǫtj )j = −kj(ǫtj , ǫtj )j and (α
∗
j , ǫt)j = 0
for all t ∈ T \ {tj}. Now define ϕ : V1 −→ V2 by
α∗1 7→ α
∗
2, ǫt1 7→ k1k2ǫt2 , ǫt2 7→ k1k2ǫt1 , ǫt 7→ k1k2ǫt; t ∈ T \ {t1, t2}.
Now as in the previous Proposition, one can see that ϕ defines an isomor-
phism between (V1, (·, ·)1, R1) and (V2, (·, ·)2, R2). 
Using Theorem 4.19, Propositions 4.25, 4.27 and Example 4.2, we have
the following theorem:
Theorem 4.28 (Classification Theorem for Imaginary Type). Suppose that
T, P are index sets with |T |, |P | ≥ 2 and |T | 6= |P | if T, P are both finite.
Fix a symbol α∗ and pick t0 ∈ T and p0 ∈ P. Consider the free F-module
X := Fα∗ ⊕⊕t∈TFǫt ⊕⊕p∈PFδp and define the symmetric bilinear form
(·, ·) : X ×X −→ F
by
(α∗, α∗) := 0, (α∗, ǫt0) := 1, (α
∗, δp0) := 1
(α∗, ǫt) := 0, (α
∗, δq) := 0 t ∈ T \ {t0}, q ∈ P \ {p0}
(ǫt, δp) := 0, (ǫt, ǫs) := δt,s, (δp, δq) := −δp,q t, s ∈ T, p, q ∈ P.
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Take R to be Rre ∪R
×
ns as in the following table
type Rre R
×
ns
A˙(0, T ) {ǫt − ǫs | t, s ∈ T } ±Wα∗
C˙(0, T ) {±(ǫt ± ǫs) | t, s ∈ T } ±Wα
∗
A˙(T, P ) {ǫt − ǫs, δp − δq | t, s ∈ T, p, q ∈ P} ±Wα∗
in which W is the subgroup of GL(X) generated by the reflections rα (α ∈
Rre \ {0}) mapping β ∈ X to β −
2(β,α)
(α,α) α, then (V := spanFR, (·, ·) |V×V
, R) is an irreducible locally finite root supersystem of imaginary type and
conversely each irreducible locally finite root supersystem of imaginary type
is isomorphic to one and only one of these root supersystems; in particular
each irreducible locally finite root supersystem is a direct union of irreducible
finite root supersystems of the same type.
4.2. Real type. In this subsection, we assume that R is an irreducible
locally finite root supersystem of real type. We recall that {0} 6= Rre =
⊕i∈IR
i
re is the decomposition of R into nonzero irreducible subsystems and
that V ire = spanFR
i
re. So we have
V =
∑
i∈I
V ire.
For i ∈ I, take pi : V −→ V
i
re to be the orthogonal projection map on V
i
re.
For α ∈ R, we define supp(α) := {i ∈ I | pi(α) 6= 0} and call it the support
of α. We mention that if α ∈ Rre, then |supp(α)| = 1.
Proposition 4.29. The irreducible locally finite root supersystem R is a
direct union of finite root supersystems.
Proof. If Rns = {0}, then R = Rre and so |I| = 1. In this case, we are
done using [3, Corollary 3.15]. Now assume Rns 6= {0}. Fix 0 6= δ ∈ Rns
and suppose that supp(δ) = {i1, . . . , in}. For 1 ≤ j ≤ n, take Tij ⊆ R
ij
re
to be a finite set with pij(α) ∈ spanFTij and for i ∈ I \ {i1, . . . , in}, set
Ti := ∅. Now for i ∈ I, take Λi to be an index set such that {(R
i
re)λi | λi ∈
Λi} is the class of all irreducible full subsystems of R
i
re containing Ti. We
know that for i ∈ I, Λi is a directed set under the ordering “ 4 ” defined
by λ 4 µ if (Rire)λ ⊆ (R
i
re)µ. One knows that R
i
re is the direct union of
{(Rire)λi | λi ∈ Λi}. Set Λ := Πi∈IΛi, the Cartesian product of Λi’s. For
λ = (λi)i∈I , µ = (µi)i∈I ∈ Λ, we say λ 4 µ if λi 4 µi for all i ∈ I. Next
we take {Iγ | γ ∈ Γ}, where Γ is an index set, to be the class of all finite
subsets of I containing {i1, . . . , in}. We consider the ordering “ 4 ” on Γ
defined by γ1 4 γ2 (γ1, γ2 ∈ Γ) if Iγ1 ⊆ Iγ2 . For λ = (λi)i∈I ∈ Λ and γ ∈ Γ,
we set V(λ,γ) :=
∑
i∈Iγ
(V ire)λi in which (V
i
re)λi := spanF(R
i
re)λi . For pairs
(λ, γ), (λ′, γ′) ∈ Λ× Γ, we say (λ, γ) 4 (λ′, γ′) if λ 4 λ′ and γ 4 γ′. Then V
is the direct union of {V(λ,γ) | (λ, γ) ∈ Λ× Γ}. Now set
R(λ,γ) := R ∩ V(λ,γ); (λ, γ) ∈ Λ× Γ.
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We can see that R = ∪(λ,γ)∈Λ×ΓR
(λ,γ). Now we fix (λ = (λi)i∈I , γ) ∈ Λ× Γ
and show that R(λ,γ) is a finite root supersystem in V(λ,γ) :
• R(λ,γ) spans V(λ,γ) : Indeed we have
V(λ,γ) =
∑
i∈Iγ
V ire =
∑
i∈Iγ
spanF(R
i
re)λi ⊆ spanFR
(λ,γ) ⊆ V(λ,γ).
• The form restricted to Vλ,γ is nondegenerate: We know from Lemma
2.2 that the form (·, ·) restricted to (V ire)λi , i ∈ Iγ , is nondegenerate.
Now as ((V ire)λi , (V
j
re)λj ) = {0} (i, j ∈ Iγ , i 6= j), we get that the
form restricted to Vλ,γ is nondegenerate.
• R(λ,γ) = −R(λ,γ): It is immediate.
• R(λ,γ) ∩Rre is a finite set: We know that
R(λ,γ) ∩Rre ⊆ Rre ∩ V
(λ,γ) ⊆ Rre ∩ (Vre ∩ V
(λ,γ)).
Now as Rre is locally finite in Vre, we get that Rre ∩ (Vre ∩V
(λ,γ)) is
a finite set and consequently so is R(λ,γ) ∩Rre.
• R(λ,γ) is invariant under rα for α ∈ R
×
re∩R
(λ,γ) : Suppose δ ∈ R(λ,γ),
then rα(δ) ∈ R ∩ V
(λ,γ) and so we are done.
• for α, δ ∈ R(λ,γ) with (α,α) = 0 and (α, δ) 6= 0, {α±δ}∩R(λ,γ) 6= ∅ :
It is immediate as {α± δ} ∩R(λ,γ) = {α± δ} ∩R.
• R(λ,γ) is finite: The above items imply that
(V(λ,γ), (·, ·) |
V(λ,γ)×V(λ,γ)
, R(λ,γ))
is a locally finite root supersystem whose real roots form a finite root
system. Now Lemma 4.4 implies that R(λ,γ) is finite.
This completes the proof. 
Lemma 4.30. (i) For α ∈ R×, supp(α) 6= ∅.
(ii) If α, β ∈ Rns are such that either (α, β) 6= 0 or supp(α)∩supp(β) 6= ∅,
then either supp(α) ⊆ supp(β) or supp(β) ⊆ supp(α).
Proof. Using Proposition 4.29 together with [8, Lemmas 2.1, 2.2 and Corol-
lary 2.4], we get the result. 
For α, β ∈ Rns \ {0}, we say α, β are equivalent and write α ∼ β if there
is γ ∈ Rns such that supp(α) ∪ supp(β) ⊆ supp(γ). Using Lemma 4.30, one
can see that this defines an equivalence relation on Rns \ {0}. So Rns \ {0}
is the disjoint union of equivalence classes Rkns, where k runs over an index
set K. Setting Sk := ∪α∈Rknssupp(α) ⊆ I, we have the following lemma:
Lemma 4.31. (i) If k, k′ ∈ K with k 6= k′, then Sk ∩ Sk′ = ∅.
(ii) If k ∈ K and i ∈ I are such that i 6∈ Sk, then (R
k
ns, R
i
re) = {0}.
(iii) If k, k′ ∈ K with k 6= k′, then (Rkns, R
k′
ns) = {0}.
(iv) |K| = 1 and if K = {k}, then Sk = I.
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Proof. (i) Suppose that k, k′ are distinct elements of K and i ∈ Sk ∩ Sk′ .
So there are α ∈ Rkns and β ∈ R
k′
ns such that i ∈ supp(α) ∩ supp(β). Now
using Lemma 4.30, we get either supp(α) ⊆ supp(β) or supp(β) ⊆ supp(α).
This implies that α ∼ β, a contradiction.
(ii), (iii) It is trivial.
(iv) If α ∈ Rre and k ∈ K, then for β ∈ R
k
ns, using Lemma 4.30(i),
supp(rα(β)) ∩ supp(β) 6= ∅, so by Lemma 4.30(ii), we have rα(β) ∼ β. Now
using this together with part (iii) and Lemma 3.13, we get that |K| = 1.
Next, we suppose that K = {k} and show that I = Sk. To the contrary,
suppose that I 6= Sk, then we have R
× = (∪i∈I\SkR
i
re\{0})⊎(∪i∈SkR
i
re\{0}∪
R×ns) with (∪i∈I\SkR
i
re \ {0}, (∪i∈IR
i
re \ {0} ∪R
×
ns)) = {0} which contradicts
the irreducibility of R. So I = Sk. 
Proposition 4.32. The irreducible locally finite root supersystem R is a
direct union of irreducible finite root supersystems.
Proof. If Rns = {0}, we get the result using [3, Corollary 3.15]. So suppose
Rns 6= {0} and fix δ ∈ Rns. Using the same notation as in Proposition 4.29,
it is enough to show that for each pair (λ, γ) ∈ Λ×Γ, there is (λ′, γ′) ∈ Λ×Γ
with (λ, γ) 4 (λ′, γ′) such that R(λ
′,γ′) is irreducible.
Let λ = (λi)i∈I ∈ Λ and γ ∈ Γ. We know that V
(λ,γ) =
∑
i∈Iγ
(V ire)λi . By
Lemma 4.31(iv), for each i ∈ Iγ , there is δi ∈ Rns with i ∈ supp(δi). Again
using Lemma 4.31(iv), one finds δ0 ∈ Rns with ∪i∈Iγsupp(δi) ⊆ supp(δ0).
Suppose that supp(δ0) = {i1, . . . , it} and note that Iγ ⊆ supp(δ0). For 1 ≤
j ≤ t, there is a finite set Sj ⊆ R
ij
re with pij(δ0) ∈ spanF(Sj). For 1 ≤ j ≤ t,
take µj ∈ Λij to be such that Sj ∪ (R
ij
re)
λij ⊆ (R
ij
re)µj . Also, take γ′ to be
such that Iγ′ = {i1, . . . , it} and define λ
′ = (λ′i)i∈I ∈ Λ with λ
′
ij
:= µj and
λ′i = λi for 1 ≤ j ≤ t and i 6∈ I \ Iγ′ . We see that (λ, γ) 4 (λ
′, γ′). Also
δ0 ∈ R
λ′,γ′ and
(4.33) (δ0, (R
i
re)
λ′i) 6= {0} (i ∈ Iγ′).
Now for each α ∈ R(λ
′,γ′) \ {0}, there is i ∈ Iγ′ with pi(α) 6= 0, in partic-
ular (α, (Rire)
λ′i) 6= {0}. Using (4.33) together with the fact that (Rire)
λ′i is
connected for all i ∈ Iγ′ , we get that δ0 is connected to all nonzero roots of
R(λ
′,γ′). This in turn implies that R(λ
′,γ′) is irreducible; see Lemma 3.20. 
Proposition 4.34. Recall that R is an irreducible locally finite root super-
system of real type and use the same notation as above, then we have |I| ≤ 3.
Also if α ∈ R×ns, then supp(α) = I.
Proof. It follows using Proposition 4.32 and [8, Proposition 2.6 and Lemma
2.7].
Using the above proposition, we assume that I = {1, . . . , n} for some
positive integer n ≤ 3.
Remark 4.35. Using the same arguments as in Propositions 4.29 and 4.32,
we know that if Rns 6= {0}, then R is a direct union of irreducible finite
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root supersystems R(λ,γ), where (λ, γ) runs over a subset X of Λ×Γ. Using
Lemma 4.34, I = Iγ = Iγ′ for (λ, γ), (λ
′, γ′) ∈ X. So there is a subset Λ′
of Λ such that R is a direct union of irreducible finite root supersystems
Rλ (λ ∈ Λ′) in which Rλ := R ∩
∑
i∈I(V
i
re)λi for λ = (λ1, . . . , λn). Without
loss of generality, we always assume for i ∈ I, ∩(λ1,...,λn)∈Λ′(R
i
re)λi 6= {0}. In
particular, for 1 ≤ i ≤ n, if Rire is of one of types BT , CT ,DT or BCT as in
(2.3), for some index set T with |T | ≥ 2, we fix two distinct elements of T
and call them 1,2 and assume ∩(λ1,...,λn)∈Λ′(R
i
re)λi ∩ spanF{ǫ1, ǫ2} 6= {0}.
Lemma 4.36. Suppose that i ∈ I, then pi(Rns) is a union of small orbits.
In particular, if Rire is of type A, it is of finite rank.
Proof. Using the same argument as in [8, Proposition 3.5] and considering
Propositions 4.34 and 2.7, we are done. 
In the following theorem, using the classification of finite root supersys-
tems [8, §6 and Theorem 5.10] together with Proposition 2.7 and Remark
3.18(ii), we give the classification of irreducible locally finite root supersys-
tems of real type.
Theorem 4.37. Suppose that 2 ≤ n ≤ 3 and S1, . . . , Sn are irreducible
locally finite root systems in U1, . . . ,Un, respectively. Consider the locally
finite root system S := S1⊕· · ·⊕Sn in V := U1⊕· · ·⊕Un. Take W to be the
Weyl group of S. Fix a symmetric invariant bilinear form (·, ·)i on Ui. With
the same notation as in the text, for 1 ≤ i ≤ n, if Si is a finite root system of
rank ℓ ≥ 2, by {ωi1, . . . , ω
i
ℓ}, we mean a set of fundamental weights for Si and
if Si is one of locally finite root systems BT , CT ,DT or BCT of infinite rank
as in (2.3), by ωi1, we mean ǫ1, where 1 is a distinguished element of T. Also
if Si is one of the finite root systems {0,±α} of type A1 or {0,±α,±2α}
of type BC1, we set ω
i
1 := α/2. Consider δ
∗ and R := Rre ∪ R
×
ns as in the
following table:
n Si (1 ≤ i ≤ n) Rre δ
∗ R×ns type
2 S1 = Aℓ, S2 = Aℓ (ℓ ∈ Z
≥1) S1 ⊕ S2 ω
1
1 + ω
2
1 ±Wδ
∗ A(ℓ, ℓ)
2 S1 = BT , S2 = BCT ′ (|T |, |T
′| ≥ 2) S1 ⊕ S2 ω
1
1 + ω
2
1 Wδ
∗ B(T, T ′)
2 S1 = BCT , S2 = BCT ′ (|T |, |T
′| > 1) S1 ⊕ S2 ω
1
1 + ω
2
1 Wδ
∗ BC(T, T ′)
2 S1 = BCT , S2 = BCT ′ (|T | = 1, |T
′| = 1) S1 ⊕ S2 2ω
1
1 + 2ω
2
1 Wδ
∗ BC(T, T ′)
2 S1 = BCT , S2 = BCT ′ (|T | = 1, |T
′| > 1) S1 ⊕ S2 2ω
1
1 + ω
2
1 Wδ
∗ BC(T, T ′)
2 S1 = DT , S2 = CT ′ (|T | ≥ 3, |T
′| ≥ 2) S1 ⊕ S2 ω
1
1 + ω
2
1 Wδ
∗ D(T, T ′)
2 S1 = CT , S2 = CT ′ (|T |, |T
′| ≥ 2) S1 ⊕ S2 ω
1
1 + ω
2
1 Wδ
∗ C(T, T ′)
2 S1 = A1, S2 = BCT (|T | = 1) S1 ⊕ S2 2ω
1
1 + 2ω
2
1 Wδ
∗ B(1, T )
2 S1 = A1, S2 = BCT (|T | > 1) S1 ⊕ S2 2ω
1
1 + ω
2
1 Wδ
∗ B(1, T )
2 S1 = A1, S2 = CT (|T | ≥ 2) S1 ⊕ S2 ω
1
1 + ω
2
1 Wδ
∗ C(1, T )
2 S1 = A1, S2 = B3 S1 ⊕ S2 ω
1
1 + ω
2
3 Wδ
∗ AB(1, 3)
2 S1 = A1, S2 = DT (|T | ≥ 3) S1 ⊕ S2 ω
1
1 + ω
2
1 Wδ
∗ D(1, T )
2 S1 = BC1, S2 = BT (|T | ≥ 2) S1 ⊕ S2 2ω
1
1 + ω
2
1 Wδ
∗ B(T, 1)
2 S1 = BC1, S2 = G2 S1 ⊕ S2 2ω
1
1 + ω
2
1 Wδ
∗ G(1, 2)
3 S1 = A1, S2 = A1, S3 = A1 S1 ⊕ S2 ⊕ S3 ω
1
1 + ω
2
1 + ω
3
1 Wδ
∗ D(2, 1, λ)
3 S1 = A1, S2 = A1, S3 := CT (|T | ≥ 2) S1 ⊕ S2 ⊕ S3 ω
1
1 + ω
2
1 + ω
3
1 Wδ
∗ D(2, T )
Normalize the form (·, ·)i on Ui such that (δ
∗, δ∗) = 0 and that for type
D(2, T ), (ω11, ω
1
1)1 = (ω
2
1, ω
2
1)2. Then for (·, ·) := ⊕
n
i=1(·, ·)i, (V, (·, ·), R) is
an irreducible locally finite root supersystem of real type and conversely if
(V, (·, ·), R) is an irreducible locally finite root supersystem of real type, it is
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either an irreducible locally finite root system or isomorphic to one and only
one of the locally finite root supersystems listed in the above table.
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