We develop the new Kumaraswamy Log-Logistic Weibull (KLLoGW) distribution by combining the Kumaraswamy and Log-logistic Weibull distributions. This new model is flexible for modelling lifetime data. Some statistical properties including quantile function, hazard rate function, moments and conditional moments are presented. Model parameters are estimated via the method of maximum likelihood and a Monte Carlo simulation study conducted to assess the accuracy of the estimates. Finally, the model is applied to a real dataset.
Introduction
New families of probability distributions can be generated by introducing one or more additional shape parameter(s) to existing distributions. It is often the case that the role of the added shape parameter(s) is meant to introduce skewness, tail variation and improve the goodness-of-fit of the distribution.
The beta-G, Kumaraswamy-G, Zografos-Balakrishnan-G and Ristić-andBalakrishnan G are some of the popular families of distributions (Cordeiro and de Castro [1] , and Jones et al. [2] ). For an arbitrary baseline cumulative distribution function (cdf) ( ), the cdf of Kumaraswamy generalized distribution (Kum-G) is given by equation (1) ( ) = 1 − (1 − ( ( )) ) ,
and the corresponding probability density function (pdf) by equation (2) ( ) = ( )( ( )) −1 (1 − ( ( )) )
where ( ) is the baseline pdf and > 0, and > 0 are shape parameters. Several authors have used this generalization to introduce new distributions. Examples include the Kumaraswamy Marshall-Olkin Log-Logistic (Kw-MOLLoG) distribution [3] , Kw-Weibull distribution [4] , Kw-generalized gamma distribution [5] , Kw-log-logistic distribution [6] , Kw-modified Weibull distribution [7] ), Kwgeneralized Pareto distribution [8] , Kumaraswamy linear exponential distribution [9] , Kw-Lomax distribution [10] , Kw-half-Cauchy distribution [11] , Kw-generalized Rayleigh distribution [12] and Kw-Gompertz distribution [13] among others. The proposed distribution has a hazard function that covers a wide variety of shapes and infact we expect this generalization to have wider application in modelling data from various fields of research. The KLLoGW distribution and its sub-models are given in section 2. The quantile function, hazard and reverse hazard functions are presented is section 3. Moments, conditional moments, mean deviations, inequality measures, Rényi entropy, density of the order statistics and L-moments are also given in section 3. Maximum likelihood estimates and Monte Carlo simulation study are presented in section 4. Section 5 contain an application followed by a short concluding remark in section 6.
Model

Kumaraswamy log-logistic Weibull distribution
Consider the Log-logistic Weibull (LLoGW) distribution (see [14] for details) with cdf and pdf given by equations (3) and (4) LLoGW ( ) = 1 − (1 + ) −1 exp(− )
and respectively, where , , > 0, and ≥ 0. Substituting (3) into equation (1), we obtain the new KLLoGW distribution with cdf and pdf given by equations (5) and (6) as
and KLLoGW ( ; , , , , ) =
respectively, for , , , , > 0. Plotted pdf are shown in Figure 1 . The graphs show that the KLLoGW pdf can be decreasing, left or right skewed.
Series expansions
The generalized binomial theorem is applied to obtain a series expansion of the cdf. The binomial expansion is given by equation (7) (
for | | < 1 and any real number > 0. Using equation (7) in equation (5), the expansion of the cdf is given in equation (8) as follows:
where ( ) is the LLoGW cdf. Using equation (7) and applying the series expansion
, the KLLoGW survival function, cdf and pdf are given by equations (9) , (10) , and (11), respectively as
and
where ELLoGW ( ) is the survival function of the exponentiated LLoGW distribution.
Consequently, the cdf as well as the pdf of the KLLoGW distribution can be written as a infinite mixture of ELLoGW cdf's and pdf's, respectively. Thus, several mathematical and structural properties of the KLLoGW distribution follow immediately from those of the ELLoGW distribution.
Some sub-models of the KLLoGW distribution
The KLLoGW distribution contains several sub-models, some of which are listed below.
• The Kumaraswamy Log-logistic Exponential (KLLoGE) distribution is obtained when = 1.
• The Kumaraswamy Log-logistic Rayleigh (KLLoGR) distribution is obtained when = 2.
• If → 0 + , the Kumaraswamy Log-logistic (KLLoG) distribution is the resulting distribution in the limit.
• If = 1, a new lifetime distribution belonging to the frailty parameter family is obtained.
• If = 1, = 1, the parent Log-logistic Weibull (LLoGW) distribution is obtained.
• If = 1, = 1, and = 1, the resulting distribution is the Log-logistic Exponential (LLoGE) distribution.
• When = 1, = 1, and = 2, we have the Log-logistic Rayleigh (LLoGR) distribution.
• When = 1, = 1, and → 0 + , the Log-logistic (LLoG) distribution is obtained in the limit.
• If = 1, we have the Exponentiated Log-logistic Weibull (ELLoGW) distribution.
• If = 1, = 1, we obtain the Exponentiated Log-logistic Exponential (ELLoGE) distribution.
• If = 1, = 2, the Exponentiated Log-logistic Rayleigh (ELLoGR) distribution is obtained.
• If = 1, and → 0 + , the resulting distribution is the Exponentiated LogLogistic (ELLoG) distribution in the limit.
• If = 1, = 1, the KLLoGW distribution becomes a 3 parameter distribution given by equation (12) ( ; , ,
for , , > 0.
• If = 2, and = 1, then the KLLoGW distribution reduces to a 3 parameter distribution given by equation (13) ( ; , ,
Methods
This section contains some statistical properties of the proposed KLLoGW distribution.
Quantile function
The KLLoGW quantile function can be obtained by inverting KLLoGW ( ) = , 0 ≤ ≤ 1, where KLLoGW ( ) is given in (5) . The quantiles of the KLLoGW distribution is obtained by numerically solving equation (14) log
Therefore, random numbers can be generated from equation (14) . Some KLLoGW quantiles are listed in Table 1 .
Hazard and reverse Hazard functions
The KLLoGW hazard and reverse hazard functions are given in equations (15) and (16) , respectively, that is, 
Graphs of the hazard function for some selected values of the parameters are shown in Figure 2 .
The graphs of the hazard function exhibit shapes that include increasing, decreasing, bathtub and bathtub followed by upside down bathtub. The KLLoGW hazard function is flexibility for modelling non-monotonic empirical hazard behaviors.
Moments and conditional moments
Moments and conditional moments are crucial in the study of some of the most important properties of a distribution. Using the binomial expansion (7) and the
, the ℎ moment of the KLLoGW distribution is given in equation (17) as follows:
By setting = (1 + ) −1 , we obtain
where ( , ) = ∫ = . , = . , = . = . , = . , = . = . , = . , = . Table 3 . Moments of the KLLoGW distribution values when = = 1.5 and = 3.5.
= . , = .
= . , = . and ( = = 1.5 and = 3.5), respectively. The R software package was used to obtain these values. The SD, CV, CS and CK are given by equations (18)- (21),
respectively.
The ℎ conditional moment is given by equation (22) as follows:
Mean deviations
The mean deviation about the mean and the mean deviation about the median are defined by equation (23) 
respectively, where = ( ) and = Median ( ) denotes the median. Note that 1 ( ) and 2 ( ) can be rewritten as in equation (24), that is,
where ( ) is given by equation (25)
Lorenz and Bonferroni curves
The well-known income inequality measures, referred to as Bonferroni and Lorenz curves for the KLLoGW distribution are given by equation (26)
where ( ) is given by equation (27)
is the first incomplete moment and = −1 ( ), 0 ≤ ≤ 1.
Distribution of order statistics
We present the pdf of the ℎ order statistics in this subsection. The distribution of the ℎ order statistic from the KLLoGW distribution is presented in equation (28) as follows:
Note that by using the binomial expansion
, we obtain equation (29)
where + ( ) is the exponentiated KLLoGW pdf with parameters , , , , and + .
The ℎ moment of the ℎ order statistics from the KLLoGW distribution may be computed from the result of Barakat and Abdelkader [15] , that is,
Note:
Now, 
Consequently, the ℎ moment of the ℎ order statistic, equation (34), follows from equations (30)-(33) as
L-moments
Some statistical description of probability distributions are based on linear combination of order statistics, particularly, -moments (see Hoskings [16] for additional details) and are given by
The -moments of the KLLoGW distribution can be obtained from equation (35 
Rényi entropy
Rényi entropy is a generalization of the well known Shannon entropy and is defined as
Note that 
for ≠ 1, and > 0.
Calculation
Maximum likelihood estimation
Let = ( , , , , ) be the parameter vector. The log-likelihood = ( ) for a single observation of of is ( ) = ln( ) + ( − 1) ln
The first partial derivatives of equation (40) 
The total log-likelihood function for a random sample of observations: 
Asymptotic confidence intervals
Let Δ = (̂, ̂, ̂, ̂, ̂) be the maximum likelihood estimate of = ( , , , , ).
Under the usual regularity conditions (see [17] ), 
Monte Carlo simulation study
The performance of the maximum likelihood estimates of the KLLoGW model parameters is assessed by conducting various simulations. We use equation (14) to generate random data from the KLLoGW distribution. The simulation study is Three quantities were computed in this simulation study, namely: the mean estimate,
Example
Application
An application to real life data is given in this subsection. We present the parameter estimates (standard error in parentheses), Akaike Information Criterion (AIC), Bayesian Information Criterion (BIC), Cramér-von Mises ( * ), Anderson-Darling ( * ), and sum of squares (SS) from the probability plots for the KLLoGW distribution, its nested models and several non-nested models. All computations were done using R software. The KLLoGW distribution is compared with the non-nested distributions, namely: log-logistic Weibull Poisson (LLoGWP) [18] , gamma log-logistic Weibull (GLLoGW) [19] , beta modified Weibull (BetaMW) [20] , Burr Weibull Logarithmic (BWL) [21] , beta Weibull Poisson (BetaWP) [22] , gamma-Dagum (GD) [23] and exponentiated Kumaraswamy Dagum (EKD) [17] ) distributions. The pdfs of LLoGWP, GLLoGW, BWL, BetaMW, EKD, BetaWP (BWP), and GD are given by equations (47)- (53), respectively,
for , , , , > 0, and > 0,
for , , , , > 0 and 0 < < 1,
for , , , , > 0 and > 0,
for , , , , > 0, and > 0, for , , , , > 0, and > 0, and
for , , , , > 0, and > 0, respectively.
Time to failure of kevlar 49/epoxy strands tested at various stress level
These measurements consist of 101 data points that represent the stress-rupture life of kevlar 49/epoxy strands which are subjected to constant sustained pressure at the 90% stress level until all have failed (see Cooray and Ananda [24] ). The data (failure times in hours), were originally presented by Andrews and Herzberg [25] and Barlow et al. [26] . The data are presented in Table 5 .
The estimates of the parameter, as well as the goodness-of-fit statistics and results for this data are given in Table 6 . Plots of the fitted densities and histogram are given in Table 6 and the probability plot is smallest ( = 0.0207) for the KLLoGW distribution.
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