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a b s t r a c t
A family of quadrature rules for integration over tetrahedral volumes is developed.
The underlying structure of the rules is based on the cubic close-packed (CCP) lattice
arrangement using 1, 4, 10, 20, 35, and 56 quadrature points. The rules are characterized by
rapid convergence, positive weights, and symmetry. Each rule is an optimal approximation
in the sense that lower-order terms have zero contribution to the truncation error and the
leading-order error term is minimized. Quadrature formulas up to order 9 are presented
with relevant numerical examples.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Determining quadrature points for volume integration has been the subject of a vast body of literature. Much of the
research has considered quadrature rules for the triangle [1–6]. There has been more limited work on rule development
for the tetrahedron [7–9]. Integration rules for higher-dimensional simplices have also been considered [10–12]. Many key
studies are summarized in the classic works of Stroud [13] and Engles [14], the reviews of Cools [15,16], and the recently
updated text of Davis [17].
Accurate quadrature points can be generated for many volumes by using a tensor product of one-dimensional Gaussian
quadrature formulas, a technique referred to as the product Gaussian rule; see [13]. When the product Gaussian rule is
applied to tetrahedra, however, it results in an asymmetric distribution of quadrature points with dense clustering near
one of the vertices (see Fig. 1). This inefficient sampling of the tetrahedral volume requires the product Gaussian rule to use
manymore function evaluations than a symmetric approximation to achieve the same order-of-accuracy. Thismakes tensor
product rules uneconomical in numerical applications where computational efficiency is a priority.
The product Gaussian rule implicitly assumes an underlying structured cubic grid for the point locations. Although
this grid samples a hexahedral volume more or less uniformly, the points map awkwardly to tetrahedral volumes. A
more natural choice for tetrahedra is the cubic close-packed (CCP) arrangement (alternatively referred to as the face-
centered cubic structure). A ‘‘close-packed’’ configuration is obtained by arranging spheres of equal size so as to achieve
the maximum possible number-density. In the interior of a close-packed lattice, each sphere symmetrically contacts its 12
nearest neighbors.
This paper describes a family of symmetric quadrature rules for tetrahedra. The distribution of points in each quadrature
rule is based on an underlying CCP grid, and the precise point locations and weights are optimized to reduce the truncation
error in the quadrature approximation. This approach results in a family of symmetric rules for tetrahedral integrationwhere
the number of integration points progresses as Np = 1, 4, 10, 20, 35, 56, etc. (see Fig. 2). For bookkeeping purposes, it is
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Fig. 1. 4-point product Gaussian rule. The rendered volume of the spheres indicates the relative weighting that each point receives in the quadrature rule.
Note the asymmetric clustering of the points along the lower left edge of the tetrahedron.
Fig. 2. Cubic close-packed structures. Top row (left to right): 1-, 4-, and 10-point structures. Bottom row (left to right): 20-, 35-, and 56-point structures.
useful to express Np algebraically as a function of the number of stacked-layers in the CCP structure, Nl. Np and Nl are related
by:
Np = Nl(Nl + 1)(Nl + 2)/6. (1)
2. Method
Integration of the function f (x) over a tetrahedron with volume V can be written in terms of a linear quadrature
approximation and the residual error
V
f (x) dx = V

Np
i=1
wif (xi)+ ϵ

. (2)
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The error scales as ϵ ∼ δn, where δ is a length scale associated with the tetrahedron (e.g., the longest edge length) and n
is the order of the leading error term of the approximation. The quadrature points xi can be defined in terms of the four
vertices of the tetrahedron e1, e2, e3, e4 as
xi =
4
j=1
ai,jej. (3)
An integration scheme of this sort should have the following desirable properties adapted from Vavasis [18]:
1. The scheme is optimal in some sense, e.g., it minimizes truncation error.
2. It is symmetric, i.e., the scheme is independent of vertex ordering or the rule is invariant under affine maps of the
tetrahedron to itself.
3. The weights are all positive:wi ≥ 0.
4. The quadrature points are all interior to the tetrahedron: 0 ≤ ai,j ≤ 1.
The quadrature rule is fully specified once appropriate values for wi and ai,j are determined. This is accomplished by
parameterizing these quantities to guarantee compliance with the normalization constraint (

wi = 1) and to preserve the
natural symmetry of the tetrahedron. In other words, all of the points that have corresponding spatial symmetries should be
assigned the sameweighting and positioning relationships. The number of free-variables in each parameterization depends
on the number of points in the CCP configuration. A trivial example is the 1-point quadrature formula, which is entirely
specified by symmetry considerations and the normalization constraint. By inspection, the optimal solution for the 1-point
rule is that w1 = 1 and all of the a1,j = 1/4. There are no other possible combinations that honor the symmetry of the
system. Similarly, the optimal 4-point rule is solved by applying the normalization condition and determining the value of
a single parameter that specifies the ‘‘best’’ location for a quadrature point along the line segment from the tetrahedron’s
centroid to one of its vertices. Determining this parameter establishes the relative contribution from each vertex during the
interpolation in Eq. (3). Additional details regarding the solution of the 4-point quadrature rule are available in Appendix A.
The number of parameters that must be optimized for each rule grows as the quadrature formulas become more complex.
For the rules presented here, the degrees-of-freedom in the parameterizations are: 1-point rule – 1, 4-point rule – 2, 10-point
rule – 4, 20-point rule – 7, 35-point rule – 11, and 56-point rule – 16.
In the currentwork, numerical values forwi and ai,j are determined by considering a specific unit equilateral tetrahedron,
centered at the origin and scaled by δ:
e1 = δ

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2
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,−
√
6
12

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(4)
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
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
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
0, 0,
√
6
4

.
This particular tetrahedron was selected for convenience due to its high degree of symmetry and uniform edge-length.
This eliminates any ambiguity in using δ to define the order-of-accuracy. Other tetrahedra could be used to derive the rules
without any loss of generality, since the optimized quadrature points are ultimately expressed as a linear combination of the
tetrahedron vertices using Eq. (3). This transformation shifts the description to a coordinate system that is universal for all
tetrahedra and renders the choice of a specific basis somewhat arbitrary. For reference, the volume of the basis tetrahedron
in Eq. (4) is V = δ3(√2/12).
The unknownvariables in the parameterization of each quadrature rule are determined by considering the integral Eq. (2)
over the basis tetrahedron defined by Eq. (4). This amounts to
F =
 z1
z0
 y1
y0
 x1
x0
f (x, y, z) dx dy dz, (5)
where the limits of integration are
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
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(6)
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.
The nth-order Taylor expansion of f (x, y, z) about the centroid of the tetrahedron can be written as
fn(x, y, z) = f (x, y, z)− O(δn), (7)
where fn involves partial derivatives of f evaluated at the centroid of the tetrahedron. Substituting the Taylor expansion fn
for f in Eq. (5) produces an O(δn+3) approximation to the integral F :
Fn(δ) =
 z1
z0
 y1
y0
 x1
x0
fn(x, y, z) dx dy dz = F − O(δn+3), (8)
where the dependence of Fn on δ comes through the limits of integration. Using Fn and fn in Eq. (2) incurs an error, but does
not change the overall order of the approximation, i.e.,
ϵ = Fn
V
−
Np
i=1
wifn(xi, yi, zi) ∼ O(δn). (9)
Eq. (9) can therefore be used as a surrogate to develop accurate quadrature rules to approximate F .
The quadrature weights, wi, and point locations, xi, in Eq. (9) are still unknown, however, and must be determined.
This is accomplished by parameterizing the point locations in terms of the tetrahedron vertices defined in Eq. (4). Various
relationships amongst the parameters are imposed to ensure that the points obey certain symmetry conditions and that
points with common symmetries receive the same weighting in the quadrature rule. In this way, the quadrature error is
expressed in terms of the unknown variables in the parameterization. Using φ to represent the unknowns (including the
quadrature weights), this dependence can more explicitly be written as:
ϵ(δ,φ) = Fn(δ)
V
−
Np
i=1
wi(φ)fn(xi(δ,φ), yi(δ,φ), zi(δ,φ)) ∼ O(δn). (10)
Expanding the Taylor series in Eq. (10) produces a polynomial with respect to δ, where the coefficients of each δm term are
a function of φ.
Specific values of φ are determined by a constrained optimization of the quadrature error in Eq. (10). The optimization
problem for each quadrature rule can be generally written as:
min J(φ) (11)
subject to c(φ) = 0,
where J(φ) is the objective function to be minimized and c(φ) are the constraint equations. The constraint equations are
formulated to strongly impose the normalization condition on the quadrature weights and to enforce the overall O(δn)
accuracy by zeroing all of the lower-order error terms. The objective function is used tominimize any remaining contribution
from the leading error term, thereby producing an ‘‘optimal’’ rule.
Optimization constraints are defined by analyzing all of the terms in the error polynomial that multiply a given power of
δ. The analysis begins with the lowest-order (δ0) terms, and progresses to successively higher-order terms until a sufficient
number of constraints has been identified to determine φ. The coefficients of each error term are nonlinear algebraic
expressions involving φ and the partial derivatives of f . The δm term can be written as a matrix–vector multiplication of
the form
δm dTCm, (12)
where d is a vector of partial derivatives of f (evaluated at the centroid of the tetrahedron), C is a matrix of numeric
coefficients, andm is a vector of monomials involving the parameters in φ.
The error contribution from the δm terms can be eliminated by constraining φ such that Cm = 0. For the δ0 term, this
produces a single linear constraint that is equivalent to the normalization condition on the quadrature weights,

wi = 1.
In general, however, C can be rank deficient due to redundancy amongst the coefficients of the different partial-derivative
terms. The independent constraint equations are identified by performing an analytic row reduction on C to produce its
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Fig. 3. Quadrature point locations and weights. The rendered volume of the spheres indicates the relative weighting that each point receives in the
quadrature rule. Top row (left to right): 1-, 4-, and 10-point rules. Bottom row (left to right): 20-, 35-, and 56-point rules.
Table 1
Theoretical order-of-accuracy of quadrature rules.
Nl Np Order
1 1 δ2
2 4 δ3
3 10 δ4
4 20 δ6
5 35 δ7
6 56 δ9
reduced row echelon form, R. The non-zero elements of Rm are equated with zero to provide a set of nonlinear constraints
on φ that, when satisfied, eliminate the error contribution from all of the δm terms in ϵ. The process then continues by
considering the set of δm+1 terms in the error polynomial in a similar manner.
Eventually, the number of constraint equations approaches the number of unknowns in the parameterization. When
there is not a sufficient number of parameters in φ to completely eliminate the truncation error at the next power of δ (i.e.,
when the current number of constraints plus the rank of C exceeds the number of elements in φ), these ‘‘leading-order’’
error terms are used to construct the objective function, J(φ). This is accomplished by squaring each of the coefficients in
the leading-order error term and summing the result. Since each of these terms contributes equally to J(φ), this approach
implicitly assumes that the partial derivatives thatmultiply these terms are of equalmagnitude. A detailed application of the
method to the 10-point quadrature rule is available in Appendix B. Additional information about the 20-, 35-, and 56-point
rules, including the specific form of the parameterizations and constraint equations, is summarized in Appendices C–E.
In thiswork, a sequential quadratic programming (SQP)methodwas used to determine the optimalφ for each quadrature
rule. The optimization routine solved a quadratic programming subproblem at each iteration with Hessian updates using
the Broyden–Fletcher–Goldfarb–Shanno (BFGS) method Fletcher [19], Goldfarb [20]. A line search algorithm was used in
the optimization, with a merit function similar to that proposed in [21–23]. The quadratic programming subproblem was
solved using an active-set strategy as described in [24]. Analytic expressions were used to compute the gradients of J(φ)
and c(φ) during the optimization.
Once the optimal solutions were obtained, the point locations and weights were assembled and stored in a computer
library for efficient implementation in numerical applications. The optimized rules are shown in Fig. 3, with numerical
values for the interpolation and quadrature weights given in Appendix F. Inspection of the ai,j in Appendix F reveals that all
of the points are located strictly inside the tetrahedron, with no points on edges or faces. The theoretical order-of-accuracy
of the formulas are shown in Table 1.
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Fig. 4. Unit tetrahedron used in the monomial integration test.
Fig. 5. Error from integrating individual monomials over the unit tetrahedron.
3. Results
The order-of-accuracy of each of the quadrature rules was confirmed numerically by individually integrating all possible
monomial terms xiyjzk of order i + j + k ≤ m over the unit tetrahedron shown in Fig. 4. For each rule the quadrature
approximation was compared to the exact value, and m was increased until a non-zero (to machine precision) result was
obtained. The first non-zero result indicates the order of the leading error term in the quadrature rule, i.e., the O(δn) term
from Eq. (10). The results are presented in Fig. 5, which shows the error magnitude scaled by the exact value of the integral 1
0
 1−x
0
 1−x−y
0
xiyjzk dz dy dx = i! j! k!
(i+ j+ k+ 3)! . (13)
Fig. 5 offers a numerical validation of the theoretical order-of-accuracy stated in Table 1.
The quadrature rules were additionally verified by integrating a test function over the unit cube on a sequence of grids
comprising successively smaller tetrahedra. The grids were constructed by first creating a uniform Cartesian mesh and
decomposing each hexahedral volume into 24 equally-sized tetrahedra. Each tetrahedron includes the centroid, one face-
center, and two corner-vertices of its parent hexahedron. Grids consisting of 24, 192, 648, 3000, 8232, 24000, and 81000
tetrahedra were used for the test.
The function that was investigated is the polynomial composed of all possible monomials with order i+ j+ k ≤ m:
gm(x, y, z) =
m
i=0
m−i
j=0
m−i−j
k=0
(i+ 1)(j+ 1)(k+ 1) xiyjzz
m
i=0
i+1
j=0
j
. (14)
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Fig. 6. Order-of-accuracy of quadrature rules.
Fig. 7. Exponential convergence of quadrature rules.
The multiplicative coefficients of the monomials in Eq. (14) have been constructed such that gm has the property
Gm =
 1
0
 1
0
 1
0
gm(x, y, z) dx dy dz = 1. (15)
A value ofm = 30 was selected to provide a highly nonlinear and challenging test problem. The corresponding test function
g30 contains 5456 individual monomial terms!
Values for the quadrature approximations are presented in Table 2 and Fig. 6. The results again numerically verify the
theoretical convergence properties of the quadrature rules. Several of the rules even converge at rates greater than their
theoretical order-of-accuracy. This is possibly the result of advantageous error-cancellation on the nearly-uniform grids
used in this study.
The quadrature rules individually exhibit algebraic convergence as shown in Fig. 6. In addition, the family of quadrature
rules exhibits ‘‘exponential’’ or ‘‘spectral’’ convergence, where the error on a given grid scaleswith the number of quadrature
points as
ϵ ∼ O[exp(−qNp r)], (16)
where q is a constant and r > 0; see [25]. This property is demonstrated in Fig. 7,where each dotted line connects quadrature
results on a given grid using rules of increasing order-of-accuracy. The index of exponential convergence r in Eq. (16) is given
by
r ≡ lim
Np→∞
log | log |ϵ| |
logNp
. (17)
The dependence of r on the scaling parameter δ is illustrated in Fig. 8, where the argument of the limit in Eq. (17) is plotted
versus the number of points in the quadrature rule, Np. On each grid, the index of convergence approaches a nearly constant
value asNp increases. Small values of δ (i.e.,more grid refinement) produce larger values of r . For the grids shown in Fig. 8, the
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Table 2
Integration of g30(x, y, z) over the unit cube. The polynomial g30 includes all possible monomial terms xiyjzk
of order i+ j+ k ≤ 30.
Nl Ntet δ G ≈  g(x) dx Error Order
1 24 3.4668e−01 0.172300573672941 −8.2770e−01 –
192 1.7334e−01 0.575481829109966 −4.2452e−01 0.963
648 1.1556e−01 0.774464088656016 −2.2554e−01 1.560
3000 6.9336e−02 0.910441641402659 −8.9558e−02 1.808
8232 4.9526e−02 0.952934024342237 −4.7066e−02 1.912
24000 3.4668e−02 0.976545166092715 −2.3455e−02 1.953
81000 2.3112e−02 0.989476215733917 −1.0524e−02 1.977
2 24 3.4668e−01 0.668365165445412 −3.3163e−01 –
192 1.7334e−01 0.954690978097844 −4.5309e−02 2.872
648 1.1556e−01 0.990156897657781 −9.8431e−03 3.765
3000 6.9336e−02 0.998732743497481 −1.2673e−03 4.013
8232 4.9526e−02 0.999674385708818 −3.2561e−04 4.039
24000 3.4668e−02 0.999922494864099 −7.7505e−05 4.024
81000 2.3112e−02 0.999984765990626 −1.5234e−05 4.012
3 24 3.4668e−01 0.978987383577130 −2.1013e−02 –
192 1.7334e−01 1.001332510244897 1.3325e−03 3.979
648 1.1556e−01 1.000364525672625 3.6453e−04 3.197
3000 6.9336e−02 1.000039223544953 3.9224e−05 4.364
8232 4.9526e−02 1.000008391376955 8.3914e−06 4.583
24000 3.4668e−02 1.000001697624973 1.6976e−06 4.480
81000 2.3112e−02 1.000000296143472 2.9614e−07 4.307
4 24 3.4668e−01 1.012787093156747 1.2787e−02 –
192 1.7334e−01 1.000287729675973 2.8773e−04 5.474
648 1.1556e−01 1.000020417884059 2.0418e−05 6.525
3000 6.9336e−02 1.000000599350408 5.9935e−07 6.907
8232 4.9526e−02 1.000000058559376 5.8559e−08 6.912
24000 3.4668e−02 1.000000005322641 5.3226e−09 6.723
81000 2.3112e−02 1.000000000386502 3.8650e−10 6.468
5 24 3.4668e−01 0.997796612987978 −2.2034e−03 –
192 1.7334e−01 0.999968766219781 −3.1234e−05 6.140
648 1.1556e−01 0.999998269401933 −1.7306e−06 7.135
3000 6.9336e−02 0.999999962633169 −3.7367e−08 7.508
8232 4.9526e−02 0.999999997233612 −2.7664e−09 7.737
24000 3.4668e−02 0.999999999831991 −1.6801e−10 7.854
81000 2.3112e−02 0.999999999993257 −6.7434e−12 7.930
6 24 3.4668e−01 1.000441298283147 4.4130e−04 –
192 1.7334e−01 1.000002034599156 2.0346e−06 7.761
648 1.1556e−01 1.000000060762914 6.0763e−08 8.659
3000 6.9336e−02 1.000000000536598 5.3660e−10 9.259
8232 4.9526e−02 1.000000000020979 2.0979e−11 9.634
24000 3.4668e−02 1.000000000000637 6.3660e−13 9.799
81000 2.3112e−02 1.000000000000003 3.1086e−15 13.13
Fig. 8. Rate of exponential convergence of quadrature rules.
index of convergence assumes values in the range 0.5 < r < 1, suggesting a subgeometric rate of exponential convergence
for this family of quadrature rules.
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4. Conclusions
A family of symmetric quadrature formulas was developed for efficient numerical integration over tetrahedral volumes.
The underlying structure of the rules is based on the cubic close-packed (CCP) lattice arrangement in order to preserve
the intrinsic symmetry of tetrahedra. Optimal point configurations were determined for 1-, 4-, 10-, 20-, 35-, and 56-point
quadrature rules. This progression of points produces quadrature formulas with leading truncation error ranging fromO(δ2)
to O(δ9), as demonstrated numerically. The new quadrature rules are similar in order and complexity to the moderate-
degree formulas developed in [8], although the point distributions are different than the Keast rules and all of the weights
are positive in the new formulas. Higher-order rules are theoretically possible, however, the polynomial systems that must
be optimized grow increasingly complex and ill-conditioned as the number of quadrature points increases. Monomial and
polynomial test functions were integrated to numerically verify the new quadrature rules. The rules exhibit their expected
order-of-accuracy for the test problems considered here and display exponential convergence properties over the range of
conditions tested.
Appendix A. Solution for the 4-point rule
The quadrature point locations in the 4-point rule are parameterized to preserve the basic symmetry of a CCP grid with
Nl = 2. The four quadrature points are constrained to reside on the line segments that extend from the centroid of the
tetrahedron to each of its vertices
xi = αei, where i = 1, 2, 3, 4. (A.1)
Since all of the points share a common symmetry relationship, they are each assigned the same weight in the quadrature
rule, i.e.,wi = γ for all i. In this case, the normalization conditionwi = 1 is sufficient to obtain γ = 1/4.
Substituting Eq. (A.1) andwi = 1/4 into Eq. (10) produces a parameterized expression for the truncation error. The O(δ2)
error term from this expression is:
ϵ2 = δ2

1
80
− α
2
16

∂2f
∂x2

0
+ ∂
2f
∂y2

0
+ ∂
2f
∂z2

0

, (A.2)
where the partial derivatives are evaluated at the centroid of the tetrahedron. Setting Eq. (A.2) equal to zero yields a simple
equation that can be solved analytically for the interpolation parameter α:
5α2 − 1 = 0. (A.3)
The solution of Eq. (A.3) is α = ±√5/5, and the positive root is applied to the quadrature system.
The quadrature point locations xi are computed from Eq. (A.1), and the interpolationweights ai,j are calculated by solving
the following linear system:

e1
1
 
e2
1
 
e3
1
 
e4
1
ai,1ai,2ai,3
ai,4
 =
xiyizi
1
 , (A.4)
where δ = 1 is assumed for the ej. Variable-precision arithmetic with 40 digits of accuracy was used for all numerical
operations to reduce round-off error. The resulting quadrature rule is identical to the 4-point formula developed in [8].
Appendix B. Optimization problem for the 10-point rule
The quadrature point locations in the 10-point rule are parameterized to preserve the basic symmetry of a CCP grid with
Nl = 3. The 10 points in this configuration can be separated into two groups according to their symmetry properties: four
‘‘vertex’’ points located at the corners of the arrangement and six ‘‘edge’’ points located along tetrahedron edges in between
each pair of vertex points (see Fig. 2).
The four ‘‘vertex’’ points are constrained to reside on the line segments that extend from the centroid of the tetrahedron
to each of its vertices
xi = α1ei, where i = 1, 2, 3, 4. (B.1)
These four points receive a weighting of γ1 in the quadrature approximation.
The remaining six ‘‘edge’’ points are constrained to lie on lines that pass through the centroid of the tetrahedron and the
midpoint of each of its six edges
xi = α2(ej + ek), where i = 5, 6, 7, 8, 9, 10 and j ≠ k. (B.2)
The indices j and k in Eq. (B.2) account for all possible vertex combinations. These six points receive a weighting of γ2 in the
quadrature approximation.
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Substituting Eqs. (B.1)–(B.2) and the associated weights into Eq. (10) produces a nonlinear expression for the truncation
error in terms of the unknown parameters φ = [γ1, γ2, α1, α2]T. Optimization constraints are defined by examining each
term in the error polynomial, starting with the lowest-order (δ0) term
ϵ0 = f0(1− 4γ1 − 6γ2), (B.3)
where f0 indicates the function value at the centroid of the tetrahedron. This equation can be rewritten in thematrix–vector
form δmdTCm introduced in Eq. (12) to produce
ϵ0 = δ0f0

1 −4 −6  1γ1
γ2

, (B.4)
where the coefficientmatrix C = [1,−4,−6] is already in reduced row echelon form and requires no further simplification.
Equating this term to zero provides the first optimization constraint, and is equivalent to stating the normalization condition
on the quadrature weights

wi = 1.
The next term in the error polynomial for the 10-point quadrature rule is the δ2 term
ϵ2 = δ2

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. (B.5)
This term can be written in matrix–vector form as
ϵ2 = δ2
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∂2f
∂x2

0
∂2f
∂y2

0
∂2f
∂z2

0

T
1
80
−1
4
−1
2
1
80
−1
4
−1
2
1
80
−1
4
−1
2

 1γ1α21
γ2α
2
2
 , (B.6)
and the coefficient matrix reduces to
R2 =
1 −20 −40
0 0 0
0 0 0

. (B.7)
The rank of R2 is obviously unity, therefore, the δ2 term provides one additional constraint for the optimization.
The δ3 term appears next in the error expansion and can be written as
ϵ3 = δ3
√
3

1
4320
− γ1α
3
1
72

∂3f
∂y3

0
+ √2∂
3f
∂z3

0
− 3 ∂
3f
∂x2∂y

0
− 3
√
2
2

∂3f
∂x2∂z

0
+ ∂
3f
∂y2∂z

0

. (B.8)
The matrix–vector expression for this term is
ϵ3 = δ3

∂3f
∂x2∂y

0
∂3f
∂x2∂z

0
∂3f
∂y3

0
∂3f
∂y2∂z

0
∂3f
∂z3

0

T
−
√
3
1440
√
3
24
−
√
6
2880
√
6
48√
3
4320
−
√
3
72
−
√
6
2880
√
6
48√
6
4320
−
√
6
72


1
γ1α
3
1

, (B.9)
and the coefficient matrix can be row-reduced to produce
R3 =

1 −60
0 0
0 0
0 0
0 0
 . (B.10)
Consequently, the δ3 term provides only one additional constraint condition.
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The next term in the polynomial is the δ4 term
ϵ4 = δ4

1
13440
− γ1α
4
1
192
− γ2α
4
2
96

∂4f
∂x4

0
+ ∂
4f
∂y4

0
+ 2 ∂
4f
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
0

+

1
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− γ1α
4
1
288
+ γ2α
4
2
72

×√2

3
∂4f
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
0
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
0

+

1
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4
1
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− γ2α
4
2
24

∂4f
∂x2∂z2

0
+ ∂
4f
∂y2∂z2

0

+

13
161280
− 7γ1α
4
1
1152
− γ2α
4
2
144

∂4f
∂z4

0

, (B.11)
whose matrix–vector equivalent is
ϵ4 = δ4

∂4f
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0
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0
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
0
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
0
∂4f
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
0
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∂z4

0
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1
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1
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− 1
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2
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2
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− 1
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√
2
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√
2
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−
√
2
72
1
8960
− 1
192
− 1
24
13
161280
− 7
1152
− 1
144

 1γ1α41
γ2α
4
2
 . (B.12)
Row reduction of the coefficient matrix in Eq. (B.12) yields
R4 =

1 0 −840
0 1 −10
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0

, (B.13)
which has a rank of two. Since there are already three constraint equations from the lower-order error terms and only four
unknown parameters in φ, there are insufficient degrees-of-freedom to satisfy the dual constraints suggested by Eq. (B.12)
and eliminate all of the δ4 error terms. The δ4 term is therefore used to construct the objective function for the 10-point
quadrature rule by squaring the coefficient of each derivative term and summing the result. This produces
J10 = −2822400γ1α41γ2α42 + 69619200γ 22 α82 − 98840γ1α41 + 4292400γ 21 α81 − 132160γ2α42 + 667, (B.14)
where a scaling factor has been applied to produce an integer-valued constant term in the objective function.
The objective function J10(φ) is minimized subject to the constraint c10(φ) = 0, where the constraints
c10,0 = 1− 4γ1 − 6γ2 (B.15)
c10,1 = 1− 20γ1α21 − 40γ2α22 (B.16)
c10,2 = 1− 60γ1α31 (B.17)
are derived by setting the coefficients of the δ0, δ2 and δ3 terms in the truncation error to zero as outlined above.
Once the optimal value of φ has been determined, the quadrature point locations are computed from Eqs. (B.1)–(B.2),
and the interpolation weights ai,j are calculated using Eq. (A.4). The quadrature weights, wi, are assigned directly from γ1
and γ2.
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Appendix C. Optimization problem for the 20-point rule
The quadrature point locations in the 20-point rule are parameterized to preserve the basic symmetry of a CCP grid with
Nl = 4. The 20 points in this configuration can be separated into three groups according to their symmetry properties: four
‘‘vertex’’ points located at the corners of the arrangement, 12 ‘‘edge’’ points located next to the vertex points along each of
the six edges of the tetrahedron, and four ‘‘face’’ points located in the center of each of the tetrahedron faces (see Fig. 2).
The four ‘‘vertex’’ points are constrained to reside on the line segments that extend from the centroid of the tetrahedron
to each of its vertices
xi = α1ei, where i = 1, 2, 3, 4. (C.1)
These four points receive a weighting of γ1 in the quadrature approximation.
The 12 ‘‘edge’’ points are each parameterized using a weighted sum of two separate vertex vectors
xi = α2ek + α3el and xj = α2el + α3ek, (C.2)
where i and j encompass odd and even values (respectively) in {5, 6, . . . , 16} and k ≠ l. These 12 points receive a weighting
of γ2 in the quadrature approximation.
Finally, the four ‘‘face’’ points are each described using combinations of three separate vertex vectors
xi = α4(ej + ek + el), (C.3)
where i = 17, 18, 19, 20 and j ≠ k ≠ l. These four points receive a weighting of γ3 in the quadrature approximation.
The optimization constraints for the 20-point quadrature rule have the form
c20(φ) = 0, where φ = [γ1, γ2, γ3, α1, α2, α3, α4]T. (C.4)
The constraint equations are derived by setting the coefficients of the δ0, δ2, δ3, δ4, and δ5 terms in the truncation error to
zero.
c20,0 = 1− 4γ1 − 12γ2 − 4γ3 (C.5)
c20,1 = 1− 20γ1α21 − 60γ2(α22 + α23)+ 40γ2α2α3 − 20γ3α24 (C.6)
c20,2 = 1− 60γ1α31 − 180γ2(α32 + α33 − α2α23 − α22α3)+ 60γ3α34 (C.7)
c20,3 = 1− 1680γ2α22α23 (C.8)
c20,4 = γ1α41 + 3γ2(α42 + α43 − 6α22α23)− 4γ2(α2α33 + α32α3)+ γ3α44 (C.9)
c20,5 = 1− 140γ2(3α52 + 3α53 + 2α22α33 + 2α32α23 − 5α2α43 − 5α42α3)− 140γ1α51 + 140γ3α54 . (C.10)
The objective function for the 20-point quadrature rule is constructed by squaring the coefficient of each O(δ6) derivative
term in the truncation error and summing the result. Once the optimal value ofφ has been determined, the quadrature point
locations are computed from Eqs. (C.1)–(C.3), and the interpolationweights ai,j are calculated using Eq. (A.4). The quadrature
weights,wi, are assigned directly from γ1, γ2, and γ3.
Appendix D. Optimization problem for the 35-point rule
The quadrature point locations in the 35-point rule are parameterized to preserve the basic symmetry of a CCP grid with
Nl = 5. The 35 points in this configuration can be separated into five groups according to their symmetry properties: four
‘‘vertex’’ points located at the corners of the arrangement, 12 ‘‘outer-edge’’ points located next to the vertex points along
each of the six edges of the tetrahedron, six ‘‘inner-edge’’ points located at the center of each of the tetrahedron edges, 12
‘‘face’’ points configured in triangles on each of the four faces of the tetrahedron, and one ‘‘interior’’ point located at the
centroid of the tetrahedron (see Fig. 2).
The four ‘‘vertex’’ points are constrained to reside on the line segments that extend from the centroid of the tetrahedron
to each of its vertices
xi = α1ei, where i = 1, 2, 3, 4. (D.1)
These four points receive a weighting of γ1 in the quadrature approximation.
The 12 ‘‘outer-edge’’ points are parameterized identically to the 20-point rule in Appendix C
xi = α2ek + α3el and xj = α2el + α3ek, (D.2)
where i and j encompass odds and evens (respectively) in {5, 6, . . . , 16} and k ≠ l. These 12 points receive a weighting of
γ2 in the quadrature approximation.
The six ‘‘inner-edge’’ points are represented in a manner similar to the 10-point rule in Appendix B
xi = α4(ej + ek), (D.3)
where i = 17, 18, . . . , 22 and j ≠ k. These six points receive a weighting of γ3 in the quadrature approximation.
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The 12 ‘‘face’’ points are each represented using combinations of three separate vertex vectors
xi = α5el + α6(em + en)
xj = α5en + α6(el + em) (D.4)
xk = α5em + α6(en + el)
where i = 23, 26, 29, 32, j = 24, 27, 30, 33, k = 25, 28, 31, 34 and l ≠ m ≠ n. These 12 points receive a weighting of γ4
in the quadrature approximation.
Finally, the ‘‘interior’’ point must be located at the centroid,
x35 = (e1 + e2 + e3 + e4)/4, (D.5)
in order to preserve symmetry. This point receives a weighting of γ5 in the quadrature approximation.
The optimization constraints for the 35-point quadrature rule have the form
c35(φ) = 0, where φ = [γ1, γ2, . . . , γ5, α1, α2, . . . , α6]T. (D.6)
The constraint equations are derived by setting the coefficients of the δ0, δ2, δ3, δ4, δ5, and δ6 terms in the truncation error
to zero.
c35,0 = 1− 4γ1 − 12γ2 − 6γ3 − 12γ4 − γ5 (D.7)
c35,1 = 1− 20γ1α21 − 20γ2(3α22 − 2α2α3 + 3α23)− 40γ3α24 − 20γ4(3α25 − 4α5α6 + 4α26) (D.8)
c35,2 = 1− 60γ1α31 − 180γ2(α32 − α22α3 − α2α23 + α33)+ 180γ4(2α25α6 − α35) (D.9)
c35,3 = 1− 1680γ2α22α23 − 840γ3α44 − 1680γ4(α25α26 − 2α5α36 + α46) (D.10)
c35,4 = γ1α41 + γ2(3α42 − 4α32α3 − 18α22α23 − 4α2α33 + 3α43)− 10γ3α44
+ γ4(3α45 − 8α35α6 − 12α25α26 + 40α5α36 − 20α46) (D.11)
c35,5 = 1− 140γ1α51 − 140γ2(3α52 − 5α42α3 + 2α32α23 + 2α22α33 − 5α2α43 + 3α53)
− 140γ4(3α55 − 10α45α6 + 12α35α26 − 8α25α36) (D.12)
c35,6 = 1− 15120γ2(α42α23 − 2α32α33 + α22α43)− 15120γ4(α45α26 − 2α35α36 + α25α46) (D.13)
c35,7 = γ1α61 + γ2[3(α62 − 2α52α3 − 2α2α53 + α63)− 71(α42α23 + α22α43)+ 148α32α33]
+ γ4(3α65 − 12α55α6 − 56α45α26 + 136α35α36 − 68α25α46) (D.14)
c35,8 = 2γ2(3α32α33 − α42α23 − α22α43)+ γ3α64 − 2γ4(α45α26 − α35α36 − 2α25α46 + 3α5α56 − α66). (D.15)
The objective function for the 35-point quadrature rule is constructed by squaring the coefficient of each O(δ7) derivative
term in the truncation error and summing the result. Once the optimal value of φ has been determined, the quadrature
point locations are computed from Eqs. (D.1)–(D.5), and the interpolation weights ai,j are calculated using Eq. (A.4). The
quadrature weights,wi, are assigned directly from γ1, γ2, γ3, γ4, and γ5.
Appendix E. Optimization problem for the 56-point rule
The quadrature point locations in the 56-point rule are parameterized to preserve the basic symmetry of a CCP grid with
Nl = 6. The 56 points in this configuration can be separated into six groups according to their symmetry properties: four
‘‘vertex’’ points located at the corners of the arrangement, 12 ‘‘outer-edge’’ points located next to the vertex points along
each of the six edges of the tetrahedron, 12 ‘‘inner-edge’’ points located near the center of each of the tetrahedron edges,
12 ‘‘outer-face’’ points configured in triangles aligned with the vertex points on each of the four faces of the tetrahedron, 12
‘‘inner-face’’ points located in sets of three near the center of each of the tetrahedron faces, and four ‘‘interior’’ points that
form a smaller concentric tetrahedron near the centroid of the primary tetrahedron (see Fig. 2).
The four ‘‘vertex’’ points are constrained to reside on the line segments that extend from the centroid of the tetrahedron
to each of its vertices
xi = α1ei, where i = 1, 2, 3, 4. (E.1)
These four points receive a weighting of γ1 in the quadrature approximation.
The 12 ‘‘outer-edge’’ points are each defined by a weighted sum of two separate vertex vectors
xi = α2ek + α3el and xj = α2el + α3ek, (E.2)
where i and j encompass odd and even values (respectively) in {5, 6, . . . , 16} and k ≠ l. These 12 points receive a weighting
of γ2 in the quadrature approximation.
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The 12 ‘‘inner-edge’’ points are similarly represented by
xi = α4ek + α5el and xj = α4el + α5ek, (E.3)
where i and j encompass odd and even values (respectively) in {17, 18, . . . , 28} and k ≠ l. These 12 points receive a
weighting of γ3 in the quadrature approximation.
The 12 ‘‘outer-face’’ points are each represented using combinations of three separate vertex vectors
xi = α6el + α7(em + en)
xj = α6en + α7(el + em) (E.4)
xk = α6em + α7(en + el)
where i = 29, 32, 35, 38, j = 30, 33, 36, 39, k = 31, 34, 37, 40 and l ≠ m ≠ n. These 12 points receive a weighting of γ4
in the quadrature approximation.
The 12 ‘‘inner-face’’ points are similarly represented by
xi = α8el + α9(em + en)
xj = α8en + α9(el + em) (E.5)
xk = α8em + α9(en + el)
where i = 41, 44, 47, 50, j = 42, 45, 48, 51, k = 43, 46, 49, 52 and l ≠ m ≠ n. These 12 points receive a weighting of γ5
in the quadrature approximation.
Finally, the four ‘‘interior’’ points are parameterized similar to the ‘‘vertex’’ points in Eq. (E.1)
xi = α10ej, where i = 53, 54, 55, 56 and j = 1, 2, 3, 4. (E.6)
These four points receive a weighting of γ6 in the quadrature approximation.
The optimization constraints for the 56-point quadrature rule have the form
c56(φ) = 0, where φ = [γ1, γ2, . . . , γ6, α1, α2, . . . , α10]T. (E.7)
The constraint equations are derived by setting the coefficients of the δ0, δ2, δ3, δ4, δ5, δ6, δ7, and δ8 terms in the truncation
error to zero.
c56,0 = 1− 4γ1 − 12γ2 − 12γ3 − 12γ4 − 12γ5 − 4γ6 (E.8)
c56,1 = 1− 20γ1α21 − 20γ2(3α22 − 2α2α3 + 3α23)− 20γ3(3α24 − 2α4α5 + 3α25)
− 20γ4(3α26 − 4α6α7 + 4α27)− 20γ5(3α28 − 4α8α9 + 4α29)− 20γ6α210 (E.9)
c56,2 = 1− 60γ1α31 − 180γ2(α32 − α22α3 − α2α23 + α33)− 180γ3(α34 − α24α5 − α4α25 + α35)
+ 180γ4(2α26α7 − α36)+ 180γ5(2α28α9 − α38)− 60γ6α310 (E.10)
c56,3 = 1− 1680[γ2α22α23 + γ3α24α25 + γ4(α26α27 − 2α6α37 + α47)+ γ5(α28α29 − 2α8α39 + α49)] (E.11)
c56,4 = γ1α41 + γ6α410 + γ2(3α42 − 4α32α3 − 18α22α23 − 4α2α33 + 3α43)+ γ4(3α46 − 8α36α7
− 12α26α27 + 40α6α37 − 20α47)+ γ3(3α44 − 4α34α5 − 18α24α25 − 4α4α35 + 3α45)
+ γ5(3α48 − 8α38α9 − 12α28α29 + 40α8α39 − 20α49) (E.12)
c56,5 = 1− 140[γ1α51 + γ6α510 + γ2(3α52 − 5α42α3 + 2α32α23 + 2α22α33 − 5α2α43 + 3α53)
+ γ4(3α56 − 10α46α7 + 12α36α27 − 8α26α37)+ γ3(3α54 − 5α44α5 + 2α34α25 + 2α24α35
− 5α4α45 + 3α55)+ γ5(3α58 − 10α48α9 + 12α38α29 − 8α28α39)] (E.13)
c56,6 = 1− 15120[γ2(α42α23 − 2α32α33 + α22α43)+ γ3(α44α25 − 2α34α35 + α24α45)
+ γ4(α46α27 − 2α36α37 + α26α47)+ γ5(α48α29 − 2α38α39 + α28α49)] (E.14)
c56,7 = γ1α61 + γ2[3(α62 − 2α52α3 − 2α2α53 + α63)− 71(α42α23 + α22α43)+ 148α32α33]
+ γ6α610 + γ3[3(α64 − 2α54α5 − 2α4α55 + α65)− 71(α44α25 + α24α45)+ 148α34α35]
+ γ4(3α66 − 12α56α7 − 56α46α27 + 136α36α37 − 68α26α47)
+ γ5(3α68 − 12α58α9 − 56α48α29 + 136α38α39 − 68α28α49) (E.15)
c56,8 = γ2(3α32α33 − α42α23 − α22α43)− γ4(α46α27 − α36α37 − 2α26α47 + 3α6α57 − α67)
+ γ3(3α34α35 − α44α25 − α24α45)− γ5(α48α29 − α38α39 − 2α28α49 + 3α8α59 − α69) (E.16)
c56,9 = 1− 25200[γ2(α52α23 − α42α33 − α32α43 + α22α53)+ γ3(α54α25 − α44α35 − α34α45 + α24α55)
+ γ4(α56α27 − 4α46α37 + 5α36α47 − 2α26α57)+ γ5(α58α29 − 4α48α39 + 5α38α49 − 2α28α59)] (E.17)
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c56,10 = γ1α71 + γ2(3α72 − 7α62α3 − 81α52α23 + 85α42α33 + 85α32α43 − 81α22α53 − 7α2α63 + 3α73)
+ γ6α710 + γ3(3α74 − 7α64α5 − 81α54α25 + 85α44α35 + 85α34α45 − 81α24α55 − 7α4α65 + 3α75)
+ γ4(3α76 − 14α66α7 − 60α56α27 + 320α46α37 − 420α36α47 + 168α26α57)
+ γ5(3α78 − 14α68α9 − 60α58α29 + 320α48α39 − 420α38α49 + 168α28α59) (E.18)
c56,11 = 1− 277200[γ2(α52α33 − 2α42α43 + α32α53)+ γ3(α54α35 − 2α44α45 + α34α55)
− γ4(α56α37 − 3α46α47 + 3α36α57 − α26α67)− γ5(α58α39 − 3α48α49 + 3α38α59 − α28α69)] (E.19)
c56,12 = γ1α81 + γ2(3α82 − 8α72α3 − 632α52α33 + 1274α42α43 − 632α32α53 − 8α2α73 + 3α83)
+ γ6α810 + γ3(3α84 − 8α74α5 − 632α54α35 + 1274α44α45 − 632α34α55 − 8α4α75 + 3α85)
+ γ4(3α86 − 16α76α7 + 28α66α27 + 632α56α37 − 1956α46α47 + 1968α36α57 − 656α26α67)
+ γ5(3α88 − 16α78α9 + 28α68α29 + 632α58α39 − 1956α48α49 + 1968α38α59 − 656α28α69) (E.20)
c56,13 = γ2(7α42α43 − 3α52α33 − 3α32α53)+ γ4(3α56α37 − 8α46α47 + 5α36α57 + 3α26α67 − 4α6α77 + α87)
+ γ3(7α44α45 − 3α54α35 − 3α34α55)+ γ5(3α58α39 − 8α48α49 + 5α38α59 + 3α28α69 − 4α8α79 + α89) (E.21)
c56,14 = γ2(α62α23 − 9α52α33 + 16α42α43 − 9α32α53 + α22α63)+ γ4(α66α27 + 3α56α37 − 14α46α47 + 15α36α57 − 5α26α67)
+ γ3(α64α25 − 9α54α35 + 16α44α45 − 9α34α55 + α24α65)
+ γ5(α68α29 + 3α58α39 − 14α48α49 + 15α38α59 − 5α28α69). (E.22)
The objective function for the 56-point quadrature rule is constructed by squaring the coefficient of each O(δ9) derivative
term in the truncation error and summing the result. Once the optimal value ofφ has been determined, the quadrature point
locations are computed from Eqs. (E.1)–(E.6), and the interpolationweights ai,j are calculated using Eq. (A.4). The quadrature
weights,wi, are assigned directly from γ1, γ2, γ3, γ4, γ5, and γ6.
Appendix F. Quadrature point locations and weights
Nl point i ai,1 ai,2 ai,3 ai,4 wi
1 1 0.2500000000000000 0.2500000000000000 0.2500000000000000 0.2500000000000000 1.0000000000000000
2 1 0.5854101966249680 0.1381966011250110 0.1381966011250110 0.1381966011250110 0.2500000000000000
2 0.1381966011250110 0.5854101966249680 0.1381966011250110 0.1381966011250110 0.2500000000000000
3 0.1381966011250110 0.1381966011250110 0.5854101966249680 0.1381966011250110 0.2500000000000000
4 0.1381966011250110 0.1381966011250110 0.1381966011250110 0.5854101966249680 0.2500000000000000
3 1 0.7784952948213300 0.0738349017262234 0.0738349017262234 0.0738349017262234 0.0476331348432089
2 0.0738349017262234 0.7784952948213300 0.0738349017262234 0.0738349017262234 0.0476331348432089
3 0.0738349017262234 0.0738349017262234 0.7784952948213300 0.0738349017262234 0.0476331348432089
4 0.0738349017262234 0.0738349017262234 0.0738349017262234 0.7784952948213300 0.0476331348432089
5 0.4062443438840510 0.4062443438840510 0.0937556561159491 0.0937556561159491 0.1349112434378610
6 0.4062443438840510 0.0937556561159491 0.4062443438840510 0.0937556561159491 0.1349112434378610
7 0.4062443438840510 0.0937556561159491 0.0937556561159491 0.4062443438840510 0.1349112434378610
8 0.0937556561159491 0.4062443438840510 0.4062443438840510 0.0937556561159491 0.1349112434378610
9 0.0937556561159491 0.4062443438840510 0.0937556561159491 0.4062443438840510 0.1349112434378610
10 0.0937556561159491 0.0937556561159491 0.4062443438840510 0.4062443438840510 0.1349112434378610
4 1 0.9029422158182680 0.0323525947272439 0.0323525947272439 0.0323525947272439 0.0070670747944695
2 0.0323525947272439 0.9029422158182680 0.0323525947272439 0.0323525947272439 0.0070670747944695
3 0.0323525947272439 0.0323525947272439 0.9029422158182680 0.0323525947272439 0.0070670747944695
4 0.0323525947272439 0.0323525947272439 0.0323525947272439 0.9029422158182680 0.0070670747944695
5 0.2626825838877790 0.6165965330619370 0.0603604415251421 0.0603604415251421 0.0469986689718877
6 0.6165965330619370 0.2626825838877790 0.0603604415251421 0.0603604415251421 0.0469986689718877
7 0.2626825838877790 0.0603604415251421 0.6165965330619370 0.0603604415251421 0.0469986689718877
8 0.6165965330619370 0.0603604415251421 0.2626825838877790 0.0603604415251421 0.0469986689718877
9 0.2626825838877790 0.0603604415251421 0.0603604415251421 0.6165965330619370 0.0469986689718877
10 0.6165965330619370 0.0603604415251421 0.0603604415251421 0.2626825838877790 0.0469986689718877
11 0.0603604415251421 0.2626825838877790 0.6165965330619370 0.0603604415251421 0.0469986689718877
12 0.0603604415251421 0.6165965330619370 0.2626825838877790 0.0603604415251421 0.0469986689718877
13 0.0603604415251421 0.2626825838877790 0.0603604415251421 0.6165965330619370 0.0469986689718877
14 0.0603604415251421 0.6165965330619370 0.0603604415251421 0.2626825838877790 0.0469986689718877
15 0.0603604415251421 0.0603604415251421 0.2626825838877790 0.6165965330619370 0.0469986689718877
16 0.0603604415251421 0.0603604415251421 0.6165965330619370 0.2626825838877790 0.0469986689718877
17 0.3097693042728620 0.3097693042728620 0.3097693042728620 0.0706920871814129 0.1019369182898680
18 0.3097693042728620 0.3097693042728620 0.0706920871814129 0.3097693042728620 0.1019369182898680
19 0.3097693042728620 0.0706920871814129 0.3097693042728620 0.3097693042728620 0.1019369182898680
20 0.0706920871814129 0.3097693042728620 0.3097693042728620 0.3097693042728620 0.1019369182898680
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Nl point i ai,1 ai,2 ai,3 ai,4 wi
5 1 0.9197896733368800 0.0267367755543735 0.0267367755543735 0.0267367755543735 0.0021900463965388
2 0.0267367755543735 0.9197896733368800 0.0267367755543735 0.0267367755543735 0.0021900463965388
3 0.0267367755543735 0.0267367755543735 0.9197896733368800 0.0267367755543735 0.0021900463965388
4 0.0267367755543735 0.0267367755543735 0.0267367755543735 0.9197896733368800 0.0021900463965388
5 0.1740356302468940 0.7477598884818090 0.0391022406356488 0.0391022406356488 0.0143395670177665
6 0.7477598884818090 0.1740356302468940 0.0391022406356488 0.0391022406356488 0.0143395670177665
7 0.1740356302468940 0.0391022406356488 0.7477598884818090 0.0391022406356488 0.0143395670177665
8 0.7477598884818090 0.0391022406356488 0.1740356302468940 0.0391022406356488 0.0143395670177665
9 0.1740356302468940 0.0391022406356488 0.0391022406356488 0.7477598884818090 0.0143395670177665
10 0.7477598884818090 0.0391022406356488 0.0391022406356488 0.1740356302468940 0.0143395670177665
11 0.0391022406356488 0.1740356302468940 0.7477598884818090 0.0391022406356488 0.0143395670177665
12 0.0391022406356488 0.7477598884818090 0.1740356302468940 0.0391022406356488 0.0143395670177665
13 0.0391022406356488 0.1740356302468940 0.0391022406356488 0.7477598884818090 0.0143395670177665
14 0.0391022406356488 0.7477598884818090 0.0391022406356488 0.1740356302468940 0.0143395670177665
15 0.0391022406356488 0.0391022406356488 0.1740356302468940 0.7477598884818090 0.0143395670177665
16 0.0391022406356488 0.0391022406356488 0.7477598884818090 0.1740356302468940 0.0143395670177665
17 0.4547545999844830 0.4547545999844830 0.0452454000155172 0.0452454000155172 0.0250305395686746
18 0.4547545999844830 0.0452454000155172 0.4547545999844830 0.0452454000155172 0.0250305395686746
19 0.4547545999844830 0.0452454000155172 0.0452454000155172 0.4547545999844830 0.0250305395686746
20 0.0452454000155172 0.4547545999844830 0.4547545999844830 0.0452454000155172 0.0250305395686746
21 0.0452454000155172 0.4547545999844830 0.0452454000155172 0.4547545999844830 0.0250305395686746
22 0.0452454000155172 0.0452454000155172 0.4547545999844830 0.4547545999844830 0.0250305395686746
23 0.5031186450145980 0.2232010379623150 0.2232010379623150 0.0504792790607720 0.0479839333057554
24 0.2232010379623150 0.5031186450145980 0.2232010379623150 0.0504792790607720 0.0479839333057554
25 0.2232010379623150 0.2232010379623150 0.5031186450145980 0.0504792790607720 0.0479839333057554
26 0.5031186450145980 0.2232010379623150 0.0504792790607720 0.2232010379623150 0.0479839333057554
27 0.2232010379623150 0.5031186450145980 0.0504792790607720 0.2232010379623150 0.0479839333057554
28 0.2232010379623150 0.2232010379623150 0.0504792790607720 0.5031186450145980 0.0479839333057554
29 0.5031186450145980 0.0504792790607720 0.2232010379623150 0.2232010379623150 0.0479839333057554
30 0.2232010379623150 0.0504792790607720 0.5031186450145980 0.2232010379623150 0.0479839333057554
31 0.2232010379623150 0.0504792790607720 0.2232010379623150 0.5031186450145980 0.0479839333057554
32 0.0504792790607720 0.5031186450145980 0.2232010379623150 0.2232010379623150 0.0479839333057554
33 0.0504792790607720 0.2232010379623150 0.5031186450145980 0.2232010379623150 0.0479839333057554
34 0.0504792790607720 0.2232010379623150 0.2232010379623150 0.5031186450145980 0.0479839333057554
35 0.2500000000000000 0.2500000000000000 0.2500000000000000 0.2500000000000000 0.0931745731195340
6 1 0.9551438045408220 0.0149520651530592 0.0149520651530592 0.0149520651530592 0.0010373112336140
2 0.0149520651530592 0.9551438045408220 0.0149520651530592 0.0149520651530592 0.0010373112336140
3 0.0149520651530592 0.0149520651530592 0.9551438045408220 0.0149520651530592 0.0010373112336140
4 0.0149520651530592 0.0149520651530592 0.0149520651530592 0.9551438045408220 0.0010373112336140
5 0.7799760084415400 0.1518319491659370 0.0340960211962615 0.0340960211962615 0.0096016645399480
6 0.1518319491659370 0.7799760084415400 0.0340960211962615 0.0340960211962615 0.0096016645399480
7 0.7799760084415400 0.0340960211962615 0.1518319491659370 0.0340960211962615 0.0096016645399480
8 0.1518319491659370 0.0340960211962615 0.7799760084415400 0.0340960211962615 0.0096016645399480
9 0.7799760084415400 0.0340960211962615 0.0340960211962615 0.1518319491659370 0.0096016645399480
10 0.1518319491659370 0.0340960211962615 0.0340960211962615 0.7799760084415400 0.0096016645399480
11 0.0340960211962615 0.7799760084415400 0.1518319491659370 0.0340960211962615 0.0096016645399480
12 0.0340960211962615 0.1518319491659370 0.7799760084415400 0.0340960211962615 0.0096016645399480
13 0.0340960211962615 0.7799760084415400 0.0340960211962615 0.1518319491659370 0.0096016645399480
14 0.0340960211962615 0.1518319491659370 0.0340960211962615 0.7799760084415400 0.0096016645399480
15 0.0340960211962615 0.0340960211962615 0.7799760084415400 0.1518319491659370 0.0096016645399480
16 0.0340960211962615 0.0340960211962615 0.1518319491659370 0.7799760084415400 0.0096016645399480
17 0.3549340560639790 0.5526556431060170 0.0462051504150017 0.0462051504150017 0.0164493976798232
18 0.5526556431060170 0.3549340560639790 0.0462051504150017 0.0462051504150017 0.0164493976798232
19 0.3549340560639790 0.0462051504150017 0.5526556431060170 0.0462051504150017 0.0164493976798232
20 0.5526556431060170 0.0462051504150017 0.3549340560639790 0.0462051504150017 0.0164493976798232
21 0.3549340560639790 0.0462051504150017 0.0462051504150017 0.5526556431060170 0.0164493976798232
22 0.5526556431060170 0.0462051504150017 0.0462051504150017 0.3549340560639790 0.0164493976798232
23 0.0462051504150017 0.3549340560639790 0.5526556431060170 0.0462051504150017 0.0164493976798232
24 0.0462051504150017 0.5526556431060170 0.3549340560639790 0.0462051504150017 0.0164493976798232
25 0.0462051504150017 0.3549340560639790 0.0462051504150017 0.5526556431060170 0.0164493976798232
26 0.0462051504150017 0.5526556431060170 0.0462051504150017 0.3549340560639790 0.0164493976798232
27 0.0462051504150017 0.0462051504150017 0.3549340560639790 0.5526556431060170 0.0164493976798232
28 0.0462051504150017 0.0462051504150017 0.5526556431060170 0.3549340560639790 0.0164493976798232
29 0.5381043228880020 0.2281904610687610 0.2281904610687610 0.0055147549744775 0.0153747766513310
30 0.2281904610687610 0.5381043228880020 0.2281904610687610 0.0055147549744775 0.0153747766513310
31 0.2281904610687610 0.2281904610687610 0.5381043228880020 0.0055147549744775 0.0153747766513310
32 0.5381043228880020 0.2281904610687610 0.0055147549744775 0.2281904610687610 0.0153747766513310
33 0.2281904610687610 0.5381043228880020 0.0055147549744775 0.2281904610687610 0.0153747766513310
34 0.2281904610687610 0.2281904610687610 0.0055147549744775 0.5381043228880020 0.0153747766513310
35 0.5381043228880020 0.0055147549744775 0.2281904610687610 0.2281904610687610 0.0153747766513310
36 0.2281904610687610 0.0055147549744775 0.5381043228880020 0.2281904610687610 0.0153747766513310
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37 0.2281904610687610 0.0055147549744775 0.2281904610687610 0.5381043228880020 0.0153747766513310
38 0.0055147549744775 0.5381043228880020 0.2281904610687610 0.2281904610687610 0.0153747766513310
39 0.0055147549744775 0.2281904610687610 0.5381043228880020 0.2281904610687610 0.0153747766513310
40 0.0055147549744775 0.2281904610687610 0.2281904610687610 0.5381043228880020 0.0153747766513310
41 0.1961837595745600 0.3523052600879940 0.3523052600879940 0.0992057202494530 0.0293520118375230
42 0.3523052600879940 0.1961837595745600 0.3523052600879940 0.0992057202494530 0.0293520118375230
43 0.3523052600879940 0.3523052600879940 0.1961837595745600 0.0992057202494530 0.0293520118375230
44 0.1961837595745600 0.3523052600879940 0.0992057202494530 0.3523052600879940 0.0293520118375230
45 0.3523052600879940 0.1961837595745600 0.0992057202494530 0.3523052600879940 0.0293520118375230
46 0.3523052600879940 0.3523052600879940 0.0992057202494530 0.1961837595745600 0.0293520118375230
47 0.1961837595745600 0.0992057202494530 0.3523052600879940 0.3523052600879940 0.0293520118375230
48 0.3523052600879940 0.0992057202494530 0.1961837595745600 0.3523052600879940 0.0293520118375230
49 0.3523052600879940 0.0992057202494530 0.3523052600879940 0.1961837595745600 0.0293520118375230
50 0.0992057202494530 0.1961837595745600 0.3523052600879940 0.3523052600879940 0.0293520118375230
51 0.0992057202494530 0.3523052600879940 0.1961837595745600 0.3523052600879940 0.0293520118375230
52 0.0992057202494530 0.3523052600879940 0.3523052600879940 0.1961837595745600 0.0293520118375230
53 0.5965649956210170 0.1344783347929940 0.1344783347929940 0.1344783347929940 0.0366291366405108
54 0.1344783347929940 0.5965649956210170 0.1344783347929940 0.1344783347929940 0.0366291366405108
55 0.1344783347929940 0.1344783347929940 0.5965649956210170 0.1344783347929940 0.0366291366405108
56 0.1344783347929940 0.1344783347929940 0.1344783347929940 0.5965649956210170 0.0366291366405108
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