Development of Operating System Based on Evolutionary and Genetic Algorithms by Skorkovský, Petr
VYSOKÉ UČENÍ TECHNICKÉ V BRNĚ 
 
FAKULTA ELEKTROTECHNIKY A KOMUNIKAČNÍCH 
TECHNOLOGIÍ 
 
ÚSTAV MATEMATIKY 
 
 
 
 
 
Ing. PETR SKORKOVSKÝ 
TVORBA OPERAČNÍHO SYSTÉMU ZALOŽENÉHO NA 
EVOLUČNÍCH A GENETICKÝCH ALGORITMECH 
 
 
DEVELOPMENT OF OPERATING SYSTEM BASED ON 
EVOLUTIONARY AND GENETIC ALGORITHMS 
 
 
 
ZKRÁCENÁ VERZE PHD THESIS 
STUDIJNÍ OBOR:  MATEMATIKA V ELEKTROINŽENÝRSTVÍ 
ŠKOLITEL:   prof. RNDr. JAN CHVALINA, DrSc. 
    
 2 
KLÍČOVÁ SLOVA 
 
Genetické programování, buněčný automat, automatizovaný vývoj software. 
 
 
 
 
KEYWORDS 
 
Genetic programming, cellular automaton, automatic software development. 
 
 
 
 
 
 
 
 
Dizertační  práce  je  uložena  na  vědeckém  oddělení  děkanátu  FEKT  VUT v 
Brně, Technická 3058/10, 616 00 Brno. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
© 2013 Ing. Petr Skorkovský  
ISBN 
 3 
OBSAH 
1 ÚVOD ...................................................................................................................... 4 
2 CÍLE DIZERTACE ................................................................................................. 5 
3 ROZSAH A VÝZNAM ŘEŠENÉHO PROBLÉMU .............................................. 5 
4 OPERAČNÍ SYSTÉM PRO AUTOMATIZOVANÝ VÝVOJ APLIKACÍ .......... 6 
4.1 Vymezení pojmů .................................................................................................................. 6 
4.2 Dnešní praxe realizace softwarových produktů ................................................................... 7 
4.3 Vlastnosti operačního systému nové generace ..................................................................... 9 
5 ARCHITEKTURA OPERAČNÍHO SYSTÉMU PRO AUTOMATIZOVANÝ 
VÝVOJ .................................................................................................................. 10 
5.1 Předpokládané části operačního systému nové generace ................................................... 10 
6 CÍLOVÉ IMPLEMENTACE, INTERPRET A KONTROLA SHODY .............. 16 
6.1 Reprezentace implementace binárním vektorem ............................................................... 16 
6.2 Celulární procesor logických funkcí .................................................................................. 17 
6.3 Matematický popis celulárního procesoru logických funkcí ............................................. 19 
7 APLIKACE GENALG .......................................................................................... 21 
7.1 Aplikace pro realizaci párovacího systému ....................................................................... 21 
7.2 Algoritmus ověření shody implementace se specifikací .................................................... 22 
7.3 Dekodér pro převod 3-bitové informace na 8-bitovou ....................................................... 24 
7.4 Dekodér číselné informace pro 7 segmentů ....................................................................... 25 
7.5 Indukce číselné řady – násobení 3mi ................................................................................. 26 
7.6 Identifikace typů ASCII znaků ze 7mi binárních vstupů ................................................... 26 
8 ZÁVĚR .................................................................................................................. 28 
9 LITERATURA ...................................................................................................... 28 
CURRICULUM VITAE............................................................................................ 31 
ABSTRAKT .............................................................................................................. 33 
ABSTRACT .............................................................................................................. 33 
 
 
 
 
 
 
 
 4 
 
 
 
 
 
 
1  ÚVOD 
Každodenní řešení problémů v mnoha různých odvětvích lidské činnosti se 
výrazně usnadnilo a zefektivnilo díky masivnímu využívání prostředků výpočetní 
techniky. Dostávají se do popředí zájmu a výrazně ovlivňují veškeré pracovní i 
mimopracovní aktivity každého z nás. Tento trend však přináší na jedné straně 
úsporu rutinních pracovních postupů, které by bylo nutné jinak provádět ručně, na 
druhé straně ale znamenají výrazný nárůst práce pro programátory. Situace je v 
současné době taková, že tvorba algoritmů a další příbuzné činnosti s tím spojené 
zatím nebyly plně zautomatizovány a tak veškeré úsilí spočívá na programátorech a 
vývojářích samotných. Navíc zdaleka neznamená, že již jednou hotový softwarový 
produkt bude sloužit ve všech ohledech a k nejvyšší spokojenosti uživatele i v 
budoucnu. Technické vybavení postupem času stárne, nároky uživatelů na 
výkonnost se zvyšují a se změnou hardware vznikají i nové verze operačních 
systémů, pro které je často nutné vytvářet i nové verze již existujících programů. 
Další údržba již hotových produktů, jejich vývoj a rozšiřování tak patří k běžnému 
životnímu cyklu, který je patrný u většiny softwarového vybavení. 
Jako vhodný směr pro automatizaci řešení různých tříd problémů, který by mohl 
časem splňovat potřebná kritéria, se zdají být slibné současné studie a výzkumy na 
poli genetického programování. Ač zatím jejich plné užití znamená nutnost 
překonávat různá jejich omezení a není zatím možné je využívat v plné míře pro 
řešení všech známých typů problémů, byly již přesto jisté úspěchy zaznamenány a to 
nejen pouze v teoretické rovině, ale i v technické praxi. Pro firmy, kterým se tento 
úspěch podařil, zpravidla znamenal výrazný přísun a obrovské ekonomické úspory 
[11]. Technické řešení jistého obtížného problému, které je posléze nalezeno pomocí 
evolučních technik (mezi které patří i genetické programování), bývá často takové 
povahy, že člověk by jinou cestou k němu nejspíš ani nedospěl. Nejvíce se tedy 
vyplatí užívat tyto postupy na řešení vysoce náročných problémů, pro které ani 
neexistují jiné známé klasické postupy a výpočty. Přitom bývají s pomocí 
genetického programování nalezeny takové algoritmy (nebo matematické rovnice), 
které svou komplexností přesahují technický rozhled běžného inženýra (nebo 
matematika). Mnohdy není snadné zpětně zjistit a spolehlivě určit jak a proč 
nalezené řešení funguje. Jedním z cílů může být tedy i další automatizace převodu 
komplexního řešení problému na srozumitelnější a přehlednější popis, pokud je to 
samozřejmě v daném případě vůbec možné. 
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2  CÍLE DIZERTACE 
V rámci dizertační práce vyvíjená aplikace je založena na aplikování již známých 
poznatků genetického programování, kde použitým jádrem procesu je určitý 
mechanismus odvozený od vlastností podobných vlastnostem buněčného automatu. 
Nejedná se přímo o buněčný automat, ale spíše o procesor logických funkcí, který 
má některé vlastnosti odvozeny od chování buněčného automatu. 
Rozsahu dizertační práce odpovídá zpracování těchto bodů: 
• Rešerše současného stavu zkoumané oblasti genetického programování, již 
dosažené výsledky v oboru, ze kterých vlastní práce vychází. 
• Navrhnout vlastnosti nového operačního systému (nové generace), který by 
využíval pro svůj vývoj a vývoj pro něj určených aplikací techniky 
genetického programování. 
• Navrhnout architekturu operačního systému nové generace. 
• Analýza požadavků na nový (programovací) jazyk a jeho vlastností (nejspíš 
neprocedurálního typu), kterým lze vhodným způsobem kódovat algoritmy, 
aby bylo možné zautomatizovat jejich vývoj. 
• Matematický popis nalezeného jazyka pro kódování algoritmů. 
• Vývoj aplikace, která je schopna po zadání vhodně kódovaných definic 
popisujících chování hledaného algoritmu (jeho vstupy, výstupy, 
dynamické chování, přechodové stavy, atd.), automaticky nalézt tento 
algoritmus a jeho reprezentaci vyjádřenou „novým jazykem“. Nalezený 
algoritmus je poté možno kdykoliv a opakovaně spouštět a používat ho na 
řešení problémů pro které byl určen. 
• Nalézt způsob jak popis získaného algoritmu převést do jiného, lidem 
srozumitelnějšího formátu (např. na popis logickými rovnicemi číslicové 
techniky), místo pouhé řady binárních čísel, které mnoho neřeknou o 
fungování algoritmu a jsou nepřehledné. 
• Detailní popis vyvíjené aplikace, programové bloky, podprogramy, moduly, 
syntaxe a formát vstupních a výstupních souborů, popis datových typů, atd. 
• Praktické příklady a ukázka hledaných a nalezených algoritmů s použitím 
vyvinuté aplikace. 
• Návrhy pro navazující výzkum. 
 
3  ROZSAH A VÝZNAM ŘEŠENÉHO PROBLÉMU 
Zde je nutné představit rozsah a dopad popisovaného výzkumu v širším kontextu 
a nastíníme, kam až by mohly poznatky získané v rámci dizertační práce vést při 
pozdějším uplatnění v praxi. Význam dosažených výsledků lze tak především ocenit 
při dalším rozšiřování a prohloubení již započatého výzkumu, který momentálně 
směřuje pouze do jistého dílčího bodu v rámci dizertační práce a skutečný cíl leží 
tak mnohem dál, avšak v tuto chvíli je ještě příliš vzdálen, aby se dal do dizertační 
práce zahrnout celý. Jedny z kritérií, která určují úspěšnost softwarového produktu 
jsou: množství funkcí které poskytují, ergonomičnost ovládání a popřípadě jeho 
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výkonnost (rychlost a množství zpracování dat, apod.). Všechny softwarové 
produkty mají ale jednu společnou vlastnost a tou je vývoj v režii softwarové firmy 
zaměstnávající mnohdy značné množství programátorů, kteří tráví spousty hodin 
návrhem a vývojem algoritmů dle specifikace, která je sestavena tak, aby co nejlépe 
naplnila potřeby zákazníka či cílové skupiny uživatelů. Většinu těchto aplikací je 
nutno i nadále ručně vyvíjet spolu s tím jak narůstají časem potřeby zákazníků, jak 
se mění hardware počítače či při přechodu na nový operační systém. Je tedy vhodné 
zabývat se tím, zda je možné vyvíjet software i jiným způsobem, jestli lze při 
vhodně navržené a propracované specifikaci a s použitím odlišných přístupů, než na 
které jsme zvyklí, dosáhnout stavu, kdy se z velké části software vyvíjí sám. 
Většina aplikací se v současné době vyvíjí ručně s pomocí procedurálního 
programovacího jazyka a pochopitelně nelze počítat s tím, že by se daly pro 
automatizovaný vývoj software použít stejné programovací jazyky, jaké jsou dnes 
hojně používány při ručním vývoji, neboť pro účely automatizovaného vývoje 
nejsou tyto příliš vhodné. Od základů musíme změnit představu o tom co to vlastně 
software je, jak funguje, respektive jakých různých podob může nabývat. Rovněž 
důležitým parametrem je způsob, jak je software prováděn (interpretován) 
systémem, pro který byl napsán, a jak svým následným chováním (často 
dynamickým) ovlivňuje své okolí (hardware), jak zpracovává různé hodnoty na 
vstupech a jak dle předem připraveného předpisu (dle specifikace) daný algoritmus 
generuje očekávané hodnoty na výstupech. V případě, že by se podařilo vybudovat 
metodologii pro automatizovaný vývoj algoritmů (nebo automatizovaný vývoj 
software, což může být totéž), mělo by být teoreticky možné vytvořit i operační 
systém, který dynamicky mění svou podobu podle aktuálních potřeb svého 
uživatele, neustále se zdokonaluje, vyvíjí a rozšiřuje se sám o funkce, které jsou 
potřeba. Kdykoliv by to bylo nutné, stačilo by, aby se jen změnily parametry 
specifikace a už by se mohl vývoj ubírat jiným, aktuálně potřebným směrem a 
možná i přímo za chodu. Každý uživatel by pak disponoval operačním systémem, 
který by v maximální možné míře naplňoval jeho požadavky a potřeby a sám by se 
podle toho i aktualizoval, kdyby se požadavky časem změnily. 
Dosáhnout těchto vzdálených cílů v rámci dizertační práce pochopitelně není v  
krátkém čase možné a proto je potřeba stanovit takový cíl, který je možné stihnout a 
uspokojivě vyřešit. Přesto by ale mohl tento bližší cíl znamenat dobrý základ pro 
návazný výzkum a přiblížení se v započatém směru ke vzdálenému cíli. 
 
4  OPERAČNÍ SYSTÉM PRO AUTOMATIZOVANÝ VÝVOJ 
APLIKACÍ 
4.1 VYMEZENÍ POJMŮ 
Operačním systémem v rámci této dizertační práce je myšlen počítačový systém 
založený na softwarovém vybavení, sloužícím ke snadné správě, údržbě, ovládání, 
spouštění a přístupu k dalšímu softwarovému vybavení. 
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Veškeré softwarové vybavení slouží pro ovládání periferních zařízení, zajištění 
interních systémových služeb operačního systému, nebo pro vytváření, správu, 
údržbu, užívání a distribuci různého typu dat, informací a jiného programového 
vybavení v lokálních, externích, nebo vzdálených datových úložištích a médiích. 
Podle způsobu integrace do počítačového systému je softwarové vybavení tohoto 
typu: 
• Je součástí operačního systému samotného a je spouštěno lokálně, 
• bylo později přidáno podle individuálních potřeb uživatele a je spouštěno 
lokálně, 
• lze jej spouštět jako hostitel pro jiného uživatele přistupujícího ze vzdáleného 
místa a distribuovat výstupy do vzdáleného místa, 
• lze jej spouštět na vzdáleném místě na jiném hostitelském systému a přejímat 
jeho výstupy do lokálního místa, 
• ve chvíli použití lze softwarové vybavení stáhnout ze vzdáleného místa ale 
dále ho spustit lokálně 
• ve chvíli použití lze softwarové vybavení poskytnout jinému uživateli pro 
stažení do vzdáleného místa, aby se spustilo na jiném, vzdáleném systému. 
Ve chvíli, kdy se nějaké softwarové vybavení zavádí a spouští operačním 
systémem, obvykle se nazývá procesem. Je běžné, že v jeden okamžik běží v 
operačním systému více procesů najednou. Pro bezproblémový chod je nutné 
správně procesy přepínat a na vyžádání jim přidělovat různé, v tu chvíli dostupné, 
systémové zdroje, které jsou poskytovány systémovými službami. Dříve přidělené 
systémové zdroje jsou ve chvíli, kdy nejsou předchozím procesem dále využívány, 
opět uvolněny pro budoucí užití jiným procesem. 
 
4.2 DNEŠNÍ PRAXE REALIZACE SOFTWAROVÝCH PRODUKTŮ 
Operační systémy, tak jak je známe dnes, bývají realizovány s pomocí 
vývojových nástrojů pro vývoj softwarového vybavení. Stejně tak další softwarové 
vybavení, které je pro tyto operační systémy určeno a je v nich později spouštěno, 
bývá rovněž vyvíjeno s pomocí stejných vývojových nástrojů. Práce s vývojovými 
nástroji je prováděna programátory, kteří musí mít dokonalou znalost o programu, 
který právě vyvíjejí, aby nenastala situace, že se program později chová jinak než 
uživatel, nebo objednavatel programu očekává. 
Nejprve budoucí uživatel, nebo objednavatel programu stanoví potřebné chování, 
nadefinují se typy a formáty dat, se kterými má vyvíjený program pracovat a dále se 
stanoví další požadavky a kritéria jako je vzhled, statické a dynamické chování 
algoritmů, atd. Programátor potom s pomocí programovacího jazyka napíše a odladí 
zdrojové kódy podle předchozích požadavků na software. Tyto zdrojové kódy slouží 
později pro kompilaci a sestavení požadovaného softwarového vybavení. Vytvořené 
softwarové vybavení má po jeho spuštění v operačním systému zajistit svůj 
očekávaný vzhled a chování pokud programátor neudělal během vývoje nějakou 
chybu. Chyby v programech jsou často nevyhnutelné, a přestože by většina z nich 
měla být nalezena a odstraněna již ve fázi vývoje, často tomu tak není. Později 
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nalezené chyby se odstraňují obvykle dodatečně s pomocí celých nových verzí 
programů, aktualizacemi jen chybných částí programů, nebo drobnými opravami 
(takzvanými záplatami). Jak už bylo uvedeno výše, stejný postup platí pro jakékoliv 
programové vybavení, tedy i pro vývoj operačního systému samotného - tento je jen 
speciálním typem programového vybavení. 
Pro zjednodušení můžeme v současnosti uvažovat o tomto sledu kroků, které jsou 
nutné pro vytvoření nového programového vybavení: 
1. Stanovení cíle, účelu a oblasti využití nového programového vybavení 
2. Určení systému, na kterém programové vybavení má běžet dle hardwarové 
specifikace počítačového systému a dle dostupných prostředků cílového 
operačního systému včetně kompatibility s hostitelským prostředím 
3. Pokud využití programového vybavení přesahuje hostitelský systém a očekává 
se spolupráce na úrovni počítačových sítí, nebo externích zařízení, je nutné 
specifikovat pravidla, podle kterých k interakcím s blízkým a vzdáleným 
okolím dochází. 
4. Je třeba vyjasnit, jakou roli hraje uživatel. Jestli programové vybavení 
vyžaduje interakci s uživatelem (a jakou), jestli interaguje se skupinou 
uživatelů ve stejnou dobu, zdali dochází k výměně dat s jiným programovým 
vybavením, nebo jestli může pracovat zcela autonomně a nezávisle na svém 
okolí. 
5. Zadavatel, nebo budoucí uživatel musí předložit úplnou specifikaci o 
požadavcích, co má softwarové vybavení umět. Během samotného vývoje se 
tato specifikace obvykle ještě více upřesňuje, rozšiřuje, nebo opravuje, pokud 
programátor zjistil nějaké nedostatky v popisu. 
6. Ze specifikace vyplývají typy a formáty dat nutné pro řešení problému, dále se 
musí popsat algoritmy pracující s těmito daty. Nedílnou součástí je také 
omezení a rozsahy dat, stanovení okrajových podmínek, kdy ještě programové 
vybavení spolehlivě a přesně funguje (bez ztráty přesnosti, nebo celkové 
funkčnosti). 
7. V této chvíli již může programátor začít vytvářet zdrojové kódy podle 
předložené specifikace. Během samotného vývoje programátor již hotové 
části testuje a odlaďuje, pokud jejich funkčnost lze ověřit nezávisle na jiných 
částech programového vybavení, které nejsou ještě hotové. 
8. Nedílnou součástí vývoje je i nezávislé testování, které by měl provádět někdo 
jiný než vyvíjející programátor. V nejlepším případě by nezávislé testování 
mělo probíhat souběžně během vývoje, aby se zabránilo příliš pozdnímu 
nalezení závažných chyb, které by mohly ovlivnit funkčnost finálního 
produktu. Nedoporučuje se nechat testování až nakonec, může být už potom 
pozdě a dopad na případné opravy a práci programátora by byl v některých 
případech neúnosný. Kromě souběžného vývoje a testování by se verifikace 
měla provádět už ve fázi vytváření specifikace. Některé chyby mohou totiž 
vzniknout i kvůli špatně napsané specifikaci a bohužel takové chyby odhalí 
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zřejmě až uživatel, který se později diví, proč nějaká funkce dělá něco jiného, 
než očekával, přestože podle specifikace je vše v pořádku. 
9. Po dokončení vývoje zdrojových kódů následuje kompilace a sestavení 
finálního softwarového produktu. Hotový produkt je před dodáním testován v 
konfiguraci, kterou bude později používat i uživatel. Zamezí se tak chybám, 
které nemohly být v předchozích fázích nalezeny, protože nebyl produkt 
sestaven do finální podoby. Tyto chyby by mohly totiž souviset až s hotovým 
produktem nebo s jeho finální konfigurací. 
10. Životní cyklus programového vybavení dále pokračuje i během dodání 
produktu uživateli a během jeho používání. Uživatel komunikuje s dodavateli 
softwarového produktu a informuje je o případných nalezených chybách, nebo 
vytváří další požadavky na doplnění funkcí, které by v již hotovém produktu 
potřeboval v budoucnu. 
11. Ze sesbíraných informací od uživatele lze opět sestavit novou specifikaci a 
nastartovat vývoj nové verze softwarového vybavení, nebo pouze provést 
drobnou aktualizaci či opravu takzvanou záplatou (podle rozsahu a náročnosti 
změny). Dalším důvodem pro vytvoření nové verze bývá změna hostitelského 
prostředí nebo hardwarové specifikace, kdy už stávající softwarové vybavení 
nelze uspokojivě provozovat v novém prostředí (například nefunguje, nelze 
vůbec spustit, nebo je zastaralé). 
 
4.3 VLASTNOSTI OPERAČNÍHO SYSTÉMU NOVÉ GENERACE 
Nová generace operačního systému by mohla mít tyto vlastnosti, které prozatím 
postrádáme u současných operačních systémů: 
• Automatizovaný vývoj operačního systému by mohl probíhat podle vhodně 
kódované specifikace. 
• Správné chování systému by mohlo být ověřováno automatizovaným 
testováním, které porovnává aktuální chování systému se specifikací. 
• Při změně specifikace v jakékoliv fázi, ať už na počátku, při hotovém 
produktu, nebo na přání uživatele kdykoliv později, by mělo být možné v 
softwarovém produktu touto změnou zasažené části znovu vyvinout 
(vygenerovat) a automatizovaně otestovat aby opět odpovídaly chování 
které je popsané ve změněné specifikaci. 
• Operační systém by v sobě mohl obsahovat celý mechanizmus 
automatizovaného vývoje programového vybavení. Bylo by tedy možné, 
aby i sám uživatel, pokud by to uměl, si navrhnul svou vlastní novou 
specifikaci, která by popisovala nějaký nový program, který by rád 
používal a tento by byl následně sám a automatizovaně bez další účasti 
uživatele vytvořen. 
• Tak jako programátoři používají různé knihovny funkcí napsané ve zdrojovém 
jazyce, ve kterém sami programují, mohlo by být možné v operačním 
systému spravovat knihovny specifikací, které by bylo možné sdílet mezi 
uživateli. Tyto volně šířené specifikace by si každý uživatel mohl 
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upravit, aby výsledný automatizovaně vyvinutý program měl právě ty 
funkce, které sám nejvíce potřebuje a naopak by mohl vypustit funkce 
pro něj nepotřebné. 
• Obdobně by bylo možné upravovat i funkce samotného operačního systému 
podle potřeby uživatele, jen pouhou změnou ve specifikaci.  
Pochopitelně by bylo nutné dodržet určitá předem daná pravidla, aby 
mezi jednotlivými systémy zůstala základní míra kompatibility a 
nedocházelo k tomu, že každý uživatel by měl sice systém, který by byl 
jemu ušitý na míru a choval se, tak jak on sám potřebuje, ale nebylo by 
možné sdílet a přenášet data mezi ním a ostatními uživateli. 
 
5  ARCHITEKTURA OPERAČNÍHO SYSTÉMU PRO 
AUTOMATIZOVANÝ VÝVOJ 
Spíše než vymýšlet vše znovu od začátku, je rozumné vycházet z architektury a 
uspořádání dnešních operačních systémů, neboť jejich vzhled, vlastnosti, chování a 
uživatelské standardy prošly mnohaletým vývojem a ustálily se již na jistém bodě, 
který mnoha uživatelům vyhovuje. Nemá smysl tedy začínat od začátku, vymýšlet 
vše znovu a opakovat vývoj který máme již za sebou. 
  
5.1 PŘEDPOKLÁDANÉ ČÁSTI OPERAČNÍHO SYSTÉMU NOVÉ 
GENERACE 
Předpokládané části nového operačního systému by mohly být tyto: 
• Nalezená cílová aplikace: Tato aplikace je cílem, který by byl nadefinován 
uživatelem a který by měl operační systém za úkol nalézt. Samotným 
cílem může být i aplikace, která odpovídá nové verzi operačního 
systému. Nalezená cílová aplikace je složena z komponent a její 
komponenty jsou složeny z množiny implementací (komponenty a 
implementace viz. popis níže). V Plánovači cílů (viz. popis níže) může 
být zadáno, že uživatel chce nalézt automatizovaně, a s pomocí všech 
dostupných funkcí, aplikaci jedné z těchto typů: 
- Zcela nová aplikace: Všechny její vlastnosti musí být uživatelem 
nadefinovány před samotným spuštěním hledání. Veškeré 
vlastnosti jsou uživatelem stanoveny s pomocí zdrojových 
specifikací popisujících vlastní aplikaci, její komponenty a 
implementace použité uvnitř komponent. 
- Nová verze již existující aplikace: Uživatel upraví podle své vůle 
pouze některé již hotové zdrojové specifikace již existující 
aplikace a spustí hledání nové verze. Docílí se stavu, kdy pouze 
některá část aplikace, komponenty, nebo specifikace změní své 
chování, které bude pak po skončení hledání blíže očekávanému 
chování. 
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- Nový operační systém, nebo nová verze existujícího systému: 
Analogicky to samé co platí pro aplikace, platí i pro samotný 
operační systém, který je sám aplikací. 
 
 
Obr. 5.1.1 Znázornění hledané aplikace složené z více komponent K, obsahující několik 
vstupů I a několik výstupů O 
 
Obr. 5.1.2 Znázornění komponent K a jejich propojení pro přenos dat mezi sebou, které 
jako celek tvoří aplikaci. 
 
Obr. 5.1.3 Znázornění jedné komponenty K a jejich vstupů I a výstupu O,  jejíž chování je 
utvořeno spoluprací skupiny vnitřních implementací (např. 1-10). 
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Obr. 5.1.4 Znázornění 3 typů specifikací, které na různých úrovních popisují složení a 
chování aplikace (vlevo), složení komponenty (uprostřed) a chování vnitřní implementace, 
nebo skupiny vnitřních implementací (vpravo). 
 
• Editor zdrojových specifikací: Slouží k nadefinování specifikací uživatelem 
podle přesně daných pravidel, tak aby bylo možné k těmto zdrojovým 
specifikacím automatizovaně nalézat jejich implementace, se kterými by 
se daly párovat, propojovat je ve složitější komponenty a následně tyto 
komponenty spojovat do aplikací. Existovalo by několik typů zdrojových 
specifikací: 
- Zdrojová specifikace popisující aplikaci: Slouží k popisu, jaké 
komponenty jistá aplikace obsahuje a jakým způsobem jsou 
uvnitř ní spolu komponenty propojeny (jak si předávají 
komponenty mezi sebou data, jaké mají vstupy a jaké výstupy) 
- Zdrojová specifikace popisující komponentu: Slouží k popisu, 
jaké implementace jsou obsaženy v nějaké komponentě a jakým 
způsobem jsou uvnitř ní spolu implementace propojeny (jak si 
předávají implementace mezi sebou data, jaké mají vstupy a jaké 
výstupy). 
- Zdrojová elementární specifikace: K této zdrojové specifikaci 
nejnižší úrovně se nalézají (párují) vnitřní implementace s 
pomocí Párovacího systému (popsáno níže). 
 
• Strukturovaná databáze zdrojových specifikací: Vhodně kódovaný registr 
specifikací popisující základní datové typy a algoritmy které s nimi umí 
pracovat. Součástí by byly i specifikace popisující komponenty 
umožňující ostatním specifikacím po nalezení a spárování s jejich 
implementacemi se propojovat do větších celků – složitějších 
komponentů. Skupina komponentů by potom po propojení a spuštění 
tvořila celou aplikaci (nebo operační systém). V případě že by tvořila 
jinou aplikaci než operační systém, byla by tato určena pro spuštění v 
operačním systému. Rekurze tvorby operačních systémů kdy jeden 
operační systém přispěje k vytvoření svého nástupce je možná, tak jako 
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je to možné například provést kompilátorem nějakého obvyklého 
programovacího jazyka. Jako příklad lze uvést kompilátor, který by byl 
sám napsán v nějakém programovacím jazyce a po sestavení tohoto 
kompilátoru, by s tímto novým kompilátorem šlo vytvořit novou verzi 
kompilátoru téhož programovacího jazyka a nahradit ten předchozí 
kompilátor. 
 
 
Obr. 5.1.5 Znázornění hierarchie jednotlivých zdrojových specifikací podle toho 
jak popisují cílovou aplikaci na různých úrovních: Nahoře se nachází specifikace 
celé aplikace, uprostřed specifikace jednotlivých komponent a dole specifikace 
jednotlivých implementací. 
 
• Strukturovaná databáze nalezených implementací: Ke každé elementární 
specifikaci by náležela, buď jedna upřednostněná implementace, nebo 
skupina více či méně rovnocenných variant implementací. Nacházení a 
párování cílových implementací s jejich zdrojovými specifikacemi se 
předpokládá být automatizované – toto je hlavním bodem celé úvahy a 
tomuto bodu je zde věnováno nejvíce prostoru. Skupina příbuzných 
implementací, jejichž spolupráce je podrobně popsána ve specifikaci 
komponenty tvoří potom chování komponenty. Spolupráce skupiny 
implementací vztahující se ke stejnému chování popsaného ve 
specifikaci, je řízeno pomocí většinové volby. V některých případech se 
chování nalezených implementací může lišit, především pokud se na 
vstupech objeví data, nebo kombinace dat, které nejsou ve specifikaci 
definovány. Zde se uplatní zákony pravděpodobnosti a skupina paralelně 
zapojených implementací vypočítá pro zadaný vstup nějaký výsledek a 
tento výsledek je porovnán a který výsledek vyšel stejně u více 
implementací, ten bude zvolen pro výstup. Simuluje se zde princip 
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dedukce, kdy ze známého chování pro známé případy se odvozuje 
chování pro případy, které nejsou popsané. Tento princip se dá přirovnat 
k chování umělé neuronové sítě, která je natrénovaná na určitou množinu 
dat. Pokud se vyskytnou data, která nejsou obsažena v trénovací 
množině, hledaný výsledek je dopočítán s vědomím, že může být, ale 
nemusí být správný. Čím více paralelních implementací se podílí na 
výpočtu a volbě výsledku v jednom okamžiku, tím větší je 
pravděpodobnost správného výsledku. 
• Administrátor komponent: Slouží pro určení a naplánování s pomocí 
databáze zdrojových specifikací, které zdrojové specifikace jsou nutné 
pro vytvoření určité komponenty vyvíjeného software. Nalezené, k nim 
spárované implementace dle jejich specifikací pak administrátor 
komponent pospojuje do větších celků, které potom tvoří celou 
komponentu. Následně jednotlivé komponenty automaticky vyvíjeného 
software administrátor komponent propojí tak, aby spojené komponenty 
tvořili kompletní softwarové vybavení a plnili tak svou očekávanou 
funkci. 
• Interpret implementací: Tato část systému je zodpovědná za provádění 
(interpretaci, exekuci) jednotlivých implementací z databáze podle 
obsahu jednotlivých komponent. To by spočívalo v převzetí hodnot 
vstupů do implementace a provedení algoritmu (dříve nalezeného 
automatizovaně ze specifikace) zakódovaného uvnitř implementace, 
který má určitý počet kroků a ty by se iterativně opakovaly. Následoval 
by přenos nově vypočítané informace na výstupy z implementace. Tyto 
odevzdané výstupní hodnoty by byly opět využity jako vstupy do nové 
navazující zřetězené implementace. Celý řetězec interpretovaných 
implementací (jehož struktura by byla daná nějakou specifikací) by tvořil 
chování celé komponenty. Mezi sebou propojené komponenty tvoří 
celou aplikaci tím způsobem, že jsou na té nejnižší úrovni realizované 
interpretem iterativně interpretujícím podřazené implementace. 
• Párovací systém, generátor variant implementací: Jedná se o genetickým 
programováním řízený systém hledání a párování implementací se 
zdrojovými specifikacemi. Při tomto procesu se obvykle nalézá více 
variant implementací téže specifikace. K jedné zdrojové specifikaci je 
pak obvykle možné nalézt více variant implementací a spravovat je jako 
množinu různých variant implementací. Důvodem může být i to, že ve 
chvíli kdy se určité varianty implementací naleznou, nemusí být ještě 
zřejmé, která z nich bude pro pozdější použití nejvhodnější. Výběr lze 
odložit na pozdější dobu až do chvíle, kdy například jedna varianta bude 
poskytovat během provozu přesnější a správnější výsledky než jiná 
varianta. V jiném případě to může být zase odlišná varianta než prvně, 
tedy je vhodné jich spravovat více najednou. Pro určení správného 
výsledku lze v danou chvíli použít i většinový volební systém, kdy máme 
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lichý počet variant a část z nich hlasuje například pro hodnotu 1 a část z 
nich pro hodnotu 0. Vybere se potom jako nejpravděpodobnější ta 
hodnota pro výstup, pro niž se rozhodlo více variant jedné implementace. 
Nabízí se i pokročilejší řešení: Podobně jako existují hardwarově řešené 
akcelerátory počítačové 3D grafiky obsahující mnoho jader běžících 
paralelně na jednom čipu, šlo by jistě vytvořit i specializované, podpůrné 
hardwarově řešené karty zasunuté do základní desky počítače, které by 
celý proces genetickým programováním řízeného hledání a párování 
specifikací s implementacemi urychlily díky paralelním výpočtům. Tyto 
paralelní výpočty zkracující významně dobu hledání by mohly být 
umožněny díky specializovaným mnohojaderným procesorovým čipům 
na kartě. 
• Plánovač cílů: Uživatel, který by byl momentálně spokojen s konkrétním 
daným stavem, nebo verzí operačního systému a nepotřeboval by vyvíjet 
žádné nové softwarové vybavení (jak operační systém samotný, nebo 
aplikace v něm běžící), ten by zřejmě neměl ani žádné cíle a 
nepotřeboval by tudíž ani Plánovač cílů. Předpokládá se naopak, že v 
případě že by uživatel potřeboval, aby se něco v systému vyvinulo do 
jiného stavu, než ve kterém se právě systém nachází, nebo aby systém 
dospěl k nějaké nové aplikaci, stačilo by nadefinovat nový cíl. Mohlo by 
existovat souběžně několik naplánovaných cílů s různými prioritami a 
systém by se snažil s pomocí nadefinovaných zdrojových specifikací 
přidružených k těmto cílům (které by dostatečně přesně popisovaly 
detaily cílů), spárovat postupem času s pomocí Párovacího systému tyto 
specifikace s v té chvíli neexistujícími (a později nalezenými) 
implementacemi. Ve chvíli, kdy by byly postupně všechny cílové 
implementace nalezeny, následuje sestavení komponent s pomocí 
nástroje zvaného Administrátor komponent, který propojí všechny 
související implementace do větších celků a v dalším kroku se tyto 
komponenty propojí dohromady a vytvoří cílovou aplikaci. Může to být i 
cílová nová verze samotného operačního systému. Během celého procesu 
jsou v každé jednotlivé fázi sestavování všechny dílčí kroky 
automatizovaně kontrolovány tak, že na úrovni implementací, na úrovni 
sestavených komponent a na úrovni sestavených aplikací se musí 
splňovat všechna pravidla, která se k nim vztahují, popsaná ve 
zdrojových specifikacích. Pokud nebyla nalezena žádná neshoda se 
žádnou přidruženou zdrojovou specifikací, předpokládá se, že cíl byl 
splněn a výsledek se předloží uživateli s upozorněním, že došlo ke 
splnění zadaného cíle. V opačném případě hledání probíhá dál, dokud 
nebudou splněna všechna pravidla. Předpokládá se, že počítačový systém 
obsahující a provozující zde popisovaný operační systém nové generace, 
by běžel nepřetržitě, neboť po naplánování cílů by bylo spuštěno hledání, 
které však pravděpodobně bude časově velmi náročné. Postupně se musí 
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nalézt všechny implementace pro všechny zdrojové specifikace a to je 
úkol velmi časově náročný, když víme, že se využívá hledání řízené 
genetickým programováním. Dává tedy smysl, aby hledání probíhalo na 
pozadí, kdy uživatel mezitím používá různé aplikace pro své vlastní 
účely. Jakmile by uživatel práci ukončil, nechal by systém běžet, aby 
dále pokračoval v hledání, dokud nebudou všechny implementace nutné 
pro sestavení cílové aplikace nalezeny. Systém by se pak podle potřeby 
sám vypnul. Realisticky vzato je spíše ale pravděpodobné, že by se 
systém nevypínal nikdy a vlastně by se neustále dynamicky vyvíjel, 
podle právě stanovených cílů. 
• Kontrola shody: Na všech úrovních se neustále automaticky kontroluje shoda 
nalezených implementací, složených komponent a chování sestavené 
aplikace s popsaným chováním ve všech zdrojových specifikacích všech 
úrovní, které jsou momentálně přidružené k danému cíli. Shoda všech 
zdrojových specifikací s celkovým chováním je kritériem pro dosažení 
cíle a ukončení hledání. 
• Rozhraní pro propojení s vnějším prostředím: Tato část operačního 
systému obsahuje pevně naprogramovanou složku, u které se příliš 
nepředpokládá změna běžným uživatelem a není ani součástí cílů které 
plánuje uživatel. Využívá se pouze informace o napojení na konkrétní 
poskytované části rozhraní. Prostřednictvím tohoto rozhraní by bylo 
možné propojit vnitřní, automatizovaně vyvíjené aplikace, se skutečnými 
systémovými zdroji počítače. Podle míry a stupně integrace do systému 
to mohou být jak vazby na systémové služby nadřazeného, klasického 
operačního systému, který vnitřnímu systému zprostředkovává např. 
čtení znaků z klávesnice, změnu pixelů na obrazovce, posílání dat přes 
síťové rozhraní, tak i využívání služeb operačního systému pro vytváření 
a ovládání oken, tlačítek, apod. Pokud není použit žádný nadřazený 
operační systém a jsou dostupné veškeré systémové zdroje počítače v 
nejvyšší možné míře hned po spuštění počítače a načtení systému do 
paměti, tak toto rozhraní může zprostředkovávat komunikaci přímo s 
hardwarovými funkcemi počítače a jeho systémovými službami. Logicky 
právě toto rozhraní musí být pevně nadefinováno, jinak by nebylo možné 
vytvářet automatizovaně vyvíjené aplikace, které by uměly obsluhovat 
klávesnici, snímat pozice myši, zapisovat na obrazovku, číst z pevného 
disku, zapisovat na disk, apod. 
 
6  CÍLOVÉ IMPLEMENTACE, INTERPRET A KONTROLA 
SHODY 
6.1 REPREZENTACE IMPLEMENTACE BINÁRNÍM VEKTOREM 
Pro potřeby automatického vývoje algoritmů - implementací s použitím 
genetického programování, je vhodné navrhnout obecný zápis algoritmů - 
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implementací genetickým jazykem a softwarové prostředí, které je schopno tímto 
genetickým jazykem zapsané algoritmy provádět - interpret. Cílem návrhu je 
algoritmus zapsaný genetickým jazykem, který by měl mít tyto vlastnosti [15]: 
• Jednoduchost zápisu (při nesplnění požadavku se prudce zvyšuje výpočetní 
zátěž), 
• robustnost (při nesplnění požadavku hrozí zablokování celého algoritmu při 
jediné chybě v algoritmu), 
• optimální variabilita zápisu (nízká variabilita, nebo příliš vysoká variabilita 
vede k problémům při dosažení cíle –  nedostatek nebo velký nárůst 
kombinací), 
• upřednostnění paralelního zpracování před sekvenčním nebo procedurálním 
(Několik paralelních současně běžících větví algoritmu může dojít k 
výsledku různými cestami a přitom nehrozí zablokování celého 
algoritmu chybou jediné větve – viz robustnost.), 
• realizovaný algoritmus by měl být deterministický, aby bylo možné vždy dojít 
ke stejnému výsledku při stejných vstupních datech, 
• zapsaný algoritmus by měl být pokud možno do jisté míry čitelný i pro 
člověka, aby byl schopen zpětně pochopit a analyzovat vnitřní chování 
algoritmu nebo jej následně ručně opravovat či dooptimalizovat 
(nepřehledné a složité zápisy algoritmu neumožňují další ruční 
zdokonalování, úpravy nebo jen pouhou analýzu vnitřního chování), 
• celý systém (zapsaná implementace + její interpret) by měl být schopen 
realizovat libovolný myslitelný (deterministický) algoritmus včetně 
virtuální emulace sama sebe, např. měl by být schopen emulovat 
libovolný známý počítačový mikroprocesor a program na něm běžící v 
jazyce tohoto mikroprocesoru (v mezích technické realizovatelnosti dle 
časové a kapacitní náročnosti – teoretická proveditelnost). 
Ke splnění výše uvedených předpokladů se velmi blíží návrh, který je 
popsán v následující kapitole. Protože je tento návrh založen na 
periodickém zpracování informací, které jsou atomizovány na jednotlivé 
bity (jsou reprezentovány řadou buněk) a následně jsou dále 
zpracovávány pomocí logických funkcí, je tento systém nazýván 
„Celulární procesor logických funkcí“. 
 
6.2 CELULÁRNÍ PROCESOR LOGICKÝCH FUNKCÍ 
 Celulární procesor logických funkcí je používán pro výpočet vhodnosti jedinců 
během evolučního procesu (po nalezení hledané implementace slouží také k 
provádění zakódovaného algoritmu) a jeho základní stavební jednotkou je jedna 
buňka Bn,k, která v součinnosti s ostatními buňkami tvoří jednorozměrný buněčný 
automat s absolutním adresovým prostorem v rozsahu 
 < 0,  nmax > [16]. Ve skutečnosti se nejedná přímo o klasický buněčný automat, 
protože není splněna podmínka homogenity ve všech ohledech, a protože jednotlivé 
buňky mohou obsahovat jinou přenosovou funkci a mohou mít i různé spoje na 
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okolní buňky. Ostatní vlastnosti již dostatečně odpovídají vlastnostem buněčného 
automatu. 
  Během procesu evoluce u genetického programování, každý člen populace 
(každý člen Generace) je současně i kandidátem na řešení algoritmu a jedná se o 
binární vektor složený z buněk, kde každá z nich obsahuje binární informaci o svém 
aktuálním výstupu a jako celek určují chování hledaného algoritmu (implementace) 
tak, že se generují výstupy z předložených vstupů během opakování určitého počtu 
cyklů. 
V již realizovaném programu, který provádí párování specifikací s 
implementacemi je každá z buněk Bn,k kódována 32 bity a představuje binární 
informaci (její výstup) [20]: 
• 1 bit: aktuální platná hodnota vypočítaná pro aktuální krok “k” vyjádřená jako 
( ) ( ){ }22, 1,0∈kny
, (6.2.1) 
• 1 bit: předchozí platná hodnota výstupu buňky z předchozího kroku “k-1” 
vyjádřená jako       ( ) ( ){ }221, 1,0∈−kny , (6.2.2) 
• 11 bitů: relativní adresa ukazující na první okolní buňku 
an = < -(nmax+1)/2 , +(nmax+1)/2 - 1> ,  (6.2.3) 
• 11 bitů: relativní adresa ukazující na druhou okolní buňku 
bn = < -(nmax+1)/2 , +(nmax+1)/2 - 1>, (6.2.4) 
• 8 bitů: logická funkce Fn kódovaná 8mi-bitovou tabulkou (jeden bajt) 
Fn = [fn,0, fn,1, fn,2, fn,3, fn,4, fn,5, fn,6, fn,7 ] =  < (0)10 , (255)10 >. (6.2.5) 
 
Tab. 6.2.1 Příklady 8mi-bitových Fn funkcí a logických operací které reprezentují. 
 
(0)10 
yn,k = 0 
 
(255)10 
yn,k = 1 
 
(85)10 nebo (51)10 
yn,k = NOT(ya,k-1) 
yn,k = NOT(yb,k-1) 
 
(178)10 
S = ya,k-1 , R = yb,k-1 
yn,k = Q 
 
(136)10 
yn,k = 
 AND(ya,k-1 , yb,k-1) 
 
(238)10 
yn,k = 
 OR(ya,k-1 , yb,k-1) 
AND
 
(119)10 
yn,k = 
 NAND(ya,k-1 , yb,k-1) 
 
(184)10 
data = ya,k-1 , 
write = yb,k-1 , 
yn,k = out 
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Během každého iteračního kroku „k“ všechny nové hodnoty výstupů každé buňky 
Bn,k jsou vypočítávány z předchozí hodnoty výstupu první okolní buňky Bn+an,k-1 
(adresu buňky A vypočítáme z n + an), z předchozí hodnoty výstupu druhé okolní 
buňky Bn+bn,k-1 (adresu buňky B vypočítáme z n + bn) a z předchozí hodnoty výstupu 
buňky Bn,k-1 samotné. Všechny tyto tři binární hodnoty tvoří adresu v tabulce (0 … 
7) která určuje novou výstupní hodnotu (fn,0 … fn,7) buňky Bn,k z 8mi-bitové tabulky 
Fn [19]. Funkce Fn popisuje pomocí svých osmi bitů logickou operaci, která se 
provádí se vstupy yn+an,k-1, yn+bn,k-1 a yn,k-1.  
Příklady několika takových funkcí a logických operací, které se k nim vztahují, 
jsou uvedeny v tabulce Tab. 6.2.1. V této tabulce ya,k-1 = yn+an,k-1 a yb,k-1 = yn+bn,k-1. 
Vyčerpávající seznam všech Fn funkcí s číselnou hodnotou 0 – 255 a jejich 
přidružených logických operací je uveden v příloze A u nezkrácené verze dizertační 
práce. 
 
 
Obr. 6.2.1 Znázornění struktury nalezené implementace 
 
Jakmile je nalezena hledaná implementace, která odpovídá zadané specifikaci, 
nastavení všech buněk v implementaci lze znázornit určitou strukturou. Struktura 
implementace je tvořena díky nastavení relativních adres an a bn každé buňky a 
jejich funkcí Fn. Příklad jak by mohla vypadat struktura implementace je znázorněn 
na obrázku Obr. 6.2.1. 
 
6.3 MATEMATICKÝ POPIS CELULÁRNÍHO PROCESORU 
LOGICKÝCH FUNKCÍ 
Stavová matice Yk celulárního procesoru logických funkcí obsahující aktuální 
binární hodnoty všech buněk v kroku „k“ [15]: 
 
 
[ ]knkkkk yyyyY max,,2,1,0 L= ,    ( ) ( ){ }22, 1,0∈kny  (6.3.1) 
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Matice F obsahující logické funkce všech buněk vyjádřené pravdivostními 
tabulkami v matici F: 
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 (6.3.2) 
Čtvercová matice V obsahující vazby na okolní buňky zakódované v 
koeficientech uvnitř matice, sloužící pro sběr výstupů z okolních buněk: 
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,          pro vn,j platí: 
 (6.3.3) 
• Buňka na pozici n přijímá výstup z jiné buňky na pozici na  => 
0
,
2=
ann
v
,  
 (6.3.4) 
• buňka na pozici n přijímá výstup z jiné buňky na pozici nb  => 
1
,
2=
bnn
v
, 
 (6.3.5) 
• buňka nemá žádnou další vazbu (maximum jsou 2 vazby, minimum je 0 
      vazeb)  => 0, =jnv .  (6.3.6) 
 
Matice Pk obsahující vypočtené indexy pro výběr nové aktuální binární hodnoty 
všech buněk z matice logických funkcí F pravdivostních tabulek:  
 [ ]knkkkk iiiiP max,,2,1,0 L= ,   ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ){ }1010101010101010, 7,6,5,4,3,2,1,0∈kni  
 (6.3.7) 
Transformační matice Tn,k(i) obsahující výpočet koeficientů pro převod indexů in,k 
z desítkové soustavy (0, 1, 2, …, 7) na konkrétní vybranou hodnotu z pravdivostní 
tabulky: 
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 (6.3.8) 
Všechny výsledné matice Tn,k lze sdružit transponovaně do celkové matice 
 
         
[ ]TknTkTkTkk TTTTT max,,2,1,0 L=  (6.3.9) 
k pozdějšímu použití pro skalární součin matic. 
 
Průběh výpočtu přechodu z předchozího stavu celulárního logického procesoru Yk 
do nového stavu Yk+1: 
• Pro výpočet všech indexů (které obsahuje matice Pk) výběru nového výstupu 
Yk+1 z pravdivostních tabulek Pk v kroku „k“ se provede maticová operace násobení 
dvou matic: 
 
VYP kk =
 (6.3.10) 
• pro každý ze vzniklých indexů in,k matice Pk se vypočítá transformační matice 
Tn,k(in,k) a sdruží se jako transponované prvky Tn,kT v matici Tk, - viz (6.3.8) a 
(6.3.9). 
• Dle vypočítaných indexů in,k matice převedených na transformační matice v 
matici Tk s pomocí skalárního součinu matic Tn,k s pravdivostními tabulkami 
logických funkcí Fn vyjádřených v matici F se provede výběr nových hodnot yn,k+1: 
 n
T
knknk FTyY ⋅=++ ,1,1 :  (6.3.11) 
 
7  APLIKACE GENALG 
7.1 APLIKACE PRO REALIZACI PÁROVACÍHO SYSTÉMU 
Párovací systém je ve své podstatě založen na vyhledávání implementací pomocí 
genetického programování porovnáváním této implementace se svou zdrojovou 
specifikací tak dlouho, dokud se neshodují.  V rámci této práce byl vyvinut program 
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„GenAlg“ jehož úkolem je provádět stejnou operaci jakou by měl v operačním 
systému nové generace vykonávat párovací systém. 
Genetické programování je založeno na mnohonásobném opakování cyklů 
programového kódu, takže jeho výsledná výkonnost a mnohdy i použitelnost závisí 
na tom, jak úsporně je kód naprogramován. Čím méně programových instrukcí bude 
v hlavním cyklu prováděno, tím lépe. Při běhu aplikace se ve velké míře operuje 
hlavně s elementárními jednotkami informace – jednotlivými bity a spolu s 
požadavkem na nejvyšší možnou dosažitelnou rychlost a úspornost prováděného 
programu tedy platí, že nejvhodnějším programovacím jazykem je v tomto případě 
právě assemblerový kód, který se v praxi používá hlavně na časově a výkonově 
kritické procesy (což je tento případ). Pro tyto účely byl zvolen vývojový nástroj 
MASM32 SDK V10 pro CPU x86 v grafickém prostředí Win32API, což zaručuje 
dobrou kompatibilitu s rodinou 32bitových operačních systémů Microsoft Windows 
[18]. Současná verze programu GenAlg je však odladěna pro chod v operačním 
systému Windows 7 (pravděpodobně i pro Windows Vista). Je známo, že ve starším 
operačním systému Windows XP neběží program spolehlivě. Nekompatibilita s 
Windows XP byla zjištěna až později a není v současné době smysluplné provést 
odladění i pro Windows XP. Důvodem je, že samotný běh programu „GenAlg“ a 
párování implementací se specifikacemi je časově a výkonově náročné. Většina 
výkonově dostatečných počítačů již novější Windows 7 obsahuje a na starších 
počítačích by program stejně kvůli pomalému hledání nemělo smysl spouštět. Pro 
spouštění programu „GenAlg“ by měl být použit počítač, který má procesor 
výkonově odpovídající alespoň procesoru Intel Core i5. Doporučuje se však i 
výkonnější procesor, jako například nejnovější procesor Intel Core i7 s architekturou 
Ivy Bridge (leden 2013). Tento procesor byl rovněž použit pro vývoj programu a pro 
následné získávání zkušeností při práci na příkladech evolučním procesem 
nalezených implementací. 
 
7.2 ALGORITMUS OVĚŘENÍ SHODY IMPLEMENTACE SE 
SPECIFIKACÍ 
Velmi důležitou částí celého evolučního procesu je ověřování míry shody výstupů 
z nalezených implementací s jejími očekávanými výstupy, které jsou uvedeny v 
přidružené specifikaci. Informace získané v této fázi významným způsobem 
ovlivňují celý další proces a způsob, jakým je s jednotlivými implementacemi 
zacházeno. Míra shody je oceňována počtem bodů, které odpovídají počtu binárních 
výstupů shodných s výstupy uvedenými ve specifikaci, pro každý jednotlivý případ 
a v každém iteračním kroku ve kterém je sledování shody aktivní. Platí, že čím 
vyššího bodového hodnocení shody (fitness) je dosaženo, tím více se aktuální 
chování právě oceňované implementace shoduje. Pokud je dosaženo nejvyšší možné 
hodnoty, lze říci, že cílová implementace byla nalezena a ze strany uživatele je 
možné celý evoluční proces ukončit. 
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Obr. 7.2.1 Schematické znázornění procesu výpočtu míry shody - fitness. 
 
Na obrázku 7.2.1 je zobrazen příklad procesu výpočtu shody (fitness), kde je pro 
porovnání použita specifikace popisující 8 různých stavů (párů vstup – výstup). Na 
první 4 buňky celulárního procesoru logických funkcí jsou přivedeny vstupy ze 
specifikace X1 – X4 a provede se reset čímž se všechny ostaní buňky (kromě těch 
vstupních) nastaví na výstupní hodnotu 0. Dále v příkladu na obrázku následuje 9 
cyklů celulárního procesoru (k = 1 .. k = 9), kdy se provádí v buňkách práve uložená 
implementace generující výstupy na výstupních buňkách Y1 – Y5. Pro výpočet míry 
shody se používají pouze ty výstupy, které přísluší ke krokům označené jako 
“ustálený stav“ (k = 5 .. k = 9) a tyto se během každého z těchto cyklů porovnávají s 
očekávanými výstupy které jsou uvedeny ve specifikaci. Za každou takovou shodu 
se přičte jeden bod, v případě neshody se nepřičítá nic. Po dokončení jednoho 
případu specifikace, se přejde k dalšímu případu a do pracovních vstupů a výstupů 
specifikace se načtou nové hodnoty které budou použity pro dalších 9 iteračních 
cyklů. Na začátku iterací každého případu ze specifikace se provádí reset aby 
výstupy všech buněk začínaly v přesně definovaném stavu – v tomto případě budou 
během k = 0 na výstupech všech buněk samé nuly. Vyobrazený sumátor sečte počet 
všech shod během všech kroků ustálených stavů a během všech uvedených 8mi 
případů ve specifikaci a výsledná hodnota se uloží jako „fitness“ (míra shody) 
prověřované implementace. Všechny hodnoty na obrázku jsou uvedeny jen jako 
příklad. 
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7.3 DEKODÉR PRO PŘEVOD 3-BITOVÉ INFORMACE NA 8-BITOVOU 
Jedním z prvních algoritmů, který byl použit během vývoje aplikace GenAlg byla 
nadefinována specifikace pro dekodér pro převod 3-bitové informace na 8-bitovou. 
Na obrázku Obr. 7.3.1 je zobrazen podobný dekodér, jako který je použit v tomto 
příkladu a jenž se běžně vyskytuje v digitální technice. Příklad byl zjednodušen a 
signál „enable“ zde není realizován [22]. 
Byla připravena specifikace definující všechny případy vstupů a očekávaných 
výstupů pro dekodér 74LS138. Počet buněk pro jednu implementaci byl nastaven na 
64 a bylo použito 1000 binárních vektorů pro hledání cílových implementací. 
Poté co proces hledání běžel přibližně 5 hodin a proběhlo asi 9233 evolučních 
kroků, bylo dosaženo nejvyšší možné shody – 704 bodů shody. Po exportování 
jedné vybrané implementace, tato je vyobrazena na obrázku Obr. 7.3.2 
 
 
Obr. 7.3.1 Dekodér pro převod 3-bitové informace na 8-bitovou v digitální technice 
 
 
Obr. 7.3.2 Obsah exportované implementace, která se shoduje se specifikací 
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7.4 DEKODÉR ČÍSELNÉ INFORMACE PRO 7 SEGMENTŮ 
V tomto příkladu se hledá algoritmus (reprezentovaný binárním vektorem který je 
určen pro spouštění v celulárním procesoru logických funkcí), jenž popisuje chování 
logického obvodu dekodéru číselné informace zobrazované pomocí 7mi segmentů 
(čárkami LED zobrazovače, displeje) [23]. 
 
 
Obr. 7.4.1 Nalezený algoritmus shodující se na 100% s předloženou definicí 
 
Pro běh procesu evoluce během genetického programování byly zvoleny tyto 
parametry: 
• 8 paralelně běžících evolucí (na procesoru Intel CORE i5 – 4 jádra, 8 vláken), 
• 2000 binárních vektorů v každé evoluci (celkem tedy 16000 jedinců), 
• 64 buněk v každém vektoru, 
• z definice hledaného algoritmu vyplývají 4 vstupní buňky pro kódování číslic 
0 až 9 a 7 výstupních buněk pro jednotlivé LED segmenty, 
• zvoleno 12 kroků celulárního procesoru logických funkcí pro ustálení hodnot 
na výstupních buňkách (pro odeznění přechodového děje), 
• Vypočítaný počet shod, kterých musí být dosaženo, aby se chování algoritmu 
na 100% shodovalo s hledaným algoritmem, odpovídá číslu 770 bodů 
(= 11 cyklů pro ustálení hodnoty výstupů * 10 číslic které lze zobrazit 
* 7 LED segmentů). 
Po exportování jedné vybrané implementace, tato je vyobrazena na obrázku 
Obr. 7.4.1. 
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7.5 INDUKCE ČÍSELNÉ ŘADY – NÁSOBENÍ 3MI 
Jako další příklad pro ověření správné funkčnosti párovacího systému byla 
zvolena indukce číselné řady [24]. Rozdílem oproti předchozím případům je to, že 
dle připravené specifikace se nejedná už jen o pouhý přenos, nebo konverzi 
informace z jednoho formátu do druhého, dochází zde ke složitějšímu procesu. 
Pokud například máme popsány ve specifikaci všechny možné případy, které mohou 
kdy nastat - formou tabulky všech možných vstupů a odpovídajících výstupů, není 
chování nalezené implementace tak překvapivé. Jakmile je taková implementace 
nalezena a její chování se shoduje ve všech popsaných bodech s chováním 
popsaným ve specifikaci, bude to jen prosté opakování nalezených vzorů. 
Tab. 7.5.1 Tabulka všech vstupních a výstupních hodnot včetně chybějících výstupů, které 
jsou zde označeny jako „?“ 
 
 
   Mnohem zajímavější je však případ, kdy chování hledané implementace je ve 
specifikaci popsáno neúplným počtem případů a nalezená implementace se chová 
očekávaným a správným způsobem i pro ty případy, které původně ve specifikaci 
nebyly uvedeny (Tabulka Tab. 7.5.1). Tento mechanismus je znám jako princip 
indukce a skrývá se za ním již chování, které se vyznačuje určitou mírou inteligence. 
Toto chování nemá už nic společného s pouhým opakováním naučených vzorů. V 
úplné verzi dizertační práce jsou uvedeny použité parametry pro hledání i nalezené 
řešení. 
 
7.6 IDENTIFIKACE TYPŮ ASCII ZNAKŮ ZE 7MI BINÁRNÍCH VSTUPŮ 
Cílem hledané implementace je v tomto příkladě to, aby implementace dokázala 
spolehlivě identifikovat ASCII znaky ze 7mi binárních vstupů a přiřadit je do 
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správné kategorie znaků podle předem nadefinované tabulky [25]. Protože se zdálo, 
že hledání řešení pro všechny uvedené kategorie trvalo příliš dlouho a nebylo jisté, 
jestli se podaří nalézt řešení pro všechny kategorie, byl problém zjednodušen dle 
tabulky Tab. 7.6.1 a závorky byly převedeny do kategorie „ostatní“. V úplné verzi 
dizertační práce jsou uvedeny použité parametry pro hledání i nalezené řešení. 
 
Tab. 7.6.1 Rozdělení znaků ASCII tabulky pro identifikaci po zjednodušení 
řídící kódy znaky 
mezery 
matematické 
znaky čísla 
velká 
písmena 
malá 
písmena ostatní 
ASCII 0 
 
ASCII 
32 ! 0 A a " 
ASCII 1 _ % 1 B b # 
ASCII 2  & 2 C c $ 
ASCII 3  * 3 D d ‘ 
ASCII 4  + 4 E e ? 
ASCII 5  , 5 F f @ 
ASCII 6  - 6 G g \ 
ASCII 7  . 7 H h ' 
ASCII 8  / 8 I i ASCII 127 
ASCII 9  : 9 J j ( 
ASCII 10  ;  K k [ 
ASCII 11  <  L l { 
ASCII 12  =  M m ) 
ASCII 13  >  N n ] 
ASCII 14  ^  O o } 
ASCII 15  |  P p  
ASCII 16  ~  Q q  
ASCII 17    R r  
ASCII 18    S s  
ASCII 19    T t  
ASCII 20    U u  
ASCII 21    V v  
ASCII 22    W w  
ASCII 23    X x  
ASCII 24    Y y  
ASCII 25 
- ASCII 31    Z z  
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8  ZÁVĚR 
Z původně velkorysého záměru vyvinout zcela nový druh operačního systému, 
který by se průběžně vyvíjel podle momentálních potřeb uživatele a podle vhodným 
způsobem formulovaných cílů a individuálních přání kam se má vývoj systému 
ubírat, se vývoj aplikace v rámci dizertační práce omezil jen na počáteční fázi 
vývoje.  
Určitého pokroku bylo v předložené práci dosaženo, několik jednoduchých 
příkladů automatického vývoje algoritmů bylo nalezeno. Vývoj nového typu 
reprezentace algoritmů a odpovídajícího prostředí, ve kterém lze tyto algoritmy 
opakovaně spouštět, bylo k dosažení tohoto cíle také nezbytné a byl splněn. 
Prostředí celulárního procesoru logických funkcí je v této práci dostatečně popsáno i 
s pomocí matematického jazyka. Co se vývoje samotné aplikace psané v 
assemblerovém jazyce procesoru x86 týče, tuto aplikaci je možné dále rozšiřovat a 
její architektura je zvolena co možná nejotevřeněji, aby ji bylo možno použít později 
i jako subsystém v mnohem větším, navazujícím projektu, například v projektu 
umělé evoluce operačního systému nebo pro individuální specializované aplikace 
(datamining, šifrování dat, komprimace dat, optimalizace procesů, rozpoznávání 
obrazu, atd.). 
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ABSTRAKT 
 
Hlavním cílem této práce je představit nové myšlenky, jak obvyklé postupy pro 
návrh operačního systému a přidruženého software mohou být vylepšeny aby se 
staly součástí automatizovaného vývoje software. Obecně se předpokládá, že 
algoritmy nalezené pomocí genetického programování nemohou být použity pro 
přesné výpočty, ale jen pro přibližná řešení. Je představeno několik příkladů jak lze 
při evoluci software přesto dosáhnout přiměřené přesnosti. Pro dosažení tohoto cíle 
jsou vlastnosti stromově orientovaných struktur spolu s postupy používanými u 
buněčných automatů spojeny do nového slibného přístupu, který slučuje výhody 
obou metod. Byla vyvinuta aplikace založená na těchto nových postupech a 
předpokládá se její budoucí využití v procesu automatizovaného vývoje software. 
 
 
 
 
ABSTRACT 
 
The main goal of the work is to introduce new ideas how traditional approaches 
for designing an operation system and associated software can be improved to be a 
part of automatic software evolution. It is generally supposed that algorithms found 
by the genetic programming processes cannot be used for exact calculations but only 
for approximate solutions. Several examples of software evolution are introduced, to 
show that quite precise solutions can be achieved. To reach this goal, characteristics 
of tree-like structures with approaches based on cellular automata features are 
combined in a new promising technique of algorithm representation, joining benefits 
of both concepts. An application has been developed based on these new genetic 
programming concepts and it is supposed it can be a part of a future automatic 
software evolution process. 
 
