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Abstract
A characterization of the two functions f (x, y) and g(x, y) in the (f, g)-inversion is presented. As an
application to the theory of hypergeometric series, a general bibasic summation formula determined by such
two functions f (x, y) and g(x, y) as well as four arbitrary sequences is obtained which unifies the bibasic
summation formulas of Gasper and Rahman, Chu, and Macdonald. Furthermore, an alternative proof of
the (f, g)-inversion derived from the (f, g)-summation formula is presented. A bilateral (f, g)-inversion
containing Schlosser’s bilateral matrix inversion as a special case is also obtained.
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1. Introduction
As a basic technique, matrix inversions over the complex field C play a very important role
in the theory of basic hypergeometric series [4–11,16–20,23–26]. Recall that a matrix inversion
is defined to be a pair of infinite lower triangular matrices F = (fn,k)n,k∈Z and G = (gn,k)n,k∈Z
satisfying
n∑
i=k
fn,igi,k = δn,k,
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integers. Regarding possibly applications to the bilateral basic hypergeometric series [25], we
are not requiring that two such matrices F and G are lower triangular except that
∑
i∈Z
fn,igi,k = δn,k.
If so, then it is called a bilateral matrix inversion. In this case, since the sum on the left will
be infinite, we require suitable convergence conditions to hold. In [21], we have established the
following matrix inversion, named the (f, g)-inversion.
Theorem 1. Let f (x, y) and g(x, y) be two arbitrary functions over the complex field C in vari-
ables x, y. Suppose that g(x, y) is antisymmetric, i.e., g(x, y) = −g(y, x). Let F = (fn,k)n,k∈Z
and G = (gn,k)n,k∈Z be two lower triangular matrices with entries given by
fn,k =
∏n−1
i=k f (xi, bk)∏n
i=k+1 g(bi, bk)
and (1.1)
gn,k = f (xk, bk)
f (xn, bn)
∏n
i=k+1 f (xi, bn)∏n−1
i=k g(bi, bn)
, respectively. (1.2)
Then F = (fn,k)n,k∈Z and G = (gn,k)n,k∈Z is a matrix inversion if and only if f (x, y) ∈ KerL(g)3
or f (x, y) ∈ KerL3, where KerL3 denotes the set of functions f (x, y) satisfying that for any
a, b, c, x ∈ C,
f (a, b)f (x, c)− f (a, c)f (x, b)+ f (b, c)f (x, a) = 0, (1.3)
and in general, for given g(x, y), KerL(g)3 denotes the set of functions f (x, y) satisfying that for
any a, b, c, x ∈ C,
g(a, b)f (x, c)− g(a, c)f (x, b)+ g(b, c)f (x, a) = 0. (1.4)
Our results in [21] state that the (f, g)-inversion covers all known matrix inversions such as
the Gould–Hsu formula [17] and its q-analogue due to Carlitz [6], the Krattenthaler inversion
formula [20], and Warnaar’s elliptic matrix inversion [28]. The aim of this paper, as the further
developments in work of [21], are twofold. Firstly, we will give a characterization of f (x, y) and
g(x, y) such that f (x, y) ∈ KerL(g)3 , which was left as an open problem in [21]. The answer is
presented in Section 2. Secondly, we will set up a rather general summation formula via such a
pair of functions f (x, y) and g(x, y), for this we call it the (f, g)-summation formula. Later as
we will see, this summation formula unifies all known bibasic summation formulas due to several
authors [1,3,8,14,15,27,28], which are extensions of Jackson’s q-analogue of Whipple’s summa-
tion formula for a terminating very-well-poised balanced 8φ7 [14, 2.6.2]. For a good survey
about this kind of summation formulas, we refer the reader to the book of Gasper and Rahman
[14, Sections 3.6–3.7] and for their U(n+ 1)-extensions to [3,22]. Furthermore, by means of
the (f, g)-summation formula, we obtain a very short proof of the (f, g)-inversion and a general
bilateral (f, g)-inversion containing the bilateral matrix inversion of Schlosser [25] as a special
case, both are presented in Section 3.
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the setting of double Laurent series over the complex field C, and use the notation C{x, y} to
denote the set of convergence double Laurent series in x, y, i.e., finite or infinite but convergence
summation of the form ∑
i,j∈Z
a(i, j)xiyj , a(i, j) ∈ C,
that is, the rectangular partial sums Sm,n, defined by
Sm,n =
∑
|i|<m, |j |<n
a(i, j)xiyj ,
convergent to certain function S(x, y), namely say, |Sm,n−S(x, y)| → 0 as m,n → ∞. For more
details we refer the reader to [13, Chapter 10] and [29], from which we see that C{x, y} contains
the basic double hypergeometric series and the field C((x))((y)) of double Laurent series as two
subsets. In the meantime, a summation of the form
∑n
i=−m ai is called a bilateral summation if
m,n > 0. As usual, we employ the following standard notations for the q-shifted factorial:
(a;q)n =
n−1∏
i=0
(
1 − aqi), (a;q)∞ = ∞∏
i=0
(
1 − aqi),
(a1, a2, . . . , am;q)n = (a1;q)n(a2;q)n · · · (am;q)n.
2. The characterizations of KerL3 and KerL(g)3
In this section, we will characterize the two nonzero functions f (x, y) and g(x, y) such that
f (x, y) ∈ KerL(g)3 , which forms a (f, g)-inversion. For this, we first need some notation and
preliminaries.
Definition 1. Let f (x, y) and g(x, y) be two arbitrary nonzero functions over C in variables x, y.
Suppose that for all four numbers a, b, c, x,
g(a, b)f (x, c)− g(a, c)f (x, b)+ g(b, c)f (x, a) = 0, (2.1)
then f (x, y) is called orthogonal to g(x, y). In particular, f (x, y) is called self-orthogonal if
f (x, y) is orthogonal to itself.
Write f (x, y)⊥g(x, y), or in short, f⊥g if f (x, y) is orthogonal to g(x, y). As it stands,
f⊥g does not mean g⊥f . This definition allows us to rewrite
KerL3 =
{
f (x, y)|f⊥f }, KerL(g)3 = {f (x, y)|f⊥g}.
Since the set KerL(g)3 is crucial for a successful application of the (f, g)-inversion, it is necessary
to find the explicit expressions of two such f (x, y) and g(x, y). One way of doing so is within
the set C{x, y} of double Laurent series. At first, we need
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integers m, i, j, k ∈ Z,
λ(m, i)λ(k, j)− λ(k, i)λ(m, j) + λ(k,m)λ(i, j) = 0. (2.2)
Start with (2.2). It is easily shown that the function f (x, y) is antisymmetric, i.e., f (x, y) =
−f (y, x).
Lemma 2. Let g(x, y) =∑∞i,j=−∞ c(i, j)xiyj , f (x, y) =∑∞i,j=−∞ λ(i, j)xiyj ∈ C{x, y}. Then
f⊥g if and only if for any integers m, i, j, k ∈ Z,
c(m, i)λ(k, j) − c(m, j)λ(k, i) + c(i, j)λ(k,m) = 0. (2.3)
Before we give the explicit expressions of the two functions f (x, y) and g(x, y) such that
f⊥g, it is better for us to work out any connection between g⊥g and f⊥g. This idea prompted
us to set up
Lemma 3. Let g(x, y) =∑∞i,j=−∞ c(i, j)xiyj = 0 ∈ C{x, y}. Then g⊥g if and only if there are
at least two integers m0, k0, such that c(m0, k0) = 0 and
c(m0, k0)c(i, j)− c(m0, i)c(k0, j)+ c(m0, j)c(k0, i) = 0 (2.4)
for arbitrary i, j ∈ Z.
Proof. Obviously, since g(x, y) = 0, there is at least one nonzero coefficient, say c(m0, k0). If
g⊥g, then (2.4) follows from Definition 1. Conversely, assume that (2.4) holds for certain two
integers m0, k0 and arbitrary i, j . Without any loss of generality, let c(m0, k0) = 1. Thus, for any
quadruple of fixed i, j, i1, j1 ∈ Z, there must hold that
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
c(i, j) = c(m0, j)c(i, k0)− c(k0, j)c(i,m0);
c(i1, j1) = c(m0, j1)c(i1, k0)− c(k0, j1)c(i1,m0);
c(i, i1) = c(m0, i1)c(i, k0)− c(k0, i1)c(i,m0);
c(j, j1) = c(m0, j1)c(j, k0)− c(k0, j1)c(j,m0);
c(i, j1) = c(m0, j1)c(i, k0)− c(k0, j1)c(i,m0);
c(i1, j) = c(m0, j)c(i1, k0)− c(k0, j)c(i1,m0).
Set
c(m0, i) = x1, c(m0, j) = x2, c(m0, i1) = x3, c(m0, j1) = x4;
c(k0, i) = −y1, c(k0, j) = −y2, c(k0, i1) = −y3, c(k0, j1) = −y4.
Insert these into the preceding relations to arrive at
c(i, j) = x2y1 − x1y2, c(i, i1) = x3y1 − x1y3, c(i, j1) = x4y1 − x1y4;
c(i1, j1) = x4y3 − x3y4, c(j, j1) = x4y2 − x2y4, c(i1, j) = x2y3 − x3y2.
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c(i1, j1)c(i, j)− c(i1, j)c(i, j1)+ c(j1, j)c(i, i1) = 0,
which means that g⊥g. This gives the complete proof of the lemma. 
The next lemma describes a connection between g⊥g and f⊥g.
Lemma 4. Let f (x, y) = ∑∞i,j=−∞ λ(i, j)xiyj , g(x, y) = ∑∞i,j=−∞ c(i, j)xiyj ∈ C{x, y} be
two nonzero double Laurent series, g(x, y) = −g(y, x). Then g⊥g provided that f⊥g.
Proof. Since g(x, y) = 0, there must exist at least one nonzero coefficient, say c(m0, k0). Under
this case, solving f⊥g , i.e.,
c(m,k)λ(i, j) − c(m, j)λ(i, k)+ c(k, j)λ(i,m) = 0, (2.5)
immediately gives that for arbitrary i, j ,
λ(i, j) = c(m0, j)λ(i, k0)+ c(j, k0)λ(i,m0)
c(m0, k0)
. (2.6)
Replace each λ(i, j) in (2.5) by (2.6) and then rearrange the corresponding result to get
λ(k, k0)
c(m0, k0)
[
c(m, i)c(m0, j)− c(m, j)c(m0, i)+ c(i, j)c(m0,m)
]
+ λ(k,m0)
c(m0, k0)
[
c(m, i)c(j, k0)− c(m, j)c(i, k0)+ c(i, j)c(m, k0)
]= 0. (2.7)
Note that k,m, i, j are arbitrary and f (x, y) is also nonzero, there is at least an integer k, such
that λ(k, k0) = 0 or λ(k,m0) = 0. Without any loss of generality, suppose λ(k, k0) = 0. Now,
set j = k0. Since c(k0, k0) = 0, which follows from g(x, y) = −g(y, x), it is easily seen that the
second sum in the left-hand side of (2.7) vanishes. So the result is that for arbitrary i,m ∈ Z,
λ(k, k0)
c(m0, k0)
[
c(m, i)c(m0, k0)− c(m,k0)c(m0, i)+ c(i, k0)c(m0,m)
]= 0,
which is equivalent to
c(m, i)c(m0, k0)− c(m,k0)c(m0, i)+ c(i, k0)c(m0,m) = 0.
By Lemma 3, we have that g(x, y) ∈ KerL3. As desired. 
Actually, Lemma 4 provides a necessary condition for two such functions f (x, y) and g(x, y)
that f⊥g. These lemmas combine to make it possible to find the explicit expressions of both
f (x, y) and g(x, y). In what follows, it is always assumed that g⊥g.
232 X. Ma / Advances in Applied Mathematics 38 (2007) 227–257Theorem 2. Suppose that f (x, y) =∑+∞i,j=−∞ λ(i, j)xiyj ∈ C{x, y} be a nonzero double Lau-
rent series. Then f⊥f if and only if there exist two integers m0, k0 and two complex sequences
{pi}i∈Z and {qi}i∈Z such that pm0 = 0, qk0 = 0, and pk0 = −qm0 = 0,
f (x, y) = P(x)Q(y) − P(y)Q(x), (2.8)
where P(x) =∑+∞i=−∞ pixi,Q(x) = 1qm0 ∑+∞i=−∞ qixi .
Proof. By Lemma 1, we see that f⊥f is equal to
λ(i, j)λ(m,k)+ λ(i, k)λ(j,m)− λ(i,m)λ(j, k) = 0. (2.9)
Since f (x, y) = 0, there must exist two integers, say m0 and k0, such that λ(m0, k0) = 0. In this
case, it is easy to derive from (2.9)
λ(i, j) = λ(i,m0)λ(j, k0)− λ(i, k0)λ(j,m0)
λ(m0, k0)
. (2.10)
Next, we proceed to show the theorem in question by proving that (2.9) is equivalent to (2.10)
and then expressing the desired function f (x, y), with the help of (2.10), in terms of generating
function. At first, by Definition 1, it is easily seen that (2.9) implies (2.10). We need only to
show that (2.9) can be deduced from (2.10). To do this, replace each λ(•,•) in the left-hand side
of (2.9) by (2.10) to calculate
λ(i, j)λ(m,k)+ λ(i, k)λ(j,m)− λ(i,m)λ(j, k)
= λ(i,m0)λ(j, k0)− λ(i, k0)λ(j,m0)
λ(m0, k0)
· λ(m,m0)λ(k, k0)− λ(m,k0)λ(k,m0)
λ(m0, k0)
− λ(i,m0)λ(k, k0)− λ(i, k0)λ(k,m0)
λ(m0, k0)
· λ(j,m0)λ(m,k0)− λ(j, k0)λ(m,m0)
λ(m0, k0)
+ λ(i,m0)λ(m,k0)− λ(i, k0)λ(m,m0)
λ(m0, k0)
· λ(j,m0)λ(k, k0)− λ(j, k0)λ(k,m0)
λ(m0, k0)
.
Now, expand and rearrange the right-hand side of this identity to arrive at
λ(i, j)λ(m,k)+ λ(i, k)λ(j,m)− λ(i,m)λ(j, k)
= λ(i,m0)λ(k, k0)
λ(m0, k0)2
[
λ(j, k0)λ(m,m0)+ λ(j,m0)λ(m,k0)− λ(m,k0)λ(j,m0)
]
− λ(i,m0)λ(j, k0)
λ(m0, k0)2
[
λ(m,k0)λ(k,m0)+ λ(k, k0)λ(m,m0)− λ(m,k0)λ(k,m0)
]
− λ(i, k0)λ(j,m0)
λ(m0, k0)2
[
λ(m,m0)λ(k, k0)+ λ(k,m0)λ(m,k0)− λ(m,m0)λ(k, k0)
]
+ λ(i, k0)λ(k,m0)2
[
λ(j,m0)λ(m,k0)+ λ(j, k0)λ(m,m0)− λ(m,m0)λ(j, k0)
]
.λ(m0, k0)
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be further simplified. The final result is
λ(i, j)λ(m,k)+ λ(i, k)λ(j,m)− λ(i,m)λ(j, k)
= λ(i,m0)λ(k, k0)λ(j, k0)λ(m,m0)
λ(m0, k0)2
− λ(i,m0)λ(j, k0)λ(k, k0)λ(m,m0)
λ(m0, k0)2
− λ(i, k0)λ(j,m0)λ(k,m0)λ(m,k0)
λ(m0, k0)2
+ λ(i, k0)λ(k,m0)λ(j,m0)λ(m,k0)
λ(m0, k0)2
= 0,
so (2.9) follows. Next, as mentioned above, we turn to express the function f (x, y) in terms of
generating function. To do this, suppose that {pi}i∈Z and {qi}i∈Z are arbitrary complex sequences
such that pm0 = 0, qk0 = 0, and pk0 = −qm0 = 0, define
λ(i,m0) = pi, λ(i, k0) = qi.
Note that pk0 = −qm0 = −λ(m0, k0). Hence, f (x, y), whose coefficients satisfying (2.10), can
be generally expressed by
f (x, y) = P(x)Q(y) − P(y)Q(x), (2.11)
where P(x) = ∑+∞i=−∞ pixi,Q(x) = 1qm0 ∑+∞i=−∞ qixi . This gives the complete proof of the
theorem. 
Corollary 1. The functions f (x, y) below are self-orthogonal:
f (x, y) = x − y, (y − x)
(
1 − xy
d
)
, (x − y)
(
1 − b
axy
)
.
A special case of Theorem 2 in which not only f (x, y) ∈ KerL3 but also f (x, y) is an infinite
and convergence double Laurent series is worthy of note. That result is known to be the addition
formula of the theta function. The following argument can be regarded as an alternative proof of
this formula.
Corollary 2. Define θ(x) = (x;q)∞(q/x;q)∞, where |q| < 1, and f (x, y) = yθ(xy)θ(x/y).
Then f (x, y) is self-orthogonal.
Proof. In Theorem 2, set m0 = 1, k0 = 0, and
pi =
{
qm
2−m
(q;q)2∞ , if i = 2m;
0, if i = 2m+ 1
and qi =
{
− qm
2
(q;q)2∞ , if i = 2m+ 1;
0, if i = 2m.
A direct calculation gives the solution
f (x, y) = 1
(q;q)2∞
+∞∑
qi
2−i+j2(x2iy2j+1 − y2ix2j+1).
i,j=−∞
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+∞∑
i=−∞
(−1)iq(i2)xi = (x;q)∞
(
q
x
;q
)
∞
(q;q)∞,
we have that f (x, y) = yθ(xy)θ(x/y). The result is proved. 
The next theorem gives the explicit expression of f (x, y) satisfying that f⊥g.
Theorem 3. Let f (x, y) =∑∞i,j=−∞ λ(i, j)xiyj , g(x, y) =∑∞i,j=−∞ c(i, j)xiyj ∈ C{x, y} be
two nonzero double Laurent series, such that g⊥g. Then f⊥g if and only if there exists
c(m0, k0) = 0, such that
f (x, y) = 1
c(m0, k0)
(
P(x)
[
xm0
]
g(x, y)−Q(x)[xk0]g(x, y)), (2.12)
where P(x) =∑∞i=−∞ pixi,Q(x) =∑∞i=−∞ qixi , {pi}i∈Z and {qi}i∈Z are two arbitrary com-
plex sequences, [xm0 ]g(x, y) stands for the coefficient of xm0 in g(x, y).
Proof. Observe that f⊥g is equivalent to, as shown in Lemma 4, the system of relations
{
c(m, i)c(k, j) − c(k, i)c(m, j) + c(k,m)c(i, j) = 0;
c(m, i)λ(k, j) − c(m, j)λ(k, i) + c(i, j)λ(k,m) = 0. (2.13)
Let m0 and k0 be two integers such that c(m0, k0) = 0. Use this to solve (2.13) and find that
λ(k, j) = c(m0, j)λ(k, k0)+ c(j, k0)λ(k,m0)
c(m0, k0)
. (2.14)
Proceeding as before, we need only to show that (2.13) and (2.14) are equivalent to each other. At
first, (2.13) implies (2.14), which is self-evidence. The rest is to show that (2.14) implies (2.13),
too. For this, replacing each λ(•,•) in the left-hand side of the second identity of (2.13) directly
by (2.14) gives that
c(m, i)λ(k, j) − c(m, j)λ(k, i) + c(i, j)λ(k,m)
= c(m, i)c(m0, j)λ(k, k0)+ c(j, k0)λ(k,m0)
c(m0, k0)
− c(m, j)c(m0, i)λ(k, k0)+ c(i, k0)λ(k,m0)
c(m0, k0)
+ c(i, j)c(m0,m)λ(k, k0)+ c(m,k0)λ(k,m0)
c(m0, k0)
= λ(k, k0)
c(m0, k0)
[
c(m, i)c(m0, j)− c(m, j)c(m0, i)+ c(i, j)c(m0,m)
]
+ λ(k,m0) [c(m, i)c(j, k0)− c(m, j)c(i, k0)+ c(i, j)c(m, k0)].c(m0, k0)
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c(m, i)c(m0, j)− c(m, j)c(m0, i)+ c(i, j)c(m0,m) = 0;
c(m, i)c(j, k0)− c(m, j)c(i, k0)+ c(i, j)c(m, k0) = 0.
Thus, the previous identity reduces to
c(m, i)λ(k, j) − c(m, j)λ(k, i) + c(i, j)λ(k,m) = 0,
which is just (2.13). Finally, as it was done in Theorem 2, we proceed to give the explicit expres-
sion of the function f (x, y) by using (2.14). For this, we define
P(x) =
∞∑
i=−∞
pix
i,Q(x) =
∞∑
i=−∞
qix
i,
where {pi}i∈Z and {qi}i∈Z are arbitrary complex sequences such that λ(i, k0) = pi, λ(j,m0) =
qj . Then (2.14) can be rewritten with different variables as
λ(i, j) = c(m0, j)pi + c(j, k0)qi
c(m0, k0)
,
by which, combined with the above notes, we find
f (x, y) = 1
c(m0, k0)
∞∑
i,j=−∞
(
c(m0, j)pi + c(j, k0)qi
)
xiyj
= 1
c(m0, k0)
∞∑
i=−∞
pix
i
∞∑
j=−∞
c(m0, j)y
j − 1
c(m0, k0)
∞∑
i=−∞
qix
i
∞∑
j=−∞
c(k0, j)y
j
= 1
c(m0, k0)
(
P(x)
[
xm0
]
g(x, y)−Q(x)[xk0]g(x, y)).  (2.15)
Apparently, combining the above results leads us to a constructive way to derive different
(f, g)-inversions, whenever it is necessary.
Corollary 3. Preserve the notation as above. Then the pairs of functions f (x, y) and g(x, y)
below satisfy that f (x, y) ∈ KerL(g)3 :
(
f (x, y), g(x, y)
)= ((1 − axy)(1 − bx
y
)
, (x − y)
(
1 − b
axy
))
,
(
P(x)+ yQ(x), x − y),((x + y)(x + b
ay
)
, (x − y)
(
1 − b
axy
))
.
Proof. By Corollary 1, we see that each g(x, y) ∈ KerL3. It only needs to verify f⊥g by Maple
in a straightforward way. Left to the reader. 
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As mentioned earlier, given any a pair of f (x, y) and g(x, y) such that f⊥g, we are always
able to establish a general bilateral summation formula. At first, let begin with a general summa-
tion formula
Lemma 5. Let {ai}, {bi}, {ci}, {di} be arbitrary sequences such that none of the denominators in
(3.1) vanishes. Then for any integer m 0,
m∑
k=0
f (ak, bk)g(ck, dk)
∏k−1
j=1 f (aj , cj )∏k
j=1 f (aj , dj )
∏k−1
j=1 g(bj , dj )∏k
j=1 g(bj , cj )
=
∏m
j=1 f (aj , cj )∏m
j=1 f (aj , dj )
∏m
j=1 g(bj , dj )∏m
j=1 g(bj , cj )
+C (3.1)
provided f⊥g, i.e., f ∈ KerL(g)3 , where the constant C is determined uniquely by the initial
condition.
The idea of our proof entirely relies on the difference equation: let Sn = Sn+1 − Sn = tn.
Then by telescoping,
∑n
k=0 tk = Sn + C. Conversely, if
∑n
k=0 tk = Sn + C and tk (k = n) is
independent of n, then tn = Sn. During this procedure, the constant C is determined by the
initial condition.
Proof. Define
F(m) =
∏m
j=1 f (aj , cj )∏m
j=1 f (aj , dj )
∏m
j=1 g(bj , dj )∏m
j=1 g(bj , cj )
(3.2)
and assume further that
F(m) =
m∑
k=0
f (ak, bk)G(k)
∏k−1
j=0 g(bi, dj )∏k
j=1 f (xi, dj )
+C. (3.3)
Thus, as mentioned above, we need only to show that G(n) is independent of m. We proceed to
do this in a straightforward calculation. Suppose
∏m
j=1 f (aj , cj )∏m
j=1 f (aj , dj )
∏m
j=1 g(bj , dj )∏m
j=1 g(bj , cj )
=
m∑
k=0
f (ak, bk)G(k)
∏k−1
j=0 g(bi, dj )∏k
j=1 f (xi, dj )
+C. (3.4)
Calculation with the assumption gives that
G(k) = F(k)− F(k − 1)
f (ak, bk)
∏k
j=1 f (aj , dj )∏k−1
j=0 g(bj , dj )
= 1
f (ak, bk)
{
F(k)
F (k − 1) − 1
}
F(k − 1)
∏k
j=1 f (aj , dj )∏k−1
g(bj , dj )
. (3.5)j=0
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F(k)
F (k − 1) − 1 =
f (ak, ck)g(bk, dk)− g(bk, ck)f (ak, dk)
g(bk, ck)f (ak, dk)
.
Simplify the enumerator in the right-hand expression further by the known condition f⊥g,
namely say,
f (ak, ck)g(bk, dk)− g(bk, ck)f (ak, dk) = f (ak, bk)g(ck, dk), (3.6)
to get
F(k)
F (k − 1) − 1 =
f (ak, bk)g(ck, dk)
g(bk, ck)f (ak, dk)
.
The production after some calculation is
F(k − 1)
∏k
j=1 f (aj , dj )∏k−1
j=0 g(bj , dj )
=
∏k−1
j=1 f (aj , cj )∏k−1
j=1 g(bj , cj )
∏k−1
j=1 g(bj , dj )∏k−1
j=1 f (aj , dj )
∏k
j=1 f (aj , dj )∏k−1
j=0 g(bj , dj )
= f (ak, dk)
g(b0, d0)
∏k−1
j=1 f (aj , cj )∏k−1
j=1 g(bj , cj )
.
Insert all these notes into (3.5). It gives
G(k) = 1
f (ak, bk)
f (ak, bk)g(ck, dk)
g(bk, ck)f (ak, dk)
f (ak, dk)
g(b0, d0)
∏k−1
j=1 f (aj , cj )∏k−1
j=1 g(bj , cj )
= g(ck, dk)
g(b0, d0)
∏k−1
j=1 f (aj , cj )∏k
j=1 g(bj , cj )
.
As expected, G(k) is indeed independent of m. Thus, (3.4) holds. Inserting G(k) into (3.4) and
making some simplifications, we get the desired result at once. 
Remark. Note that the constant C in Lemma 5 is not unique. In fact, if we define
0∏
j=1
f (aj , cj )g(bj , dj ) = 1,
−1∏
j=1
f (aj , cj )g(bj , dj ) = 0,
then we find that C = −1. However, if we redefine
0∏
f (aj , cj )g(bj , dj ) = 1,
−1∏
f (aj , cj )g(bj , dj ) = 1
f (a0, c0)g(b0, d0)
,j=1 j=1
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C = f (a0, d0)g(c0, b0)
f (a0, c0)g(b0, d0)
.
To avoid this confusion, also with an effort to extend this result to the setting of bilateral summa-
tion, we employ the convention of defining [13, Eq. (3.6.12)]
m∏
j=k
Aj =
{
AkAk+1 · · ·Am, m k;
1, m = k − 1;
(Am+1Am+2 · · ·Ak−1)−1, m k − 2
over Z.
Now, we are in a position to show our main theorem which gives the bilateral form of Lem-
ma 5.
Theorem 4. Let {ai}, {bi}, {ci}, {di} be arbitrary sequences such that none of the denominators
in (3.7) vanishes. Then for any nonnegative integers m,n,
m∑
k=−n
f (ak, bk)g(ck, dk)
∏k−1
j=1 f (aj , cj )∏k
j=1 f (aj , dj )
∏k−1
j=1 g(bj , dj )∏k
j=1 g(bj , cj )
=
∏m
j=1 f (aj , cj )∏m
j=1 f (aj , dj )
∏m
j=1 g(bj , dj )∏m
j=1 g(bj , cj )
−
∏0
j=−n f (aj , dj )∏0
j=−n f (aj , cj )
∏0
j=−n g(bj , cj )∏0
j=−n g(bj , dj )
(3.7)
provided f⊥g.
Proof. Given f⊥g, assume that
m∑
k=−n
tk =
∏m
j=1 f (aj , cj )∏m
j=1 f (aj , dj )
∏m
j=1 g(bj , dj )∏m
j=1 g(bj , cj )
−
∏0
j=−n f (aj , dj )∏0
j=−n f (aj , cj )
∏0
j=−n g(bj , cj )∏0
j=−n g(bj , dj )
, (3.8)
where tk is independent of m and n. Apply the same argument as in Lemma 5 to this identity to
get
tk = f (ak, bk)g(ck, dk)
∏k−1
j=1 f (aj , cj )∏k
j=1 f (aj , dj )
∏k−1
j=1 g(bj , dj )∏k
j=1 g(bj , cj )
for k  0 and
tk = f (ak, bk)g(ck, dk)
∏0
j=k+1 f (aj , dj )∏0
f (aj , cj )
∏0
j=k+1 g(bj , cj )∏0
g(bj , dj )j=k j=k
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tk = f (ak, bk)g(ck, dk)
∏k−1
j=1 f (aj , cj )∏k
j=1 f (aj , dj )
∏k−1
j=1 g(bj , dj )∏k
j=1 g(bj , cj )
.
Thus (3.8) reduces to
m∑
k=−n
f (ak, bk)g(ck, dk)
∏k−1
j=1 f (aj , cj )∏k
j=1 f (aj , dj )
∏k−1
j=1 g(bj , dj )∏k
j=1 g(bj , cj )
=
∏m
j=1 f (aj , cj )∏m
j=1 f (aj , dj )
∏m
j=1 g(bj , dj )∏m
j=1 g(bj , cj )
−
∏0
j=−n f (aj , dj )∏0
j=−n f (aj , cj )
∏0
j=−n g(bj , cj )∏0
j=−n g(bj , dj )
+C,
where C is independent of m and n. When m = n = 0, then from f⊥g it follows C = 0. This
gives the complete proof of (3.7). 
From now on, we call (3.7) the (f, g)-summation formula. Later, as we will see, the (f, g)-
summation formula indeed unifies and extends all known bibasic summation formulas. From
the author’s point of view, the original proofs of these summation formulas seem somewhat
mysterious because they depend heavily on a tricky factorization of a difference of two four-
term products into a four-term product. See [13, Eq. (3.6.10)]. By contrast, the present (f, g)-
summation formula provides, to some extent, a natural interpretation about such “mysterious”
phenomena. Before we turn to illustrate this, two special cases of the (f, g)-summation formula
are particularly worth noting.
If we set cj = b0, dj = x,n = 0 in (3.7), then the (f, g)-summation formula reduces to
Corollary 4. With the assumption as in Theorem 4. Then for any integer m 0,
m∑
k=0
f (ak, bk)
f (a0, b0)
∏k−1
j=0 f (aj , b0)∏k
j=1 g(bj , b0)
∏k−1
j=0 g(bj , x)∏k
j=1 f (aj , x)
=
∏m
j=1 f (aj , b0)∏m
j=1 g(bj , b0)
∏m
j=1 g(bj , x)∏m
j=1 f (aj , x)
(3.9)
provided f⊥g.
Another immediate consequence of Theorem 4 is the extension of Chu [8, Theorem A] about
the bibasic summation formula due to Gasper, which turned out to be very useful in deriving
hypergeometric identities. To state Chu’s result, define
φ∗(x;m) =
∞∏
i=m
(ai + xbi); ψ∗(y;m) =
∞∏
i=m
(ci + ydi);
φ(x;m) =
m−1∏
i=0
(ai + xbi) = φ∗(x;0)/φ∗(x;m);
ψ(y;m) =
m−1∏
(cj + ydj ) = ψ∗(y;0)/ψ∗(y;m).
j=0
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The next corollary is just Chu’s result.
Corollary 5. Let φ and ψ be given as above, m,n ∈ Z. Then for any integers m,n 0,
(x − y)
n∑
k=m
(akdk − bkck) φ(x; k)ψ(y; k)
φ(y; k + 1)ψ(x; k + 1)
= φ(x;m)ψ(y;m)
φ(y;m)ψ(x;m) −
φ(x;n+ 1)ψ(y;n+ 1)
φ(y;n+ 1)ψ(x;n+ 1) . (3.10)
Proof. Without any loss of generality, assume m,n 0. Take in (3.1) f (x, y) = g(x, y) = x −y
and make the substitution
ai → ai−1
bi−1
, bi → ci−1
di−1
;
ci → −x, di → −y, i = 0,1,2, . . . .
So the products are
k∏
j=1
f (aj , cj ) = φ(x; k)
b0b1 · · ·bk−1 ,
k∏
j=1
g(bj , dj ) = ψ(y; k)
d0d1 · · ·dk−1 ,
and
∏k−1
j=1 f (aj , cj )∏k
j=1 f (aj , dj )
= bk−1φ(x; k − 1)
φ(y; k) ,
∏k−1
j=1 g(bj , dj )∏k
j=1 g(bj , cj )
= dk−1ψ(y; k − 1)
ψ(x; k) .
Thus, (3.1) reduces to
(y − x)
n−1∑
k=0
(ak−1dk−1 − bk−1ck−1)φ(x; k − 1)ψ(y; k − 1)
φ(y; k)ψ(x; k)
= φ(x;n)ψ(y;n)
φ(y;n)ψ(x;n) +C.
Substitute n by n+ 1 and k by k + 1. This identity can be reformulated as
(y − x)
n∑
k=0
(akdk − bkck) φ(x; k)ψ(y; k)
φ(y; k + 1)ψ(x; k + 1)
= φ(x;n+ 1)ψ(y;n+ 1) +C. (3.11)
φ(y;n+ 1)ψ(x;n+ 1)
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(y − x)
m−1∑
k=0
(akdk − bkck) φ(x; k)ψ(y; k)
φ(y; k + 1)ψ(x; k + 1) =
φ(x;m)ψ(y;m)
φ(y;m)ψ(x;m) +C. (3.12)
Therefore, subtracting (3.12) from (3.11) leads to the desired result. 
Next, we will exhibit some remarkable summation formulas from the (f, g)-summation for-
mula (3.7) by specializing the two functions f (x, y) and g(x, y) such that f⊥g and related
parameters appropriately. Among them are the summation formula of Subarao and Verma [27],
the bibasic summation formula of Gasper and Rahman[12], and the corresponding extensions of
Chu [8] and Macdonald [3]. These facts show convincingly that KerL(g)3 provides indeed a rich
source of bibasic summation formulas.
I. (1,x − y)-summation formula.
Corollary 6. With the assumption as in Theorem 4. Then for any integers m,n 0,
m∑
k=−n
(ck − dk)
∏k−1
j=1(bj − dj )∏k
j=1(bj − cj )
=
∏m
j=1(bj − dj )∏m
j=1(bj − cj )
−
∏0
j=−n(bj − cj )∏0
j=−n(bj − dj )
. (3.13)
Note that this identity follows from Theorem 4 by setting
f (x, y) = 1, g(x, y) = x − y,
and the simple fact that f⊥g. It contains the following summation formula due to Subarao and
Verma [27, Eq. (3.1)] as a special case.
Example 1. For any integers m,n 0,
m∑
k=−n
azk
(
1 − xk
azk
)(
1 − yk
azk
) ∏k−1
j=1(1 − xj )(1 − yj )∏k
j=1(1 − aj zj )
(
1 − xj yj
azj
)
=
∏m
j=1(1 − xj )(1 − yj )∏m
j=1(1 − azj )
(
1 − xj yj
azj
) −
∏0
j=−n(1 − azj )
(
1 − xj yj
azj
)
∏0
j==−n(1 − xj )(1 − yj )
. (3.14)
Proof. Actually, make the substitution at first in (3.13) bj → tj , cj → tj−11−yj , dj →
tj−1
1−uj , and
then specify the parameters uj → azj , tj → xj/uj . It is easy to check that
m∑
k=0
(ck − dk)
∏k−1
j=1(bj − dj )∏k
j=1(bj − cj )
=
m∑
k=−n
(1 − tk)(uk − yk)
(1 − uk)(1 − yk)
1 − yk
1 − tkyk
k−1∏
j=1
(bj − dj )
(bj − cj )
=
m∑ (1 − tk)(uk − yk)
(1 − uk)(1 − tkyk)
k−1∏ (1 − xj )(1 − yj )
(1 − azj )
(
1 − xj yj
az
) .
k=−n j=1 j
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(1 − tk)(uk − yk) = azk
(
1 − xk
azk
)(
1 − yk
azk
)
;
(1 − uk)(1 − tkyk) = (1 − azk)
(
1 − xkyk
azk
)
.
Thus, the right-hand side of the previous identity can be simplified to
m∑
k=−n
azk
(
1 − xk
azk
)(
1 − yk
azk
) ∏k−1
j=1(1 − xj )(1 − yj )∏k
j=1(1 − bj zj )
(
1 − xj yj
azj
) .
This gives the desired result. 
II. (x − y,x − y)-summation formula.
Corollary 7. With the assumption as in Theorem 4. Then for any integers m,n 0,
m∑
k=−n
(ak − bk)(ck − dk)
∏k−1
j=1(aj − cj )∏k
j=1(aj − dj )
∏k−1
j=1(bj − dj )∏k
j=1(bj − cj )
=
∏m
j=1(aj − cj )∏m
j=1(aj − dj )
∏m
j=1(bj − dj )∏m
j=1(bj − cj )
−
∏0
j=−n(aj − dj )∏0
j=−n(aj − cj )
∏0
j=−n(bj − cj )∏0
j=−n(bj − dj )
. (3.15)
This identity follows from Theorem 4 by setting f (x, y) = x − y,g(x, y) = x − y. By Corol-
lary 1, we see that f⊥g. Next, we will show in great details how to derive from (3.15) Subarao
and Verma’s summation formula [27, Eq. (2.1)] with four independent bases, restated as below:
Example 2. Let {ui}, {vi}, {wi}, {zi} be arbitrary sequences such that none of the denominators
in (3.16) vanishes, m,n be nonnegative integers. Then
m∑
k=−n
ukvkwk
zk
(1 − ukvkwkzk)
(
1 − wkzk
ukvk
)(
1 − ukzk
vkwk
)(
1 − vkzk
ukwk
)
×
∏k−1
j=1(1 − u2j )(1 − v2j )(1 −w2j )(1 − z2j )∏k
j=1
(
1 − uj vjwj
zj
)(
1 − uj vj zj
wj
)(
1 − wj zj uj
vj
)(
1 − wj zj vj
uj
)
=
m∏
j=1
(1 − u2j )(1 − v2j )(1 −w2j )(1 − z2j )(
1 − uj vjwj
zj
)(
1 − uj vj zj
wj
)(
1 − wj zj uj
vj
)(
1 − wj zj vj
uj
)
−
0∏
j=−n
(
1 − uj vjwj
zj
)(
1 − uj vj zj
wj
)(
1 − wj zj uj
vj
)(
1 − wj zj vj
uj
)
(1 − u2j )(1 − v2j )(1 −w2j )(1 − z2j )
. (3.16)
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aj = 1/A2,j , bj = 1/B2,j ;
cj = Yj , dj = Xj ,
and then set parameters in the corresponding result by
A2,j Yj = A1,j , B2,jXj = B1,j .
Thus, after some calculation, we now arrive at
m∑
k=−n
(
1
A2,k
− 1
B2,k
)(
A1,k
A2,k
− B1,k
B2,k
)
A2,kB2,k
∏k−1
j=1(1 −A1,j )∏k
j=1
(
1 −A2,j B1,jB2,j
)
∏k−1
j=1(1 −B1,j )∏k
j=1
(
1 −B2,j A1,jA2,j
)
=
∏m
j=1(1 −A1,j )∏m
j=1
(
1 −A2,j B1,jB2,j
)
∏m
j=1(1 −B1,j )∏m
j=1
(
1 −B2,j A1,jA2,j
) −Cn, (3.17)
where the term Cn is given by
Cn =
0∏
j=−n
(
1 −A2,j B1,jB2,j
)(
1 −B2,j A1,jA2,j
)
(1 −A1,j )(1 −B1,j ) .
In order to show (3.16), we make the further substitution of parameters
A1,j =
u2j + v2j
1 + u2j v2j
, A2,j = ujvj1 + u2j v2j
;
B1,j =
w2j + z2j
1 +w2j z2j
; B2,j = wjzj1 +w2j z2j
,
which in turn gives
A1,j
A2,j
= uj
vj
+ vj
uj
B1,j
B2,j
= wj
zj
+ zj
wj
.
Using these relations to calculate
1 −A1,j
1 −A2,j B1,jB2,j
= (1 − u
2
j )(1 − v2j )(
1 − uj vjwj
zj
)(
1 − uj vj zj
wj
) .
Also, similar calculation gives that
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1 −B2,j A1,jA2,j
= (1 −w
2
j )(1 − z2j )(
1 − wj zj uj
vj
)(
1 − wj zj vj
uj
) ;
A2,kB2,k(
1 −A2,k B1,kB2,k
)(
1 −B2,k A1,kA2,k
)
= ukvkwkzk(
1 − ukvkwk
zk
)(
1 − ukvkzk
wk
)(
1 − wkzkuk
vk
)(
1 − wkzkvk
uk
) .
So, the product is
A2,kB2,k
∏k−1
j=1(1 −A1,j )∏k
j=1
(
1 −A2,j B1,jB2,j
)
∏k−1
j=1(1 −B1,j )∏k
j=1
(
1 −B2,j A1,jA2,j
)
= ukvkwkzk
∏k−1
j=1(1 − u2j )(1 − v2j )(1 −w2j )(1 − z2j )∏k
j=1
(
1 − uj vjwj
zj
)(
1 − uj vj zj
wj
)(
1 − wj zj uj
vj
)(
1 − wj zj vj
uj
) .
Further calculation yields
1
A2,k
− 1
B2,k
= 1 + u
2
kv
2
k
ukvk
− 1 +w
2
kz
2
k
wkzk
= (ukvkwkzk − 1)(vkuk − zkwk)
ukvkwkzk
;
A1,k
A2,k
− B1,k
B2,k
= uk
vk
+ vk
uk
− wk
zk
− zk
wk
= (vkwk − zkuk)(−ukwk + vkzk)
ukvkwkzk
.
This also gives
(
1
A2,k
− 1
B2,k
)(
A1,k
A2,k
− B1,k
B2,k
)
= (1 − ukvkwkzk)(ukvk −wkzk)(vkwk − ukzk)(ukwk − vkzk)
(ukvkwkzk)2
.
Insert all these into (3.17) and simplify the resulting identity. The final result is (3.16). 
Observe that by performing various substitutions we may yet deduce the other summation
formulas of Subarao and Verma [27]. We leave them for the interested reader. Here, the case of in-
terest to us is, after making the simultaneous replacements n → 0, bj → b0/bj , cj → 1, dj → x
in Corollary 7, the extension of Chu [8] about the Krattenthaler matrix inversion.
Example 3. Let {ai}, {bi} be arbitrary sequences, x be an indeterminate. Then for any integer
m 0,
m∑
k=0
b0 − bkak
b0 − b0a0
∏k−1
j=0(1 − aj )(b0 − bjx)∏k
j=1(1 − aj/x)(b0 − bj )
1
xk
=
∏m
j=1(1 − aj )(b0 − bjx)∏m
j=1(1 − aj /x)(b0 − bj )
1
xm
.
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Define that
g(x, y) = (x − y)
(
1 − b
axy
)
, f (x, y) = (1 − axy)
(
1 − bx
y
)
.
By Corollary 3, we have f⊥g. This reduces Theorem 4 to
Corollary 8. With the assumption as in Theorem 4. Then for any integer m,n 0,
m∑
k=−n
(1 − aakbk)
(
1 − bak
bk
)
(ck − dk)
(
1 − b
ackdk
)
×
∏k−1
j=1(1 − aaj cj )
(
1 − b aj
cj
)
∏k
j=1(1 − aajdj )
(
1 − b aj
dj
)
∏k−1
j=1(bj − dj )
(
1 − b
abj dj
)
∏k
j=1(bj − cj )
(
1 − b
abj cj
)
=
∏m
j=1(1 − aaj cj )
(
1 − b aj
cj
)
∏m
j=1(1 − aajdj )
(
1 − b aj
dj
)
∏m
j=1(bj − dj )
(
1 − b
abj dj
)
∏m
j=1(bj − cj )
(
1 − b
abj cj
)
−
∏0
j=−n(1 − aajdj )(1 − b ajdj )∏0
j=−n(1 − aaj cj )(1 − b ajcj )
∏0
j=−n(bj − cj )(1 − babj cj )∏0
j=−n(bj − dj )(1 − babj dj )
. (3.18)
The indefinite bibasic summation formula of Gasper and Rahman [14, Eq. (3.6.3)], as a special
case, can be deduced from (3.18) by only setting
ak = pk, bk = dqk, ck = 1, dk = d
x
.
The result is
m∑
k=−n
(1 − adpkqk)(1 − b/dpkq−k)
(1 − ad)(1 − b/d)
(a, b;p)k(x, ad2/(bx);q)k
(dq, adq/b;q)k(adp/x, bpx/d;p)k q
k
= (1 − a)(1 − b)(1 − x)(1 − ad
2/(bx))
(1 − ad)(1 − b/d)(d − x)(1 − ad/(bx))
{
(ap,bp;p)m(xq, ad2q/(bx);q)m
(dq, adq/b;q)m(adp/x, bpx/d;p)m
− (x/(ad), d/(bx);p)n+1(1/d, b/(ad);q)n+1
(1/x, bx/(ad2);q)n+1(1/a,1/b;p)n+1
}
. (3.19)
Gasper and Rahman used this identity to set up a series of quadratic and cubic summation and
transformation formulas of basic hypergeometric series. See [13] and [14, Section 3.8] for more
details.
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braces equals zero since (1/d;q)n+1 = 0. Thus, (3.19) reduce respectively to Gosper’s bibasic
summation formula
m∑
k=0
1 − apkqk
1 − a
(a;p)k(1/x;q)k
(q;q)k(apx;p)k x
k = (ap;p)m(q/x;q)m
(q;q)m(apx;p)m x
m (3.20)
and Gasper’s bibasic summation formula
m∑
k=0
(1 − apkqk)(1 − bpkq−k)
(1 − a)(1 − b)
(a, b;p)k(x, a/(bx);q)k
(q, aq/b;q)k(ap/x, bpx;p)k q
k
= (ap,bp;p)m(xq, aq/(bx);q)m
(q, aq/b;q)m(ap/x, bpx;p)m . (3.21)
IV. ((x + y)(x + bay ), (x − y)(1 − baxy ))-summation formula.
Define that
g(x, y) = (x − y)
(
1 − b
axy
)
, f (x, y) = (x + y)
(
x + b
ay
)
.
By Corollary 3, we have f⊥g. Therefore, Theorem 4 reduces to
Corollary 9. With the assumption as in Theorem 4. Then for any integers m,n 0,
m∑
k=−n
(ak + bk)
(
ak + b
abk
)
(ck − dk)
(
1 − b
ackdk
)
×
∏k−1
j=1(aj − cj )
(
aj + bacj
)
∏k
j=1(aj + dj )
(
aj + badj
)
∏k−1
j=1(bj − dj )
(
1 − b
abj dj
)
∏k
j=1(bj − cj )
(
1 − b
abj cj
)
=
∏m
j=1(aj − cj )
(
aj + bacj
)
∏m
j=1(aj + dj )
(
aj + badj
)
∏m
j=1(bj − dj )
(
1 − b
abj dj
)
∏m
j=1(bj − cj )
(
1 − b
abj cj
)
−
∏0
j=−n(aj + dj )
(
aj + badj
)
∏0
j=−n(aj − cj )
(
aj + bacj
)
∏0
j=−n(bj − cj )
(
1 − b
abj cj
)
∏0
j=−n(bj − dj )
(
1 − b
abj dj
) . (3.22)
V. (y(1 − xy )(1 − xyd ),y(1 − xy )(1 − xyd ))-summation formula.
Define that
g(x, y) = f (x, y) = y(1 − x/y)(1 − xy/d).
Corollary 1 states that f⊥g. In this case, Theorem 4 reduces to
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m∑
k=−n
(bk − ak)
(
1 − akbk
d
)
(dk − ck)
(
1 − ckdk
d
)
×
∏k−1
j=1(cj − aj )
(
1 − aj cj
d
)
∏k
j=1(dj − aj )
(
1 − aj dj
d
)
∏k−1
j=1(dj − bj )
(
1 − bj dj
d
)
∏k
j=1(cj − bj )
(
1 − bj cj
d
)
=
∏m
j=1(cj − aj )
(
1 − aj cj
d
)
∏m
j=1(dj − aj )
(
1 − aj dj
d
)
∏m
j=1(dj − bj )
(
1 − bj dj
d
)
∏m
j=1(cj − bj )
(
1 − bj cj
d
)
−
∏0
j=−n(dj − aj )
(
1 − aj dj
d
)
∏0
j=−n(cj − aj )
(
1 − aj cj
d
)
∏0
j=−n(cj − bj )
(
1 − bj cj
d
)
∏0
j=−n(dj − bj )
(
1 − bj dj
d
) . (3.23)
Contained in (3.23) is the following generalization of (3.19) given by Chu [8].
Example 4. With the same assumption as in Corollary 10. Then
m∑
k=0
(b0 − akbk)(bk − akb0/d)
∏k−1
j=1(1 − aj )(1 − aj/d)(b0 − bjx)(b0 − bjd/x)∏k
j=1(b0 − bj )(b0 − bjd)(1 − aj /x)(1 − ajx/d)
= x
(d − x)(x − 1)
m∏
j=1
(1 − aj )(1 − aj /d)(b0 − bjx)(b0 − bjd/x)
(b0 − bj )(b0 − bjd)(1 − aj/x)(1 − ajx/d) . (3.24)
Proof. Set in (3.23) n → 0, bi → bid/b0 = b′i , ci → 1, di → x simultaneously. It is easy to
check that b′0 = d , and
f
(
ak, b
′
k
)= (bkd/b0)(b0 − akbk)(bk − akb0/d)/(b0bk) = d(b0 − akbk)(bk − akb0/d)/b20,
as well as
∏k−1
j=1 g(b
′
j , x)∏k
j=1 f (aj , x)
= 1
xb2k−20
∏k−1
j=1(b0 − bjx)(b0 − bjd/x)∏k
j=1(1 − aj/x)(1 − ajx/d)
.
To simplify (3.23) by these calculation leads to the desired result. 
Apply the substitution bi → debi, ci → 1, and di → x/e to (3.23). Then we get
Example 5. (cf. [3, Eq. (4.32)]) With the assumption as in Corollary 10. Then for any integer
m 0,
m∑(
bk − ak/(de)
)
(1 − eakbk)k=0
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∏k−1
j=1(1 − aj )(1 − aj /d)∏k
j=1(1 − aj e/x)
(
1 − aj x
de
)
∏k−1
j=1(1 − bjde2/x)(1 − xbj )∏k
j=1(1 − debj )(1 − ebj )
= x
(x − e)(x − de)
{
(1 − a0e/x)
(
1 − a0x
de
)
(1 − deb0)(1 − eb0)
(1 − b0de2/x)(1 − xb0)(1 − a0)(1 − a0/d)
−
∏m
j=1(1 − aj )(1 − aj /d)∏m
j=1(1 − aj e/x)
(
1 − aj x
de
)
∏m
j=1(1 − bjde2/x)(1 − xbj )∏m
j=1(1 − debj )(1 − ebj )
}
. (3.25)
In his private communication with Bhatnagar, Macdonald extended this result further to the
following setting [3, Theorems 2.27 and 2.29].
Example 6. Let {ai}, {bi}, {ci}, {di} be arbitrary sequences, e be an indeterminate, m and n non-
negative integers, such that none of the denominators in (3.26) vanishes. Then
m∑
k=−n
e(1 − akbke)
(
bk − ak/(dke)
)
(1 − ck/e)(1 − dke/ck)
×
∏k−1
j=1(1 − aj )
(
1 − aj
dj
)
∏k
j=1
(
1 − aj e
cj
)(
1 − aj c
dj e
)
∏k−1
j=1(1 − bj c)
(
1 − bj dj e2
cj
)
∏k
j=1(1 − bj e)(1 − bjdj e)
=
∏m
j=1(1 − aj )
(
1 − aj
dj
)
∏m
j=1
(
1 − aj e
cj
)(
1 − aj cj
dj e
)
∏m
j=1(1 − bj cj )
(
1 − bj dj e2
cj
)
∏m
j=1(1 − bj e)(1 − bjdj e)
−
∏0
j=−n
(
1 − aj e
cj
)(
1 − aj cj
dj e
)
∏0
j=−n(1 − aj )
(
1 − aj
dj
)
∏0
j=−n(1 − bj e)(1 − bjdj e)∏0
j=−n(1 − bj cj )
(
1 − bj dj e2
cj
) . (3.26)
Proof. As a key fact in the proof of Macdonald, Eq. (2.24) in [3] can be replaced by f⊥g. In
fact, for arbitrary sequences {ai}, {bi}, {ci}, {di},
f (ak, ck)g(bk, dk)− g(bk, ck)f (ak, dk) = f (ak, bk)g(ck, dk),
where f (x, y) and g(x, y) are given as in Corollary 10. This identity remains valid under the
substitution bi → debi, ci → 1 , and di → c/e. The result is
f (ak,1)g(debk, c/e)− g(debk,1)f (ak, c/e) = f (ak, debk)g(1, c/e).
Since c and d are arbitrary (if so, e is not free since each denominators in (3.26) should not equal
zero), we set c → ck, d → dk . As there should be no confusion, we still write f (x, y) and g(x, y)
for the resulting functions. Thus
f (ak,1)g(dkebk, ck/e)− g(dkebk,1)f (ak, ck/e) = f (ak, dkebk)g(1, ck/e).
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f (ak,1)g(dkebk, ck/e)
g(dkebk,1)f (ak, ck/e)
− 1 = f (ak, dkebk)g(1, ck/e)
g(dkebk,1)f (ak, ck/e)
.
Start with this identity and proceed as in Theorem 4. Assume now that
m∑
k=−n
wk
∏k−1
j=1 f (aj , dj ebj )g(1, cj /e)∏k
j=1 g(dj ebj ,1)f (aj , cj /e)
=
m∏
j=1
f (aj ,1)g(dj ebj , cj /e)
g(dj ebj ,1)f (aj , cj /e)
−Cn,
where
Cn =
∏0
j=−n f (aj , dj )∏0
j=−n f (aj , cj )
∏0
j=−n g(bj , cj )∏0
j=−n g(bj , dj )
.
Solve this identity to get
wk = f (ak, dkebk)g(1, ck/e)
∏k−1
j=1 f (aj ,1)g(dj ebj , cj /e)∏k−1
j=1 f (aj , dj ebj )g(1, cj /e)
.
It in turn reduces the previous identity to
m∑
k=−n
f (ak, dkebk)g(1, ck/e)
∏k−1
j=1 f (aj ,1)g(dj ebj , cj /e)∏k
j=1 g(dj ebj ,1)f (aj , cj /e)
=
m∏
j=1
f (aj ,1)g(dj ebj , cj /e)
g(dj ebj ,1)f (aj , cj /e)
−
0∏
j=−n
g(dj ebj ,1)f (aj , cj /e)
f (aj ,1)g(dj ebj , cj /e)
,
which can be simplified further to the desired result. 
VI. The (f ,f )-elliptic summation formula.
As an immediate consequence of (3.9) being combined with the addition formula of the el-
liptic function [28], i.e., Corollary 2, we get the following summation of elliptic hypergeometric
series, which is equivalent to after relabeling, as pointed out by the referee, (3.6) of [15] and (3.2)
of [28].
Corollary 11. Let θ(x) be given as in Corollary 2, {ai}, {bi}, {ci}, {di} be arbitrary sequences
such that none of the denominators in (3.27) vanishes. Then for m,n 0,
m∑
k=−n
bk
ck
θ(akbk)θ(ckdk)θ
(
ak
bk
)
θ
(
ck
dk
)∏k−1
j=1 θ(aj cj )θ(aj /cj )∏k
j=1 θ(bj cj )θ(bj /cj )
∏k−1
j=1 θ(bj dj )θ(bj /dj )∏k
j=1 θ(aj dj )θ(aj /dj )
=
∏m
j=1 θ(aj cj )θ(aj /cj )∏m
θ(bj cj )θ(bj /cj )
∏m
j=1 θ(bj dj )θ(bj /dj )∏m
θ(ajdj )θ(aj /dj )j=1 j=1
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j=−n θ(bj cj )θ(bj /cj )∏0
j=−n θ(aj cj )θ(aj /cj )
∏0
j=−n θ(aj dj )θ(aj /dj )∏0
j=−n θ(bj dj )θ(bj /dj )
. (3.27)
Proof. By Corollary 2, we see that f⊥f when f (x, y) = yθ(xy)θ(x/y). Hence, the desired
result is an immediate consequence of Theorem 4. 
4. The (f,g)-inversions from the (f,g)-summation formula
In [21], the author discovered the (f, g)-inversion by introducing an operator and using its
properties that seem more complicated. Some possibly approaches to show it in a simple style
were suggested by the anonymous referee(s) and tried by the author. So far, we have found it can
be proved by Krattenthaler’s operator method [19] (only for the case f = g ) and by induction
[28]. Next, we will give an alternative proof of this matrix inversion by using of the (f, g)-
summation formula, which is considerably simpler than the proof in [21]. It is worth noting that
the similar argument appeared in Bhatnagar’s proof of the Krattenthaler matrix inversion [2].
Proof of Theorem 1. Set cj → y, dj → x, replace n by N , m by n − 1 and then by m − 1
in (3.7). Then the (f, g)-summation formula reduce successively to
g(y, x)
n−1∑
k=−N
f (ak, bk)
∏k−1
j=1 f (aj , y)∏k
j=1 g(bj , y)
∏k−1
j=1 g(bj , x)∏k
j=1 f (aj , x)
=
∏n−1
j=1 f (aj , y)∏n−1
j=1 g(bj , y)
∏n−1
j=1 g(bj , x)∏n−1
j=1 f (aj , x)
−
∏0
j=−N f (aj , dj )∏0
j=−N f (aj , cj )
∏0
j=−N g(bj , cj )∏0
j=−N g(bj , dj )
(4.1)
and
g(y, x)
m−1∑
k=−N
f (ak, bk)
∏k−1
j=1 f (aj , y)∏k
j=1 g(bj , y)
∏k−1
j=1 g(bj , x)∏k
j=1 f (aj , x)
=
∏m−1
j=1 f (aj , y)∏m−1
j=1 g(bj , y)
∏m−1
j=1 g(bj , x)∏m−1
j=1 f (aj , x)
−
∏0
j=−N f (aj , dj )∏0
j=−N f (aj , cj )
∏0
j=−N g(bj , cj )∏0
j=−N g(bj , dj )
. (4.2)
Here, without loss of generality, assume nm. Then subtract (4.2) from (4.1) to get
g(y, x)
n−1∑
k=m
f (ak, bk)
∏k−1
j=1 f (aj , y)∏k
j=1 g(bj , y)
∏k−1
j=1 g(bj , x)∏k
j=1 f (aj , x)
=
∏n−1
j=1 f (aj , y)∏n−1
j=1 g(bj , y)
∏n−1
j=1 g(bj , x)∏n−1
j=1 f (aj , x)
−
∏m−1
j=1 f (aj , y)∏m−1
j=1 g(bj , y)
∏m−1
j=1 g(bj , x)∏m−1
j=1 f (aj , x)
. (4.3)
Divide by
∏n−1
j=1 f (aj , y)g(bj , x)/
∏n−1
j=1 g(bj , y)f (aj , x) on both sides of (4.3) and then multi-
ply both sides of the resulting identity by
∏n−1
j=m f (aj , y)/
∏n−1
j=m+1 g(bj , y). Thus, we get
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n−1∑
k=m
f (ak, bk)
∏n−1
j=k+1 f (aj , x)∏n−1
j=k g(bj , x)
∏k−1
j=m g(aj , y)∏k
j=m f (bj , y)
=
∏n−1
j=m f (aj , y)∏n−1
j=m+1 g(bj , y)
− g(bm,y)
∏n−1
j=m f (aj , x)∏n−1
j=m g(bj , x)
. (4.4)
Now, set x → bn, y → bm. Since that g(bm,bm) = 0, from (4.4) it follows that
n∑
k=m
f (ak, bk)
∏n−1
j=k+1 f (aj , bn)∏n−1
j=k g(bj , bn)
∏k−1
j=m f (aj , bm)∏k
j=m+1 g(bj , bm)
= 0 for n >m. (4.5)
Obviously, when n = m, the above sum equals 1. Summing up, we have
n∑
k=m
f (ak, bk)
∏n−1
j=k+1 f (aj , bn)∏n−1
j=k g(bj , bn)
∏k−1
j=m f (aj , bm)∏k
j=m+1 g(bj , bm)
= δn,m, (4.6)
which claims that the two infinite lower-triangular matrices F = (fn,k) and G = (gn,k) with
entries given by
fn,k =
∏n−1
i=k f (ai, bk)∏n
i=k+1 g(bi, bk)
and
gn,k = f (ak, bk)
f (an, bn)
∏n
i=k+1 f (ai, bn)∏n−1
i=k g(bi, bn)
, respectively,
are inverses of each other. As desired. 
In a similar fashion, we can obtain the following result.
Theorem 5. Preserve the convention as before. Then for m 0, n 1,
m∑
k=−n
f (ak, bk)
∏k−1
j=m g(bj , bm)∏k
j=m f (aj , bm)
∏k−1
j=1 f (aj , b−n)∏k
j=1 g(bj , b−n)
= 0.
Proof. In (3.7), set cj → b−n, dj → x. Since g(b−n, b−n) = 0, it gives
m∑
k=−n
f (ak, bk)g(b−n, x)
∏k−1
j=1 f (aj , b−n)∏k
j=1 f (aj , x)
∏k−1
j=1 g(bj , x)∏k
j=1 g(bj , b−n)
=
∏m
j=1 f (aj , b−n)∏m
j=1 f (aj , x)
∏m
j=1 g(bj , x)∏m
j=1 g(bj , b−n)
. (4.7)
Set x → bm+1 further in (4.7). The result is
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k=−n
f (ak, bk)g(b−n, bm+1)
∏k−1
j=1 f (aj , b−n)∏k
j=1 g(bj , b−n)
∏k−1
j=1 g(bj , bm+1)∏k
j=1 f (aj , bm+1)
=
∏m
j=1 f (aj , b−n)∏m
j=1 g(bj , b−n)
∏m
j=1 g(bj , bm+1)∏m
j=1 f (aj , bm+1)
.
Reformulate it by the convention. It leads to
m∑
k=−n
f (ak, bk)
∏k−1
j=1 f (aj , b−n)∏k
j=1 g(bj , b−n)
∏k−1
j=m+1 g(bj , bm+1)∏k
j=m+1 f (aj , bm+1)
= −
∏m
j=1 f (aj , b−n)∏m+1
j=1 g(bj , b−n)
.
Replace m by m− 1. It gives
m−1∑
k=−n
f (ak, bk)
∏k−1
j=1 f (aj , b−n)∏k
j=1 g(bj , b−n)
∏k−1
j=m g(bj , bm)∏k
j=m f (aj , bm)
= −
∏m−1
j=1 f (aj , b−n)∏m
j=1 g(bj , b−n)
,
which is equivalent to
m∑
k=−n
f (ak, bk)
∏k−1
j=m g(bj , bm)∏k
j=m f (aj , bm)
∏k−1
j=1 f (aj , b−n)∏k
j=1 g(bj , b−n)
= 0.
As desired. 
The next theorem gives the bilateral extension of the (f, g)-inversion. For convenience, write∏∞
j=1 f (aj , cj )∏∞
j=1 f (aj , dj )
∏m
j=1 g(bj , dj )∏∞
j=1 g(bj , cj )
for lim
m →+∞
∏m
j=1 f (aj , cj )∏m
j=1 f (aj , dj )
∏m
j=1 g(bj , dj )∏m
j=1 g(bj , cj )
.
Theorem 6. Let f⊥g, M,N ∈ Z, and {AM} be an arbitrary sequence such that for all AM,AN ,∏∞
j=1 f (aj ,AM)∏∞
j=1 f (aj ,AN)
∏∞
j=1 g(bj ,AN)∏∞
j=1 g(bj ,AM)
=
∏0
j=−∞ f (aj ,AN)∏0
j=−∞ f (aj ,AM)
∏0
j=−∞ g(bj ,AM)∏0
j=−∞ g(bj ,AN)
and the limit
h(M) = lim
N →M
∏∞
j=1 f (aj ,AM)∏∞
j=1 f (aj ,AN )
∏∞
j=1 g(bj ,AN )∏∞
j=1 g(bj ,AM)
−
∏0
j=−∞ f (aj ,AN )∏0
j=−∞ f (aj ,AM)
∏0
j=−∞ g(bj ,AM)∏0
j=−∞ g(bj ,AN )
g(AM,AN)
= 0.
Then a pair of matrices F = (Fn,k)n,k∈Z and G = (Gn,k)n,k∈Z with entries given by
Fn,k = f (ak, bk)
h(n)
∏k−1
j=1 f (aj ,An)∏k
j=1 g(bj ,An)
and Gn,k =
∏n−1
j=1 g(bj ,Ak)∏n
j=1 f (aj ,Ak)
is a matrix inversion.
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∞∑
k=−∞
f (ak, bk)g(ck, dk)
∏k−1
j=1 f (aj , cj )∏k
j=1 f (aj , dj )
∏k−1
j=1 g(bj , dj )∏k
j=1 g(bj , cj )
=
∏∞
j=1 f (aj , cj )∏∞
j=1 f (aj , dj )
∏m
j=1 g(bj , dj )∏∞
j=1 g(bj , cj )
−
∏0
j=−∞ f (aj , dj )∏0
j=−∞ f (aj , cj )
∏0
j=−∞ g(bj , cj )∏0
j=−∞ g(bj , dj )
.
Given two integers M,N , set further cj → AM,dj → AN . Then
∞∑
k=−∞
f (ak, bk)g(AM,AN)
∏k−1
j=1 f (aj ,AM)∏k
j=1 f (aj ,AN)
∏k−1
j=1 g(bj ,AN)∏k
j=1 g(bj ,AM)
=
∏∞
j=1 f (aj ,AM)∏∞
j=1 f (aj ,AN)
∏m
j=1 g(bj ,AN)∏∞
j=1 g(bj ,AM)
−
∏0
j=−∞ f (aj ,AN)∏0
j=−∞ f (aj ,AM)
∏0
j=−∞ g(bj ,AM)∏0
j=−∞ g(bj ,AN)
. (4.8)
Define
hM,N = 1
g(AM,AN)
{∏∞
j=1 f (aj ,AM)∏∞
j=1 f (aj ,AN)
∏∞
j=1 g(bj ,AN)∏∞
j=1 g(bj ,AM)
−
∏0
j=−∞ f (aj ,AN)∏0
j=−∞ f (aj ,AM)
∏0
j=−∞ g(bj ,AM)∏0
j=−∞ g(bj ,AN)
}
.
Reformulate (4.8) with this note to get
∞∑
k=−∞
f (ak, bk)
∏k−1
j=1 f (aj ,AM)∏k
j=1 g(bj ,AM)
∏k−1
j=1 g(bj ,AN)∏k
j=1 f (aj ,AN)
= hM,N . (4.9)
Obviously, restated in terms of matrix, it gives
PG = H, (4.10)
where P = (PM,k), G = (Gk,N ), and H = (hM,N) are three matrices with entries given by
PM,k = f (ak, bk)
∏k−1
j=1 f (aj ,AM)∏k
j=1 g(bj ,AM)
and Gk,N =
∏k−1
j=1 g(bj ,AN)∏k
j=1 f (aj ,AN)
,
respectively. Furthermore, under the known conditions, it is easily shown that the matrix H is
just diagonal, whose entries are given by
hM,N = h(M)δM,N ,
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h(M) = lim
N →M
∏∞
j=1 f (aj ,AM)∏∞
j=1 f (aj ,AN )
∏∞
j=1 g(bj ,AN )∏∞
j=1 g(bj ,AM)
−
∏0
j=−∞ f (aj ,AN )∏0
j=−∞ f (aj ,AM)
∏0
j=−∞ g(bj ,AM)∏0
j=−∞ g(bj ,AN )
g(AM,AN)
= 0.
Thus, we get
H−1 =
(
1
h(M)
δM,N
)
and obtain further by (4.10) that
G−1 = H−1P.
Finally, equating the (n, k)-entries on both sides of this matrix identity, we get the desired re-
sult. 
An interesting case of Theorem 6 is the following bilateral matrix inversion due to Schlosser
[25], who used it successful to derive a lot of summation formulas of bilateral basic hypergeo-
metric series. As known to us, his original proof used Bailey’s very-well-poised 6ψ6 summation
theorem.
Example 7. Let a, b, and c be indeterminates. Then two infinite matrices A = (An,k) and B =
(Bn,k) are inverses of each other where
An,k = (aq/b, bq/a, aq/c, cq/a, bq, q/b, cq, q/c;q)∞
(q, q, aq, q/a, aq/bc, bcq/a, cq/b, bq/c;q)∞
× (1 − bcq
2n/a)
(1 − bc/a)
(b;q)n+k(a/c;q)k−n
(cq;q)n+k(aq/b;q)k−n (4.11)
and
Bn,k = (1 − aq
2n)
(1 − a)
(c;q)n+k(a/b;q)n−k
(bq;q)n+k(aq/c;q)n−k q
n−k. (4.12)
Proof. It suffices to set in Theorem 6
f (x, y) = g(x, y) = (y − x)
(
1 − a
bc
xy
)
and make the substitution
An → q−n, aj → bqj , bj → cqj .
Some direct calculation gives
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j=−∞
f (aj ,AM)
g(bj ,AM)
= (a/c, cq/a, b, q/b;q)∞
(a/b, bq/a, c, q/c;q)∞ ;
∞∏
j=−∞
f (bj ,AN)
g(aj ,AN)
= (a/b, bq/a, c, q/c;q)∞
(a/c, cq/a, b, q/b;q)∞ ,
from which it follows that
∏∞
j=1 f (aj ,AM)∏∞
j=1 f (aj ,AN)
∏∞
j=1 g(bj ,AN)∏∞
j=1 g(bj ,AM)
=
∏0
j=−∞ f (aj ,AN)∏0
j=−∞ f (aj ,AM)
∏0
j=−∞ g(bj ,AM)∏0
j=−∞ g(bj ,AN)
and
h(M) = (q, q, aq, q/a, aq/bc, bcq/a, cq/b, bq/c;q)∞
× q
3M(1 − bc/a)(1 − a/(cqM))(1 − a/(bqM))
(1 − b)(1 − a)(1 − a/b)(1 − a/c)(1 − bcq2M/a) .
Further calculation leads to
Pn,k = (c − b)(1 − aq
2k)(cq;q)n(a/(cq);q−1)n−1
(b;q)n+1(a/b;q−1)n
(b;q)n+k(a/c;q)k−n
(cq;q)n+k(aq/b;q)k−n q
n+k,
Gn,k = q
k(a/(bq);q−1)k−1(bq;q)k
(a/c;q−1)k(c;q)k+1
(c;q)n+k(a/b;q)n−k
(bq;q)n+k(aq/c;q)n−k .
Observe that there exist the following relations
P = LAT, G = T −1BS,
where L,T , and S are three diagonal matrices with the corresponding diagonal entries given by
Lk,k = q
k(c − b)(cq;q)k(a/(cq);q−1)k−1
(b;q)k+1(a/b;q−1)k
(1 − bc/a)
(1 − bcq2k/a)
× (q, q, aq, q/a, aq/bc, bcq/a, cq/b, bq/c;q)∞
(aq/b, bq/a, aq/c, cq/a, bq, q/b, cq, q/c;q)∞ ;
Tk,k = qk
(
1 − aq2k);
Sk,k = q
2k(a/(bq);q−1)k−1(bq;q)k
(1 − a)(a/c;q−1)k(c;q)k+1 , respectively.
Since that PG = H equals
LABS = H,
direct verification states that H = LS, so AB = (δn,k). The result is proved. 
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[14, Ex. 5.21]
(aq/b, bq/a, aq/c, cq/a, bq, q/b, cq, q/c;q)∞
(
1/b,1/c,1/d, bcd/a2;q)∞
− (aq/b, aq/c, aq/d, bcdq/a;q)∞(b/a, c/a, d/a, a/bcd;q)∞
= (aq, q/a, aq/bc, bcq/a, aq/bd, bdq/a, cdq/a, aq/cd;q)∞.
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