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  Multisensory integration (MSI) refers to the neural processes that integrate 
information from multiple different sensory systems and follows three established 
principles: the spatial, temporal and inverse effectiveness principles. Evidence 
now suggests that MSI can occur at the earliest stages of sensory processing in 
primary sensory cortices, including audiovisual integration in primary visual 
cortex; however, the mechanism responsible for audio-visual MSI enhancements 
remains elusive. Recently, unimodally presented sounds have been shown to 
activate visual cortex; however, no research has been conducted to evaluate if 
these sound-evoked responses reflect the auditory contribution to audiovisual 
integration in primary visual cortex. Here we conducted a series of three studies 
in which we systematically evaluated whether sound-evoked responses in visual 
cortex operated in a manner consistent with the principles of MSI by manipulating 
different auditory stimulus features while neural activity was recorded using an 
electroencephalogram (EEG). In the first study (Chapter 2), two experiments 
were conducted in which sound location was manipulated to allow us to evaluate 
if sound-evoked responses had the necessary spatial specificity to result in MSI 
in visual cortex. We observed a novel early-latency event-related potential (ERP) 
in primary visual cortex, the rapid occipital auditory-evoked response (ROAR) 
that satisfied both the spatial and temporal rules, and showed that the 
established late-latency sound-evoked response, the auditorily-evoked 
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contralateral occipital positivity (ACOP), failed to meet the spatial and temporal 
principles. Chapters 3 and 4 manipulated sound intensity and frequency, 
respectively, to evaluate if the two observed sound-evoked responses operated 
in a manner consistent with the principle of inverse effectiveness. The ROAR 
displayed inverse effectiveness to sound intensity, but not to sound frequency, 
whereas the ACOP did not display inverse effectiveness to either sound intensity 
or sound frequency. Taken together we believe our results indicate that the 
ACOP does not reflect a mechanism of audiovisual integration in visual cortex, 
while the ROAR satisfies all three integration principles and likely plays a causal 
role in audiovisual integration within primary visual cortex. 
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 Multisensory integration (MSI) refers to the neural processes that integrate 
sensory information from separate modalities (Stein & Stanford, 2008). 
Historically, within the cortex MSI was believed to occur during the later stages of 
processing in higher order cortices that served as integration hubs (Ghazanfar, 
Maier, Hoffman, & Logothetis, 2005). This perspective was founded on the belief 
that sensory regions were independent of each other and received input only 
from one modality. In other words, visual cortex only received visual input and 
was only capable of processing visual information. In the last twenty years this 
perspective is no longer strongly supported as research has demonstrated that 
integration can occur in early primary sensory cortices (Giard & Peronnet 1999; 
Molholm et al. 2002; Raij et al. 2010; Schroeder & Foxe 2002, 2005).  
 There is still much unknown about where and when integration in cortex 
occurs. Some studies have suggested that the integration activity observed in 
primary sensory cortices is the result of a feedback system where integration 
occurs at higher order cortices (e.g., STS/STG) and then is fed back to lower 
order areas to influence unimodal processing (Driver & Noesselt, 2008). Others 
have suggested that integration in primary cortices arises from thalamic input so 
that when one is experiencing a sensory event that includes auditory and visual
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input, the thalamus sends both visual and auditory signals to visual cortex. Still 
others have proposed that there are direct connections between primary cortices, 
and that these cortico-cortico connections drive integration in early primary 
sensory cortex. Foundational to these theories is that cross-modal input, i.e., 
auditory input to visual cortex, will only occur under multimodal conditions and 
that unimodally presented stimuli would only be processed by their preferred 
cortex (Driver & Noesselt, 2008).  
 However, a handful of animal studies (Lomo & Mollica,1962; Rheinberger 
& Jasper, 1937; Spinelli, Starr, & Barret, 1968) and recent work in humans 
(Brang et al., 2016; Feng, Störmer, Martinez, McDonald, & Hillyard, 2017; 
Hillyard, Störmer, Feng, Martinez, & McDonald, 2016; McDonald et al., 2013; 
Mlynarski, Freigang, Bennemann, Stöhr, & Rübsamen, 2014) have shown 
sounds are capable of activating visual cortex in the absence of other stimuli. It is 
possible that these activations may represent part of a mechanism for MSI in 
visual cortex. However, no study has yet addressed if sound-evoked activity in 
visual cortex demonstrates the necessary characteristics that would suggest a 
potential role as an integration mechanism.  
  Multisensory integration can occur when information from multiple sensory 
systems converges (Stein & Meredith, 1993). Under the appropriate conditions, 
the integration of stimuli from multiple modalities can result in multisensory 
enhancement, wherein the neuronal response generated under multi-modal 
conditions exceeds the combined sum of the neural responses to the same 
stimuli presented individually (Stein & Meredith, 1993). This response 
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enhancement is thought to reflect an improvement in the signal-to-noise ratio 
(SNR) of neural processing (Rowland & Stein, 2007). This is important because 
our perception of the environment around us is dependent on our sensory 
systems ability to transform stimulus energy into a neural signal for our brain to 
interpret. As sensory stimuli in the environment are in the form of thermodynamic 
or mechanical energy and sensory receptors are not ideal machines (Hansen & 
O’Shea, 2015), variability not present in the original signal is introduced at each 
level of processing (Hansen & O’Shea, 2015; Faisal, Selen, & Wolpert, 2009). 
This variability or noise in the sensory signal reduces the accuracy of our 
perceptual representation of the sensory event and this reduction, in turn, 
increases the ambiguity or sensory uncertainty of said event. Multisensory 
integration functions to improve the sensory signal and enhances our perceptual 
performance. Given than most sensory events are registered by multiple sensory 
systems, the inputs to each system can be considered independent measures of 
the same event (Rowland & Stein, 2007; Stein & Stanford, 2008; Stein, Stanford, 
Ramachandran, Perrault, & Rowland, 2009). By combining these multiple 
independent measures, noise-associated variability in the signal can be identified 
and reduced. The net effect is an improvement in the overall SNR, which reduces 
sensory ambiguity and enhances perceptual processes (Rowland, Quessy, 
Stanford, & Stein, 2007). 
 Multisensory integration is governed by three rules collectively known as 
the principles of MSI (Stein & Stanford, 2008). The first two principles are known 
as the spatial and temporal principles, which state that enhancements are 
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greatest when cross-modal stimuli are presented in close proximity in time and 
space, and decrease as the temporal or spatial distance between two events 
increases (Stanford, Quessy, & Stein, 2005). These principles act to prevent 
erroneous integration between stimuli from separate sensory events. If cross-
modal stimuli are far apart in either time or space it is unlikely that these two 
events are related and it would be illogical to integrate them together (Stein & 
Stanford, 2008). The spatial and temporal principles can be thought as the 
prerequisites that cross-modal stimuli must meet in order for the two to be 
integrated. 
 The final principle of MSI is known as the principle of inverse effectiveness 
(Stein & Meredith, 1993). The principle of inverse effectiveness states that stimuli 
that elicit weak responses under unimodal conditions produce highly effective 
responses under multimodal conditions (Stein & Meredith, 1993; Stein & 
Stanford, 2008). The reason that this inverse effectiveness occurs relates back to 
the purpose of MSI - the reduction of sensory ambiguity. Sensory signals that 
produce strong unimodal responses in traditional unisensory processes are by 
nature not very ambiguous. As MSI’s function is to reduce ambiguity, the greatest 
integration enhancement effects are seen for stimuli whose sensory signals have 
the highest levels of ambiguity. In other words, sensory events that aren’t 
ambiguous do not require the multisensory enhancement effects in order to 
generate an accurate perceptual representation.  
 Audiovisual MSI effects in early visual cortex are typically categorized as 
being either early-latency MSI (e-MSI) or late-latency MSI (l-MSI) effects (De 
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Meo, Murray, Clarke, & Matusz, 2015).  Integration effects that occur 100 ms or 
earlier following stimulus onset are classified as e-MSI and those that occur after 
100 ms are classified as l-MSI (De Meo et al., 2015). Studies that have 
documented e-MSI effects in visual cortex typically observe multisensory 
enhancements that onset approximately 40-60 ms following stimulus 
presentation (Cappe et al., 2010; Fort et al., 2002a; 2002b; Giard & Peronnet, 
1999; Molholm et al., 2002; Raji et al., 2010; Stekelenburg & Vroomen, 2012; 
Talsma & Woldorff, 2005; Talsma, Mulckhuyse, Slagter , & Theeuwes , 2007; 
van der Burg et al., 2011; Vidal et al., 2008),  whereas l-MSI effects typically 
begin around 250 ms following stimulus presentation (Matusz, Retsa, &  Murray, 
2016; Störmer, McDonald, & Hillyard, 2009). The different latency onsets 
between e-MSI and l-MSI suggest that these effects likely serve different 
functions related to ambiguity reduction. 
  As stated earlier, there are different theories on how MSI in primary 
sensory cortices occurs. Most of these theories purport that integration occurs at 
higher order regions and then is relayed to lower regions through feedback loops 
to influence unimodal processing (Driver & Noesselt, 2008). Late MSI effects 
appear to support these perspectives, with studies showing that l-MSI effects 
result from feedback from higher order association cortex (Meienbrock, Naumer, 
Doehrmann, Singer, & Muckli, 2007). These late effects occur outside of the 
temporal window of integration that would be expected if integration occurred at 
the early stages of sensory processing in primary visual cortex. However, e-MSI 
effects occur at much earlier latencies, which suggest that these effects are 
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produced from feed-forward networks. The differences in latencies suggest 
different functions for these two effects. Applying the temporal principle of MSI to 
these two effects, it would seem that the e-MSI effects are more likely to 
represent integration effects whereas the l-MSI effects are more likely to reflect 
modulation of unimodal processing as a result of integration rather than the 
integration process itself.  
  Early MSI effects in visual cortex have been associated with spatial 
localization of cross-modal stimuli by research using transcranial magnetic 
stimulation (TMS) to inhibit activity in visual neurons (Colligon et al., 2008). 
Importantly, inhibitory stimulation only impairs localization of AV stimuli when 
applied earlier than 50 ms following stimulus onset, within the time period of e-
MSI effects (Colligon et al., 2008). Studies have also reported that individuals are 
more likely to report spatially separate AV stimuli pairs as originating from the 
same location in space when TMS is applied to visual cortex (Bertini, Leo, 
Avenanti, & Ladavas, 2010). This evidence suggests that e-MSI is associated 
with the spatial localization of sensory events. Late MSI effects in visual cortex 
have also been associated with spatial localization but are believed to result from 
feedback from higher order association cortex (Meienbrock et al., 2007). 
Meienbrock et al. (2007) reported that when AV stimuli pairs were presented in 
spatial alignment, increased activation in the frontal brain regions was observed, 
whereas spatially misaligned stimuli produced more activation in early visual 
cortex and bilateral superior temporal sulcus (STS) regions. De Haas, 
Schwarzkopf, Umer, & Rees (2013) also observed increased STS activation 
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when AV pairs were contextually misaligned (i.e., an image of a frog presented 
with the sound of a rooster crowing). These studies suggest that following the 
initial sensory processing, if higher order brain areas detect sensory ambiguity, 
such as contextual or spatial misalignment, these areas respond by enhancing 
processing to reduce this ambiguity. This is reflected by increased activity in 
visual areas at late latencies. Support for this position is provided by McDonald, 
Teder-Sälejärvi, Di Russo, and Hillyard (2003) who documented that l-MSI 
effects were preceded by activation in STS regions, supporting the existence of 
an ambiguity resolution feedback network from the superior temporal cortex to 
the ventral visual stream. Taken together, these studies suggest that both e-MSI 
and l-MSI serve to reduce sensory ambiguity, but that e-MSI enhances visual 
processing through integration and that l-MSI resolves ambiguity detected after 
the visual signal has been processed through feedback mechanisms. 
 The aim of the current series of experiments was to determine if unimodal 
auditory-evoked responses in occipital cortex operate in a manner that is 
consistent with the principles of MSI. Auditory-evoked responses in visual cortex 
have been documented at latencies that correspond with those observed in both 
e-MSI and l-MSI effects, but it was unknown what role these activations may play 
in multisensory integration processes. Chapter 2 focuses on evaluating if 
lateralized unimodal auditory ERP components recorded from occipital 
electrodes demonstrate the spatial specificity in their responses necessary to 
satisfy the requirements of the spatial principle of MSI. One previous study has 
reported that visual cortex activity may be modulated by the location of the 
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auditory stimulus in a manner that is consistent with the retinotopic mapping of 
visual stimuli (Brang et al., 2015). Here, the spatial specificity of lateralized 
unimodal auditorily-evoked occipital activations was evaluated in two 
experiments that manipulated the location in which a sound was presented and 
the manner in which a sound was presented (speakers vs. headphones). 
  Chapters 3 and 4 focus on assessing if lateralized unimodal auditory-
evoked occipital activations are modulated by stimulus features in a manner that 
is consistent with the principle of inverse effectiveness exhibited during audio-
visual integration. To accomplish this we conducted two studies, each 
manipulating a single physical sound feature – sound intensity in Chapter 3 and 
sound frequency in Chapter 4. Variations within each of these features previously 
have been shown to influence localizability of sounds, and thus spatial ambiguity 
varies across levels of each feature. In these two experiments, we assessed 
whether the auditory-evoked activity in visual cortex varied across intensity or 
frequency levels in the pattern that would be expected based on inverse 
effectiveness. Sound-induced activity in visual cortex that follows both the spatial 
and inverse effectiveness principles of MSI even in the absence of visual stimuli 




CHAPTER 2  
AUDITORY-EVOKED ACTIVATIONS AND THE SPATIAL 
PRINCIPLE OF MULTISENSORY INTEGRATION 
 Although there is now evidence that visual cortex responds to multimodal 
information, our understanding of how non-visual sensory signals are processed 
and the information they reflect is poorly understood. Recent research has shown 
that sounds presented without an accompanying visual stimulus are capable of 
activating visual cortex (Brang et al., 2015; Feng et al., 2017; Hillyard et al., 
2016; McDonald, Störmer, Martinez, Feng, & Hillyard, 2013; Mlynarski et al., 
2014). The majority of studies examining sound-evoked activations in visual 
cortex have focused on a specific event-related-potential (ERP) known as the 
auditory-evoked contralateral occipital positivity or ACOP. The ACOP is a 
lateralized positivity that is observed at posterior-occipital scalp electrodes in 
response to hearing a laterally presented sound (Hillyard et al., 2016). The 
sound-elicited ERP begins about 200 ms post-stimulus-onset and can be 
observed as late as 600 ms post-stimulus-onset. The ACOP occurs when a 
salient sound is presented laterally and generates a greater positivity in the 
contralateral hemisphere compared to the ipsilateral hemisphere relative to the 
sound source. Initially observed in a cross-modal cueing paradigm, subsequent 
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studies have reported that the ACOP can be generated in purely auditory tasks in 
which the sound cues were spatially and temporally non-predictive as well as in 
tasks in which the sounds were task irrelevant (McDonald, Whitman, Störmer, & 
Hillyard, 2013). This has been taken to suggest that the ACOP has a high degree 
of automaticity and may represent bottom up processing of sensory information 
in visual cortex.  
  One feature of the visual system is that cortical regions are retinotopically 
organized, meaning that the visual scene on the retina is spatially preserved and 
mapped onto visual cortex (Petro et al., 2017; Purves et al., 2008). Event-related-
potentials have been used to demonstrate this retinotopicity as systematic 
changes in ERP waveforms and scalp topography as a function of stimulus 
position in the visual field (Clark, Fan, & Hillyard, 1995). Waveforms produced in 
response to visual stimuli, such as the C1, have been shown to change polarity 
for stimuli in the upper visual field compared with stimuli in the lower visual field 
owing to the cortical folding pattern of primary visual cortex (Di Russo, Martinez, 
Sereno, Pitzalis, & Hillyard, 2002). Changes in waveform amplitude have also 
been shown to demonstrate retinotopicity in lateralized ERP components. For 
example, the N2pc is larger for lower-field arrays than for upper-field arrays 
(Luck, Girelli, McDermott & Ford, 1997). Recently, Brang et al. (2015) observed 
both the ACOP (200 – 500 ms post-stimulus) and an earlier auditory-evoked 
response (28 – 100 ms post-stimulus) in an auditory localization task involving 
two epileptic individuals with intracranial depth electrodes placed in regions near 
the calcarine sulcus. The authors suggested that sound-induced activity in visual 
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cortex might be retinotopically mapped (Brang et al., 2015), but due to the limited 
electrode coverage, the atypical neurology of the participants, and the limited 
number of speaker positions, additional evidence is needed to confirm this 
position. 
  Here, we sought to evaluate if auditory-evoked responses in visual cortex 
would display features of retinotopicity that are typical of visual-evoked 
responses in visual cortex. To accomplish this, we used an expanded set of 
speaker locations in both upper and lower fields to enable us to have the spatial 
contrast necessary to examine whether retinotopic changes in auditory-evoked 
responses in visual cortex were present. Additionally, a follow-up experiment was 
conducted to control for the possibility that any observed effects were a 
consequence of directing visual attention to visible speaker locations. In our 
second experiment, the speakers were removed and sounds that were perceived 
as originating from different locations were presented from headphones. 
2.1. METHODS 
Participants 
 The experimental protocol was approved by the University of South 
Carolina’s institutional review board. Forty-nine volunteers from the University of 
South Carolina participated in this experiment after giving informed consent, 26 
in Experiment 1 and 23 in Experiment 2. Participants were compensated for their 
involvement by receiving course credit. Participants’ data were omitted from 
analyses if more than 35% of the recorded trials were rejected due to eye-
movement or blink artifacts. Data from nine participants’ in Experiment 1 and 
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eight participants in Experiment 2 were excluded from analyses due to artifacts, 
resulting in a total of 17 participants (12 female, mean age = 19.59 years, range 
= 18-23 years, 16 right handed) used in data analysis in Experiment 1 and 15 
participants (12 female, mean age = 20.87 years, range = 18-33 years, 11 right 
handed) in Experiment 2. All participants reported normal or corrected-to-normal 
vision as well as normal hearing.  
Stimuli and Apparatus. 
  The experiments were carried out in an electrically shielded, sound-
attenuated room containing a 23-in. computer monitor. In Experiment 1, five 
speakers were used to present the auditory stimuli. Four of the five speakers 
were positioned in pairs 27° to the left and right of the computer monitor with one 
speaker of each pair placed on the computer desk (lower location) and the other 
placed on a 40 cm stand (upper location). The fifth speaker was positioned 
centrally behind the monitor on a 20 cm stand. In Experiment 2 the speakers 
were removed and auditory stimuli were delivered using headphones. A small 
black cross (RGB = 0, 0, 0) presented upon a grey background (RGB = 50, 50, 
50) served as the fixation point for participants throughout each experimental 
block. Presentation of the stimuli for both experiments was controlled by 
Presentation software (Neurobehavioral Systems). 
  Experiment 1 utilized the same auditory stimuli and sound discrimination 
task as in previous studies of the ACOP (Brang et al., 2015; Feng, Störmer, 
Martinez, McDonald, & Hillyard 2014; McDonald et al., 2013; Störmer et al., 
2009); however, the number and distribution of speakers differed. This task was 
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chosen as it did not involve any visual stimuli and reliably elicited an ACOP in 
previous studies (Brang et al., 2015; McDonald et al., 2013).The auditory target 
stimulus was a 1000 Hz tone, 53 ms in duration with a 5ms linear rise and fall 
time. The auditory distractor stimulus was an 83 ms burst of pink noise, with a 5 
ms linear rise and fall time. The target tone was presented only from the central 
speaker, and would never occur at any of the other four speaker locations. The 
distractor noise could occur at any of the five speaker locations. Participants 
were required to press the left mouse button with the index finger of their right 
hand whenever the target tone occurred from the center speaker and withhold a 
response whenever the distractor noise occurred.  
  The primary task in Experiment 2 was identical to that used in Experiment 
1, with the exception that the speakers were removed and auditory stimuli were 
delivered using Sennheiser over the ear headphones (HD380 PRO, Wedemark, 
Germany). To give participants the perception that the headphone-delivered 
sounds were emanating from the same locations as the speakers used in 
Experiment 1, the auditory stimuli used were digitally altered using head-related 
transfer functions (HRTFs) implemented in Wave Arts Panorama (Version 5.86) 
software. As HRTFs are highly variable from individual to individual, a total of 11 
different head-related transfer function (HRTF) models were used to produce a 
total of 44 HRTF altered sound stimuli (i.e., 11 HRTF models of the 4 speaker 
locations). Prior to the primary task, each participant performed an initial sound 
localization task using these stimuli, in which they had to indicate the location 
(upper left, upper right, lower left, or lower right) of each sound. Each of the 44 
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stimuli were presented 8 times in a randomized order. Accuracy at discriminating 
the sound locations was then used to determine the best-fitting HRTFs for each 
participant. The four HRTF-modulated sounds that produced the highest 
localization accuracy for each participant were then used as the stimuli in the 
primary task. If for any location a participant’s highest HRTF model failed to 
exceed 65% accuracy, participants were instructed to perform the task again. If 
the participant’s accuracy failed to exceed 65% after performing the task a 
second time the participant did not proceed to the primary task. A total of 10 
participants were unable to accurately localize the sounds with any of the 
available HRTF models and were thus not run in the primary task.  
Procedure 
  Participants in both experiments sat 60 cm from the front of a computer 
monitor and were instructed to maintain eye fixation on the central cross 
throughout the entire experiment. On each trial, a sound was presented—from 
one of the speakers in Experiment 1 (see Figure 2.1) or via headphones in 
Experiment 2—followed by a variable inter-trial interval (ITI) of 2000-2500 ms. 
Participants were instructed to press a single button each time they heard the 
target tone and to ignore the distractor noises. Each experimental block 
consisted of 20 target trials and 50 distractor trials, presented in a randomized 
sequence. Each participant completed 12 experimental blocks, for a total of 840 




Figure 2.1 Schematic Illustration of the Experiment 1 Trial Sequence. Irrelevant 
sounds were presented at all locations, target sounds were presented only at 
center speakers. 
 
Recording and analysis. 
 The recording and analysis procedures were identical across both 
experiments. EEG was recorded from 63 Ag-AgCl active electrodes housed in a 
custom cap with electrodes placed at Fp1, Fp2, AF3, AFz, AF4, F7, F5, F3, F1, 
Fz, F2, F4, F6, F8, FC5, FC3, FC1, FCz, FC2, FC4, FC6, T7, C5, C3, C1, Cz, 
C2, C4, C6, T8, CP5, CP3, CP1, CPz, CP2, CP4, CP6, P7, P5, P3, P1, Pz, P2, 
P4, P6, P8, PO11, PO9, PO7, PO3, POz, PO4, PO8, PO10, PO12, O1, Oz, O2, 
I1, Iz, I2, IIz, and M1, all referenced to the right mastoid (M2). Horizontal 
electrooculogram (HEOG) was recorded bipolarly using two electrodes 
positioned adjacent to the external canthi. All signals were recorded unfiltered in 
DC mode via active electrodes using Brain Products actiCHamp amplifier, and 
impedances were kept below 20 kΩ. Signals were digitized at 500 Hz and 
recorded using Brain Products PyCorder software (v. 1.0.8). 
  Artifact rejection and ERP averaging were performed using the MatLab 
(Version 8.3; Mathworks 2014) toolboxes EEGLab (Delorme & Makeig, 2004) 
and ERPLAB (Lopez-Calderon & Luck, 2014). Prior to segmentation, the raw 
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EEG signals were high-pass filtered to 0.01 Hz and then low-pass filtered to 25 
Hz. The filtered signals were then segmented into 700 ms epochs beginning 100 
ms prior to the onset of an auditory stimulus. Epochs containing an ocular artifact 
were detected using a semi-automated two-step process in which step-like 
artifacts recorded by the HEOG channels and eye blinks recorded by channel 
FP1 were first identified by ERPLAB automated artifact detection tools. The 
epochs were then manually inspected to ensure artifacts had been correctly 
identified during the automated procedure, and epochs were manually rejected 
when necessary. Using the artifact-free epochs, separate average ERP 
waveforms were created for each peripheral speaker location (Upper-Left, 
Upper-Right, Lower-Left, Lower-Right). The averaged waveforms were digitally 
re-referenced to the average of left and right mastoids. 
Data Analysis 
Behavioral analysis.  
  Response accuracy was examined to ensure participants were correctly 
performing the task, but no statistical analysis was performed.  
 ERP Analysis. 
  In order to compare lateralized occipital responses induced by sounds at 
upper vs. lower speaker locations, first lateralized ERP waveforms were created 
by collapsing over left and right speaker locations and left and right hemispheres 
separately for upper and lower speaker locations. For example, lower speaker 
location ERPs contralateral to the distractor sound were computed by averaging 
the ERPs recorded over the right scalp (PO8) when the sound came out of the 
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lower left speaker with the ERPs recorded over the left scalp (PO7) when the 
sound came out of the lower right speaker. Electrodes PO7 and PO8 were 
selected for analyses as previous research has shown the ACOP was largest at 
these electrode sites (Feng et al. 2017; Hillyard et al., 2016; McDonald et al., 
2013). The Difference waves were then created from these lateralized ERPs by 
subtracting the ipsilateral waveforms from the contralateral waveforms separately 
for the upper and lower locations. In order to determine if the ACOP was 
modulated by the spatial location of the sound source a two-way within-subjects 
ANOVA with factors of elevation (upper and lower locations) and laterality 
(contralateral and ipsilateral) was performed on the mean amplitudes from PO7 
in the ACOP time window of 250-350ms. Additionally, as there is evidence for a 
potentially earlier sound-evoked response we also performed an exploratory 
analysis wherein mean amplitudes of the upper and lower contralateral-minus-
ipsilateral difference waves were measured in 5 ms time bins, starting at the 
onset of the sound stimulus until 500 ms post stimulus onset. Paired sample t-
tests were conducted for each time window to determine if the mean amplitude 
for upper speaker locations and lower speaker locations differed.  
2.2. RESULTS 
Experiment 1: External Speakers 
  Inspection of the participant’s performance on the main auditory judgment 
task revealed that on average participants correctly responded to the target tone 
99.85% of the time, this was interpreted to indicate that participants performed 
the task correctly. 
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  The ANOVA revealed a significant interaction between laterality and 
elevation on the mean amplitudes at PO7/8 within the ACOP time window, 
F(1,16) = 8.09, p = 0.012. The main effect for laterality was significant, F(1,16) = 
13.97, p < 0.01, as was as the elevation main effect, F(1,16) = 16.48, p < 0.01. 
Paired-samples t tests were conducted following the significant interaction. 
Differences in mean amplitude between contralateral and ipsilateral waveforms 
were significant for lower locations, t(16) = 3.86, p<0.01, upper locations, t(16) = 
4.10, p<0.01, and the contralateral waveforms were significantly different 
between upper and lower locations t(16) = -2.84, p=0.01.  
  Following the ANOVA, exploratory analyses consisting of paired-sample t 
tests on the ipsilateral and contralateral waveforms in 5 ms time bins across the 
whole epoch was conducted to examine if significant lateralized activity was 
present at time points earlier than the ACOP. As the analyses were exploratory in 
nature we did not perform corrections for multiple comparisons in order to most 
accurately observe potential effects. The mean amplitude for the upper speaker 
location difference wave was significantly different from zero (p < 0.05) between 
55-65 ms, 120-175 ms, 280-290 ms and 300-500 ms. Inspection of these time 
windows revealed that the contralateral waveform was significantly more positive 
than the ipsilateral waveform in all of these time windows (see Figure 2.2a). The 
mean amplitude for the lower speaker location difference wave was significantly 
different from zero (p < 0.05) between 10-45 ms, 135-170 ms, and 250-500 ms. 
In the 10-45 ms time window the contralateral waveform displayed a greater 
negativity than the ipsilateral waveform; however, for all the remaining significant 
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time windows the contralateral waveform displayed a greater positivity compared 
to the ipsilateral waveform (see Figure 2.2b). 
 
Figure 2.2 Lateralized Occipital Cortex Activity in Experiment 1. ERPs elicited 
over visual cortex at electrodes PO7/PO8 by pink noise bursts presented from 
upper speaker locations (A) and lower speaker locations (B). Significant time 





 Paired samples t-tests were then conducted on the 5 ms time bins to 
compare the contralateral-minus-ipsilateral difference waves between upper and 
lower speaker locations to assess the effect of sound elevation on lateralized 
activity. Four significant time windows were observed in which the two difference 
waves were significantly different from each other: 5-45 ms, 55-70 ms, 255-285 
ms, and 330-500 ms. For the 5-45 ms and 55-70 ms time windows the upper 
location difference wave displayed a general positivity while the lower displayed 
an overall negativity. In the later time windows, 255-285 ms and 330-500 ms 
respectively, both locations displayed an overall positivity but this positivity was 
larger for the lower location (see Figure 2.3). 
 
Figure 2.3 Difference Waves for Upper and Lower Speaker Locations. Significant 




Experiment 2: Headphones 
 Inspection of the participant’s performance on the main auditory judgment 
task revealed that on average participants correctly responded to the target tone 
99.22% of the time, this was interpreted to indicate that participants performed 
the task correctly. 
 
 
Figure 2.4 Topographic Maps for Upper and Lower Speaker Locations. 
Topographic Maps of the contralateral and ipsilateral activation 20-60 ms 
following auditory stimulus onset presented through external speakers. 
 
  The ANOVA on the mean amplitudes in the ACOP time window did not 
reveal any significant main effects or interactions. The exploratory analyses 
described in Experiment 1 data were also applied to the Experiment 2 data. 
Paired-sample t tests comparing the mean amplitudes at PO7/8 in 5 ms time 
windows between the ipsilateral and contralateral waveforms for the upper sound 
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locations were significant between 320-500 ms, with the contralateral waveform 
being more positive than the ipsilateral. For the lower sound locations significant 
differences between the waveforms were observed between 175-210 ms, 340-
375 ms, and 455-465 ms. Within these three time windows the contralateral 
waveform was more negative than the ipsilateral waveform between 175-210 ms 
and more positive than ipsilateral waveform between 340-375 ms and 455-465 
ms (see Figure 2.4.b).  
  Paired samples t tests on the difference waves between the upper and 
lower sound locations were conducted to assess the effect of sound elevation on 
lateralized activity. Four time windows in which significant differences between 
the upper and lower sound locations were observed between 30-35 ms, 120-125 
ms, 180-190 ms and 420-440 ms. For the first two time windows—30-35 ms and 
120-125 ms—the upper location waveform was more positive compared to the 
lower location waveform. This pattern then reversed at the two later time 
windows—180-190 ms and 430-450 ms—where the lower location waveform 
appeared more positive compared to the upper location waveform (see Figure 
2.5).  
2.3. DISCUSSION 
 Our goal with this project was to determine if sound-induced occipital 
activity was retinotopically mapped or if it would be a more general spatially non-
specific modulation. In Experiment 1 we modified a previously established 
paradigm by introducing multiple speaker locations in order to obtain the spatial 
contrasts necessary to evaluate our research question. In Experiment 2 we used 
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headphones to present sounds that were perceived as emanating from the same 
locations as the speakers in Experiment 1 in order to control for the effect of 
directing visual attention to the speakers.    
 
 
Figure 2.5 Lateralized Occipital Cortex Activity in Experiment 2. ERPs elicited 
over visual cortex at electrodes PO7/PO8 by pink noise bursts presented from 
upper HRTF locations (A) and lower HRTF locations (B). Significant time 






Figure 2.6 Difference Waves for Upper and Lower HRTF locations. Significant 
time periods are highlighted in yellow between: 30-35 ms, 120-125 ms, 180-
190ms and 420-440 ms. 
 
  In Experiment 1, a significant contralateral positivity was observed 
beginning around 250ms for both upper and lower speaker trials and lasted until 
the end of the epoch, which we interpreted as being the ACOP. Paired samples 
t-tests on the difference waves revealed that the ACOP was significantly more 
positive for lower locations in Experiment 1. The greater positivity for the ACOP 
elicited from lower speaker locations mirrors the activation pattern of the N2pc, 
which has a larger amplitude when evoking stimuli occur in the lower visual field 
compared those that appear in the upper visual field (Luck et al., 1997). In 
Experiment 2, the ACOP again demonstrated an enhanced positivity for lower 
locations; however, we observed a substantial reduction in the overall magnitude 
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of the ACOP and the time span in which it was significant. Because the sounds 
were presented via headphones with no visible landmarks for participants to 
associate with the sound sources, this reduction in the ACOP is likely due to 
participants not being able to shift visual attention to the sound sources. 
 
Figure 2.7 Topographic Maps for Upper and Lower HRTF Locations. 
Topographic Maps of the contralateral and ipsilateral activation 20-60 ms 
following auditory stimulus presentation through headphones.  
 
 Significant differences were also observed around 150 ms post-stimulus 
for upper and lower sound locations regardless of whether external speakers or 
headphones were used. Previous studies of the ACOP have interpreted this mid-
latency activity as carry over from the auditory N1 based on the dipole orientation 
of this component (McDonald et al., 2013). As no significant differences between 
upper and lower locations were observed in this range (see Figures 2.2 and 2.4), 
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we will not focus on these components as putative retinotopically-mapped 
activities for further study. 
  Finally, for both upper and lower speaker locations waveforms we 
observed a significant difference between upper and lower sound locations in the 
first 100 ms post-stimulus, regardless of whether the sounds were presented 
from external speakers (see Figure 2.4) or headphones (see Figure 2.7). These 
activations are similar in time course to early auditory-evoked potentials reported 
in previous lateralized cueing paradigms (Brang et al., 2015, De Meo et al., 2015, 
Raji et al., 2010). As a small number of other studies have suggested that there 
may be an auditory-evoked response in visual cortex within the first 100 ms after 
a sound, we believe that this early activity represents a novel ERP component, 
which we will now refer to as the rapid occipital auditory-evoked response 
(ROAR).  The rapid onset of this activity, combined with the reversal of polarity in 
the lateralized activity elicited by the upper and lower speaker locations, 
suggests that not only does the ROAR occur in retinotopically-mapped regions of 
visual cortex, but that it may be generated in primary visual cortex. The polarity 
reversal of the visually-evoked C1 component is due to its generators being 
located on opposite banks of the calcarine sulcus for upper and lower locations 
(Clark et al., 1995; Di Russo et al., 2002). The similar polarity reversal observed 
for the ROAR suggests that it is generated in the same early visual cortex. 
  Given that the ROAR was visible in both experiments and based on the 
early latency and relatively automatic nature of the component, the ROAR 
appears to be strongly associated with bottom-up early sensory processing 
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stages and weakly influenced by top-down processes. Conversely, the reduction 
and almost complete disappearance of the ACOP when sounds were presented 
from headphones suggests that this component is mediated by visual attention 
and would be strongly influenced by top-down late stage sensory processes. 
Ultimately, based on these results we believe that the ACOP will occur when 
spatial landmarks are present in order to anchor visual attention to a specific 
spatial location. This means that the ACOP will display retinotopic mapping but 
only if certain conditions are met; however, the ROAR component demonstrated 
systematic changes in ERP waveform as a function of the spatial origin of the 
auditory stimulus, regardless of visual input. Moreover, the ROAR occurs at 
latencies even earlier than the initial inputs of visual information to primary visual 
cortex. Thus, the ROAR may reflect the automatic activation of retinotopically-
specific early visual areas by sounds as a mechanism of integrating early 
auditory and visual inputs within visual cortex.
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CHAPTER 3  
SOUND INTENSITY AND INVERSE EFFECTIVENESS 
 Studies have shown that auditory stimuli can influence visual processing 
in a number of ways. Sounds have been shown to alter the perceptual sensitivity 
(Dufour, 1999; Frassinetti, Bolognini, & Làdavas, 2002; McDonald, Teder-
Sälejärvi, & Hillyard, 2000), time-order perception (McDonald, Teder-Sälejärvi, Di 
Russo, & Hillyard, 2005; Shimojo, Miyauchi, & Hikosaka, 1997), luminance 
judgments (Carrasco, Ling, & Read, 2004; Stein, London, Wilkinson, & Price, 
1996; Stömer et al., 2009), and motion perception judgments of visual targets 
(Hikosaka, Miyauchi, & Shimojo, 1993; 1996). Electrophysiological studies have 
shown that audio-visual MSI effects can occur at the early stages of sensory 
processing at the level of primary sensory cortices (Giard & Peronnet 1999; 
Gomez-Ramirez et al. 2011; Molholm et al. 2002; Raij et al. 2010; Schroeder & 
Foxe 2002, 2005), and that integration in primary sensory cortices follow the 
same principles of MSI documented in the superior colliculus (Stein and 
Meredith, 1993).  
  Auditory induced perceptual enhancements of visual stimuli are well 
established within the literature and are agreed to be a consequence of 
multisensory integration enhancement effects (Stein & Stanford, 2008). 
Multisensory integration can occur when sensory stimuli from different modalities
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occur at roughly the same temporal and spatial coordinates. If cross-modally 
occurring sensory stimuli are successfully integrated, the physiological response 
is often an increase in the strength of the target-evoked neuronal response to the 
stimulus event. This enhanced neural response in turn enhances perceptual 
processing and facilitates perceptual and behavioral responses (Stein & 
Stanford, 2008). 
 For maximum integration enhancement effects to be observed, cross 
modal stimuli must not only have the appropriate spatial and temporal alignment, 
but the stimuli must also demonstrate low unimodal responsiveness (Stein & 
Meredith, 1993). In other words, low quality or highly ambiguous stimuli produce 
greater integration enhancements compared to high quality or low ambiguity 
stimuli. The rationale for this inverse relationship between stimulus ambiguity and 
multisensory enhancement—known as the principle of inverse effectiveness—is 
that multisensory integration functions to resolve ambiguity in sensory signals by 
fusing sensory information from multiple modalities (Stanford et al., 2005). 
Ambiguity resolution through sensory integration is possible because of the 
multimodal nature of sensory events in the real world. When we experience a 
sensory event in nature we rarely register the event through only one sense 
(Stein & Stanford, 2008). Instead, most sensory events are registered by multiple 
sensory systems; the importance of this is that each sensory system can be 
considered an independent measure of the same event (Rowland & Stein, 2007; 
Stein & Stanford, 2008; Stein et al., 2009) and by combining multiple 
independent measures of the same event, ambiguity-associated variability in the 
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signal can be identified and reduced.  
  As the function of visual cortex is to represent sensory information in a 
spatially organized manner (Petro et al., 2017), the purpose of auditory signals in 
visual cortex should be to reduce ambiguity in the spatial localization of sensory 
events. As a general rule, sound loudness is positively related to the signal-to-
noise ratio (SNR) of the acoustic signal, with an increase in sound loudness 
corresponding to an increase in SNR (Kryter, 2013). Louder sounds are easier to 
localize, and thus provide low spatial ambiguity compared to softer sounds (Yost, 
2010). In terms of spatial localization, sound intensity provides cues used for 
localization in the horizontal and distance dimensions. Therefore, applying the 
principle of inverse effectiveness to sound intensity, it would be expected that low 
intensity sounds would demonstrate the greatest multisensory enhancement 
effects as these sounds would be more spatially ambiguous. 
  In the previous chapter, we described two unimodal sound-evoked 
responses in visual cortex: the early latency rapid occipital auditory-evoked 
response (ROAR) and the late latency auditory-evoked occipital positivity 
(ACOP). These experiments provided evidence that the ROAR satisfies the 
temporal and spatial principles required for multisensory integration to occur, 
suggesting that it may reflect a mechanism for integrating early auditory and 
visual inputs within visual cortex. On the other hand, the ACOP occurs at later 
latencies and is likely a consequence of shifts of visual attention, making it an 
unlikely candidate as potential integration mechanism. However, neither the 
ROAR nor the ACOP has been investigated with regard to the principle of 
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inverse effectiveness, which is a defining characteristic of integration processes.  
  The aim of this study is to evaluate if auditory-evoked responses in visual 
cortex will display the principle of inverse effectiveness to the auditory dimension 
of sound intensity. To accomplish this, spatially non-predictive lateralized 
auditory stimuli of varying sound intensities will be presented while participants 
perform a simple auditory judgment task similar to that used in the previous two 
experiments. To determine if auditory-evoked responses in visual cortex display 
the principle of inverse effectiveness with regards to sound intensity, we will 
compare the ERPs elicited by auditory stimuli of five different intensities to each 
other. We hypothesize that the ROAR will display inverse effectiveness, with 
mean amplitudes of the component varying as a function of sound intensity. That 
is, we predict that as sound intensity increases the amplitude of the ROAR will 
decrease. Additionally, we hypothesize that as the ACOP reflects shifts of visual 
attention, as sound intensity increases the amplitude of the ACOP will increase 
due to increased saliency of the auditory stimuli.  
3.1. METHODS 
Participants 
  A total of 29 volunteers with normal or corrected-to-normal vision as well 
as normal hearing from the University of South Carolina participated in this 
experiment in exchange for course credit. Participants' data was excluded from 
data analysis if more than 30% of their recorded trials were rejected due to eye-
movement or blink artifacts or if an excessive amount of noise was visible in 
recorded signal. Data from 11 participants that were excluded, seven due to eye-
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related artifacts and four due to excessive noise, resulting in a total of 18 
participants (14 female, mean age = 21.02 years, range = 18-30 years, 11 right 
handed).  
Stimuli and Apparatus 
  Testing was carried out in an electrically shielded, sound attenuated room 
containing a 23-in. computer monitor and three speakers. Two loudspeakers 
were positioned on the left and right side of the computer monitor at a visual 
angle of 27°, and an additional speaker was positioned centrally behind the 
monitor on a 20 cm stand. A small black cross (RGB = 0, 0, 0) presented upon a 
grey background (RGB = 50, 50, 50) served as the fixation point for participants 
during testing. The same auditory stimuli used in Experiments 1 and 2 were used 
for this study, but the intensity of the sounds was modulated. The pink noise 
stimuli consisted of an 83 ms (5 ms linear rise and fall time) burst of pink noise 
presented at one of 45, 55, 65, 75, or 85 dB SPL. The pure tone target stimulus 
consisted of a 53 ms (5 ms linear rise and fall time) 1000 Hz pure tone presented 
at 70 dB SPL. To maximize the number of trials in each intensity condition, the 
number of speaker locations was reduced to three (left, center, right). 
Procedure 
  During testing, participants sat approximately 60 cm from the monitor and 
were instructed to maintain their gaze on the fixation point throughout the 
experiment. In addition to an auditory judgment task analogous to the one used 
in the previous two experiments, participants also performed a short auditory 
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localization task to assess whether their ability to localize sound stimuli was 
modulated by the sounds’ intensity. Participant EEG data was collected during 
the auditory judgment task but not during the localization task.  
Auditory Localization Task 
  To estimate each participant’s ability to localize sounds in the horizontal 
dimension, participants performed an auditory localization task. In this task 
participants were presented with a burst of pink noise and had to indicate using 
the left and right mouse buttons whether the sound came from the left or right 
side of space. The sound’s location was manipulated along the horizontal plane 
by panning the auditory stimuli between the left and right speakers. The degree 
of panning was determined through stepwise progression using the Parameter 
Estimation by Sequential Testing (PEST) procedure (Taylor & Creelman, 1967) 
to estimate how far away from the midline the sound needed to be for the 
participant to achieve 75% localization accuracy. Participants performed this task 
five times, once for each of the five levels of sound intensity. For each individual 
participant the pan values obtained on the localization task were then 
transformed into pan rank scores by comparing the pan values for each sound 
intensity condition for an individual participant and rank ordering from one 
(intensity with the poorest localizability) to five (intensity with the best 
localizability). In the event that a participant obtained identical pan values for 
more than one sound intensity, the higher intensity sound would be given the 
higher ranking score by default. The rationale for this is that it is well established 
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in the literature that higher intensity sounds are more easily localized (Erulkar, 
1972).     
Main Task - Auditory Judgment 
  Each trial began with the presentation of a sound from one of the three 
speaker locations and then was followed by a random ISI of 1000-1500ms (see 
Figure 3.1). Participants were instructed to press the mouse button each time 
they heard the 1000 Hz target tone, and to not respond when they heard the 
distractor noise bursts. Each experimental block consisted of 15 target sounds 
and 60 distractor sounds (3 presentations of each intensity from each speaker 
location). The order of the sound presentations was randomized within each 
block. Each participant performed 12 blocks, for a total of 1140 trials (240 
targets, 900 total distractors, 180 distractors at each sound intensity level). 
Data Analysis 
Behavioral analysis.  
 For the auditory localization task, significant differences in localization 
thresholds across sound intensities were assessed using repeated-measures 
ANOVA. Linear contrasts were used to examine if increasing sound intensity was 
associated with increases in localization performance (i.e., decreased thresholds 
for localization). In the main task, response accuracy was examined to ensure 
participants were performing the task, but no statistical analyses of accuracy 





Figure 3.1 Schematic Illustration of Sound Intensity. Irrelevant noise bursts were 
presented from any speaker location, target tones were presented only from 
central speaker locations.   
 
ERP Analysis 
 All EEG acquisition and data preprocessing were identical to that used in 
Experiments 1 and 2. To compare differences between the sound-induced 
lateralized occipital responses as a function of sound intensity, ERP waveforms 
were created by collapsing trials for left and right speaker locations and left and 
right hemispheres separately for each sound intensity. For example, ERPs 
contralateral to the distractor sound were computed by averaging the ERPs 
recorded from PO8 over the right scalp when the sound was produced from the 
left speaker with the ERPs recorded from PO7 over the left scalp when the sound 
was produced at the right speaker. Difference waves for each sound intensity 
condition were then created from the lateralized ERPs by subtracting the 
ipsilateral waveforms from the contralateral waveforms.  
 In order to determine if auditory-evoked occipital activations were 
modulated by the feature of sound intensity, one way within-subjects ANOVA 
comparing differences in the mean amplitudes from PO7/8 within the ROAR (20-
60ms) and ACOP (250-300ms) time windows using sound intensity (45, 55, 65, 
36 
 
75, and 85 dB) as the within-subjects factor were conducted. Linear contrasts 
were examined to determine if ERP amplitudes decrease with increasing sound 
intensity, as would be expected with inverse effectiveness.    
3.2. RESULTS 
Auditory Localization Task.  
  In order to determine if localization performance was modulated by sound 
intensity, an ANOVA comparing the pan values for each of the five sound 
intensities was conducted. No significant differences for pan values between 
sound intensities were observed, F(4,68) = 0.51, p = 0.729.   
Table 3.1 
Descriptive Statistics Two Measures of Sound Localization Performance for  
each Stimulus Intensity Level 
Variable Intensity (dB) M SD Median Mode n 
Pan Value 45 0.047 0.028 0.036 0.023 18 
 55 0.044 0.022 0.036 0.035 18 
 65 0.045 0.027 0.035 0.035 18 
 75 0.043 0.022 0.035 0.023 18 
 85 0.054 0.032 0.048 0.023 18 
Pan Ranking 45 2.333 1.455 2.0 1 18 
 55 2.944 1.259 2.5 2 18 
 65 3.222 1.309 3.0 3 18 
 75 3.333 1.085 3.5 4 18 
 85 3.167 1.832 4.0 5 18 
 
  An additional ANOVA comparing the pan rankings for each of the five 
sound intensities was conducted to determine if localization performance varied 
with sound intensity. Despite lower intensity sounds displaying lower levels of 
localizability (see Table 3.1 and Figure 3.2.) the ANOVA observed no significant 
differences for localization performance between sound intensities, F(4,68) = 




Figure 3.2 Mean Pan Rank Localization Scores. Error bars represent SEM.  
 
Main Task. 
  Inspection of participant’s performance on the main auditory judgment 
task was conducted in order to determine that all participants whose data was 
included for analyses performed the task properly. In our task participants 
correctly responded to the central target tone on average 99.76% of the time, this 
was interpreted to indicate that our participants correctly performed our task.  
Lateralized Activity. 
  Upon inspection of the data, a clear shift in the latency of the ROAR 
component was observed between sound intensities. Auditory-evoked responses 
recorded from electrode Cz also displayed a latency shift between differing 
sound intensities (see Figure 3.3), which was interpreted as indicating a global 
latency shift in the processing of auditory stimuli as a function of stimulus 
intensity. Based on this observation we have shifted the ROAR time window of 
interest for the 45 dB condition from 20-60ms to 40-80ms in order to accurately 
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capture the sound-evoked activity for all analyses. Smaller latency shifts are also 
visible for the 65 dB and 55 dB intensity conditions but the activity for these 
conditions was well captured by the 20-60ms time window. Therefore, we 
decided not to shift the measurement time windows for the non-45 dB conditions.  
 
 
Figure 3.3 Latency shift for Auditory-evoked Responses. Auditory-evoked 
responses to varying sound intensities recorded from electrode Cz displaying 
latency shift of +20 ms for 45 dB condition.  
 
 
 Contralateral and ipsilateral waveforms for each intensity condition for the 
full epoch and zoomed in on the first 100 ms post-sound onset are shown below 
in Figures 3.4 and 3.5, respectively. An ANOVA on the mean amplitudes of the 
difference waves within the ROAR time windows to evaluate if differences 
between ROAR amplitude existed across sound intensities was significant, 
F(4,68) = 3.01, p = 0.024. Post hoc t-tests comparing the amplitudes for each 
sound intensity revealed that the amplitude of the 45 dB difference wave (M = -
0.26, SD = 0.34) was significantly different than the 75 dB difference wave (M = 
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0.11, SD =0.58), t(17) = 2.66, p = 0.017, and 85 dB difference wave (M = 0.13, 
SD = 0.42), t(17) = 3.12, p = 0.006 amplitudes, but no other comparisons were 
significant (all p’s > 0.05, see Table 3.2, Figure 3.6). 
 
Figure 3.4 Early Lateralized Occipital Cortex Activity. ERPs elicited over visual 
cortex at PO7/PO8 electrodes by pink noise burst of varying intensity. The solid 
line represents the waveform produced contralateral to the sound source. The 




Figure 3.5 Lateralized Occipital Activity across entire experimental epoch. ERPs 
elicited over visual cortex at PO7/PO8 electrodes by pink noise burst of varying 
intensity from -100ms to 600ms. The solid line represents the waveform 
produced contralateral to the sound source. The dashed line represents the 
waveform produced ipsilateral to the sound source. Time windows corresponding 
to the ROAR (40-80ms for the 45 dB condition; 20-60ms for all other sound 
intensities) and ACOP (250-300ms) components highlighted in yellow.  
 
  Although not all individual intensity conditions were significantly different 
from each other, the planned linear contrast revealed a significant linear trend for 
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sound intensity, F(4, 68) = 11.37, p = 0.001, indicating that as sound intensity 




Figure 3.6 ROAR Component Amplitudes. Comparison of mean ROAR 
amplitudes recorded over visual cortex at PO7/PO8 electrodes. Significant 
differences in amplitudes are indicated by asterisks. Error bars represent SEM.  
 
Table 3.2 
Paired Samples t-Test ROAR Amplitude Comparisons between Sound 
Intensities 
Intensity vs. Intensity t df p 
45 55 -0.77 17 0.455 
 65 -1.34 17 0.197 
 75 -2.66 17 0.017 
 85 -3.12 17 0.006 
55 65 -0.72 17 0.479 
 75 -1.68 17 0.112 
 85 -1.94 17 0.069 
65 75 -1.68 17 0.111 
 85 -1.27 17 0.222 
75 85 0.09 17 0.931 
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 To determine if sound intensity affected ACOP amplitude, a within-
subjects ANOVA comparing the mean amplitudes of the difference waves within 
the ACOP time windows was conducted.  The results of the ANOVA were non-
significant, F(4,68) = 1.701 , p = 0.160 (see Figure 3.7). Mean and standard 
deviations for ACOP amplitude for each sound intensity condition are presented 
in Table 3.3. 
 
Figure 3.7 ACOP Component Amplitudes. Comparison of ACOP amplitudes 
recorded over visual cortex at PO7/PO8 electrodes. No significant differences 




 The aim of this study was to determine if sound-induced activations of 
visual cortex would display inverse effectiveness to the feature of sound intensity. 
In our experiment we replicated an established paradigm but expanded the 
stimulus set to include a range of different sound intensities. We hypothesized 
that the sound-evoked occipital activity would vary in a systematic fashion as a 
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function of stimulus intensity. Specifically, we hypothesized that the ROAR 
component would display inverse effectiveness to the stimulus feature of 
intensity (i.e., a negative linear relationship between ROAR amplitude and sound 
intensity), whereas the ACOP would display an opposite positive linear 
relationship between component amplitude and sound intensity. 
Table 3.3  
Descriptive statistics for ROAR and ACOP components by sound 
intensity condition.  
Component Sound 
Intensity (dB) 
Mean (μV) SD 
ROAR 45 0.26 0.34 
 55 0.16 0.42 
 65 0.08 0.46 
 75 -0.11 0.58 
 85 -0.13 0.42 
ACOP 45 0.59 0.67 
 55 0.32 0.86 
 65 0.67 0.80 
 75 0.36 0.80 
 85 0.72 1.08 
 
 As predicted, we observed that sound intensity modulated ROAR 
amplitude in a manner consistent with the principle of inverse effectiveness. A 
significant negative linear trend was observed, with an increase in sound 
intensity corresponding to a decrease in ROAR amplitude. This pattern is clearly 
visible in the contralateral and ipsilateral waveforms (Figure 3.4) and comparison 
of the contralateral-minus-ipsilateral difference wave amplitudes (see Figure 3.5) 
during the ROAR time window. Interestingly, at lower sound intensities the ROAR 
is a positive difference that reduces in amplitude as intensity increases, 
eventually becoming a negative difference for the two highest sound intensities.  
44 
 
A consistent finding within the multisensory literature is that under multimodal 
conditions low intensity sounds are associated with multisensory enhancement 
effects (Anderson, Tiippana, & Sams, 2004; Corneil, Van Wanrooij, Munoz, & 
Van Opstal, 2002; Senkowski, Saint-Amour, Höfle, & Foxe, 2011), whereas high 
intensity sounds are associated with weak multisensory enhancement effects or 
multisensory suppression effects (Cate et al., 2009; Shams, Kamitani, & Shimojo, 
2002; Watkins, Shams, Tanaka, Haynes, & Rees, 2006). As multisensory effects 
are assumed to be a consequence of the enhancement or suppression of 
neurons resulting from MSI processes (Stein, Stanford, & Rowland, 2014), our 
observation of an inverse relationship between ROAR amplitude and sound 
intensity provides strong evidence that the ROAR component is likely involved in 
MSI in early visual cortex. Assuming that the ROAR may reflect an early 
audiovisual integration mechanism, the observation of the ROAR transitioning 
from a positivity to a negativity between 65 dB and 75 dB may represent the 
delineation between enhancement and suppression effects. Future research 
should be conducted to determine if positive ROAR amplitudes are associated 
with MSI enhancement and if negative ROAR amplitudes are associated with 
MSI suppression effects.  
  Our prediction that the ROAR component would display inverse 
effectiveness to feature of sound intensity was based on the perspective that 
auditory input to visual cortex is likely used to resolve spatial ambiguity in the 
sensory signal. The spatial ambiguity of our auditory stimuli was indexed as 
performance on the localization task. We predicted that significant differences in 
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localizability between intensity conditions would be observed; however, we failed 
to find statistically significant differences. Instead, we observed a trend in which 
increases in intensity we associated with increased localizability from 45 dB up to 
75 dB. Once the stimulus intensity was increased to 85 dB, we observed a 
decrease in performance suggesting that localization performance began to be 
impaired at higher intensities.  
  Although we observed a relationship between ROAR amplitude and sound 
intensity, we failed to see a significant relationship between sound localizability 
and sound intensity. There was a non-significant trend where sounds that were 
more difficult to localize were associated with larger ROAR amplitudes, but the 
non-significant nature of the localizability of sounds makes any strong 
conclusions regarding the relationship between localizability and ROAR 
amplitude speculative at best. This may be the result of too small a sample size 
for the localizability effects as we measured them. The standard deviations for 
the localization task (See Table 3.1.) show that performance was highly variable 
across participants. The required sample size for the current study was 
determined based on the ERP effects and more subjects may be needed to 
resolve some of this variability and allow us to replicate the effects in established 
literature regarding the localizability of different sound intensities (Erulkar, 1972).
 The results of Experiments 1 and 2 suggested that the ACOP reflects a 
shift of visual attention to the location of the speakers, leading us to hypothesize 
that the increased saliency associated with higher intensity sounds would more 
strongly capture visual attention and we would observe a pattern of increasing 
46 
 
ACOP amplitude with increases in sound intensity. However, the auditory-evoked 
activity within the ACOP time window was found to not be significantly modulated 
by sound intensity (see Figure 3.5 and Figure 3.7), suggesting that the speakers 
were capturing visual attention to the same degree regardless of the intensity of 
the sound presented. It is possible that the ACOP is not modulated by low level 
stimulus features like intensity and instead is modulated by more complex 
features such as context or expectation. Matusz et al. (2016) reported that 
expectation modulated ACOP amplitude during an oddball paradigm, with 
infrequent auditory stimuli producing greater positivities than frequent stimuli. 
However, unlike most ACOP studies that present auditory stimuli under unimodal 
conditions, Matusz et al. (2016) presented both auditory and visual stimuli (in the 
form of a muted and subtitled film), thus the bimodal conditions of the study make 
drawing any firm conclusions regarding what features modulate ACOP activity 
extremely limited.  
 Based on our findings, we propose that the ROAR and the ACOP 
subserve different functions and are involved in different aspects of sensory 
processing. We previously showed that the ROAR satisfies the spatial and 
temporal criteria required for integration to occur and that the ACOP only met the 
spatial criteria when the sound source was visible. Here we further demonstrated 
that the ROAR displays inverse effectiveness to sound intensity, suggesting that 
the ROAR represents a putative mechanism for early audiovisual integration 
within primary visual cortex that functions to resolve low-level perceptual 
ambiguity in a bottom-up fashion. Conversely, the ACOP did not display any 
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significant modulation by sound intensity. This finding, taken together with our 
previous finding that the ACOP did not meet the temporal requirement for MSI 
and requires visual landmarks to direct attention, provides sufficient evidence to 
conclude that the ACOP does not reflect activity of an integration mechanism. 
Ultimately, this study suggests two very different roles for early and late 
lateralized auditory-evoked occipital activity, with the former being a relatively 
automatic bottom-up process involved in MSI and the latter reflecting a resulting 
shift in visual spatial attention. 
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CHAPTER 4  
SOUND FREQUENCY AND INVERSE EFFECTIVENESS 
Based on the assumption that early visual cortex should use auditory 
information to reduce ambiguity associated with the localization of sensory 
events (Petro et al., 2017), the stimulus feature of sound frequency should 
produce the greatest integration enhancement for sounds that have the least 
spatial-localization certainty. Research has shown that humans are most 
accurate in localizing sound in the horizontal plane and that localization accuracy 
is modulated by sound frequency (Stevens & Newmans, 1934). Localization 
accuracy is poorest for sounds between 2 kHz and 5 kHz, but that there is little 
difference in localization accuracy for sounds that fall outside this narrow window 
(Stevens & Newmans, 1934). These findings suggest that the spatial certainty of 
an acoustic signal varies as a function of sound frequency and that sounds 
between 2 kHz and 5 kHz are the most spatially ambiguous. 
 Analogous to the previous experiment, the goal of the present study is to 
determine if early unimodal auditory-evoked activations—specifically the ROAR 
and ACOP components—of visual cortex are modulated by sound frequency in a 
manner that suggests they also follow the principle of inverse effectiveness. To 
this end, we collected measures on the same two auditory tasks used in 
Experiment 3, but changed the stimuli of interest to five different frequency pure
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tone sounds (0.5 kHz, 2.0 kHz, 3.5 kHz, 5.0 kHz, & 10.0 kHz). If unimodal sound-
evoked responses are modulated by sound frequency in accordance with the 
principle of inverse effectiveness, we hypothesize that mid-range frequencies 
should result in greatest modulation of ROAR amplitude compared to sounds 
whose frequencies fall above and below the mid-range window. Furthermore, we 




 Twenty-six volunteers from the University of South Carolina to participated 
in this experiment in exchange for course credit. The criterion for omitting 
participant’s data from analysis was identical to that defined in experiment 
presented in Chapter 3 except that participants who were more than three 
standard deviations from the group median in their ERP amplitudes were also 
excluded. Data from seven participants were removed due to insufficient trial 
counts resulting from eye-related artifacts and one participant was removed due 
to exceeding the three standard deviation criterion, resulting in a total of 17 
participants (12 female, mean age = 21.20 years, range = 18-25 years, 16 right 
handed).  
Stimuli and Procedure. 
  Participants performed two experimental tasks in an electronically 
shielded room. For both experiments participants sat approximately 60 cm from 
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the monitor and were instructed to maintain their gaze on a fixation point located 
in the center of the screen. Analogous to Experiment 3, participants performed 
an auditory judgment task and an auditory localization task to estimate 
localizability of the different sound frequencies. EEG data was only collected 
during the judgment task.  
  All experimental procedures were similar to those used in Experiment 3, 
with the exception that the sound stimuli were pure tones that varied in frequency 
rather than pink noise bursts that varied in intensity. The sounds used for the 
localization task and as distractors in the main task consisted of five 83 ms (5 ms 
linear rise and fall time) pure tones presented at 0.5, 2.0, 3.5, 5.0, and 10.0 kHz. 
The target sound in the main task was a 53 ms (5 ms linear rise and fall time) 
pink noise burst. All sounds were adjusted to be perceived as equally loud in a 
pilot experiment and presented at the following intensities to achieve this goal: 
the 10 kHz tone was presented at 53 dB, the 5.0 kHz tone at 62 dB, the 3.5 kHz 
tone at 61 dB, the 2.0 kHz tone at 64 dB, and the 0.5 kHz tone was presented at 
47 dB.   
Auditory Localization Task 
  Participant’s ability to localize each sound frequency horizontally was 
assessed in the auditory localization task. Participants performed this task five 
times, once for each of the five sound frequencies. The task began with the 
presentation of a tone and participants would then indicate if the sound came 
from the left or right side of space using the left or right mouse button. The 
horizontal location of the sound was manipulated through panning the auditory 
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stimuli between the two peripheral speakers. Parameter Estimation by Sequential 
Testing (PEST) was used to adapt the degree of panning for each sound 
frequency until the participant achieved 75% localization accuracy (Taylor & 
Creelman, 1967).  
Main Task - Auditory Judgment 
  Trials started with a sound being presented from one of the three speaker 
locations. Following the sound being presented, a random ISI between 1000-
1500ms occurred (see Figure 4.1). Each participant was instructed to make no 
response when they heard a distractor noise, and to respond by pressing the 
mouse button when they heard the target pink noise burst. There were 15 target 
sounds and 60 distractor sounds (3 presentations of each frequency from each 
speaker location) per experimental block. The distractor sounds consisted of five 
83 ms (5 ms linear rise and fall time) pure tones presented at 0.5, 2.0, 3.5, 5.0, 
and 10.0 kHz, and the target sound was a pink noise burst presented at 70 dB. 
The presentation order of the auditory stimuli and the speaker locations was 
randomized within each block. Participants performed a total of 1140 trials over 
12 blocks (250 targets, 900 distractors with 180 at each sound frequency). 
 
Figure 4.1 Schematic Illustration of Sound Frequency Trials in Auditory Judgment 
Task. For a given trial target noise bursts were presented only at central speaker 




Auditory Localization Task 
  The spatial localizability of each sound in the auditory localization task 
was expected to vary across frequencies. Localization accuracy was indexed as 
the pan value necessary for participants to achieve a 75% localization threshold. 
The higher the participants’ pan values the lower the localization accuracy (i.e., 
the further away from midline the sounds had to be to be accurately localized). 
As in study 3, we also rank ordered the localizability of each of the five sound 
stimuli for each individual participant from 1 to 5, with 5 indicating the best 
localization and 1 indicating the worst localization. ANOVA’s were performed to 
evaluate the effect of frequency (0.5, 2.0, 3.5, 5.0, and 10.0 kHz) on the 
participant’s performance on the auditory localization task. Two ANOVA’s were 
conducted using either the participants’ raw pan values or pan ranking scores as 
the measure of sound localization performance. Quadratic contrasts for each of 
the localization measures were performed to examine if changes in localization 
performance varies in a curvilinear fashion with sound frequency. We predicted 
that a curvilinear relationship between sound frequency and localization accuracy 
would be observed based on the previous findings of frequency specific 
localization effects (Stevens & Newmans, 1934; Risoud et al., 2018). 
ERP Analysis 
  All EEG acquisition and data preprocessing was identical to that used in 
Experiments 1, 2, and 3. To compare differences between the auditory-evoked 
occipital responses as a function of sound frequency, ERP waveforms were 
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created by collapsing trials for left and right speaker locations and left and right 
hemispheres separately for each sound frequency. For example, ERPs 
contralateral to the 2.0 kHz distractor sound were computed by averaging the 
ERPs recorded from PO8 over the right scalp when the sound was produced 
from the left speaker with the ERPs recorded from PO7 over the left scalp when 
the sound was produced at the right speaker. Difference waves for each sound 
frequency condition were then created from the lateralized ERPs by subtracting 
the ipsilateral waveforms from the contralateral waveforms.  
  In order to determine if sound-evoked occipital activations were modulated 
by the feature of sound frequency, an ANOVA was conducted on the difference 
waves for each frequency condition (0.5, 2.0, 3.5, 5.0, and 10.0 kHz) within the 
ROAR and ACOP time windows, 20-60ms and 250-300ms, respectively. Planned 
quadratic contrasts were carried out to determine if component amplitude 
changed in a curvilinear fashion as a function of sound frequency. 
4.2. RESULTS 
Auditory Localization Task. 
To determine if localization performance on our task was affected by sound 
frequency, an ANOVA was conducted on the pan values for each of the five 
sound frequencies. Mauchly’s test indicated that the assumption of sphericity had 
been violated, so Greenhouse-Geisser corrections were applied (epsilon = 
0.568). Significant differences in pan values between frequencies were observed, 
F (2.270, 36.327) = 3.25, p = 0.045. Paired comparisons of the pan values 
across sound frequencies revealed that localization performance for the 2 kHz 
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stimulus was significantly worse than the 5 kHz stimulus, t(17) = 2.98, p = 0.04, 
but no other comparisons were significant. Finally, quadratic contrasts were not 
found to be significant, p = 0.063; however cubic contrasts were observed to be 
significant, F (4, 64) = 8.92, p = 0.004. 
 
Figure 4.2 Localization Performance across Sound Frequencies. Error bars 
represent SEM. * = p < 0.05; ** = p < 0.001. 
 
  An ANOVA was also conducted on the pan rankings for each of the five 
sound frequencies. The analyses revealed pan ranking scores were significantly 
different between the different levels of stimulus frequency, F (4, 64) = 5.51, p < 
0.001. Post hoc comparisons between the pan rankings of the stimulus 
frequencies revealed that localization performance of the most localizable 
sound—the 0.5 kHz sound—was significantly better than the 2 kHz stimulus, 
t(16) = 3.90, p = 0.002 and the 3.5 kHz stimulus, t(16) = 3.54, p = 0.008. 
Additionally the second most localizable sound—10 kHz—was observed to have 
significantly better localization performance as indicated by having a higher pan 
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ranking, than the 2 kHz stimulus, t(16) = 2.93, p = 0.047 (see Figure 4.2). 
Polynomial contrasts were conducted and revealed a significant quadratic 
relationship, F (4, 64) = 16.85, p < 0.001, as well as a significant cubic 
relationship, F (4, 64) = 4.36, p = 0.033.  
Table 4.1 
Means and Standard Deviations for Two Measures of Sound Localization 
Performance Across Stimulus Frequencies  
Variable Frequency (Hz) M SD Median n 
Pan Value 0.5K 0.05 0.05 0.0350 17 
 2.0K 0.19 0.26 0.0975 17 
 3.5K 0.14 0.22 0.0600 17 
 5.0K 0.05 0.02 0.0375 17 
 10.0K 0.09 0.19 0.0375 17 
Pan Ranking 0.5K 4.00 1.50 - 17 
 2.0K 2.12 0.86 - 17 
 3.5K 2.29 1.36 - 17 
 5.0K 3.06 1.48 - 17 
 10.0K 3.53 0.94 - 17 
 
 Inspection of the data revealed that the participants’ scores on the 
localization task were non-normally distributed, making the median a more 
appropriate measure of central tendency. As reported in Table 4.1., using the 
median measure localizability of stimuli from most accurate to least accurate was 
as follows: 0.5, 5, 10, 3.5, 2 kHz. As the pan rankings were produced by rank 
ordering the pan values, it would be inappropriate to report the median values, 
but the mean values of the pan ranking scores report the same relationship as 
the median pan values.  
Main Task. 
  Performance on the auditory judgment task was inspected to ensure 
participants were performing the task correctly. Participants correctly responded 
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to the central target tone 99.86% of the time, which was interpreted to indicate 
participants were performing the task properly. No other analyses on behavioral 
response data was conducted.  
Lateralized Activity. 
  Unlike the previous experiment, no latency shifts of the auditory evoked 
responses were observed between our different frequency conditions (see Figure 
4.3). Thus, we utilized the same time windows of 20-60 ms to measure the 
ROAR and 250-300 ms to measure the ACOP for all frequencies for all of our 
analyses.  
 
Figure 4.3 Latency of Auditory-evoked Responses. Latency of sound-evoked 
responses recorded from electrode Cz demonstrating a lack of latency shift. 
 
 Contralateral and ipsilateral waveforms for each sound frequency 
condition for the full epoch and the first 100 ms post-stimulus presentation are 
shown in Figures 4.4 and 4.5 respectively. A within-subjects ANOVA on the 
contralateral-minus-ipsilateral difference waves in the ROAR time window was 
approaching significance, F (4, 64) = 2.35, p = 0.064 (See Figure 4.6). Planned 
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polynomial contrasts revealed a significant quadratic relationship, F (4, 64) = 
6.62, p = 0.012, but no other contrasts were significant. There was no effect of 
sound frequency on ACOP amplitudes, F (4, 64) = 1.56, p =0.195 (See Figure 
4.7). Means and standard deviations for ROAR and ACOP components are 
presented in table 4.2.  
4.3. DICUSSION 
 
 Auditory stimuli ranging from 0.5 kHz to 10 kHz were presented while 
neural activity was recorded using EEG to determine if sound-evoked activity in 
visual cortex varied in a manner consistent with the principle of inverse 
effectiveness. The ACOP was not modulated by frequency, as we predicted, 
consistent with the idea that the ACOP is modulated by higher-level attentional 
and task demands (e.g., De Meo et al., 2015; Matusz et al., 2016) but not by low-
level stimulus features. However the effect of frequency on the ROAR was 
trending toward significance.  Although it is possible that the ROAR is not 
influenced by frequency, the trend in the data suggests that an effect does exist 
but we may not have had sufficient power to detect it. The ROAR is a very small 
effect of only around 0.3 microvolts, and the modulations of this component by 
frequency are even smaller (e.g., less than 0.1 microvolts between frequencies). 
Thus, a much larger sample may be necessary to fully resolve these differences. 
Assuming that the trend observed in our data would be retained with a larger 
sample size, the pattern of responses across frequencies was actually the 
opposite of what we predicted. Based on the principle of inverse effectiveness, 




Figure 4.4 Lateralized Occipital Sound-evoked Activity. ERPs to sound five 
sound intensities recorded over visual cortex from electrode PO7/8. Waveforms 
contralateral to the sound source are represented by a solid line and, waveforms 
ipsilateral to the sound source are represented as a dashed line. Two time 
windows of interested are highlighted in yellow: 20-60ms the time window 






Figure 4.5 Early Lateralized Occipital Activity. ERPs recorded over visual cortex 
from electrodes PO7/8, the solid line represents the waveform recorded 
contralateral to the sound source, the dashed line represents the waveform 
recorded ipsilateral to the sound source. Activity within the ROAR (20-60ms) time 







Figure 4.6 ROAR Component Amplitudes by Sound Intensity. Comparison of the 
mean ROAR amplitudes recorded over visual cortex at PO7/8 electrodes. No 




Figure 4.7 ACOP Component Amplitudes. Comparison of ACOP amplitudes 
recorded over visual cortex at PO7/8 electrodes. No significant differences 







 enhancements. Our assumption was that sound localizability would be an index 
of spatial ambiguity and that the less localizable the frequency the more 
uncertainty in the sensory signal. Thus, we predicted that the amplitudes of the 
ROAR would follow a polynomial response curve similar to that depicted in 
Figure 4.8 and that this pattern would be inversely related to the localizability of 
those sounds as indexed in our localization task. Given the effects of sound 
intensity on the ROAR as described in Chapter 3, it was expected that the mid-
range frequency sounds would be the most spatially ambiguous and produce the 
largest positivities in the ROAR time window. However, we observed a negative 
polarity ROAR for both the 3.5 kHz and 5 kHz sounds, with a positive polarity 
ROAR for the other three frequencies, despite the 2 kHz tone having the lowest 
localization performance. There are a number of possible explanations for this 
unexpected pattern in the effects of sound frequency on the ROAR.  
  First, it is possible that differences in sound frequency do not substantially 
affect spatial processing in visual cortex. Localization of pure tones is not as 
specific as localization of broadband sounds (Stern, Wang, & Brown, 2006), thus 
Table 4.2 
Means and Standard Deviations ROAR and ACOP components  
Component Frequency (Hz) M(μV) SD n 
ROAR 0.5K 0.17 0.47 17 
 2.0K 0.14 0.42  
 3.5K -0.18 0.47  
 5.0K -0.03 0.48  
 10.0K 0.24 0.50  
ACOP 0.5K 0.58 0.77 17 
 2.0K 0.07 0.60  
 3.5K 0.32 0.76  
 5.0K 0.17 0.76  
 10.0K 0.22 0.84  
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we might see less of an effect of frequency specific localization performance on 
ROAR amplitudes. Compared to study three, performance on the localization 
task in this study was notably worse, as indicated by larger pan values. 
Therefore, it may be that the stimulus feature of frequency contributes less to 
resolving spatial ambiguity in visual cortex compared to the feature of sound 
intensity.  
 
Figure 4.8 Relationship between Localization Accuracy and Neuronal Response. 
Multisensory enhancement gains are inversely related to the effectiveness of the 
sound stimulus feature of frequency on localization performance. The blue line 






  Second, it may be that the intensity at which we presented our stimuli was 
not optimal for some participants, leading to perceived loudness confounding the 
effects of frequency. Although the stimuli used in our task were adjusted to be 
perceived as being equally loud based on data collected during pilot testing, 
based on the large amount of variation within the individual participant data on 
both the ERP and behavioral measures, it is possible that not all participants 
perceived the sounds as being equally loud. In the previous experiment, the 
lowest intensity sounds produced a positive ROAR, while the highest intensity 
sounds produced a negative ROAR. If loudness was not appropriately equated 
for individual participants, they may have perceived the mid-range frequency 
sounds, particularly the 3.5 kHz and 5 kHz sounds, as being louder (Suzuki & 
Takeshima, 2004), resulting in the reduction and polarity reversal of the ROAR. 
Further studies of sound frequency that control for individual differences in 
loudness perception and studies that compare the effects of physical sound 
intensity and perceived loudness on the ROAR amplitude will be necessary to 
disentangle these complex interactions between sound features.  
 Finally, it is possible that the mechanisms responsible for processing 
frequency related information within visual cortex are separate and unique in 
comparison to the mechanisms responsible for processing intensity related 
information. As we observed the reverse of the expected pattern of ROAR 
activity from what was predicted (See Figure 4.8), the modulation of the ROAR 
component by frequency may be related to distinct neural processes. Neurons 
have been identified that display paradoxical responses in which either no 
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response or an inhibitory response is produced under unimodal stimulation 
conditions by produce a large excitatory response under bimodal conditions 
(Lomo & Mollica, 1962). It is possible the population of frequency responsive 
neurons in visual cortex were displaying such a paradoxical response, with 
limited or inhibitory responses being produced here for the spatially-ambiguous 
frequencies that would produce the largest multisensory enhancement effects 
when paired with visual stimuli. This pattern of activity would support the 
presence of frequency specific neurons in visual cortex displaying inverse 
effectiveness; however, behavioral measures and multimodal conditions would 
be necessary to disentangle this possible outcome.   
  The findings of the present study suggest that the early sound-evoked 
activity in visual cortex may be influenced by sound frequency, but more data are 
needed to draw firm conclusions. The trends in the data suggest that frequency 
does modulate ROAR activity, but it remains unclear if this modulation is 
associated with the spatial ambiguity of the sound. Coupled with the possible 
confound of individual variability in perceived loudness of the sounds, future 
studies with larger sample sizes and individualized loudness matching will be 
necessary to elucidate the effect of frequency on the ROAR. Moreover, studies 
comparing the ROAR under unimodal auditory and bimodal audio-visual 
conditions will be required to determine if the trends in the ROAR observed here 






  Historically, sensory systems and their cortical regions were believed to 
function independently of one another. In other words, visual cortex was initially 
believed to process only visual signals, auditory cortex was thought to only 
process auditory sensory signals, and that integration within cortex could only 
occur at higher order cortices such as the STG (Ferraro, 2016). Researchers 
have begun to reject this view in light of findings that suggest integration can 
occur within sensory cortices (Ghazanfar et al., 2005); despite observing the 
consequences of integration, researchers have failed to identify any possible 
mechanism or mechanisms involved. Researchers investigating audio-visual 
integration in sensory cortices through electrophysiological recordings have 
largely focused on the consequences of integration, such as multisensory 
enhancement or suppression, but have not identified the contribution of each 
stimulus independently. That is to say, researchers studying audiovisual 
integration in visual cortex were have limited their observations to the response 
evoked by the visual stimulus presented unimodally and the response evoked by 
both the auditory and visual stimuli presented under bimodal conditions. Despite 
evidence of unimodal auditory-evoked responses in visual cortex in the animal 
literature (Iurelli et al., 2012; Lomo & Mollica, 1962; Spinelli et al., 1968), until 
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recently the evidence for such responses in humans has been limited. The 
discovery of sound-evoked responses in human visual cortex (ACOP; McDonald 
et al., 2013) presented an opportunity to evaluate if visual cortex processed non-
preferential sensory input in a manner consistent with MSI processes. Our efforts 
to answer this question led to the discovery of a novel sound-evoked visual 
response we have named the ROAR, as well as furthered our understanding of 
the functional role of the subsequent ACOP component. 
  Previous research on MSI established three principles that guide MSI and 
are consistent regardless of species, research method, or study level (Miller, 
2016). The first two principles include the spatial and temporal principle and state 
that sensory events registered by separate sensory modalities are more likely to 
be integrated the more closely they overlap in time and space (Stein et al., 2014). 
Intuitively this makes sense, as sensory signals that are disparate in either time 
or space are unlikely to be from the same sensory event and therefore should not 
be integrated. The first two principles can be considered a prerequisite for 
integration to occur. Once the spatial and temporal principles are satisfied the 
final principle—the principle of inverse effectiveness—dictates the magnitude of 
the integration effect. The principle of inverse effectiveness states that stimuli 
that are weakly effective unimodally are robustly integrated, while robust 
unimodal stimuli are weakly integrated. The effectiveness of a stimulus is thought 
to be causally related the ambiguity in the sensory signal. A weakly effective 
stimulus, such as a low intensity sound, has a lower SNR than a high intensity 
sound and thus the former would be more ambiguous than the latter. The primary 
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function of MSI is believed to be ambiguity reduction and as such the benefit 
provided by MSI scales with the level of ambiguity in the sensory signal. In this 
way highly ambiguous sensory signals benefit the most from MSI while low 
ambiguity signals benefit less (Stein et al., 2014). With these principles in mind, 
the preceding chapters explored whether unimodal auditory-evoked responses in 
visual cortex operated in a manner that was consistent or inconsistent with the 
principles of multisensory integration. 
5.1. THE ROAR 
 In Chapter 2, we identified a novel ERP component, which we refer to as 
the rapid occipital auditory-evoked response (ROAR), that begins approximately 
20 ms following stimulus onset, is modulated by the location of the auditory 
stimulus, and appears to be generated in primary visual cortex. The early latency 
of the ROAR makes it--at the time of writing this--the earliest sensory-evoked 
response in visual cortex, preceding the earliest visual-evoked response in visual 
cortex the C1 component (Clark et al., 1995). The C1 component is the first 
visual-evoked response in visual cortex, while the sound-evoked ROAR is 
potentially the first sensory-evoked response. The significance of this is that for a 
sensory-event with simultaneously presented auditory and visual stimuli, the 
sound will activate visual cortex prior to the arrival of visual input by 
approximately 20-30 ms. However, a delay of 30 ms between auditory and visual 
signals does not negatively impact the likelihood of integration. Instead, research 
has consistently shown that for MSI of simple audiovisual stimuli maximum 
integration and perceived simultaneity is observed when the visual stimulus 
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onset leads by approximately 30 ms (Lewald & Guski, 2003; Van de Par & 
Kohlrausch, 2000; Van Wassenhove, Grant, & Poeppel, 2007).This timing would 
put the onset of the C1 and the ROAR at the same time. Temporal flexibility is 
built into our sensory systems because sensory signals differ in their speed (e.g., 
light energy vs. an auditory mechanical wave), receptor transduction speed, and 
neural pathways. The differences in how our sensory systems process external 
information means that sensory signals from a single multi-modal sensory event 
will all arrive at slightly different latencies, and having integration processes that 
can account for the temporal asynchronicities is necessary (Stevenson & 
Wallace, 2013). The slight delay between the ROAR and the C1 components 
suggests that for a sensory event that contains both visual and auditory 
information, the ROAR would arrive in visual cortex just prior to the C1 but well 
within the temporal binding window in which separate sensory inputs can be 
integrated (Stevenson & Wallace, 2013). Thus, the ROAR has the temporal 
properties necessary for integration. 
 In Chapter 2 we also demonstrated that the ROAR has the spatial 
properties necessary for integration as well. Using a multi-speaker array we 
observed that the ROAR changes in polarity in a pattern that resembles the 
same polarity reversal displayed by the C1 VEP (Clark et al., 1995). Given the 
C1's polarity reversal is due to the unique structural properties of the calcarine 
sulcus in V1 (Clark et al., 1995), the ROAR likely originates from V1 as well. 
Importantly, the ROAR was still present and showed similar retinotopicity when 
we controlled for the effects of visual attention. This pattern suggests that the 
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ROAR satisfies both the temporal and spatial principles for MSI to occur, making 
it a possible mechanism for audiovisual integration within primary visual cortex.  
 After establishing that the ROAR had both the temporal and spatial 
properties to satisfy the first two principles of MSI, two additional studies were 
conducted to determine if the ROAR was modulated by stimulus features in a 
manner consistent with the principle of inverse effectiveness. In Chapter 3 we 
modulated the intensity of the sounds, whereas in Chapter 4 we modulated the 
frequency of the sounds. A pattern consistent with inverse effectiveness was 
observed for sound intensity, with the amplitude of the ROAR largest for the least 
intense sounds and decreasing in amplitude as sound intensity increased. 
Interestingly, for the two most intense sounds the ROAR transitioned from a 
contralateral positivity to a contralateral negativity. It is possible that these 
polarity differences are associated with MSI enhancement effects (positive 
ROAR) or MSI suppression effects (negative ROAR) and that the magnitude of 
the MSI effect is proportional to the ROAR amplitude (i.e., larger more positive 
ROARs being associated with strong MSI enhancements and large negative 
ROARs being associated with strong MSI suppression effects). These results 
suggest that the ROAR is modified by sound intensity in a manner consistent 
with the principle of inverse effectiveness.  
  The stimulus feature of sound frequency, however, did not modulate the 
ROAR in the manner we expected. Under the assumption that sound input is 
utilized in visual cortex to resolve spatial ambiguity, we predicted that sounds 
with higher levels of spatial ambiguity would produce larger ROARs. Previous 
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research has suggested that sounds within the 2 kHz to 5 kHz range reliably 
produce greater MSI enhancements than stimuli outside of this range (Green, 
Pierce, & MacAdams, 2019; Romei, Murray, Merabet, & Thut, 2007; Romei, 
Murray, Cappe, & Thut, 2009; 2013; Vroomen & Gelder, 2000; Yang et 
al., 2015). However, we observed that frequencies outside of the 2 kHz to 5 kHz 
range produced larger more positive ROARs than those inside the 2 kHz to 5 
kHz frequency range. Although further research may elucidate the relationship 
between the modulation of visual cortex by sound frequency and MSI, at present 
there is no evidence that the frequency-based modulations of the ROAR occur in 
a manner consistent with inverse effectiveness. However, despite our inability to 
firmly link stimulus frequency and inverse effectiveness, the results presented in 
Chapters 2 and 3 suggest that, at least for some stimuli and features, the ROAR 
is modulated in a manner consistent with all three principles of MSI.   
5.2. THE ACOP 
 Compared to the ROAR, the ACOP is a much later component with an 
onset of approximately 250-300ms following stimulus presentation. The latency 
of this component is outside the TBW for almost all stimuli with the exception of 
complex speech stimuli (Vatakis & Spence, 2010). The late nature of this 
component suggests that for most auditory stimuli, the ACOP would not meet the 
temporal properties required for integration. In Chapter 2 we evaluated if the 
ACOP would display retinotopicity in a manner that would satisfy the spatial 
principle. We observed that when the source of the sound was visible the ACOP 
displayed a retinotopic pattern that differed between upper and lower visual fields 
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in a manner consistent with an established retinotopic VEP that is generated in 
extrastriate cortex, the N2pc (Luck et al., 1997). However, when the sound 
source was not visible the ACOP disappeared. This suggests that the ACOP 
reflects a shift of visual attention to the visible sound source. Although it is well 
established that MSI and attention related processes interact continuously 
throughout our daily lives, integration does not require attention to occur (Talsma, 
Senkowski, Soto-Faraco, & Woldorff, 2012). If the ACOP only satisfies the spatial 
principle when visual attention can be directed to a sound source, and is outside 
the temporal window to be useful for most stimuli, these results suggest that the 
ACOP is not consistent with either the spatial or temporal principles of MSI.
 As the ACOP failed to meet either the temporal or spatial criteria, it was 
not surprising to see that neither sound intensity nor sound frequency modulated 
the ACOP in a manner consistent with inverse effectiveness. Thus, the ACOP 
was not consistent with any of the principles of MSI and is therefore unlikely to 
reflect a mechanism of MSI within visual cortex.   
5.3. SPECULATIVE ROLES FOR SOUND-EVOKED RESPONSES 
Although the ROAR and the ACOP are both sound-evoked responses in 
visual cortex our results suggest that they serve different roles and operate at 
different stages in the sensory processing stream. The ROAR is consistent with 
an early audio-visual integration mechanism in primary visual cortex that 
operates in relatively automatic, bottom-up fashion and is modulated by low level 
features in a relatively attention-independent manner. As previous research on 
the visual cortex has shown, early inputs to primary visual cortex are modulated 
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by low-level features and not by semantic knowledge (Zani et al., 2015). For 
these reasons, and the results presented in the preceding chapters, the ROAR is 
likely influenced by low-level stimulus features rather than by the semantic 
content of the auditory stimuli.  
 Unlike the ROAR, the ACOP is dependent on visual attention, is not 
modulated by low-level stimulus features, and does not meet any of the criteria 
necessary for it to serve as a MSI mechanism (Stein et al., 2001). Instead the 
ACOP is likely a late ambiguity resolution mechanism. Late ambiguity would be 
operationalized as ambiguity not resolved from the initial integration processes 
(i.e., the low level features involved in bottom up processing). Unlike early 
ambiguity (De Meo et al., 2015), late ambiguity is detected in the percept at 
higher order cortices and not at the level of early/primary sensory cortex. Late 
ambiguity is likely to involve percept feature misalignment, which is 
fundamentally different from the sensory ambiguity that is detected at the early 
stages of processing. Unlike stimulus features, which can be considered 
separate for each sensory modality, a percept would be comprised of all of these 
features together. A percept is based on the integrated product of the low-level 
features and reflects the multisensory product as well as access to semantic 
memory and other top down processes. The multisensory product has features 
that include the low-level stimulus features, but are understood in terms of being 
features of the product as a whole. As percepts require access to the integrated 
product of MSI rather than access to the sums of unisensory features, ambiguity 
detection at the percept level (i.e., late ambiguity detection) inherently occurs 
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after integration has already taken place. When a percept feature is misaligned 
this would produce ambiguity that would be detected at higher order regions 
where top down processes are involved in evaluating the fused sensory event. 
For example, consider going to the zoo and seeing a tiger make unnaturally quiet 
vocalizations. The initial processing of the auditory signal would be the same 
regardless of the sound source, and integration processes would be for resolving 
early ambiguity. However, once this early processing is completed and you have 
fused all your sensory signals to form a percept, in this case a tiger percept, any 
differences between your previous experiences and expectations of the 
perceptual qualities of a tiger and the percept you are currently experiencing can 
be considered late ambiguity. In this scenario the tiger is producing low intensity 
vocalizations and would be a source of potential late ambiguity. Unlike the 
sensory ambiguity associated with the ROAR component—that is low-level 
feature signal noise such as sound intensity—the late ambiguity associated with 
the ACOP would be based on how well the evoking sensory event matches 
established prototypes of the sensory event. Deviations from the established 
prototypes could only be detected at higher order cortices because the early 
primary cortices evaluate individual low-level features but do not process 
percept-level features as the percept has not been produced yet (Schultz et al., 
2005).  
  Operating from this conceptual standpoint, late ambiguity can be present 
in sensory events that lack any early sensory ambiguity in the initial stages of 
sensory processing. To illustrate this, assume a sensory event is perfectly 
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transduced by each sensory organ, and that each modality’s sensory signal 
contains no signal noise. In this scenario there would be no sensory ambiguity at 
the level of the primary sensory cortices for any modality; however, if the 
coherent percept produced by the integration of these separate sensory inputs 
fails to match an existing stored prototype along any feature, then any percept 
feature deviations or sources of late ambiguity would be detected at higher order 
association areas. Logically this makes sense as research has shown that the 
semantic system that would be involved in detecting these deviations involves 
higher order regions further in the processing stream than primary sensory 
cortices (Binder, Desai, Grave & Conant, 2009). For example, if we presented a 
visual image of a duck paired with the auditory sound of a rooster at the same 
time and location, there would be evidence of multisensory integration at early 
stages of processing, but the mismatch between sensory stimuli and an 
established prototype for the object’s identity would be registered as late 
ambiguity. Following the detection of this late ambiguity, higher order cortices 
would then upregulate activity in the primary sensory cortices associated with the 
misaligned feature as a means of enhancing processing to resolve this late 
ambiguity. This feedback mechanism would then allow the system to determine if 
the percept deviation was an error in the early sensory integration processes, 
such as erroneous integration of two separate sensory events. Or, if no error was 
made, this feedback mechanism would allow the system to update the 
established prototype of the percept features. Such a feedback mechanism 
would provide the necessary flexibility to account for how integration processes 
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are regulated through statistical learning (Turk-Browne, Jungé, & Scholl, 2005; 
Turk-Browne, Scholl, Chun, & Johnson, 2009).  
  Within this framework, the ACOP would represent the response of this 
feedback mechanism. The absence of significant differences between intensities 
or frequencies in our studies would be because there is no significant source of 
late ambiguity in the sensory signal. However, as with our scenario described 
above where an image of a duck is paired with the sound of a rooster, we would 
expect that the incongruity between the duck image and the rooster sound would 
produce late ambiguity. If the duck image were presented with the sound of a 
duck quacking, we would expect there to be little to no late ambiguity. Assuming 
the ACOP is the feedback mechanism we would still expect to see an ACOP for 
the congruent duck-image/duck-sound event as the every sensory event--even 
those which fit existing prototypes--would produce changes on percept-feature 
weights. However, we would expect a much larger ACOP for the incongruent 
duck-image/rooster-sound scenario. Furthermore, we would expect to see 
increases in ACOP amplitude for each deviation further from established 
prototype, for example presenting a duck-image and a frog-sound should create 
the largest ACOP of our three theoretical pairings due to the greatest level of 
deviation. However, assuming all three sounds were equivalent in their low-level 
perceptual features, we would not expect to see any deviation in the ROAR 





Figure 5.1. Speculative Congruency Effect on Occipital Sound-evoked 
Responses.  
 
5.4. CONCLUDING REMARKS 
  In the preceding chapters, we describe the discovery of a novel ERP 
component known as the ROAR that is likely generated in primary visual cortex 
and operates in a manner consistent with the principles of MSI. These results 
strongly suggest that the ROAR is an early audiovisual integration mechanism in 
primary visual cortex. Moreover, we have excluded the ACOP component as a 
potential MSI mechanism as it failed to meet any of the three principles of MSI. 
Our results suggest that the ROAR is modulated by stimulus features in a 
bottom-up driven manner and suggest that ROAR activity should be modulated 
by low level features and not influenced by task demands or higher-level top-
down processes. Conversely, the ACOP is not influenced by low-level features 
and may play a role as a percept-level feature detector that is heavily influenced 
by top-down processes.  
  The latency of the ROAR—20 to 60ms—suggests that this component 
would be characterized as an e-MSI effect (De Meo et al., 2015). Multisensory 
enhancement effects in visual cortex have been documented to occur at about 
50ms (Cappe et al., 2010; Fort et al., 2002a; 2002b; Giard & Peronnet, 1999; 
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Molholm et al., 2002; Raji et al., 2010; Stekelenburg & Vroomen, 2012; Talsma & 
Woldorff, 2005; Talsma et al., 2007; van der Burg et al., 2011; Vidal et al., 2008), 
within the time window of 20-60ms which we observed the ROAR. Furthermore, 
the early latency of e-MSI effects suggest that these effects are driven by feed 
forward pathways (Driver & Noesselt, 2008) indicating that integration is 
occurring at the level of primary visual cortex. The pattern of inverse 
effectiveness produced by the ROAR in response to sound intensity is similar in 
appearance to the integration enhancements seen for audiovisual stimulus pairs 
with various levels of sound intensity (Anderson et al., 2004; Cate et al., 2009; 
Corneil et al., 2002; Senkowski et al. 2011). When comparing the unimodal 
auditory-evoked activity elicited by sounds of varying intensity to the 
enhancement observed for audiovisual integration by sounds of varying intensity, 
the patterns of activity are nearly identical and this strongly suggests that the 
modulation of ROAR activity observed in our experiment is likely reflective of the 
magnitude of integration enhancement. In other words, these results strongly 
suggest that the ROAR reflects the auditory components contribution to 
audiovisual integration enhancement and indicates how the ROAR is ultimately 
defines to the behavioral effects observed in audiovisual integration studies. 
  The latency of the ACOP characterizes it as an l-MSI effect, as the l-MSI 
effects occur 100ms or later following stimulus onset (De Meo et al., 2015). 
Based on the latency of l-MSI effects, these are likely the result of feedback 
rather than feed forward pathways which suggests that integration has already 
occurs and that these effects are a consequence of integration processes rather 
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than representing integration themselves (Driver & Noesselt, 2008). These 
conclusions agree with the results of our research as ACOP amplitudes did not 
vary with stimulus features which would be expected under unimodal conditions.  
  The major differences between the ACOP and the ROAR components can 
be illustrated by considering the most widely known example of AV integration; 
the McGurk effect (McGurk & MacDonald, 1976). The textbook example of the 
McGurk effect occurs when a single speech syllable /ga/ is paired with a video of 
a speaker producing lip movements for the syllable /ba/, resulting in perception of 
the speech syllable /da/ (Colin, Radeau, & Deltenre, 2005). The strength of the 
McGurk effect has been shown to follow the principle of inverse effectiveness, as 
research has reported perceptual influence of the effect is dependent on the SNR 
of the acoustic signal (Tiippana, Sams, & Möttönen, 2000). When an individual is 
presented with the audiovisual pair, they will experience both auditory-evoked 
responses and visual-evoked responses, to illustrate the primary differences 
between the ROAR and the ACOP, the commentary made here will focus on the 
auditory-evoked responses exclusively. The ROAR produced by the McGurk 
effect will be identical if the individual is perceiving the speaker producing the /ba/ 
or /da/ speech syllable (Colin et al., 2005), as the ROAR is modulated by the 
physical qualities of the auditory stimulus and not the perceptual qualities. The 
ACOP evoked by the McGurk effect should vary with the congruency of the 
auditory stimulus to the visual stimulus. If the auditory and visual pair are more 
congruent for the /da/ perception, then the ACOP should be smaller and the 
individual will likely perceive the speaker to say /da/. Conversely, if the stimulus 
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pairs are less congruent for the /ba/ perception the individual should likely 
generate a larger ACOP and they may not perceive the speaker to be saying 
/ba/. It is in this way the McGurk effect demonstrates the major difference 
between the ACOP and the ROAR, with the ROAR being an integration 
mechanism modulated by physical qualities of auditory stimuli; and the ACOP 
being a consequence of integration and influenced by perceptual features.    
 Future research should focus on manipulating additional low level stimulus 
features to further refine our understanding of the ROAR. Moreover, future 
research should include visual stimuli and bimodal audiovisual conditions in order 
to confirm the ROAR as playing a causal role in multisensory integration. Finally, 
additional research should be conducted in which the congruency of audiovisual 
features is manipulated. In particular, determining if the ACOP is modulated by 
top-down processes such as learned expectations and experimental tasks that 
involve manipulating audiovisual semantic congruency could allow us to further 
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