We propose an ultrametric breaking of replica symmetry for diluted spin glasses in the framework of Random Multi-Overlap Structures (RaMOSt).
to write down a general trial function through which one can formulate various ansatz's for the free energy of the model. It was also described how to formulate in particular the Parisi ansatz within this formalism. In the context of nondiluted spin glasses, M. Mezard and G. Parisi ( [3] ) showed how to implement the Replica Symmetry Breaking theory by translating it into the iterative approach.
The result is that the Broken Replica Symmetry trial function depends on a nested chain (of Parisi type) of probabilty distributions and the order parameter is always a function. The rigorous proof that the Replica Symmetry Breaking in the sense of [3] yields bounds for the free energy has been given already by S. Franz and M. Leone ( [1] ), and D. Panchenko and and M. Talagrand ( [2] ).
In [4] we extended the concept of ROSt to the one of Random Multi-Overlap Structure (RaMOSt), to treat diluted spin glasses. Like in the non-diluted case, we could express the free energy of the model by means of the Extended Variational Principle, exhibit the optimal Boltzmann RaMOSt, write down the general trial function. The approach clearly becomes more interesting only if one can either include current proposals for the solution of the model or formulate a new ansatz. The results of [4] are encouraging towards such hopes, not only because of the Extended Variational Principle, but also thanks to the multi-overlap locking and the interpretation of the RaMOSt as DLR boundary.
As a matter of fact, we construct here the RaMOSt analogous to the Parisi ROSt, with the well known consequent deep physical implications. Therefore the proposed physics of the system is radically different (way simpler) from the one implied by the iterative method. In fact, the definition of RaMOSt itself reflects a strong physical content that is being proposed. Namely that the order parameter determined by the distribution of (even) the multi-overlaps and the trial functions depend only on a set of numbers (fixed trial multi-overlaps) and not functions (like the primary fields of the iterative approach). The ultrametric trial function we suggest, is thus the restriction of the bounds proved in [1] and [2] to the simpler framework of RaMOSt, but our approach has nothing to share with the iterative method.
We start our treatment by illustrating the Replica Symmetric bound (in section 3), with no use of the iterative approach, in a very simple way, close to the strategy typically used for non-diluted systems. In this simpler setting we can easily introduce all the ideas we need in the general scheme that we report in detail in section 4. The physical ideas at the basis of our Ansatz is suggested by a particular interpretation of Parisi theory for the SK model which we describe in the last Appendices.
Model, Notations, Definitions
Notations:
α, β are non-negative real numbers (degree of connectivity and inverse temperature respectively); P ζ is a Poisson random variable of mean ζ; {i ν }, {j ν } are independent identically distributed random variables, uniformly distributed over points {1, . . . , N }; {J ν }, J are independent identically distributed random variables, with symmetric distribution; {J ν } are independent identically distributed random variables, with symmetric distribution (different from that of J);
J is the set of all the quenched random variables above; σ : i → σ i is a spin configuration; π ζ (·) is the Poisson measure of mean ζ; E is an average over all (or some of) the quenched variables; ω J is the Bolztmann-Gibbs average explicitly written below; Ω N is a product of the needed number of independent identical copies (replicas) of ω J ;
· will indicate the composition of an E-type average over some quenched variables and some sort of Boltzmann-Gibbs average over the spin variables, to be specified each time.
We will often drop the dependance on some variables or indices or slightly change notations to lighten the expressions, when there is no ambiguity.
In absence of external field, the Hamiltonian of the system of M sites is, by definition
We follow the usual basic definitions and notations of thermodynamics for the partition function and the free energy per site
The Boltzmann-Gibbs average of an observable O is
The multi-overlaps are defined (using replicas) by
where
• Σ is a discrete space;
• ξ : Σ → R + is a system of random weights;
Notice that the RaMOSt just defined is the minimal extension of the concept of ROSt to a case where all even multi-overlaps must be considered. This is quite the case when dealing with diluted spin glasses, as a consequence of the fact that here the distribution of the coupling is generic and hence determined by all its moments, while in the non-diluted case the couplings are centered Gaussians and thus determined by the second moment only. That is why all the calculations that in the SK case end up in a single term with the 2-overlaps are replaced here by series with all (even) multi-overlaps. So the SK case can be seen as the one where the series stops at the first term (equivalently, as the infinite connectivity limit) and hence we have a recipe to translate from infinite to finite connectivity and vice versa (diluting), modulo a proper temperature rescaling.
Consider two random variablesH . (γ, α;J) andĤ(γ, α;Ĵ) such that
then in [4] we proved the following Extended Variational Principle
where In [4] we exhibited a RaMOSt, the so-called Boltzmann one, which is sufficient to prove the statement above but it is in some sense trivial because its existence is connected to the existence of thermodynamic limit of the free energy per site. In order to make sure that the RaMOSt approach is non-trivial, we must exhibit another RaMOSt, which should also avoid two-body interactions and allow the formulation of a sensible Ansatz. This is the main purpose of the present article.
The Replica Symmetric RaMOSt
The choice of the probability space of the Replica Symmetric RaMOSt is trivial, as we do not really need it, just like in the non-diluted case. Still, it will serve as a guide to the next section. 
Here is the interpolating Hamiltonian
where the term inĴ is clearly vanishing (ifĴ is symmetric) but we put it there because we wanted to add and subtract a certain quantity written in two different ways trying to "compose a square". Expressing the exponential of the part inĴ in terms of hyperbolic cosine and tangent (as opposed to just cancel it trivially with the logarithm) complicates things but yields the right expressions for the quantity to be added and subtracted. The contribution at t = 0 to the t-dependent free energy is computed in Appendix A. From the expression above it is clear the order parameter has to be determined by tanh 2n (βJ )/ tanh 2n (βJ).
It is therefore convenient to give such fractions a name by defining the so-called primary field g so that tanh(βJ ) = tanh(βJ) tanh(βg) .
One can readily check that using this definition the next steps lead to the usual Replica Symmetric trial function which also gives the correct critical point if expanded in power series (at the fourth order). We want instead to perform a specific choice in order to include the treatment of the Replica Symmetric trial function within the framework of RaMOSt's. Namely let us choseJ andĴ such
whereωα(ρ kν ) is the infinite volume limit of the Boltzmann-Gibbs average of a random spin from an auxiliary system with a Viana-Bray one-body interaction
Hamiltonian at connectivityα. This new system has spins denoted by ρ k , multioverlaps denoted byq 2n , same couplings (independent copies) as the ones of the original system. Notice that given any trial multi-overlap there existsα such that the averaged multi-overlap take that value (see Appendix A). From our choice it is clear that a singleα generates a whole sequence {q 2n (α)} of trial multi-overlaps. Our approach is based on the assumption that we can limit our trial functions to such sequences. Notice that the distribution of ofJ is completely determined by the one of J only, as no other quenched couplings arises.
Now we can use the identities
to verify that the terms inĴ actually mutually cancel out and also to get
where the t-dependent expectation has definite sign, hence we obtain the Replica Symmetric bound and trial function from the fundamental theorem of calculus and Appendix A We want now to get the whole trial function in the value at zero of the "interpolating pressure" and we want to be left with a definite sign derivative yielding an immediate bound. This becomes essential in the Replica Symmetry
Breaking. The interpolating Hamiltonian is
and the generalized trial function is
and Z(t) = Z(H(t)) is defined in the usual way.
Now from Appendix A we get
+αE ln cosh(βJ) − 2αE ln cosh(βJ) + αE ln cosh(βĴ ) and
with the usual choices forJ . andĴ . . 
and t is understood to multiply the connectivity α. Consider
This time let us choseJ γ ,Ĵ γ of the form tanh(βJ γ ) = tanh(βJ)W γ , tanh(βĴ γ ) = tanh(βJ)Ŵ γ withW . ,Ŵ . to be specified later and compute the usual t-derivative
where the Ω t is the generalized Boltzmann-Gibbs average with the weights ξ .
and the Hamiltonian H(t).
Given any partition {x a } 
Again, we limit our trial multi-overlaps to belong to partions generated in this way. This implies that the points of the generated partitions tend to get closer to zero as n increases. Which is good, since in any probability space q 2n decreases as n increases and therefore the probability integral distribution functions tend to grow faster near zero.
We can then choseW γ of the form
withJ . = ±1 symmetric. Such choice imposes an ultrametric structure since
If we also defineŴ
whereJ ′ denotes independent copies ofJ, we have
where the last expected equality can be easily verified by direct calculation. We clearly have in mind the caseq 0 2n = 0,q K 2n = 1 (which implies the equal sign holds in (4)).
The RaMOSt is thus equipped with all the ingredients we need and we finally
which is exactly the same expression as in equation (5) of [4] , except here the trial multi-overlaps are not the Boltzmann ones, but rather some ultrametric ones, in the strictest analogy with the Parisi ROSt for SK.
The trial function is
that does not depend on N , thanks to the same calculations as in Appendix A, satisfying therefore the factorization property of the optimal RaMOSt's illustrated in [4] . Notice that the trial function is the usual difference between the cavity energy term and the internal energy term. Denoting by X the map
satisfying (4) we can consider the trial function as a function of X and the
Ansatz is
Notice that X together withα a →q a 2n −q a−1 2n induces a map
As a side remark, notice that the fundamental theorem of calculus applied to (2) implies that in any RaMOSt the part inĤ of G N has the usual integral form like in the non-diluted case
where X 2n includes the integration in dα (see Appendix C). In the particular case of the Boltzmann RaMOSt, this is the internal energy with the Boltzmann distribution of the multi-overlaps, since it has the integral form above even without integrating back in dα (see [4] ). In the Ultrametric RaMOSt, the corresponding distribution X 2n is not the usual Parisi sum that would yield
while this is instead the case for the SK model. This means that the physics of model and the interpretation of the parameters {m a } are still quite obscure. In order to make the internal energy part have the same form as in the Boltzmann RaMOSt, one could consider for instance, among other possibilities, starting from (6), leavingĤ out of the interpolation and then try to deduce the proper choice ofH.
Conclusions
The RaMOSt is the minimal generalization of the ROSt, and what we showed here and in [4] is that the minimal generalization is enough to formulate the variational principle and also exhibit a concrete RaMOSt analogous to the Parisi one for SK. As a consequence, it is enough to restrict the space of trial functions to those expressible in terms of fixed multi-overlaps (i.e. a set of numbers, not random variables to be averaged) and leading to the derivative (5) when interpolating with the true model. Hence the distribution of multi-overlaps, modulo the perplexities described at the end of the previous section, is believed to be the correct order parameter, in the sense that it might play the same role as in non-diluted models (limited to 2-overlaps). More physically, we believe that the free energy an be expressed as the difference between two terms, the cavity and the internal energy. The former comes from a Hamiltonian with a one body interaction (a spin from the original system), the latter from a
Hamiltonian with no spin from the original system. The cavity field compensates the loss of one body in the interaction by modulating the coupling through the order parameter (appearing in this case as the trial multi-overlap). The internal energy corresponds to a small change in the fundamental parameter (the connectivity here, the inverse temperature or the couplings in non-diluted systems, see [4] ) that can be expressed via a Hamiltonian in an auxiliary system with couplings modulated by the square the same quantity used in the cavity field (the square of the trial overlap). This general assumption motivates the "dilution" of (7)- (8) as
that we performed in the last section.
An equation of Parisi type still has to be exhibited. The characterization of extremal RaMOSt's and the description of the pure phases of the model are still to be understood. It would be interesting also to gain full understanding of the connections among the Generalized Ghirlanda-Guerra identities ( [1] ), ultrametricity and the multi-overlap distribution.
A The Cavity Energy
Let us compute the one-body interaction free energy.
In the expression above, k (out of m) i ν 's will be equal to 1 with probability Remark: it is easy to see that
Now the formula
and since for any m = 0, 1, . . .
where π α (m) is the Poisson measure of mean α, we deduce for all n q 2n → 1 ⇐ α → ∞ .
B The Replica Symmetric Bound for non-diluted spin glasses
As a quick reference for the reader, we want to report the standard construction of the replica symmetric trial function, presenting it in a way that explains the strategy we tried in the non-diluted case.
Let us recall the well known SK Hamiltonian, which is defined as a centered Gaussian with covariance given by an overlap
Let us introduce alsoH
and denote byZ its partition function.
Consider the interpolation
whereq(x) is the overlap in an auxiliary system with one-body interactions of strength √ xJ. Notice that q(x) is monotone increasing with x, and that q(0) = 0, q(∞) = 1.
Then, using the usual notation for the t-dependent partition function
from which we get the Replica Symmetric trial function and bound
The infimum of the trial function above must be taken overq, but it is equivalent to taking the infimum over x.
C Parisi theory of SK
Let us proceed with the K-level Replica Symmetry Breaking.
The cavity fieldH i acting on the spin σ i of the Parisi theory is given by the following decomposition of J
where the γ indexes are the ones of the Random Probability Cascades of PoissonDirichlet processes, used for the weights ξ γ (m 1 , . . . , m K ) to express in a compact way the nested expectations of Parisi formula. Physically speaking, the interaction couplings of the cavity field (that emulates the original system by compensating the loss of one body in the interaction by modulating the strength through the order parameter) are related to the original ones by the trial over-
As in the previous appendix each trial overlapq a from the assumed partition of [0, 1] can be obtained as, the overlap in an auxiliary system with a one-body interaction (for simplicity) with couplings J modulated by a suitable strength √ x a , thanks to the monotone dependance of the overlap on x, i.e.q a =q(x a ).
But we can also put q a −q a−1 =q(x a ) −q(x a−1 ) =q a =q(x a ) , where X(q) is the Parisi order parameter expressed in terms of the sequence x a , m a , and the infimum can be taken over the inducedX(x) as opposed to the usual X(q). The ultrametricity is intrinsic in theH i 's, as can be easily checked by their covariance, which is the only quantity that is related to both the overlap and the generalized bound (see [5] ). By interpolation with the original system one can easily prove the Guerra Broken Replica Bound. Such task becomes even easier to accomplish if we express also the internal energy (the Parisi integral with the order parameter X) by means of a correction fieldĤ (see [5] ) which turns out to be
or equivalently
and the trial function can be written as using for instance integration by parts or Fubini theorem. The second equality above holds in full generality, for any average · in some space of a random variable q between zero and one, the distribution of which can be denoted by X. In particular, X can be the one associated to the Boltzmann-Gibbs measure or the Parisi one: in the former caseĤ is given in [5] , the latter case has just been illustrated (following the ideas of [5] ).
