The study's main objective is represented by the analysis of the reasons that lead to the appearance of an agricultural companies' default risk, based on the failure rate model developed by Wilson. In the construction of the regression model were taken into consideration the evolution of the two macroeconomic variables: the inflation rate and the variation of the exchange rate over a period of 4 years (2010)(2011)(2012)(2013). The research' results have shown that the variation of the bankruptcy rate registered by the agricultural sector is 99.99% explained by the variation of both of the macroeconomic explanatory variables.
Introduction
Agricultural sector registered the highest contribution to the GDP during the analyzed period, underscoring that it has a great capacity to influence the Romanian' economy trend. As it was mentioned by the Romanian scientist Nicholas Georgescu -Roegen, without a sustainable increse, the Earth with not be able to sustain the current level of consumption indefinitely, and this involve consumption indefinitely and needs especially people in rich countries to reduce their current level of physical and energy consumption. 
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One of the factors with a great probability to influence negatively the agricultural sector was the bankruptcy's rate. Nowadays, the economy is still recovering after the crisis that begun in 2007, and it exists a lack of trust in the partnership between banks and companies. So banks are interested in those fields that have the smallest bankruptcy's rate. However, during this period banks registered one of the highest non-performing loans rate because of the negative trend of the entire economy (high rates of bankruptcy registered by companies, increasing unemplyment rate and inflation rate, volatile exchange rate etc.). In these conditions, risk management's priority is to diminish the negative consequences of the non-performing loans. So it can be appreciated that it is important to study the vulnerabilities of the agricultural sector and to find out if it can be seen as a risky one. The study's objectives were: -To analyze the variables that may have the biggest impact on the agricultural' sector bankruptcy's rate; -To try to find a trend that this sector may follow in the next period of time; -To identify the risk that a bank my assume granting new loans to the agricultural companies (high, medium, low).
Literature review
The alarming increase of the non-performing loans, especially after the crisis began, encouraged many specialists to try to find an explanation for this negative phenomenon. The evolution of the agricultural sector can be influenced by many factors such as: exchange rate, inflation rate, monetary policy, unemployment rate etc. There were many studies considering that the evolution of the echange rate can influence the agricultural trade, especially the price of aquisitions and the sales. There are many tools created in order to measure, evaluate and manage credit risk assummed by banks. 
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surprises can generate a bank crisis (for a better argumentation into the study it were analyzed the effects of lending boom REPHRASE on bankruptcies and loan losses). From the point of view of Froyland and Larsen, the results of each test may depend on the model used and the assumptions about the baseline scenario (in this way being demonstrated how vulnerable the financial system may be to adverse economic events). A significant contribution was brought by Michael Boss in 2002, when he created a model regarding the dependence of credit risk (the exposures of non-financial, corporations and individuals were considered) from macroeconomic developments in the macroeconomic sectors of the Austrian economy. Starting from the basic concept of credit model Merton, the researchers Schuermann and Pesaran in 2003, modeled the function of credit risk in correlation with the borrowers' capital ratios. In turn, these capital ratios were correlated with macroeconomic variables using a similar approach to the Arbitrage Pricing Theory. Koopman and Lucas (2004) used in their model, multivariate and unobserved components in order to separate the credit risk of the business cycle. The decision to use such a model was based on the desire to describe the dynamic behavior of credit risk factors in relation to real economy. The main objective of their study was to determine the impact of the evolution of macroeconomic variables over the loss' distribution of loans portfolios. The Italian researchers Fiori, Roberta Foglia Antonella Iannotti Simonneta in 2007, in their study attempted to measure the impact that is printed by the economic environment to the evolution of credit risk generated by the exposures of nonfinancial corporations split into eight sectors. The researcher, Castren was study in 2009, the effects of macroeconomic shocks on VaR for different banks through two steps. Firstly, it was estimated using GVAR model the impact of real GDP, real stock prices, inflation, short-term and long-term interest rates and the euro-dollar exchange rate and secondly the obtained results were included in a regression modeled on the sector specific probability of defaults (PD). Demonstrated long time ago by the researcher Fridson (1997) between interest rates and default rates there is a negative relationship, especially when the interest rates are increasing, the asset returns are lower. The legal framework has changed in the last decade, appearing new capital and liquidity standards. So there were many studies trying to analyze, in the context of Basel III Agreement, the cyclical effects in credit risk model. For example Lowe (2002) was intersted in demonstrating if credit risk is low or high in economic booms. In order to achieve its objective in the study it was described how 
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macroeconomic considerations is included into credit risk models and risk measurement approach that underlines the New Basel Agreement. In the study made by Louis Vouldis and Metaxas (2010) on nine first important banks of the Greek banking system, it was analyzed the evolution of nonperforming loans. The results of their studies demonstrated that the evolution of nonperforming loans was mainly due to the quality of management and macroeconomic variables. In the same year, the researcher Kattai, developed a credit risk model for the Estonian banking system. The variables involved in the model were, in particular: nonperforming loans and credit losses registered by the top four Estonian banks. The banks were analyzed separately taking into account the types of granted loans (consumer credit, mortgage and corporate loans). The ratios were modeled considering the evolutions of the macroeconomical framework provided by the following indicators: economical growth, unemployment rate, inflation rate, indebtedness and credit growth. Such studies were made on the Romanian banking system by Anamaria Benyovszki and Ion Trenca (2011) Tanase Isabela and Moses Altar (2013), Bogdan Chiriacescu and Moses Altar (2010). On the basis of these studies was the methodology developed by Wilson (1997) and integrated into the Credit Portfolio View. Mainly, this proposed methodology links corporate bankruptcy rates and the macroeconomic variables. The study's main objective was to apply a credit risk model that makes a link between macroeconomic variables (such as: growth rate of gross domestic product, unemployment, inflation rate, exchange rate and interest rate, monetary policy) and the default rate of the companies.
Data and methodology
The research was based on data taken from the sites of the National Institute of Statistics http://statistici.insse.ro and of the Commercial Register www.onrc.ro, being available just between 2010 and 2013. This was the reason why the research horizon was limited to a period of 4 years. Therefore, in order to homogenize data, the following decision was taken: 1. On-site www.onrc.ro, the data regarding the companies covered in the scope of The bankruptcy's rate dynamics show an increasing trend of this indicator, even though in the analyzed period, the sector has contributed significantly to the gross domestic product. However, compared to other sectors, the bankruptcy rate registered by the agricultural sector is the lowest. The macroeconomic variables considered in order to explain the failure rate registered by the agricultural sector were: the gross domestic product (expressed in current prices), inflation rate, exchange rate RON-EURO, the monetary policy interest rate and the unemployment rate.
The interpretation of the results
The results obtained, after several attempts, demonstrated that the variables that have the greatest capacity to explain the bankruptcy rate are: inflation and the rate of exchange. In these circumstances, the Multilinear regression model generated is the following: 
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Where: Rfa -bankruptcy rate of the agriculture sector; Cs -the rate of exchange RON / EURO, existing at the time i; Ri -Inflation rate at the time i.
As a first remark of the study, 99.99% of the variation of the bankruptcy rate registered by the agricultural sector is explained by the exchange rate' movements and inflation. R Square does not significantly differ from the adjusted coefficient of determination (R Square), which shows that the regression equation is acceptable (Table 1) . The picture analysis of variance (ANOVA Table) associated to the estimated regression provides information regarding the significance of the entire regression. The results of the significance test (Significance F) demonstrate the rejection of a null hypothesis, according to which the regression coefficients are not null. (Significance F <α, demonstrates the acception of the alternative hypothesis). The estimated value of exchange rate 4.21 shows that a 1% increase in exchange rate will generate a growth of 4.21% in the rate of bankruptcy of the agricultural sector.
The independence of the variables that are introduced in the model is underlined by the obtained correlation between them, and by r values that are par (table no 4). The residuals analysis plays an important role in the multilinear regression model validation. The fact that the values are positioned horizontally (as shown in the diagrams below) confirms the assumptions of normality.
