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Re´sume´
Ce manuscrit rassemble et re´sume les re´sultats des travaux que j’ai effec-
tue´s durant mes quatre anne´es de the`se a` l’ENSTA et a` l’INRIA Rocquen-
court, sous la direction conjointe de Pierre Loidreau et de Nicolas Sendrier. Le
the`me ge´ne´ral de ma the`se est l’e´tude des codes correcteurs d’erreurs en vue
de leur utilisation en cryptographie. L’inte´reˆt de ce document re´side surtout
dans la pre´sentation de re´sultats assez pre´cis (dont certains n’ont pas e´te´
publie´s), et devrait inte´resser particulie`rement les spe´cialistes du domaine.
Cependant, tout au long du texte, je me suis efforce´ de de´finir les notions
utilise´es, de rappeler et d’expliquer les re´sultats connus, et de de´tailler mes
raisonnements. Ainsi, toute personne disposant d’une formation basique en
mathe´matiques devrait eˆtre capable, en lisant ce manuscrit, de saisir l’inte´reˆt
des proble´matiques que je soule`ve, et de juger de la validite´ des solutions que
j’apporte.
Pour les personnes qui de´couvrent le domaine, je recommande instamment
la lecture des deux chapitres suivants. Dans le premier chapitre, j’introduis
de fac¸on tre`s ge´ne´rale les bases de la cryptographie moderne, en particulier la
cryptographie a` cle´ publique. Dans le second chapitre, plus mathe´matique, je
de´finis les objets appele´s codes correcteurs, et j’e´nonce des re´sultats connus
concernant leur utilisation en cryptographie. Ces deux chapitres ne visent en
aucun cas a` eˆtre exhaustifs sur le sujet de l’utilisation des codes correcteurs
en cryptographie, mais permettent a` un non-spe´cialiste de visualiser les en-
jeux de ce domaine de recherche.
Le cryptosyste`me classique a` base de codes correcteurs est le syste`me de
McEliece utilisant les codes de Goppa [31]. Comparativement aux syste`mes
issus d’autres primitives cryptographiques, le chiffrement et le de´chiffrement
par McEliece sont rapides. De plus, ce syste`me semble immunise´ aux attaques
qui seraient possibles si l’on disposait d’ordinateurs quantiques. Cependant,
ce cryptosyste`me pre´sente un inconve´nient majeur, la taille tre`s importante
de sa cle´ publique. Il semble donc inte´ressant de trouver des me´thodes pour
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2re´duire la taille des cle´s publiques des cryptosyste`mes construits a` l’aide de
codes correcteurs. Je me suis inte´resse´ a` deux axes de recherche existants dans
cette direction. Je de´cris l’utilisation de codes ge´ome´triques dans le chapitre
trois, et l’utilisation de la me´trique rang dans le chapitre quatre.
Reconnaissance des codes ge´ome´triques
Une ide´e pour re´duire la taille de la cle´ publique est d’utiliser des codes
correcteurs a` taux de correction e´leve´. On peut alors espe´rer que pour une
taille de cle´ publique relativement faible, la distance de correction associe´e
soit suffisamment e´leve´e pour de´courager les attaques par de´codage. On ai-
merait donc trouver des familles de codes line´aires optimaux qui soient a` la
fois rapidement de´codables et difficilement reconnaissables.
Les codes de Reed-Solomon sont des codes line´aires optimaux (au sens de
la borne de Singleton) que l’on sait rapidement de´coder, Niederreiter avait
donc propose´ leur utilisation dans [33]. Mais, en 1992, Sidelnikov et Shestakov
ont montre´ que ces codes sont faciles a` reconnaˆıtre [43]. Leur attaque rend
donc les codes de Reed-Solomon inutilisables comme base pour le syste`me de
McEliece.
Les codes ge´ome´triques sont des codes d’e´valuation de fonctions ration-
nelles sur des courbes alge´briques de genre g. Ils sont quasi-optimaux, car leur
distance minimale d = n−k+1− g est tre`s proche de la borne de Singleton.
De plus, il est possible de les de´coder au dela` de leur capacite´ de correction
[26], ce qui les rend particulie`rement inte´ressants pour le proble`me qui nous
inte´resse. Ces familles de codes paraissaient donc tre`s prometteuses pour la
cryptographie. En particulier, l’utilisation des codes ge´ome´triques construits
sur des courbes de genre 2 a e´te´ propose´e en 1996 par Janwa et Moreno dans
[27]. Dans cet article, il est propose´ l’emploi de codes [171,109,61] sur F27 ,
pour atteindre une complexite´ d’attaque de 280.
Cependant, en 2007, Lorenz Minder a mis au point un algorithme per-
mettant avec une grande probabilite´ de reconnaˆıtre en temps polynomial les
codes ge´ome´triques de genre 1 [32]. Ensemble, nous avons pu ge´ne´raliser son
approche aux courbes de genre 2, brisant ainsi les parame`tres de Janwa et
Moreno, puis aux courbes de genre g ≥ 3. Notre re´sultat sur le genre 2 a e´te´
pre´sente´ dans [16], et la ge´ne´ralisation aux genres supe´rieurs est comple`te-
ment ine´dite.
3Nos algorithmes sont eux aussie´galement probabilistes, avec grande pro-
babilite´ de succe`s. Leur temps d’exe´cution en genre g est enO(n3g!( q
n−k−g/2
)g+
qg/2) ope´rations sur le corps de base. Comme on peut le voir, la complexite´
est exponentielle en g, mais polynomiale en les autres parame`tres a` g fixe´.
Par conse´quent, notre attaque est tout a` fait efficace sur des syste`mes de
genre relativement faible, et entaille se´rieusement la se´curite´ des syste`mes
de McEliece construits a` l’aide de codes ge´ome´triques. Notre approche est
de´taille´e et explique´e dans le troisie`me chapitre.
Le principe est le suivant : Soit C = AGC(X , (k + g − 1)∆0,P) un code
ge´ome´trique [n, k] de genre g. Alors il existe un mot de code non nul x ∈ C
tel que x1 = · · · = xk+g−1 = 0 si et seulement si on a, dans la Jacobienne de
X :
〈P1〉+ · · ·+ 〈Pk+g−1〉 − (k + g − 1)∆0 = 0.
Autrement dit, chaque mot de code de poids faible correspond a` une e´qua-
tion dans la Jacobienne de la courbe. Si l’on connaˆıt suffisamment de mots
de poids faible, on peut alors de´terminer la structure de la Jacobienne. Dans
un second temps, la connaissance de cette structure nous permet d’appliquer
l’ide´e de l’attaque de Sidelnikov et Shestakov : on est capable de ge´ne´rer un
couple de mots de code de poids faible dont les supports sont presque iden-
tiques. Ensuite, si on suppose connues les coordonne´es de quelques points du
support, on peut, en comparant nos deux mots de codes, calculer les coor-
donne´es des autres points du support.
Par une proce´dure de supposition/e´valuation/ve´rification, on peut donc
calculer les coordonne´es des points du support de notre code, ainsi que l’e´qua-
tion de la courbe X . Il reste quelques subtilite´s techniques a` re´gler, ce que
je de´taille dans le chapitre consacre´ au sujet. Toujours est-il que notre al-
gorithme est capable, a` partir d’une cle´ publique du syste`me, de ge´ne´rer
une cle´ prive´e permettant de de´chiffrer. Il s’agit donc bien d’une attaque
cryptographique. L’efficacite´ de cette attaque semble interdire l’usage des
codes ge´ome´triques (d’un genre raisonnable) comme alternative aux codes
de Goppa dans des syste`mes de type McEliece.
Cryptographie en me´trique rang
Une autre ide´e pour re´duire la taille des cle´s publiques des cryptosys-
te`mes a` base de codes correcteurs est l’utilisation de la me´trique rang. Le
4principe est d’adopter une nouvelle de´finition de la distance, correspondant
au rang d’une certaine matrice. Avec cette de´finition, une erreur de faible
rang peut eˆtre ”´etale´e” sur toutes les coordonne´es d’un mot (le mot (1 . . . 1)
est de rang 1, par exemple). Les algorithmes classiques de de´codage ge´ne´ral
en me´trique de Hamming utilisent la me´thode du type Ensemble d’Informa-
tion, qui consiste a` de´placer une feneˆtre sur le mot rec¸u, et a` espe´rer que
l’erreur se situe en dehors (voir par exemple [5] pour plus de pre´cisions). En
me´trique rang, cette me´thode est inapplicable. Les meilleurs algorithmes de
de´codage ge´ne´ral en me´trique rang sont ceux d’Ourivski et de Johannson
[36], et leur complexite´ est bien plus e´leve´e que ce que l’on sait faire en me´-
trique de Hamming. En conse´quence, on peut espe´rer construire des codes
rang dont la matrice ge´ne´ratrice est petite, mais dont le de´codage n’est pas
envisageable sans connaissance de la structure alge´brique de ces codes.
Ne´anmoins, la me´trique rang a e´te´ peu e´tudie´e jusqu’a` pre´sent. Quasiment
tous les codes efficaces sont des de´rivations des codes de Gabidulin [22]. Ces
codes sont des codes d’e´valuation de polynoˆmes line´aires, optimaux pour la
me´trique rang, de´codables rapidement jusqu’a` leur capacite´ de correction,
et pre´sentent de nombreux autres points communs avec les codes de Reed-
Solomon. Cependant, on ne sait toujours pas si les codes de Gabidulin sont
de´codables en liste au-dela` de la capacite´ de correction, par une approche
du type Sudan. Un tel re´sultat changerait tous les parame`tres pratiques de
cryptographie en me´trique rang.
Je me suis donc attaque´ au proble`me, avec peu de succe`s malheureuse-
ment. Cependant, sans arriver a` montrer l’existence ou l’inexistence d’algo-
rithmes de de´codage en liste en temps polynomial des codes de Gabidulin, j’ai
pu e´tablir une borne supe´rieure du rayon de de´codage de tels algorithmes.
Mon ide´e est simple : Supposons qu’un tel algorithme existe, et qu’on lui
demande de de´coder en liste le mot y a` distance t. Alors l’algorithme devra
renvoyer tous les mots de code situe´s dans une boule de centre y et de rayon
t. Si la taille de cette liste est exponentielle, l’algorithme ne peut pas s’exe´cu-
ter en temps polynomial. Ainsi, en calculant la taille moyenne des boules de
de´codage, je montre l’existence d’une borne t0 au dela` de laquelle le de´codage
en liste ne peut pas eˆtre polynomial en moyenne. Il est inte´ressant de remar-
quer que, dans le cas de codes de longueur maximale, j’obtiens t0 = n−
√
nk,
soit la meˆme expression que la borne de Johnson concernant les codes de
Reed-Solomon.
Au passage, ces calculs de volume montrent e´galement qu’il n’est pas en-
visageable d’utiliser la me´trique rang dans des sche´mas de signature par une
5approche du type Courtois-Finiasz-Sendrier [11]. Tous ces re´sultats sur les
volumes des boules de de´codage sont pre´sente´s dans la seconde section du
quatrie`me chapitre de ce document.
Le cryptosyste`me le plus connu en me´trique rang est le syste`me GPT,
propose´ par Gabidulin, Paramonov et Tretjakov dans [24]. Ce syste`me, ainsi
que ses variantes, est conside´re´ avec me´fiance par la communaute´ cryptogra-
phique, car, par deux fois, une attaque en temps polynomial a e´te´ publie´e
contre ce syste`me ([25] et [38]), imposant a` chaque fois une re´paration du
cryptosyste`me. Cependant, comme l’a montre´ Loidreau dans [29], il est tout
a` fait possible de neutraliser l’attaque d’Overbeck par un choix astucieux
des parame`tres de conception du syste`me. Le syste`me GPT re´pare´, que je
de´taille dans la troisie`me section du quatrie`me chapitre, atteint une se´curite´
cryptographique face a` toutes les attaques connues, alors que la taille de sa
cle´ publique reste tout a` fait compe´titive.
Il existe diverses variantes cryptographiques utilisant la me´trique rang.
Avec Pierre Loidreau, nous avons mis au point un cryptosyste`me base´ sur
le proble`me de reconstruction de polynoˆmes line´aires. L’ide´e, qui se base sur
des travaux d’Augot et Finiasz en me´trique de Hamming [1], est d’inclure de
fac¸on visible dans la cle´ publique la structure du code de Gabidulin utilise´
par le syste`me. La matrice ge´ne´ratrice publique est de la forme
Gpub =


g
...
g[k−1]
K1
...
Ku


.
Puisque le haut de la matrice est ge´ne´re´ de fac¸on syste´matique, on re´duit
e´norme´ment la taille de la cle´ publique, car celle-ci ne doit contenir que le
support g et les vecteurs K1 . . .Ku (l’entier u vaut typiquement 3 ou 4).
Les vecteurs Ki ont eux-meˆme une structure particulie`re, puisqu’ils sont
de la forme Ki = Tr(γiP )(g)+Tr(γiE). C’est la connaissance de cette struc-
ture qu’utilise le destinataire pour de´chiffrer le message. L’utilisation de la
me´trique rang, en ”´etalant” les erreurs, empeˆche de retrouver la structure des
Ki en effectuant des de´codages paralle`les. Une imple´mentation que j’ai re´a-
lise´e en MAGMA montre que les performances du cryptosyste`me (en temps
d’exe´cution du chiffrement et du de´chiffrement) sont tout a` fait raisonnables.
6Nous avons pre´sente´ ce syste`me dans [17] mais les parame`tres que nous
avions donne´ a` l’e´poque induisent une vulne´rabilite´ aux attaques d’Overbeck
publie´es depuis. Dans la quatrie`me section du quatrie`me chapitre, je de´taille
la pre´sentation du cryptosyste`me, j’analyse sa re´sistance aux diffe´rentes at-
taques existantes, et je donne des parame`tres de se´curite´ tenant compte de
l’attaque Overbeck. La taille de la cle´ publique ainsi adapte´e reste extreˆme-
ment faible pour un syste`me base´ sur des codes, plus faible encore que GPT
et ses variantes.
Bien suˆr, la se´curite´ de ces cryptosyste`mes en me´trique rang reste sujette
a` caution, on en sait encore trop peu sur les me´canismes sous-jacents pour
pouvoir donner de vrais arguments de se´curite´. Ne´anmoins, il a la` une alter-
native inte´ressante pour re´duire les tailles de cle´ des syste`mes a` base de codes
correcteurs. Il convient donc d’e´tudier plus avant ces proble`mes, ce dont je
me suis efforce´ durant ma the`se.
Table des matie`res
Re´sume´ 1
Reconnaissance des codes ge´ome´triques . . . . . . . . . . . . . . . . 2
Cryptographie en me´trique rang . . . . . . . . . . . . . . . . . . . . 3
1 Introduction a` la cryptographie 11
2 Notions de the´orie des codes 17
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2 De´finitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.1 Codes line´aires et me´trique de Hamming . . . . . . . . 18
2.3 Matrice ge´ne´ratrice, matrice de parite´ . . . . . . . . . . . . . . 20
2.4 Re´solution algorithmique du de´codage . . . . . . . . . . . . . 21
2.4.1 Formalisation . . . . . . . . . . . . . . . . . . . . . . . 22
2.4.2 De´codage par tableau standard . . . . . . . . . . . . . 22
2.4.3 De´codage par Ensemble d’Information . . . . . . . . . 23
2.4.4 Algorithmes de de´codage plus rapides . . . . . . . . . . 24
2.5 Codes correcteurs et cryptographie . . . . . . . . . . . . . . . 25
2.5.1 Cryptosyste`me de McEliece . . . . . . . . . . . . . . . 25
2.5.2 Variante de Niederreiter . . . . . . . . . . . . . . . . . 26
2.5.3 Remarques ge´ne´rales . . . . . . . . . . . . . . . . . . . 27
2.5.4 Se´curite´ . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.5.5 Parame`tres pratiques . . . . . . . . . . . . . . . . . . . 29
2.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3 Codes ge´ome´triques et applications 31
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2 Introduction a` la ge´ome´trie alge´brique . . . . . . . . . . . . . 33
3.2.1 Courbes alge´briques . . . . . . . . . . . . . . . . . . . 33
3.2.2 Fonctions rationnelles . . . . . . . . . . . . . . . . . . . 35
3.2.3 Groupe des diviseurs . . . . . . . . . . . . . . . . . . . 37
3.2.4 Diviseurs de fonctions usuelles . . . . . . . . . . . . . . 39
7
8 TABLE DES MATIE`RES
3.2.5 The´ore`me de Riemann-Roch . . . . . . . . . . . . . . . 40
3.2.6 De´finition des codes ge´ome´triques . . . . . . . . . . . . 41
3.2.7 Multiplication directionnelle . . . . . . . . . . . . . . . 42
3.2.8 De´codage classique . . . . . . . . . . . . . . . . . . . . 43
3.2.9 De´codage en liste . . . . . . . . . . . . . . . . . . . . . 45
3.3 Cryptanalyse des codes ge´ome´triques . . . . . . . . . . . . . . 47
3.3.1 Reconnaissance des codes ge´ome´triques . . . . . . . . . 47
3.3.2 Isomorphisme de courbes . . . . . . . . . . . . . . . . . 48
3.3.3 Genre 0 : Codes de Reed-Solomon ge´ne´ralise´s et at-
taque de Sidelnakov-Shestakov . . . . . . . . . . . . . . 51
3.3.4 Genre 1 : Codes elliptiques et attaque de Minder . . . 54
3.4 Cryptanalyse des codes de genre 2 . . . . . . . . . . . . . . . . 56
3.4.1 Pre´sentation de l’attaque . . . . . . . . . . . . . . . . . 57
3.4.2 Premie`re e´tape : Retrouver la structure de la Jacobienne 58
3.4.3 Deuxie`me e´tape : Retrouver l’e´quation de la courbe . . 61
3.4.4 Troisie`me e´tape : Retrouver les coordonne´es des points
d’e´valuation restants . . . . . . . . . . . . . . . . . . . 65
3.4.5 Quatrie`me e´tape : Calculer les constantes de multipli-
cation directionnelle . . . . . . . . . . . . . . . . . . . 66
3.5 Genres supe´rieurs . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.5.1 Couˆt de la recherche d’un mot de code de poids faible . 67
3.5.2 Algorithme de cryptanalyse . . . . . . . . . . . . . . . 68
3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4 Me´trique rang et applications 73
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.2 Me´trique rang et codes de Gabidulin . . . . . . . . . . . . . . 75
4.2.1 Me´trique rang . . . . . . . . . . . . . . . . . . . . . . . 75
4.2.2 Algorithmes de de´codage Ourivski-Johannson . . . . . 76
4.2.3 Polynoˆmes line´aires . . . . . . . . . . . . . . . . . . . . 78
4.2.4 Codes de Gabidulin . . . . . . . . . . . . . . . . . . . . 80
4.2.5 Reconstruction de polynoˆmes line´aires . . . . . . . . . 80
4.2.6 Algorithme de de´codage des codes de Gabidulin . . . . 83
4.3 Re´partition des poids et de´codage en liste . . . . . . . . . . . 84
4.3.1 Cas ge´ne´ral . . . . . . . . . . . . . . . . . . . . . . . . 85
4.3.2 Codes de longueur maximale . . . . . . . . . . . . . . . 86
4.3.3 Codes de faible longueur . . . . . . . . . . . . . . . . . 87
4.3.4 Synthe`se . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.3.5 Sche´ma de signature . . . . . . . . . . . . . . . . . . . 88
4.4 Cryptosyste`me GPT . . . . . . . . . . . . . . . . . . . . . . . 89
4.4.1 Syste`me . . . . . . . . . . . . . . . . . . . . . . . . . . 89
TABLE DES MATIE`RES 9
4.4.2 Attaque structurelle . . . . . . . . . . . . . . . . . . . 90
4.4.3 Parame`tres . . . . . . . . . . . . . . . . . . . . . . . . 94
4.5 Cryptosyste`me base´ sur RPL . . . . . . . . . . . . . . . . . . 95
4.5.1 Un premier essai . . . . . . . . . . . . . . . . . . . . . 95
4.5.2 Ope´rateur trace . . . . . . . . . . . . . . . . . . . . . . 97
4.5.3 Parame`tres . . . . . . . . . . . . . . . . . . . . . . . . 98
4.5.4 Ge´ne´ration des cle´s . . . . . . . . . . . . . . . . . . . . 99
4.5.5 Chiffrement . . . . . . . . . . . . . . . . . . . . . . . . 99
4.5.6 Me´thode de de´chiffrement . . . . . . . . . . . . . . . . 99
4.5.7 Pre´calculs avant de´chiffrement . . . . . . . . . . . . . . 100
4.5.8 Algorithme de de´chiffrement . . . . . . . . . . . . . . . 101
4.5.9 Attaque par de´codage ge´ne´ral . . . . . . . . . . . . . . 103
4.5.10 Attaque par de´chiffrement et line´arisation . . . . . . . 103
4.5.11 Attaque par de´chiffement et bases de Gro¨bner . . . . . 104
4.5.12 Attaque alge´brique . . . . . . . . . . . . . . . . . . . . 105
4.5.13 Attaque Overbeck . . . . . . . . . . . . . . . . . . . . . 106
4.5.14 Discussion sur le choix des parame`tres . . . . . . . . . 108
4.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
5 Conclusions et perspectives 111
5.1 Utilisation des codes ge´ome´triques . . . . . . . . . . . . . . . . 111
5.2 Utilisation de la me´trique rang . . . . . . . . . . . . . . . . . . 112
10 TABLE DES MATIE`RES
Chapitre 1
Introduction a` la cryptographie
La cryptographie est l’ensemble des techniques permettant d’e´crire un
message de fac¸on brouille´e afin que seul son destinataire le´gitime soit capable
de comprendre la teneur du message. En de´pit de l’e´volution des moyens de
communication depuis l’antiquite´, il a toujours e´te´ difficile de garantir la se´-
curite´ du canal par lequel transite un message. Un cavalier transportant un
rapport sur la position d’une arme´e peut eˆtre intercepte´ par des e´claireurs
ennemis ; un employe´ du te´le´graphe transmettant des consignes d’investisse-
ments boursiers peut eˆtre a` la solde d’un actionnaire concurrent ; un ordre
militaire transmis par les ondes radios peut eˆtre capte´ par n’importe quel
re´cepteur re´gle´ sur la bonne fre´quence ; un courriel qui transite sur Internet
peut eˆtre lu par n’importe quel ordinateur sur la chaˆıne reliant l’expe´diteur
au destinataire. Aussi, la proble´matique d’e´tablir des communications se´cu-
rise´es en utilisant un me´dium non se´curise´ a toujours e´te´ d’importance en
vue d’applications militaires, financie`res, ou simplement du respect de la vie
prive´e.
Un cryptosyste`me fonctionne de la fac¸on suivante :
Algorithme
de Chif-
frement
Algorithme
de De´chif-
frement
Clair Chiffre´ Clair
Cle´ de chiffrement Cle´ de de´chiffrement
Traditionnellement, la se´curite´ du cryptosyste`me reposait sur la non-
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divulgation des algorithmes de chiffrement et de de´chiffrement. Mais en 1883,
Auguste Kerckhoff e´nonc¸a comme principe que la se´curite´ d’un cryptosys-
te`me doit reposer uniquement sur le secret des cle´s, et que les algorithmes
doivent eˆtre suppose´s publiquement connus. Cette contrainte semble rendre
plus ardue l’invention d’un cryptosyste`me fiable, mais pre´sente deux grands
avantages. Premie`rement, en cas de divulgation du secret, la re´paration est
simple. Si le cryptosyste`me est intrinse`quement suˆr, il suffit de ge´ne´rer de
nouvelles cle´s, et l’on peut reprendre les communications. Deuxie`mement,
l’inventeur d’un cryptosyste`me peut, sans trahir de secret, re´ve´ler ses algo-
rithmes a` ses colle`gues cryptographes. Ceux-ci soumettront le cryptosyste`me
a` de multiples examens, a` la recherche de la moindre faille, et proposeront
parfois des raffinements ou des ame´liorations, avant que l’on aboutisse a` un
cryptosyste`me conside´re´ comme suˆr. Auparavant un art, la cryptographie est
ainsi devenue une science.
Le chiffrement est la fabrication du message chiffre´ a` partir du clair et de
la cle´ de chiffrement. Le de´chiffrement est l’extraction du message clair a` par-
tir du chiffre´ en utilisant la cle´ de de´chiffrement. Le de´cryptage ou l’attaque
est l’extraction du message clair a` partir du chiffre´ sans connaˆıtre la cle´ de
de´chiffrement. Le mot cryptage n’a aucun sens en franc¸ais. La cryptanalyse
est l’e´tude the´orique d’un syste`me de chiffrement en vue de mettre au point
des algorithmes de de´cryptage.
Un bon cryptosyste`me doit permettre un chiffrement et un de´chiffrement
rapide, tout en interdisant toute possibilite´ de de´cryptage. Pour alle´ger les
charges en me´moire informatique, on pre´fe`re aussi que les cle´s soient de petite
taille.
Mathe´matiquement, la se´curite´ du cryptosyste`me semble impossible a` at-
teindre. En effet, l’algorithme de de´chiffrement est connu de tous, et seule
la cle´ de de´chiffrement est secre`te. Or, cette cle´ est de petite taille, un atta-
quant peut donc en the´orie essayer toutes les cle´s possibles. S’il est capable
de les essayer suffisamment vite, il finira par trouver la bonne cle´ de de´chif-
frement et aura alors de´crypte´ le message chiffre´. On va donc supposer que la
puissance de calcul disponible pour l’attaquant n’est pas infinie (cf. tableau
suivant).
On de´finit donc un parame`tre pratique de se´curite´ cryptographique, qui
correspond a` une limite maximale de la puissance de calcul d’un attaquant
raisonnable. Actuellement, on conside`re que ce parame`tre vaut 280. Cela veut
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Nombre d’ope´rations Temps d’exe´cution
230 < 1 seconde
240 2 minutes
250 36 heures
260 4 ans
270 4400 ans
280 4,4 millions d’anne´es
Tab. 1.1 – Temps the´orique d’exe´cution sur un ordinateur re´cent, avec pro-
cesseur quadri-core a` 2Ghz
dire que si une attaque effectue en moyenne plus de 280 ope´rations pour de´-
crypter un message, cette attaque ne menace pas la se´curite´ du cryptosyste`me
car elle n’est a` la porte´e d’aucune organisation humaine. Bien suˆr, le nombre
280 est valable a` l’heure actuelle, il faudra le modifier dans le futur pour tenir
compte de l’ame´lioration des performances informatiques.
En utilisant cette notion de se´curite´ cryptographique, l’attaque par re-
cherche exhaustive de la cle´ de de´chiffrement est tre`s vite voue´e a` l’e´chec.
Avec une cle´ aussi courte que 80 bits (une suite de 80 chiffres ze´ro ou un), il
existe 280 cle´s diffe´rentes, et il est impossible en pratique de toutes les essayer.
Par contre, il est possible qu’un autre algorithme de de´cryptage attaque plus
efficacement le syte`me.
Ainsi, pour juger de la validite´ d’un me´canisme de chiffrement, on va
conside´rer la complexite´ (i.e. le nombre d’ope´rations) de l’attaque la plus
rapide contre le syste`me. Ge´ne´ralement, on estime que le me´canisme peut
eˆtre utilise´ en cryptographie si la complexite´ du de´cryptage croˆıt exponen-
tiellement avec les parame`tres du syste`me (taille de la cle´, ou du message,
par exemple), tandis que la complexite´ du chiffrement et du de´chiffrement
croˆıt polynomialement avec ces meˆmes parame`tres. Comme l’exponentielle
croˆıt beaucoup plus vite que tout polynoˆme, on peut alors espe´rer que, pour
certains parame`tres, les attaques deviendront infaisables en pratique, alors
que le chiffrement et le de´chiffrement resteront rapides.
Montrer qu’un cryptosyste`me n’est pas suˆr est relativement facile : il suffit
de trouver un algorithme d’attaque suffisamment rapide. Par contre, prouver
la se´curite´ du syste`me est extreˆmement difficile. Meˆme en conside´rant toutes
les me´thodes d’attaque connues, rien ne prouve qu’il n’existe pas un algo-
rithme ine´dit, plus rapide que tout ce qui existe. Les arguments de se´curite´
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reposent toujours, au final, sur des arguments d’autorite´ : ”Cela fait trente
ans que toute la communaute´ essaye d’attaquer ce syste`me, sans succe`s. Il
n’y a donc sans doute pas d’algorithme de de´cryptage rapide.”
On distingue deux types de cryptosyste`mes :
– Les cryptosyste`mes a` cle´ secre`te, ou syme´triques : Les cle´s de chiffre-
ment et de de´chiffrement sont identiques. L’expe´diteur du message doit
donc au pre´alable partager un secret avec le destinataire. L’avantage
est que l’on peut atteindre la se´curite´ cryptographique en utilisant des
cle´s tre`s courtes (une centaine de bits), et en conservant un chiffrement
et un de´chiffrement extreˆmement rapide.
Algorithme
de Chif-
frement
Algorithme
de De´chif-
frement
Clair Chiffre´ Clair
Cle´ secre`te Cle´ secre`te
– Les cryptosyste`mes a` cle´ publique, ou asyme´triques : Les cle´s de chif-
frement et de de´chiffrement sont diffe´rentes, et la connaissance de la
cle´ de chiffrement (ou cle´ publique) ne permet pas de retrouver la cle´
de de´chiffrement (ou cle´ prive´e) associe´e. On conside`re donc que la cle´
publique est connue de tous (d’ou` son nom), et que le se´curite´ du sys-
te`me repose uniquement sur le secret de la cle´ prive´e. L’expe´diteur et
le destinataire n’ont pas besoin d’avoir e´change´ de secret pour commu-
niquer de fac¸on chiffre´e. Ces cryptosyste`mes sont donc tre`s utiles pour
initialiser une communication. Malheureusement, ces syste`mes sont par
ailleurs moins efficaces (cle´s plus longues, algorithmes plus lents) que
les syste`mes syme´triques.
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Algorithme
de Chif-
frement
Algorithme
de De´chif-
frement
Clair Chiffre´ Clair
Cle´ publique Cle´ prive´e
Les cryptosyste`mes a` cle´ publique sont difficile a` concevoir. La fonction
de chiffrement (qui au clair associe le chiffre´) doit eˆtre une fonction injec-
tive a` sens unique (son inversion est difficile) a` trappe (la connaissance d’un
secret rend l’inversion facile). On connait peu d’objets de cette sorte, c’est
pourquoi la plupart des cryptosyste`mes asyme´triques sont issus de l’un des
quatre domaines suivants :
– Arithme´tique : L’inversion de la fonction a` sens unique se rapporte au
proble`me de factorisation des nombres entiers. Le syste`me RSA utilise
ce type de primitive.
– Courbes elliptiques : L’inversion de la fonction a` sens unique se rap-
porte au proble`me du logarithme discret sur le groupe des points d’une
courbe. Par exemple, le protocole de signature e´lectronique ECDSA
utilise ce genre de constructions.
– The´orie des re´seaux (lattices) : L’inversion de la fonction a` sens unique
se rapporte au proble`me du calcul d’un vecteur de longueur minimale
dans un re´seau. Les algorithmes de chiffrement et de signature NTRU
reposent sur la the´orie des re´seaux.
– The´orie des codes correcteurs : L’inversion de la fonction a` sens unique
se rapporte au proble`me du de´codage d’un code ale´atoire. Plusieurs
exemples seront e´tudie´s par la suite, dont le sche´ma de chiffrement de
McEliece.
Tous les cryptosyste`mes de´crits dans ce document sont des syste`mes asy-
me´triques issus de la the´orie des codes.
16 CHAPITRE 1. INTRODUCTION A` LA CRYPTOGRAPHIE
Chapitre 2
Notions de the´orie des codes
2.1 Introduction
Les codes correcteurs d’erreurs ont e´te´ de´veloppe´s dans la deuxie`me moitie´
du vingtie`me sie`cle, suite aux travaux de Shannon [41]. L’objectif est alors de
pouvoir e´tablir des communications claires (sans parasites, sans brouillage).
Plutoˆt que d’essayer sans cesse d’ame´liorer physiquement les syste`mes de
transmission, Shannon a l’ide´e d’une autre approche : Faire subir au signal
un traitement informatique apre`s sa re´ception afin de de´tecter et de corriger
les erreurs de transmission. C’est le de´but de la digitalisation de l’information.
Le principe est simple, il s’agit d’ajouter de la redondance dans le mes-
sage transmis. On obtient ainsi un message plus long, mais dont l’information
exce´dentaire peut eˆtre exploite´e pour de´tecter voire corriger des erreurs de
transmission. Les codes correcteurs sont utilise´s ainsi dans toutes les te´le´com-
munications, mais aussi dans le stockage de donne´es (gravure de CD-rom, par
exemple) ou encore dans les identifiants personnels (nume´ro de se´curite´ so-
cial, de comptes bancaires, etc.).
Le domaine de la the´orie des codes a donc connu un tre`s fort de´veloppe-
ment ces soixante dernie`res anne´es. Ce de´veloppement a donne´ naissance a`
des analyses mathe´matiques et algorithmiques pousse´es des ope´rations pos-
sibles sur les codes correcteurs. Notamment, il semble clair que le de´codage
d’un code ale´atoire est un proble`me algorithmique difficile.
Pour mettre au point un syste`me cryptographique, il faut un proble`me
algorithmique difficile. McEliece a pre´sente´ dans [31] l’ide´e d’utiliser le de´-
codage comme proble`me difficile sous-jacent a` un syste`me cryptographique.
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Ainsi, les codes correcteurs d’erreurs, destine´s a` l’origine a` clarifier des mes-
sages transmis, peuvent eˆtre utilise´s au contraire pour les chiffrer.
On ne s’inte´ressera dans ce chapitre qu’aux codes line´aires corrigeant des
erreurs en me´trique de Hamming. Les codes corrigeant des erreurs en me´-
trique rang seront e´tudie´s dans un chapitre ulte´rieur.
2.2 De´finitions
2.2.1 Codes line´aires et me´trique de Hamming
Soit Fq le corps fini a` q e´le´ments. Soit n un entier (la longueur du code),
et k un autre entier (la dimension du code), avec k ≤ n. On se place sur Fnq ,
l’ensemble des mots de la forme x = (x1, . . . , xn).
Si f est une fonction de Fq dans Fq, on notera f(x) le mot (f(x1), . . . , f(xn)).
De´finition 1 (Distance de Hamming). La distance de Hamming entre deux
mots x,y ∈ Fnq est le nombre de positions sur lesquelles les deux mots dif-
fe`rent :
d(x,y) = #{i ∈ [1, n]|xi 6= yi}.
Il s’agit bien d’une distance, l’ine´galite´ triangulaire en particulier est ve´-
rifie´e :
d(x, z) ≤ d(x,y) + d(y, z).
De´finition 2 (Poids de Hamming). Le poids de Hamming d’un mot x ∈ Fnq
est simplement sa distance au mot nul :
|x| = d(x, 0) = #{i ∈ [1, n]|xi 6= 0}.
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De´finition 3 (Code line´aire). Un code line´aire [n, k] sur l’alphabet Fq est un
espace vectoriel C ∈ Fnq de dimension k sur Fq. Son taux de transmission est
k
n
.
De´finition 4 (Distance minimale). La distance minimale du code C est sim-
plement le minimum de la distance entre deux mots de code diffe´rents. Sa
capacite´ de correction the´orique est de´finie a` partir de cette distance mini-
male :
d = min
x,y∈C,x 6=y
d(x,y).
tcor =
⌊
d− 1
2
⌋
.
Si C est un code line´aire [n, k] de distance minimale d, on note que C est
un code line´aire [n, k, d].
Proposition 1. Dans le cas d’un code line´aire, si x et y sont deux mots du
code C, alors le mot x− y e´galement. Par conse´quent, la distance minimale
du code line´aire C est e´galement son poids minimum :
d = min
x∈C,x 6=0
d(x, 0) = min
x∈C,x 6=0
|x|.
Proposition 2 (Unicite´ du de´codage). Soit C un code line´aire de capacite´
de correction the´orique tcor. Soit x ∈ Fnq un mot quelconque. Alors il existe
au plus un mot de code c ∈ C tel que d(x, c) ≤ tcor.
Quand on utilise les codes pour la correction d’erreurs, la capacite´ de
correction the´orique est donc le nombre d’erreurs que le code permet de
corriger a` coup suˆr. On essaie alors de maximiser cette capacite´, a` taux de
transmission fixe´. Le the´ore`me suivant nous renseigne sur ce qu’il est possible
de faire :
The´ore`me 1 (Singleton). Soit C un code line´aire [n, k, d]. Alors C ve´rifie
l’ine´galite´ de Singleton :
k + d ≤ n+ 1.
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De´finition 5 (Maximum Distance Separable). Soit C un code line´aire [n, k, d].
Le code C est dit maximum distance separable (MDS) s’il atteint la borne de
Singleton, i.e. si :
k + d = n+ 1.
L’optimalite´ du code est un parame`tre important de son efficacite´ en
terme de de´codage, mais ce n’est pas le seul. Une distance minimale e´leve´e
garantit que le code permet the´oriquement de corriger beaucoup d’erreurs
(par la proposition 2), mais pas que cette correction est algorithmiquement
possible. La vitesse des algorithmes de de´codage est une autre qualite´ fonda-
mentale du code.
2.3 Matrice ge´ne´ratrice, matrice de parite´
Soit C un code line´aire [n, k] sur Fq.
De´finition 6 (Matrice ge´ne´ratrice). Soient y1, . . . ,yk une base de C. En
conside´rant les mots y1, . . . ,yk comme les lignes d’une matrice k × n sur
Fq, on obtient une matrice ge´ne´ratrice G du code C. Puisqu’un espace vec-
toriel admet plusieurs bases, la matrice ge´ne´ratrice d’un code line´aire n’est
pas unique, loin de la`. Par contre, la matrice ge´ne´ratrice d’un code [n, k] est
toujours une matrice k × n de rang k.
Proposition 3. Une matrice ge´ne´ratrice est suffisante pour de´finir le code
line´aire associe´. En effet, tous les mots de code peuvent eˆtre ge´ne´re´s graˆce a`
cette matrice :
C = {xG|x ∈ Fkq}.
Un code line´aire peut aussi eˆtre caracte´rise´ par une autre matrice, la ma-
trice de parite´ :
De´finition 7 (Matrice de parite´). Si C est un espace line´aire de dimension
k sur Fnq , alors il existe une matrice H a` n− k lignes et n colonnes telle que
ker(H) = C. Autrement dit, H est une matrice (n − k) × n sur Fq, de rang
n− k, telle que
∀y ∈ Fnq , HyT ⇐⇒ y ∈ C.
Une autre fac¸on encore de l’exprimer, est de dire que chacune des n−k lignes
de la matrice de parite´ correspond a` une des e´quations line´aires caracte´risant
l’espace vectoriel C.
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Comme pre´ce´demment, un code line´aire admet de nombreuses matrices de
parite´, mais une seule d’entre elles suffit a` parfaitement de´finir le code associe´.
Proposition 4. Si G et H sont respectivement une matrice ge´ne´ratrice et
une matrice de parite´ d’un meˆme code line´aire, alors on a :
GHT = 0.
La re´ciproque est vraie si les deux matrices sont de rang maximal.
Corollaire 1. E´tant donne´ une matrice ge´ne´ratrice G d’un code line´aire
[n, k], on peut calculer une matrice de parite´ de ce code par un simple pi-
vot de Gauss, en O(n3) ope´rations dans Fq (mais cette complexite´ peut eˆtre
ame´liore´e par l’utilisation d’algorithmes d’alge`bre line´aire plus e´volue´s). Le
proble`me inverse (calculer une matrice ge´ne´ratrice a` partir d’une matrice de
parite´) est strictement e´quivalent.
De´finition 8 (Code dual). Soit H une matrice de parite´ du code line´aire
[n, k] C. Alors, comme H est de rang maximal, on peut la conside´rer comme
la matrice ge´ne´ratrice d’un code line´aire. Le code ainsi ge´ne´re´, de longueur
n et de dimension n − k, est inde´pendant du choix de H. On l’appelle code
dual de C, et on le note C⊥.
Proposition 5. Le code dual ve´rifie les proprie´te´s suivantes :
– ∀G ∈Mk×n(Fq), G matrice ge´ne´ratrice de C ⇔ G matrice de parite´ de
C⊥.
– ∀H ∈ M(n−k)×n(Fq), H matrice de parite´ de C ⇔ H matrice ge´ne´ra-
trice de C⊥.
– C⊥⊥ = C.
2.4 Re´solution algorithmique du de´codage
Ce qui nous inte´resse maintenant, c’est la possibilite´ ou non de mettre en
place des algorithmes de de´codage d’un code line´aire, et la complexite´ de tels
algorithmes. Nous allons e´tudier ceci dans cette partie. On conside`re ici C,
un code line´aire [n, k, d] sur Fq (connu par sa matrice ge´ne´ratrice), un mot
y ∈ Fnq , et un entier t.
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2.4.1 Formalisation
Voici les formalisations classiques des proble`mes de de´codage les plus cou-
rants :
De´codage au maximum de vraisemblance(C,y)
Trouver un mot c ∈ C ve´rifiant d(c,y) = d(C,y).
De´codage borne´(C,y, t)
Trouver, s’il existe, un mot c ∈ C ve´rifiant d(x,y) ≤ t.
De´codage en liste(C,y, t)
Trouver l’ensemble des mots c ∈ C ve´rifiant d(c,y) ≤ t.
Re´soudre le de´codage au maximum de vraisemblance revient, a` partir
d’un mot rec¸u y pouvant contenir des erreurs, a` retrouver le mot de code
x ∈ C le plus proche au sens de Hamming du mot y, c’est-a`-dire le mot qui
a e´te´ le plus probablement envoye´ par l’expe´diteur (dans un mode`le de canal
syme´trique). Le de´codage en liste revient a` e´tablir un ensemble de candidats
re´alistes pour le mot envoye´.
Il est clair que le proble`me de de´codage borne´ est plus simple que chacun
des deux autres. Cependant, si t < d/2, alors De´codage borne´(C,y, t) et De´-
codage en liste(C,y, t) sont e´quivalents. On ne s’inte´resse donc au de´codage
en liste que pour des distances exce´dant la capacite´ de correction du code.
Nous allons maintenant e´tudier deux algorithmes permettant de re´soudre
de fac¸on ge´ne´rale le proble`me de de´codage d’un code line´aire.
2.4.2 De´codage par tableau standard
De´finition 9 (Syndrome). Soit H une matrice de parite´ du code C, et y ∈ Fnq
un mot quelconque. Le syndrome de y associe´ a` H est le vecteur HyT , de
longueur (n− k).
Soit H une matrice de parite´ du code C.
Si on a y = c+ e avec c ∈ C, alors
HyT = HcT +HeT ,
HyT = HeT .
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Par conse´quent, si c est une solution du proble`me de de´codage borne´, on
peut calculer c a` l’aide d’un mot de poids faible de meˆme syndrome que y.
Algorithme 1 : De´codage par tableau standard
Input : G,y = (y1, . . . , yn), t
Output : x ∈ C tel que d(x,y) ≤ t
Pre´calculs : Calculer une matrice de parite´ H associe´e a` la matrice
ge´ne´ratrice G.
Pour chaque mot e ∈ Fnq de poids infe´rieur ou e´gal a` t, calculer HeT
et l’ajouter a` la liste des syndromes L.
De´codage : Calculer HyT , et rechercher dans la liste L un mot e
admettant le meˆme syndrome.
Si e existe, renvoyer c = y − e
Sinon, renvoyer ”pas de solution”
Cet algorithme doit cependant calculer et manipuler une liste L contenant
les syndromes de tous les mots de poids de Hamming infe´rieur a` t. Il existe
au moins Ctn(q − 1)t mots d’un tel poids, la complexite´ de l’algorithme est
donc exponentielle en t.
2.4.3 De´codage par Ensemble d’Information
On peut ame´liorer la complexite´ du de´codage, en utilisant un algorithme
de De´codage par Ensemble d’Information.
De´finition 10 (Ensemble d’Information). Soit C un code line´aire [n, k] sur
Fq, et G une matrice ge´ne´ratrice de ce code. Un ensemble d’indices I ⊂ [1, n]
est appele´ ensemble d’information pour le code C si I est de cardinal k, et que
la restriction de G aux colonnes d’indices i ∈ I forme une matrice inversible.
Cette de´finition est inde´pendante du choix de G.
Proposition 6. Si [1, k] est un ensemble d’information du code line´aire C,
alors il existe une unique matrice ge´ne´ratrice de C de la forme (Ik|R), et une
unique matrice de parite´ de C de la forme (Q|In−k). De plus, ces matrices
ve´rifient Q = −RT . On peut calculer ces deux matrices a` partir de G en
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temps O(n3) par un pivot de Gauss.
Proposition 7. Si I = {i1, . . . , ik} est un ensemble d’information du code
line´aire C, et (x1, . . . , xk) un vecteur quelconque de Fkq , alors il existe un
unique mot de code c ∈ C tel que pour tout j ≤ k, cij = xj. De plus, on peut
facilement calculer c a` partir d’une matrice ge´ne´ratrice de C, par une simple
inversion matricielle.
Algorithme 2 : De´codage par Ensemble d’Information
Input : G,y = (y1, . . . , yn), t
Output : x ∈ C tel que d(x,y) ≤ t
Interpolation : Choisir un sous-ensemble I ⊂ [1, n] de cardinal k.
Construire l’unique mot de code c ∈ C tel que pour tout i ∈ I, ci = yi.
Si d(c,y) ≤ t, renvoyer c.
Sinon, recommencer avec un nouveau I.
Si l’on a y = c+ e, avec c ∈ C et |e| = t, alors l’interpolation de y sur I
produira le mot de code c si et seulement si e est nul sur tous les e´le´ments
de I. Cela se produit avec une probabilite´
Ct
n−k
Ctn
=
Ckn−t
Ckn
.
Chaque e´tape d’interpolation couˆte grossie`rement O(n3) ope´rations. Donc,
si les ensembles d’informations sont choisis au hasard, la complexite´ moyenne
de l’agorithme vaut O(n3 C
t
n
Ct
n−k
). Cet algorithme est donc exponentiel, mais
bien plus efficace que le De´codage par tableau standard.
Il y a moyen d’ame´liorer l’algorithme par un choix astucieux des ensembles
d’informations, en utilisant des algorithmes plus performants d’alge`bre li-
ne´aire, ou en autorisant un nombre faible d’erreurs a` se trouver sur l’en-
semble d’information. Pour plus de de´tails, on pourra se re´fe´rer a` [46], et [5].
Cependant, pour des tailles cryptographiques classiques, ces ame´liorations
changent peu la complexite´ de l’algorithme.
2.4.4 Algorithmes de de´codage plus rapides
Si le de´codage d’un code line´aire donne´ avait toujours une complexite´ ex-
ponentielle, on ne pourrait pas utiliser efficacement les codes pour faire de la
correction d’erreurs. Heureusement, pour certaines familles de codes, on peut
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e´crire la matrice ge´ne´ratrice de fac¸on a` ce qu’elle ve´rifie certaines proprie´te´s,
et le de´codage peut alors eˆtre acce´le´re´.
Par exemple les codes de Reed-Solomon (cf. chapitre suivant) sont tels
que leur matrice ge´ne´ratrice peut s’e´crire sous forme d’une matrice de Van-
dermonde. En utilisant cette structure, on est alors en mesure de les de´coder
en O(n2) ope´rations [30]. De plus, les codes de Reed-Solomon sont MDS (cf.
de´finition 5). Ces codes sont donc tre`s utiles pour imple´menter la correction
d’un signal.
En pratique, on utilise aussi d’autres codes (LDPC, Turbocodes, etc.) qui
sont encore plus rapides a` de´coder que les Reed-Solomon, au prix d’une le´ge`re
perte d’optimalite´ (et donc de capacite´ de correction).
On sait e´galement construire d’autres familles de codes dont le de´codage
peut eˆtre effectue´ en temps polynomial (souvent cubique), a` condition tou-
jours que la matrice ge´ne´ratrice soit e´crite de fac¸on a` mettre en avant la
structure du code. Ces codes, comme les codes de Goppa, ou bien les codes
ge´ome´triques (cf. chapitre suivant), ont des performances trop faibles pour
eˆtre utilise´s en correction du signal, mais ont un inte´reˆt en cryptographie.
Cependant, pour un code qui ne pre´sente pas de structure particulie`re
(ou dont on ne sait pas identifier la structure), on ne connaˆıt pas d’algo-
rithme plus rapide que le De´codage par Ensemble d’Information. Puisque la
complexite´ de cet algorithme est exponentielle, cela motive l’utilisation des
proble`mes de de´codage comme primitive cryptographique.
2.5 Utilisation des codes correcteurs en cryp-
tographie
2.5.1 Cryptosyste`me de McEliece
L’ide´e du cryptosyste`me de McEliece (pre´sente´ dans [31]) est d’utiliser la
difficulte´ du de´codage d’un code ale´atoire comme primitive de cryptographie
a` cle´ publique. Pour de´chiffrer le message envoye´, il faut re´soudre un pro-
ble`me de de´codage sur un code dont la structure est masque´e. Cependant,
le destinataire le´gitime connaˆıt cette structure, et utilise cette connaissance
pour de´chiffrer.
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On se place sur le corps Fq.
– Ge´ne´ration des cle´s : On se donne G0 ∈ Mk×n(Fq), matrice ge´ne´-
ratrice d’un code C0 dont on sait algorithmiquement de´coder t erreurs.
On ge´ne`re S, une matrice inversible k× k sur Fq, et P , une matrice de
permutation n × n. On calcule Gpub = SG0P , matrice k × n a` coeffi-
cients dans Fq.
La cle´ publique est le couple (Gpub, t).
La cle´ secre`te est sa de´composition (S,G0, P, t).
– Chiffrement : Pour chiffrer le message m ∈ Fkq , on ge´ne`re ale´atoire-
ment un vecteur e ∈ Fnq de poids de Hamming t. Le chiffre´ est alors le
vecteur c = mGpub + e.
– De´chiffrement : Le vecteur cP−1 est a` distance au plus t du code
C0. Notre algorithme de de´codage permet donc de retrouver le vecteur
mSG0 ∈ C0. On en de´duit m par inversion matricielle.
2.5.2 Variante de Niederreiter
En 1986, Niederreiter proposa dans [33], apparemment sans connaˆıtre les
travaux de McEliece, un autre cryptosyste`me a` base de codes :
– Ge´ne´ration des cle´s : On se donne H0 ∈ M(n−k)×n(Fq), matrice de
parite´ d’un code C0 dont on sait algorithmiquement de´coder t erreurs.
On ge´ne`re S, une matrice inversible (n − k) × (n − k) sur Fq, et P ,
une matrice de permutation n× n. On calcule Hpub = SH0P , matrice
(n− k)× n a` coefficients dans Fq.
La cle´ publique est le couple (Hpub, t).
La cle´ secre`te est sa de´composition (S,H0, P, t).
– Chiffrement : L’ensemble des messages est ici l’ensemble des mots de
longueur n et de poids de Hamming au plus t. Pour un messagem dans
cet ensemble, le chiffre´ est le vecteur c = Hpubm
T .
– De´chiffrement : On choisit une solution arbitraire x du syste`me
Hpubx
T = c. On sait alors que x est a` distance au plus t du code C. On
utilise donc la structure connue du code pour de´coder x en y ∈ C. On
retourne ensuite x− y.
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Comme on peut le voir, les syste`mes de McEliece et de Niederreiter sont
tre`s proches, l’un utilisant les matrices ge´ne´ratrice, et l’autre, les matrices de
parite´. En fait, il a e´te´ montre´ dans [28] que la se´curite´ des deux syste`mes est
e´quivalente. Toute attaque structurelle sur l’un se traduit par une attaque
structurelle sur l’autre. La variante de Niederreiter pre´sente cependant deux
avantages :
– Le syste`me de Niederreiter provoque asymptotiquement une expansion
moins importante du message. L’expansion du message peut cependant
e´galement eˆtre e´vite´e dans le syste`me de McEliece.
– Le syste`me de McEliece est vulne´rable a` une attaque par re´e´mission de
message : Si le meˆme message est chiffre´ deux fois, les deux chiffre´s se-
ront distants d’au plus 2t. On peut alors trouver facilement les positions
d’erreurs en comparant ces deux chiffre´s. La variante de Niederreiter
n’est pas affecte´e par ce proble`me.
Malgre´ ces le´ge`res diffe´rences, puisque les se´curite´s des deux syste`mes
sont e´quivalentes, nous allons nous limiter par la suite a` l’e´tude du syste`me
de McEliece.
2.5.3 Remarques ge´ne´rales
Par rapport a` des cryptosyste`mes a` cle´ publique issus d’autres primitives,
le syste`me de McEliece pre´sente un avantage et deux inconve´nients :
Le chiffrement et le de´chiffrement correspondent a` des ope´rations clas-
siques de codage et de de´codage. Or on connaˆıt des algorithmes tre`s rapides
pour effectuer ces deux types d’ope´rations. Le cryptosyte`me de McEliece peut
donc eˆtre imple´mente´ efficacement, pour un syste`me asyme´trique.
Cependant, le message chiffre´ subit une expansion. Pour un clair de k
caracte`res, on envoie un chiffre´ de n > k caracte`res. Ne´anmoins, cette expan-
sion n’est pas tre`s geˆnante en pratique. De plus, comme cela a e´te´ montre´
dans [4], il est possible d’y reme´dier en incluant une partie du message dans
le vecteur d’erreur e.
La cle´ publique est une matrice, elle occupe donc nklog2(q) bits de me´-
moire. Pour des valeurs raisonnable de n et k, cette cle´ publique risque de
devenir tre`s grosse, comparativement a` ce que l’on sait faire avec d’autres
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syste`mes asyme´triques. C’est probablement, en bonne partie, a` cause de la
taille de sa cle´ publique que le cryptosyste`me de McEliece n’est pas utilise´
en pratique.
2.5.4 Se´curite´
Un attaquant connaˆıt Gpub sans connaitre sa de´composition, et connait
le chiffre´ c. Son but est de trouver une de´composition
c = mGpub + e,
c’est-a`-dire de re´soudre le proble`me De´codage borne´(C, c, t) ou` C est le code
engendre´ par Gpub.
La se´curite´ du syste`me repose sur deux suppositions :
Premie`rement, que le code C est difficile a` de´coder au rayon t, ce qui est
le cas par exemple si ce code ne peut pas eˆtre algorithmiquement distingue´
d’un code ale´atoire.
Deuxie`mement, que la structure du code a bien e´te´ masque´e, c’est-a`-dire
qu’il est difficile de retrouver les matrices S,G0, P a` partir de Gpub.
L’attaquant peut donc tenter d’attaquer le syste`me par deux me´thodes :
Ou bien il tente directement de de´coder le chiffre´ c dans le code C (attaque
sur le chiffre´), ou bien il essaye de retrouver une de´composition valide de la
cle´ Gpub = S
′G′0P
′, qui lui permet de mettre au point son propre algorithme
de de´codage (attaque sur la cle´).
La re´sistance du syste`me a` ces deux me´thodes d’attaque de´pend intrin-
se`quement de la famille de codes dans laquelle est choisie G0. Le choix de
cette famille est le point de´licat dans la conception du cryptosyste`me. En
effet, on veut utiliser une famille de codes que l’on sait de´coder (et si possible
rapidement), ce qui impose que ces codes soient structure´s. D’un autre cote´,
des codes trop structure´s preˆtent le flanc a` des attaques tirant parti de cette
structure. Il faut donc atteindre un compromis difficile.
La famille des codes de Goppa est actuellement la meilleure candidate
pour satisfaire ces deux contraintes. La famille des codes ge´ome´triques sem-
blait prometteuse, mais nous verrons dans le chapitre suivant que ces codes
trop structure´s rendent le cryptosyste`me vulne´rable a` une attaque sur la cle´.
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2.5.5 Parame`tres pratiques
Il est suppose´ dans [11] que les codes de Goppa sont indistinguables de
codes ale´atoires, et cette hypothe`se n’a jamais e´te´ infirme´e depuis. Ce sont
donc de bons candidats pour imple´menter le syste`me de McEliece, car ils
re´sistent a` toutes les attaques structurelles. La meilleure attaque est encore
de de´coder le chiffre´ par un algorithme du type Ensemble d’Information. La
complexite´ d’une telle attaque est approximativement O(n3 C
t
n
Ct
n−k
).
Malheureusement, les codes de Goppa sont loin d’eˆtre optimaux, on a
t ≪ n−k
2
. Aussi, pour obtenir une distance de de´codage suffisante pour neu-
traliser l’attaque par Ensemble d’Information, il faut une cle´ publique de
taille importante.
Des parame`tres du cryptosyste`me correspondant a` une se´curite´ de 280 sont
donne´s dans [6] ou [20]. On peut par exemple choisir n = 2048, k = 1685,
t = 33. Cela donne des blocs message de 1685 bits, un taux de transmission
de 0.82, et une cle´ publique d’environ 3Mbits (que l’on peut e´ventuellement
re´duire a` 600 kbits). Pour comparaison, une cle´ RSA de 1024 bits atteint le
meˆme parame`tre de se´curite´.
Les codes de Reed-Solomon sont optimaux, et permettraient donc de re´-
sister aussi bien a` un de´codage par Ensemble d’Information, pour une cle´ de
taille beaucoup plus faible. Cependant, ils ne sont pas utilisables, car ils sont
soumis a` une attaque structurelle en temps polynomial (cf. [43] ou le chapitre
suivant).
Les codes ge´ome´triques auraient e´galement permis de re´duire la taille
de la cle´ par leur quasi-optimalite´ (Janwa et Moreno proposent l’utilisation
d’une cle´ de 13 kbits dans [27]), mais ils sont aussi victimes d’une attaque
structurelle rapide, comme nous le montrerons dans le chapitre suivant.
2.6 Conclusion
La se´curite´ des cryptosyste`mes a` base de codes est intrinse`quement lie´e a`
la famille de codes utilise´e dans la conception du syste`me. La version de McE-
liece utilisant des codes de Goppa est e´tudie´e depuis 30 ans, et elle semble
parfaitement suˆre d’un point de vue cryptographique. Cependant, elle n’est
pas utilise´e en pratique, principalement car la taille de sa cle´ publique est
30 CHAPITRE 2. NOTIONS DE THE´ORIE DES CODES
beaucoup plus importante que ce que l’on sait faire avec des syste`mes issus
d’autres domaines.
Si l’on veut diversifier notre panel de primitives cryptographiques, il faut
rendre les syste`mes asyme´triques base´s sur des codes compe´titifs vis-a`-vis
d’autres cryptosyste`mes. Pour cela`, il est important de trouver un moyen de
re´duire la taille de leur cle´ publique.
Une me´thode pour atteindre ce but est de trouver une famille de codes
de´codables et presque optimaux pour imple´menter McEliece. Les codes ge´o-
me´triques satisfont ces conditions et je les pre´senterai dans le chapitre sui-
vant. Cependant, comme on le verra, leur trop forte structure les rend trop
facilement reconnaissables.
Une autre me´thode est de neutraliser la possibilite´ d’attaquer le syste`me
par des ensembles d’information. Comme cette attaque est ge´ne´rale a` la me´-
trique utilise´e, il faut pour cela sortir de la me´trique de Hamming, et conside´-
rer une autre de´finition de la distance. La me´trique rang paraˆıt prometteuse
en ce sens, c’est pourquoi je la pre´senterai dans le quatrie`me chapitre.
Chapitre 3
Codes ge´ome´triques et
applications
3.1 Introduction
Les codes ge´ome´triques sont des codes d’e´valuation de fonctions ration-
nelles sur des courbes alge´briques. Cette famille de codes hautement structu-
re´s, inclue et ge´ne´ralise les codes de Reed-Solomon, en e´tendant certaines de
leurs proprie´te´s. Notamment, les codes ge´ome´triques sont des codes line´aires
presque MDS que l’on sait de´coder relativement rapidement jusqu’a` de bons
parame`tres de correction. Depuis les travaux de Guruswami et Sudan ([26]),
on est meˆme capable de de´coder les codes ge´ome´triques en temps polynomial
au dela` de leur capacite´ de correction.
Dans le domaine de la correction d’erreurs, les codes ge´ome´triques sont
plutoˆt moins inte´ressants que les codes de Reed-Solomon. Leurs performances
(en terme de taux de correction et taux de transmission) sont moins bonnes,
et l’utilisation de courbes alge´briques rend leur programmation complique´e.
L’avantage des codes ge´ome´triques est la possibilite´ de construire des codes
plus long que la taille de l’alphabet, en choisissant une courbe alge´brique
contenant beaucoup de points.
Cependant, en cryptographie, les codes ge´ome´triques pre´sentent un grand
inte´reˆt. En effet, pour re´duire la taille de la cle´ publique d’un syste`me de type
McEliece, une solution est d’utiliser une famille de codes la plus optimale pos-
sible. Or, depuis l’attaque de Sidelnikov et Shestakov sur les codes de Reed-
Solomon d’une part [43], et l’attaque de Sendrier sur les codes concate´ne´s
d’autre part [40], toutes les familles de codes optimaux que l’on sait de´coder
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rapidement sont soumises a` des attaques structurelles. Il est donc logique
de se tourner vers des codes quasi-optimaux, comme les codes ge´ome´triques.
L’usage des codes ge´ome´triques sur des courbes de genre deux a e´te´ propose´e
pour l’imple´mentation de McEliece dans [27], ou` les auteurs annoncent une
complexite´ d’attaque de 280 en utilisant des codes [171,109,61] sur F27 .
Nous sommes ne´anmoins en mesure de montrer que de tels codes sont
aussi soumis a` des attaques structurelles efficaces. En 2007, L. Minder a
montre´ dans [32] que l’on pouvait retrouver en temps polynomial la struc-
ture des codes ge´ome´triques construits sur des courbes de genre 1, et a re´alise´
une imple´mentation efficace de son attaque. Nous avons ensuite e´tendu ce re´-
sultat aux courbes de genre 2, attaquant ainsi les parame`tres de Janwa et
Moreno [27]. Je peux aussi montrer que notre me´thode d’attaque reste utili-
sable tant que le genre g est faible, la complexite´ de l’attaque devenant alors
O(n3g!( q
n−k−g/2
)g + qg/2) ope´rations sur le corps de base. Ces re´sultats n’ont
pas encore e´te´ publie´s, l’algorithme en genre 2 a simplement e´te´ pre´sente´
dans [16].
Nos algorithmes sont probabilistes, avec une tre`s forte probabilite´ de suc-
ce`s, pour peu que le code utilise´ ve´rifie quelques proprie´te´s. Notamment,
nous utilisons le fait que la longueur n du code est proche du cardinal de la
courbe. Cette hypothe`se ne nous semble pas audacieuse, car un code raccourci
diminuerait fortement les performances du syste`me. Nos autres hypothe`ses
paraissent encore plus raisonnables.
L’ide´e de base de nos algorithmes est, comme dans l’approche de L. Min-
der pour le genre 1, de de´duire des e´quations dans la Jacobienne de la
courbe, en examinant le support des mots de poids faible du code. Si l’on
dispose de suffisamment de mots de poids faible, on ge´ne`re assez d’e´quations
pour connaitre comple`tement la structure de la Jacobienne, et pour calculer
l’image des points du support d’e´valuation dans cette Jacobienne.
La deuxie`me e´tape de notre algorithme reprend l’ide´e de l’attaque de Si-
delnikov et Shestakov. En utilisant notre connaissance de la Jacobienne, nous
sommes capables de ge´ne´rer deux mots de code, de poids faible et de sup-
ports quasiment identiques. La comparaison de ces deux mots nous fournit
des e´quations sur les abscisses des points d’e´valuation du code. Ces e´quations
nous permettent, en fixant arbitrairement certaines abscisses, de toutes les
de´duire. Les ordonne´es des points d’e´valuation sont calcule´es a` partir des
abscisses, en re´alisant des interpolations de faible degre´. L’utilisation d’iso-
morphismes de courbe nous e´pargne un examen exhaustif de tous les choix
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possibles pour les coordonne´es arbitrairement fixe´es, on peut se contenter
pour cette e´tape de O(n2) essais diffe´rents.
Une fois ces deux e´tapes mene´es a` bien, la reconstruction de la courbe
et du code attaque´ ne pre´sentent absolument aucune difficulte´. Nous dispo-
sons alors d’un algorithme rapide de de´codage du code engendre´ par la cle´
publique de McEliece, nous avons donc structurellement attaque´ avec succe`s
la cle´ publique du syste`me.
Dans ce chapitre, je pre´sente dans un premier temps les outils mathe´ma-
tiques lie´s a` la ge´ome´trie alge´brique, j’expose ensuite le proble`me qui nous
inte´resse en remarquant quelques proprie´te´s utiles a` sa re´solution. Je rappelle
ensuite brie`vement les algorithmes re´solvant ce proble`me en genres 0 et 1,
puis je pre´sente notre solution, d’abord concernant le genre 2, et enfin dans
le cas ge´ne´ral.
3.2 Introduction a` la ge´ome´trie alge´brique
3.2.1 Courbes alge´briques
Soit Fq un corps fini, et Fq sa cloture alge´brique. Sur (Fq
3
)∗ = Fq
3 −
{(0, 0, 0)}, on de´finit la relation d’e´quivalence ∼ par :
(X, Y, Z) ∼ (X ′, Y ′, Z ′)⇔ ∃α 6= 0, (X ′, Y ′, Z ′) = (αX, αY, αZ).
On peut alors de´finir le plan projectif P2(Fq) comme l’espace quotient
(Fq
3
)∗/ ∼. Le plan projectif P2(Fq) peut aussi eˆtre vu comme l’ensemble des
droites vectorielles de l’espace Fq
3
.
Lorsque l’on travaille sur le plan projectif, il est souvent pratique de l’as-
similer au plan affine Fq
2
comple´te´ de la droite a` l’infini. A` une classe d’e´qui-
valence du plan projectif, on associe le point (x, y) du plan affine tel que
(x, y, 1) soit un repre´sentant de la classe. Cependant, un tel point n’existe
pas toujours. Les classes qui n’admettent pas un tel repre´sentant sont appele´s
points a` l’infini. Ainsi, le plan projectif est assimilable a` la re´union du plan
affine et de l’ensemble des points a` l’infini.
De´finition 11 (Polynoˆmes homoge`nes). Un polynoˆme homoge`ne de degre´ d
est un polynoˆme dont chaque monoˆme est de la forme αXkY lZd−k−l. Tous
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ses monoˆmes sont de degre´s d (en sommant les degre´s en X, Y et Z).
Puisque l’on assimile souvent le plan projectif au plan affine, il est pra-
tique d’associer a` un polynoˆme homoge`ne en (X, Y, Z) un polynoˆme non
homoge`ne en (x, y). Au monoˆme αXkY lZd−k−l est ainsi associe´ le monoˆme
αxkyl. Ce processus simple (remplacer X par x, Y par y et Z par 1) est
appele´ deshomoge´ne´isation, le proce´de´ inverse est appele´ homoge´ne´isation.
Un polynoˆme en X, Y, Z ne peut pas eˆtre e´value´ sur P2(Fq). Cependant,
si le polynoˆme est homoge`ne, l’ensemble de ses ze´ros est parfaitement de´fini
sur P2(Fq).
De´finition 12 (Courbe alge´brique). Une courbe alge´brique X ⊂ P2(Fq) est
l’ensemble des ze´ros d’un polynoˆme homoge`ne que l’on notera Eq(X ).
De´finition 13 (Points rationnels d’une courbe). Si X est une courbe alge´-
brique, on note X (Fq) l’ensemble des points rationnels de la courbe, c’est
a` dire l’ensemble des points de la courbe qui admettent un repre´sentant
(X, Y, Z) dont les trois coordonne´es sont dans Fq (et non dans une exten-
sion).
X (Fq) = {(X, Y, Z) ∈ X |∃α ∈ Fq∗, (αX, αY, αZ) ∈ (F3q)∗}.
Par la suite, on supposera que l’e´quation de´shomoge´ne´ise´e de la courbe
X est de la forme :
y2 +G(x)y = F (x), (3.1)
avec F et G polynoˆmes a` coefficients dans Fq, F unitaire de degre´ impair
2g + 1, G de degre´ au plus g, et g ≥ 1. On suppose de plus que le polynoˆme
4F (x) +G2(x) n’admet pas de racine double.
La courbe X est alors re´gulie`re dans sa partie affine. Elle admet un unique
point a` l’infini, de coordonne´es projectives (0, 1, 0), que l’on noteO. Pour tout
x0 ∈ Fq, la courbe X passe par exactement deux points affines d’abscisse x0.
Ces deux points, appele´s points oppose´s, ont pour coordonne´es (x0, y0) et
(x0,−y0−G(x0)), et peuvent e´ventuellement eˆtre confondus. Si un point est
note´ P , son oppose´ est ge´ne´ralement note´ −P . Si un point P ∈ X est ration-
nel, alors son abscisse est sur le corps de base, et −P est e´galement rationnel.
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Cependant, les points de la courbe X d’abscisse x ∈ Fq peuvent eˆtre tous
deux non rationnels.
L’entier g est appele´ le genre de la courbe. Le genre de la courbe a une
de´finition plus ge´ne´rale que celle-ci, en fonction des proprie´te´s ge´ome´triques
de cette courbe. Notre de´finition du genre, bien que plus restrictive, sera suf-
fisante pour ce travail, a` une exception pre`s : Les courbes de genre 0 existent,
ce sont les droites (lorsque, comme ici, nous nous plac¸ons sur un corps fini).
Par la suite, si l’on suppose que X est de genre 0, alors elle ve´rifie l’e´qua-
tion d’une droite. Sinon, on supposera qu’elle ve´rifie l’e´quation ci-dessus. Les
courbes de genre 1 sont appele´es courbes elliptiques, les courbes de genre 2
et plus ve´rifiant cette e´quation sont appele´es courbes hyperelliptiques.
3.2.2 Fonctions rationnelles
On souhaite maintenant de´finir sur X des fonctions a` valeurs dans Fq.
Comme on s’en est aperc¸u auparavant, si P est un polynoˆme, P n’induit
pas une fonction sur P2(Fq), et pas non plus sur X . Cependant, si P et Q
sont deux polynoˆmes homoge`nes de meˆme degre´ d, on constate que la valeur
P
Q
(X, Y, Z) est inde´pendante du choix du repre´sentant d’une classe donne´e
de P2(Fq). C’est cette ide´e qui nous conduira a` la de´finition des fonctions ra-
tionnelles. On veut cependant s’assurer que deux fonctions rationnelles dont
l’e´valuation est identique sur la courbe X sont alge´briquement e´gales. On va
donc tout d’abord quotienter les polynoˆmes homoge`nes par l’e´quation de la
courbe X .
De´finition 14. On note Γh(X ) l’ensemble des polynoˆmes homoge`nes quo-
tiente´ par l’ide´al engendre´ par Eq(X ). Autrement dit, deux polynoˆmes homo-
ge`nes sont e´gaux dans Γh(X ) si leur diffe´rence est divisible par le polynoˆme
homoge`ne Eq(X ).
De´finition 15 (Fonction rationnelle). L’ensemble des fonctions rationnelles
sur la courbe X est de´fini comme un corps de fractions a` partir de Γh(X ).
Fq(X ) =
{
Q
R
Q,R ∈ Γh(X ), R 6= 0,
deg(Q) = deg(R),
}⋃
{0}.
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Si f ∈ Fq(X ) peut eˆtre exprime´e a` partir de polynoˆmes homoge`nes dont
tous les coefficients sont dans le corps de base Fq, on note f ∈ Fq(X ).
Proposition 8. Les ensembles Fq(X ) et Fq(X ) sont des corps, et on a
Fq ⊂ Fq(X ) ⊂ Fq(X ).
De´finition 16 (Ordre d’une fonction rationnelle). On peut de´finir l’ordre
d’une fonction rationnelle f ∈ Fq(X ) en un point de la courbe P ∈ X (Fq)
de la fac¸on dont on le de´finirait sur les fractions rationnelles classiques : Si
f = Q
R
, alors
ordP
(
Q
R
)
= multP (Q)−multP (R),
ou` multP (Q) et multP (R) sont les multiplicite´s (e´ventuellement nulles) du
point P comme racine des polynoˆmes Q et R.
Proposition 9.
Basiquement, on a :
ordP (f) > 0 si f(P ) = 0,
ordP (f) < 0 si f(P ) =∞,
ordP (f) = 0 sinon.
L’ordre d’une fonction rationnelle en un point ve´rifie des proprie´te´s simi-
laires a` celles des multiplicite´s, en particulier :
ordP (f.g) = ordP (f) + ordP (g),
ordP (f + g) ≥ min(ordP (f), ordP (g)).
Enfin, si f 6= 0, l’ensemble des points P ∈ X tels que ordP (f) 6= 0 est fini.
The´ore`me 2. Si f ∈ Fq(X ) est une fonction rationnelle non nulle, alors
la somme de ses ordres sur tous les points de la courbe est nulle, en tenant
compte des points a` l’infini : ∑
P∈X
ordP (f) = 0. (3.2)
Cependant, cette dernie`re proprie´te´ n’est en ge´ne´ral pas vraie si l’on res-
treint la somme aux points rationnels de la courbe, et ce meˆme si f ∈ Fq(X ).
3.2. INTRODUCTION A` LA GE´OME´TRIE ALGE´BRIQUE 37
3.2.3 Groupe des diviseurs
Sauf mention contraire, les preuves des re´sultats concernant les groupes
des diviseurs et le the´ore`me de Riemann-Roch peuvent eˆtre trouve´s par
exemple dans [49].
De´finition 17 (Diviseur). Un diviseur ∆ sur une courbe X est une somme
formelle finie de points (rationnels ou non), avec des coefficients entiers,
positifs ou ne´gatifs :
∆ =
∑
P∈X
nP 〈P 〉, nP ∈ Z,
ou` nP = 0 pour tout P ∈ X , a` l’exception d’un ensemble fini que l’on appelle
le support :
supp(∆) = {P ∈ X |nP 6= 0}.
Le diviseur ∆ est dit rationnel s’il est invariant par l’action du groupe de Ga-
lois Gal(Fq/Fq). C’est le cas en particulier si tous les points de son support
sont rationnels.
Par la suite, on notera 〈P 〉 le diviseur compose´ d’une fois le point P , pour
le diffe´rencier du point lui-meˆme.
Proposition 10. L’ensemble des diviseurs sur la courbe X , que l’on notera
Div(X ), forme un groupe abe´lien pour la loi additive.
De´finition 18 (Degre´ d’un diviseur). On de´finit le degre´ d’un diviseur comme
la somme des coefficients associe´s a` chacun de ses points :
deg(∆) =
∑
P∈X
nP .
De´finition 19 (Diviseur d’une fonction rationnelle). A` une fonction ration-
nelle f ∈ Fq(X )− {0}, on associe un diviseur :
div(f)
def
=
∑
P∈X
ordP (f)〈P 〉.
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Proposition 11. On peut aise´ment ve´rifier, pour toutes fonctions ration-
nelles f, g non nulles :
div(fg) = div(f) + div(g),
div(1/f) = −div(f).
De´finition 20 (Diviseur principal). Un diviseur est dit principal s’il corres-
pond a` une fonction rationnelle. L’ensemble des diviseurs principaux forme
un sous-groupe de Div(X ). Deux diviseurs sont dits e´quivalents si leur diffe´-
rence est un diviseur principal.
D’apre`s le the´ore`me 2, tout diviseur principal est de degre´ 0. La re´ci-
proque n’est vraie qu’en genre 0, cependant.
De´finition 21. On de´finit le groupe des classes de diviseurs de degre´ 0 de la
courbe X :
Pic0(X ) = Diviseurs de degre´ 0/Diviseurs principaux
On s’inte´resse plus particulie`rement a` l’ensemble des classes admettant
un diviseur rationnel pour repre´sentant. On appellera cet ensemble la Jaco-
bienne de la courbe :
De´finition 22 (Jacobienne de la courbe).
Jac(X (Fq)) = {Classes de Pic0(X ) dont un des repre´sentants est rationnel}
The´ore`me 3 (Hasse-Weil ge´ne´ralise´). Pour une courbe de genre g ≥ 1 sur
Fq, la Jacobienne est un groupe fini dont on peut encadrer le cardinal :
(
√
q − 1)2g ≤ #Jac(X (Fq)) ≤ (√q + 1)2g (3.3)
Corollaire 2 (Nombre de points rationnels). Si X est une courbe de genre g
sur Fq, on dispose d’un encadrement du nombre de points rationnels de cette
courbe :
q + 1− 2g√q ≤ |X (Fq)| ≤ q + 1 + 2g√q (3.4)
3.2. INTRODUCTION A` LA GE´OME´TRIE ALGE´BRIQUE 39
The´ore`me 4 (Structure de groupe de la Jacobienne). Si X est une courbe
de genre g ≥ 1 sur Fq, il existe un isomorphisme de groupes :
Jac(X (Fq)) ≃ Z
d1Z
× · · · × Z
d2gZ
,
avec d1| . . . |d2g et d1|(q − 1).
Remarque 1. Par le the´ore`me de Hasse-Weil ge´ne´ralise´, on obtient un en-
cadrement des di du the´ore`me pre´ce´dent, soit :
(
√
q − 1)2g ≤
2g∏
i=1
di ≤ (√q + 1)2g (3.5)
Proposition 12 (Complexite´ de l’addition dans la Jacobienne). Connais-
sant l’e´quation de X , l’addition de deux e´le´ments de Jac(X (Fq)) peut eˆtre
effectue´e en O(g2) ope´rations dans Fq.
Pour des algorithmes effectuant ces additions, on pourra, par exemple, se
rapporter a` [7] ou bien encore a` [9].
3.2.4 Diviseurs de fonctions usuelles
Soit X une courbe alge´brique de genre g ≥ 1, d’e´quation y2 + G(x)y =
F (x). On s’inte´resse aux diviseurs de fonctions rationnelles usuelles, e´crites
sous forme deshomoge´ne´ise´e :
– div(cte) = 0 si cte 6= 0. La re´ciproque est vraie, une fonction rationnelle
de diviseur nul est une fonction constante non nulle.
– div(x − a) = 〈P 〉 + 〈−P 〉 − 2〈O〉, avec P ∈ X un point d’abscisse a.
Notons que, meˆme avec a ∈ Fq, le point P n’est pas force´ment rationnel.
– div((x − a)(x − b)) = 〈P 〉 + 〈−P 〉 + 〈Q〉 + 〈−Q〉 − 4〈O〉, avec P ∈ X
un point d’abscisse a, et Q ∈ X un point d’abscisse b. Il est inte´ressant
de constater que cette formule peut eˆtre utilise´e avec a, b ∈ Fq pour
calculer le diviseur d’un polynoˆme irre´ductible sur Fq.
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– div( 1
x−a
) = 2〈O〉 − 〈P 〉 − 〈−P 〉.
– div(y − a) = 〈P1〉+ · · ·+ 〈P2g+1〉 − (2g + 1)O, ou` Pi est le point de X
de coordonne´es (xi, a). Les abscisses x1, . . . , x2g+1 ∈ Fq sont les racines
du polynoˆme F (x)− aG(x)− a2.
– div(y2) = div(F (x)− yG(x)).
– ordP (X
αY β) ≥ 0 si P 6= O.
– ordO(X
αY β) = −2α− (2g + 1)β.
3.2.5 The´ore`me de Riemann-Roch
De´finition 23 (Relation d’ordre sur les diviseurs). On de´finit une relation
d’ordre partielle sur Div(X ) :∑
P∈X
nP 〈P 〉 ≤
∑
P∈X
mP 〈P 〉 ⇐⇒ ∀P ∈ X , nP ≤ mP .
De´finition 24 (Espace associe´ a` un diviseur). On peut ensuite de´finir l’es-
pace line´aire associe´ a` un diviseur ∆ ∈ Div(X ) :
L(∆) = {f ∈ Fq(X )|div(f) + ∆ ≥ 0} ∪ {0}.
Proposition 13. Si ∆ est un diviseur de X , alors L(∆) est un Fq espace
vectoriel de dimension finie.
Le the´ore`me de Riemann-Roch nous renseigne sur la dimension de l’es-
pace line´aire associe´ a` un diviseur :
The´ore`me 5 (Riemann-Roch). Soit X une courbe alge´brique de genre g, et
∆ ∈ Div(X ) un diviseur sur cette courbe.
Si deg(∆) < 0, alors dim(L(∆)) = 0. Sinon,
dim(L(∆)) ≥ deg(∆)− g + 1 (3.6)
De plus, il y a e´galite´ si deg(∆) ≥ 2g − 1.
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Une preuve du the´ore`me de Riemann-Roch pourra eˆtre trouve´e, par exemple,
dans [49].
Proposition 14. A` partir de l’e´quation de la courbe X , et de l’expression du
diviseur ∆, on peut ge´ne´rer une base de L(∆) en O((deg(∆)+g)3) ope´rations.
Un algorithme effectif pour construire l’espace L(∆) peut eˆtre trouve´, par
exemple, dans [3].
3.2.6 De´finition des codes ge´ome´triques
Soit X une courbe hyperelliptique de genre g de´finie sur Fq. Soit ∆ ∈
Div(X ) tel que deg(∆) ≥ 2g − 1. Soit P = (P1, . . . , Pn) ∈ X − supp(∆) un
n-uplet de points distincts1. Alors on de´finit le code ge´ome´trique de diviseur
∆ e´value´ en (P1, . . . , Pn) comme un code d’e´valuation de L(∆) :
AGC(X ,∆,P) = {(f(P1), . . . , f(Pn))|f ∈ L(∆)} (3.7)
The´ore`me 6. L’ensemble AGC(X ,∆,P) est un code line´aire [n, deg(∆) −
g + 1] de distance minimale d ≥ n− deg(∆).
Preuve . Cet ensemble est clairement un code line´aire de longueur n. Sa
dimension est la meˆme que L(∆), c’est a` dire exactement deg(∆) − g + 1
d’apre`s le the´ore`me de Riemann-Roch (the´ore`me 5). Quelle est sa distance
minimale ?
Soit y un mot de code admettant t < n positions nulles. On suppose qu’il
s’agit des positions y1, . . . , yt. Par de´finition du code, il existe f ∈ L(∆) telle
que yi = f(Pi). On a donc div(f) ≥ −∆, et f(P1) = 0, d’ou` ordP1(f) ≥ 1.
Comme P1 n’apparait pas dans l’expression de ∆, on en de´duit div(f) ≥
−∆+〈P1〉. Par un raisonnement similaire, on obtient div(f) ≥ −∆+
∑
i≤t
〈Pi〉,
d’ou` l’on de´duit deg(div(f)) ≥ − deg(∆)+t. Or f est une fonction rationnelle
non nulle, donc deg(div(f)) = 0, d’ou` t ≤ deg(∆). Un mot de code non nul
contient au plus deg(∆) ze´ros, donc la distance minimale d du code ve´rifie
d ≥ n− deg(∆), d’ou` d ≥ n− k + 1− g.♦
1Par abus de notation ici aussi, P de´signera toujours la suite de points (P1, . . . , Pn) ; si
f est une fonction, f(P) de´signera la suite (f(P1), . . . , f(Pn)), etc.
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Remarque 2. Les codes ge´ome´triques construits sur une courbe de petit
genre sont des codes line´aires presque MDS. En effet, un code de longueur
n et de dimension k ve´rifie n + 1 − g ≤ k + d. Ainsi, le de´faut du code par
rapport a` la borne de Singleton est au plus g.
Corollaire 3. Les codes ge´ome´triques de genre 0 (ou codes de Reed-Solomon
ge´ne´ralise´s) sont des codes line´aires MDS.
3.2.7 Multiplication directionnelle
De´finition 25. Soit C = AGC(X ,∆,P) un code ge´ome´trique. Soit c =
(c1, . . . , cn) ∈ (F∗q)n un n-uplet de coefficients non nuls. On de´finit le code
AGC(X ,∆,P, c) comme une multiplication directionnelle du code C :
(c1y1, . . . , cnyn) ∈ AGC(X ,∆,P, c) def⇐⇒ (y1, . . . , yn) ∈ AGC(X ,∆,P).
On serait tente´ d’appeler ces objets des codes ge´ome´triques ge´ne´ralise´s,
mais un examen attentif re´ve`le que la multiplication directionnelle d’un code
ge´ome´trique reste un code ge´ome´trique (simplement avec un diviseur diffe´-
rent) :
Proposition 15. Soit C = AGC(X ,∆,P) un code ge´ome´trique, et soit C′ =
AGC(X ,∆,P, c) une multiplication directionnelle de ce code. Alors il existe
un diviseur ∆′, e´quivalent a` ∆, tel que C′ = AGC(X ,∆′,P).
Preuve . Soit P ∈ Fq(X ) un point rationnel de la courbe, exte´rieur aux Pi.
On construit une fonction rationnelle ϕ sur X telle que ϕ(Pi) = ci pour tout
i, et telle que P soit le seul poˆle (e´ventuellement multiple) de ϕ.
Pour cela, si P = O, on interpole les (Pi, ci) par un polynoˆme. Si P est un
point affine de coordonne´es (x0, y0), on appelle P
− son oppose´, de coordon-
ne´es (x0, y
−
0 ). Pourm ∈ N, on pose Lk(X) le polynoˆme unitaire de degre´m tel
que (X − x0)m|(L(X)+ y−0 ). Alors la fonction rationnelle fm(x, y) = L(x)+y(x−x0)m
admet P pour unique poˆle. On construit ϕ comme combinaison line´aire des
fm.
Maintenant que ϕ est construite, on pose ∆′ = ∆ + div(ϕ). Alors, comme
les ci sont non nuls, aucun des Pi n’apparait dans l’expression de ∆
′, et on
ve´rifie aise´ment que C′ = AGC(X ,∆′, (P1, . . . , Pn)). ♦
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La re´ciproque est vraie e´galement, les codes ge´ome´triques de´finis sur un
meˆme support d’e´valuation par deux diviseurs e´quivalents sont identiques a`
une multiplication directionnelle pre`s :
Proposition 16. Soient C = AGC(X ,∆,P) et C′ = AGC(X ,∆′,P) deux
codes ge´ome´triques tels que ∆ et ∆′ sont e´quivalents (i.e. leur diffe´rence est
un diviseur principal). Alors il existe c = (c1, . . . , cn) ∈ F∗q tels que C′ =
AGC(X ,∆,P, c).
Preuve . Par de´finition de l’e´quivalence, il existe une fonction rationnelle
ϕ telle que ∆′ = ∆ + div(ϕ). Du fait de l’existence des codes C et C′, la
fonction ϕ n’admet ni pole ni ze´ro sur l’ensemble (P1, . . . , Pn). On peut donc
poser ci = ϕ(Pi), et ve´rifier que C′ = AGC(X ,∆,P, c). ♦
Ainsi, la multiplication directionnelle correspond simplement a` un choix
diffe´rent du diviseur au sein de la meˆme classe d’e´quivalence, mais cette
notation sera utile par la suite dans nos attaques.
3.2.8 De´codage classique
Ce qui rend les codes ge´ome´triques utilisables en pratique, c’est qu’il existe
des algorithmes permettant de les de´coder jusqu’a` la capacite´ de correction.
Par exemple, des me´thodes du type Berlekamp-Welch (valides sur les codes
d’e´valuation) peuvent eˆtre applique´es :
Soit C = AGC(X ,∆, (P1, . . . , Pn)) un code ge´ome´trique de dimension k
sur une courbe de genre g, soit y = (y1, . . . , yn) un mot rec¸u a` distance au plus
τ du code C. On cherche une fonction f ∈ L(∆), et un mot e = (e1, . . . , en)
de poids au plus τ tels que :
∀i ≤ n, yi = f(Pi) + ei. (3.8)
La premie`re ide´e est de rechercher une fonction associe´e aux positions
d’erreurs, plutoˆt qu’un vecteur d’erreur. Soit V ∈ F(X ) une fonction ration-
nelle s’annulant sur tous les Pi tels que ei 6= 0. Alors, on aura :
∀i ≤ n, yiV (Pi) = f(Pi)V (Pi). (3.9)
La seconde ide´e est de line´ariser cette e´quation en posant N = f × V , on
doit alors re´soudre
∀i ≤ n, yiV (Pi) = N(Pi), (3.10)
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dont les inconnues sont les fonctions V et N . Si on impose l’appartenance de
V et N a` des espaces line´aires de dimension finie (souvent des ensembles de
polynoˆmes de degre´ majore´), alors on obtient un syste`me line´aire a` n e´qua-
tions. Ce syste`me est plus ge´ne´ral que notre e´quation de base, il faut donc
extraire de l’ensemble des solutions (V,N) celle qui correspond a` une solution
(f, e) valide.
Lemme 1. Soit C = AGC(X ,∆, (P1, . . . , Pn)) un code ge´ome´trique, soit
y = (y1, . . . , yn) un mot rec¸u, soit τ ≤ n un entier naturel, et soit ∆′ un
diviseur de X de degre´ n− τ − 1 ne contenant aucun des Pi. Alors pour tout
(N, V ) ∈ L(∆′)×L(∆′−∆) ve´rifiant yV (P) = N(P), et pour tout f ∈ L(∆)
ve´rifiant ‖y − f(P)‖ ≤ τ , on a N = V × f .
Preuve . Soit N, V, f ve´rifiant les conditions ci-dessus. Alors N − V f ∈
L(∆′). Or ∆′ est de degre´ n− τ − 1, donc si N − V f est non nulle, N − V f
admet au plus n− τ −1 ze´ros en dehors du support de ∆′. Or, pour tout i tel
que yi = f(Pi), on a (N − V f)(Pi) = 0. La fonction N − V f admet donc au
moins n− τ ze´ros sur l’ensemble des (Pi), par conse´quent elle est nulle. ♦
Algorithme 3 : Berlekamp-Welch (codes ge´ome´triques)
Input : y = (y1, . . . , yn),X ,∆,P, τ
Output : f ∈ L(∆) ve´rifiant ‖y − f(P)‖ ≤ τ
Pre´calculs : Choisir ∆′ ∈ Div(X ) de degre´ n− τ − 1.
Calculer une base de L(∆′) et de L(∆′ −∆).
Line´arisation : Trouver une solution non triviale
(N, V ) ∈ L(∆′)× L(∆′ −∆) au syste`me line´aire yV (P) = N(P).
Si pas de solution non nulle, e´chec de l’algorithme.
Division : Calculer f = N/V , et ve´rifier si ‖y − f(P)‖ ≤ τ .
Si oui, renvoyer f . Si non, renvoyer ”pas de solution”.
Proposition 17. Si on choisit τ < n−deg(∆)
2
−g (ie., par rapport a` la distance
minimale suppose´e τ < d
2
−g), alors l’algorithme pre´ce´dent renvoie en O(n3)
ope´rations l’unique mot de code (s’il existe) a` distance au plus τ du mot y
rec¸u.
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Preuve . D’apre`s le the´ore`me 5, les espaces vectoriels L(∆′) et L(∆′ −∆)
sont de dimensions respectives au moins n− τ − g et n− τ − g− deg(∆). Le
syste`me line´aire 3.10 admet donc n e´quations, et 2n − 2τ − 2g − deg(∆) >
n inconnues. Par conse´quent, ce syste`me admet une solution (N, V ) non
triviale, et l’algorithme re´ussit. ♦
Cet algorithme n’est pas ide´al, car il ne permet pas de de´coder a` coup
suˆr jusqu’a` la capacite´ de correction du code. Il existe des algorithmes de
de´codage par syndrome qui atteignent la capacite´ de correction ([19] ou [39]),
tout en ame´liorant la vitesse, mais je ne les de´taillerai pas ici.
3.2.9 De´codage en liste
Il est possible de corriger au dela` de la capacite´ de correction. E´videm-
ment, dans ce cas, on ne peut pas garantir l’unicite´ de la solution, l’algorithme
renvoie donc une liste de tous les mots de code suffisamment proche du mot
rec¸u, ce type de de´codage s’appelle donc le de´codage en liste. Les codes ge´o-
me´triques ont suffisamment de structure pour que le de´codage en liste soit
possible en temps polynomial, par un algorithme de type Sudan.
Lors du de´codage classique, on commenc¸ait par re´soudre une e´quation
de la forme Y V (P ) = N(P ) sur l’ensemble des couples (Pi, yi). L’ide´e de
l’algorithme de Sudan est d’augmenter le nombre de degre´s de liberte´ de ce
syste`me en ajoutant des termes de degre´s 2, 3 et plus en Y . Cet algorithme
est pre´sente´ juste apre`s, et les lemmes suivants justifient sa correction :
Lemme 2. Si on fixe τ < n − √2kn − g, alors il est certain que la phase
d’interpolation de l’algorithme 4 fournit un polynoˆme Q valide.
Lemme 3. Si f ∈ L(∆) ve´rifie ‖y − f(P)‖ ≤ τ , alors on a force´ment
Q(P, f(P )) = 0.
Preuve . Soit f une telle fonction, et supposons Q(P, f(P )) 6= 0. Alors,
on a Q(P, f(P )) ∈ L(∆′), et Q(Pi, f(Pi)) = 0 en au moins n − τ points.
Comme ∆′ est de degre´ n− τ − 1, et de support disjoint des Pi, on en de´duit
Q(P, f(P )) = 0. ♦
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Algorithme 4 : De´codage en liste des codes ge´ome´triques
Input : y = (y1, . . . , yn),X ,∆,P, τ .
Output : Liste des f ∈ L(∆) ve´rifiant ‖y − f(P)‖ ≤ τ .
Pre´calculs : Choisir ∆′ ∈ Div(X ) de degre´ n− τ − 1.
Calculer des bases des L(∆′ − i∆).
Interpolation : Construire Q(P, Y ) =
l∑
i=0
Qi(P )Y
i ∈ (Fq(X ))[Y ]
ve´rifiant :
– Q 6= 0,
– Qi ∈ L(∆′ − i∆),
– Q(Pi)(yi) = 0 pour tout i ≤ n.
Calcul des racines : Trouver les f ∈ L(∆) ve´rifiant Q(P, f(P )) = 0,
en extraire ceux ve´rifiant ‖y − f(P)‖ ≤ τ .
Lemme 4. Si Q(Y ) est un polynoˆme a` coefficients dans L(∆′) (les coeffi-
cients de Q(Y ) sont des fonctions rationnelles en X), alors on sait trouver en
temps polynomial toutes les racines de Q, ie. toutes les fonctions f ∈ L(∆′)
telles que Q(f) est identiquement nulle sur X .
Preuve . Cf. [26] et [42]. ♦
Proposition 18. L’algorithme renvoie tous les mots de codes a` distance au
plus τ du mot rec¸u, en temps polynomial, pour τ < n−√2 deg(∆)n− g.
L’algorithme de Sudan peut eˆtre ame´liore´ en introduisant des multiplicite´s
dans l’e´quation d’annulation du polynoˆme Q, on obtient ainsi l’algorithme de
Guruswami-Sudan, qui corrige en temps polynomial jusqu’a` n−√nk erreurs.
De´finition 26 (Multiplicite´). Soit Q(Y ) un polynoˆme a` coefficients dans
L(∆′). Soit P ∈ X , et y ∈ Fq. On dit que Q admet un ze´ro de multiplicite´
au moins r en (P, y) si Q(Y − y) peut s’e´crire sous la forme
Q(Y − y) =
l∑
i=0
fiY
i,
avec div(fi) ≥ (r − i)〈Pi〉.
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Algorithme 5 : De´codage en liste des codes ge´ome´triques (Guruswami-
Sudan)
Input : y = (y1, . . . , yn),X ,∆,P, τ, r.
Output : Liste des f ∈ L(∆) ve´rifiant ‖y− f(P)‖ ≤ τ .
Pre´calculs : Choisir ∆′ ∈ Div(X ) de degre´ r(n− τ).
Calculer des bases des L(∆′ − i∆).
Interpolation : Construire Q(P, Y ) =
l∑
i=0
Qi(P )Y
i ∈ (F(X ))[Y ]
ve´rifiant :
– Q 6= 0,
– Qi ∈ L(∆′ − i∆),
– Q admet un ze´ro de multiplicite´ au moins r
en (Pi, yi) pour tout i ≤ n.
Calcul des racines : Trouver les f ∈ L(∆) ve´rifiant Q(P, f(P )) = 0,
en extraire ceux ve´rifiant ‖y − f(P)‖ ≤ τ .
The´ore`me 7. L’algorithme 5 renvoie tous les mots a` distance au plus τ du
mot rec¸u, en temps polynomial, pour τ ≤ n−
√
n deg(∆)(1 + 1
r
)− g−1
r
, soit
en prenant r suffisamment grand, τ < n−√n deg(∆).
3.3 Cryptanalyse des syste`mes de McEliece
utilisant des codes ge´ome´triques
3.3.1 Reconnaissance des codes ge´ome´triques
Pour ge´ne´rer une cle´ McEliece, le concepteur choisit secre`tement une
courbe hyperelliptique X ′ de genre g, un diviseur ∆′ de degre´ k + g − 1,
un support d’e´valuation (P ′1, . . . , P
′
n). Il calcule alors G
′ la matrice k × n
ge´ne´ratrice du code C′ = AGC(X ′,∆′, (P ′1, . . . , P ′n)), e´crite sous forme sys-
te´matique. Il se´lectionne ensuite une matrice inversible S, une matrice de
permutation P , et calcule la cle´ publique Gpub = SG
′P . Cette cle´ publique
est traite´e, pour le chiffrement, comme la matrice ge´ne´ratrice d’un code li-
ne´aire [n, k].
Par construction, le code C ge´ne´re´ par la matrice Gpub est e´galement un
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code ge´ome´trique, mais la de´finition pre´cise du code est, au premier abord,
difficile a` retrouver. Mettre au point une attaque structurelle sur la cle´ pu-
blique revient a` re´soudre le proble`me suivant :
Reconnaissance des codes ge´ome´triques(G, g)
En notant C le code de matrice ge´ne´ratrice G, dans le cas ou` C est un
code ge´ome´trique [n, k] de´fini sur une courbe de genre g, trouver X ,∆,P, c
tels que C := AGC(X ,∆,P, c).
The´ore`me 8. Si l’on sait re´soudre en temps polynomial le proble`me Recon-
naissance des codes ge´ome´triques(Gpub, g), alors on sait attaquer en temps
polynomial la cle´ publique Gpub d’un cryptosyste`me de McEliece utilisant des
codes ge´ome´triques de genre g.
Preuve . On dispose d’algorithmes permettant de de´coder le code ge´ome´-
trique AGC(X ,∆,P). Ces algorithmes peuvent sans proble`me eˆtre adapte´s
pour tenir compte de la multiplication directionnelle de vecteur c. ♦
Par conse´quent, nous allons nous inte´resser a` la re´solution du proble`me
de Reconnaissance des codes ge´ome´triques.
Remarque 3. La solution au proble`me de Reconnaissance des codes
ge´ome´triques(G, g) n’est pas unique.
Les attaques pre´sente´es dans ce chapitre exploitent cette remarque en
fixant certains e´le´ments de la solution au proble`me de Reconnaissance des
codes ge´ome´triques. Nous allons voir sous quelles condition cette solution
peut ainsi eˆtre contrainte.
3.3.2 Isomorphisme de courbes
Les de´finitions donne´es ici sont tire´es de [21], et adapte´es au cas particulier
qui nous inte´resse.
De´finition 27. Une application Fq-rationnelle de la courbe hyperelliptique
X vers X ′ est une application de la forme
Φ : X → X ′
(X, Y, Z) 7→ (f1(X, Y, Z), f2(X, Y, Z), f3(X, Y, Z))
3.3. CRYPTANALYSE DES CODES GE´OME´TRIQUES 49
avec f1, f2, f3 ∈ Fq(X ).
L’application Φ n’est a priori pas de´finie en P ∈ X si P est un poˆle de
l’un des fi, ou bien un ze´ro de tous a` la fois. Dans ce cas, si cela est possible,
on e´tend Φ en P par “continuite´” : S’il existe une fonction g ∈ Fq(X ) tel que
gfi(P ) est de´fini pour i = 1, 2, 3 et que l’un au moins est non nul, on pose
Φ(P ) = ((gf1)(P ), (gf2)(P ), (gf3)(P )). On constate que cette de´finition est
inde´pendante de la fonction g choisie.
L’application Φ est dite re´gulie`re en P ∈ X , si Φ(P ) est de´fini, au moins
par continuite´. Si Φ est re´gulie`re en tout point de X , alors Φ est un Fq-
morphisme de courbes. Si, de plus, Φ est bijective et que Φ−1 est un Fq-
morphisme de X ′ vers X , alors Φ est un Fq-isomorphisme de courbes.
Notons que l’image d’un point rationnel par un Fq-morphisme de courbe
reste rationnelle.
The´ore`me 9. Si Φ : X → X ′ est un Fq-isomorphisme de courbe, alors Φ
induit un isomorphisme additif (que l’on note e´galement Φ) entre les groupes
de diviseurs Div(X ) et Div(X ′).
De plus, Φ : Div(X ) → Div(X ′) conserve la rationnalite´, le degre´, ainsi que
le caracte`re principal d’un diviseur. Par conse´quent, Phi induit e´galement
un isomorphisme entre Jac(X ) et Jac(X ′).
Preuve . Si ∆ =
∑
P∈X
nP 〈P 〉 ∈ Div(X ), on pose Φ(∆) =
∑
P∈X
nΦ(P )〈Φ(P )〉.
Ceci de´finit clairement un isomorphisme de groupes conservant le degre´. La
conservation de la rationnalite´ vient du fait que les composantes de Φ sont a`
coefficients rationnels, donc Galois-invariantes. Pour le caracte`re principal,
notons que si ∆ = div(f) est un diviseur principal sur X , alors Φ(∆) =
div(f ◦ Φ−1) est e´galement rationnel. ♦
The´ore`me 10 (Invariance des codes ge´ome´triques). Soit C = AGC(X ,∆,P, c)
un code ge´ome´trique, et soit Φ un Fq-isomorphisme de courbes de X vers X ′.
Alors, on a C = AGC(X ′,Φ(∆),Φ(P), c).
Preuve . Il suffit de reprendre la construction des codes ge´ome´triques, toutes
les proprie´te´s sont conserve´es par l’isomorphisme Φ. ♦
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The´ore`me 11. Soit X une courbe hyperelliptique de genre g ≥ 1. Soit T ∈
Fq[X] un polynoˆme rationnel de degre´ infe´rieur ou e´gal a` g, et T˜ (X,Z) le
polynoˆme homoge`ne de degre´ d correspondant. Soient α ∈ F∗q, β ∈ Fq. Alors
la fonction
Φ : X → Φ(X )
(X, Y, Z) 7→
(
α2X + β
Z
,
α2g+1Y Zg−1 + T˜ (X,Z)
Zg
, 1
)
est un isomorphisme de courbes, qui s’e´crit, sous forme de´shomoge´ne´ise´e :
Φ(x, y) = (α2x+ β, α2g+1y + T (x))
Φ(O) = O
Preuve . Une preuve comple`te peut eˆtre trouve´e dans [45]. Ici, sans entrer
dans les de´tails de calcul, nous nous bornerons a` quelques constatations :
Φ est une application rationnelle de´finie sur tous les points affines de X .
Une multiplication par g = Z
deg(T )
Y deg(T )
permet de de´finir Φ(O) = Φ(0, 1, 0) = O.
L’application Φ est alors re´gulie`re en tout point de X .
De plus, si X est la courbe hyperelliptique d’e´quation y2+G(x)y = F (x), on
constate que Im(Φ) est l’ensemble des points (x, y) ve´rifiant y2 + G′(x)y′ =
F ′(x), avec
G′(x) = −2T
(
x− β
α2
)
+ α2g+1G
(
x− β
α2
)
,
F ′(x) = α4g+2F
(
x− β
α2
)
− T 2
(
x− β
α2
)
+ α2g+1G
(
x− β
α2
)
T
(
x− β
α2
)
.
On constate que G′ et F ′ ve´rifient les meˆmes conditions que G et F , a` savoir
deg(G′) ≤ g, et F ′ unitaire de degre´ 2g + 1. Donc Im(Φ) est une courbe
hyperelliptique de genre g.
L’injectivite´ de Φ est triviale, sa surjectivite´ de´coule de sa de´finition. Il ne
reste plus qu’a` inverser l’expression de Φ pour constater que Φ−1 s’exprime
a` partir de fonctions rationnelles a` coefficients dans Fq. Φ est donc un Fq-
isomorphisme de courbes hyperelliptiques. ♦
Corollaire 4. Soit C = AGC(X ′,∆′,P′, c) un code ge´ome´trique construit sur
une courbe de genre g. Soit k1, . . . , kg+1 ∈ [1, n] g + 1 entiers distincts. Soit
xk1 , xk2, yk1, . . . , ykg+1 ∈ Fq g + 3 valeurs choisies ale´atoirement. Alors, avec
probabilite´ 1/2, on peut comple´ter ces g + 3 valeurs en x1, . . . , xn, y1, . . . , yn
tels que l’on puisse e´crire C = AGC(X ,∆,P, c), avec Pi de coordonne´es
(xi, yi).
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Preuve . On construit un isomorphisme de courbes en utilisant le the´ore`me
pre´ce´dent. A` condition que xk1 6= xk2, on de´termine α, β, T a` partir des va-
leurs de xk1 , xk2 , yk1, . . . , ykg+1 choisies. L’isomorphisme Φ existe si et seule-
ment si la solution trouve´e pour α2 est un carre´ dans Fq, d’ou` la probabilite´
1/2. Si cela est le cas, on pose X = Φ(X ′), ∆ = Φ(∆′), et P = Φ(P′). ♦
Ce corollaire nous permet de gagner du temps dans la re´solution du pro-
ble`me de Reconnaissance des codes ge´ome´triques. En effet, on peut fixer
arbitrairement 2 abscisses et g + 1 ordonne´es des points du support. Avec
probabilite´ 1/2, on pourra comple´ter nos parame`tres arbitrairement fixe´s
pour obtenir une courbe et un support correspondant a` notre code.
De plus, une fois la courbe et le support du code fixe´, on conserve en-
core de la liberte´ dans le choix du diviseur. D’apre`s la proprie´te´ 16, on peut
choisir n’importe quel diviseur de la meˆme classe d’e´quivalence (tant que son
support est disjoint du support d’e´valuation), tant que les constantes c ne
sont pas encore fixe´es.
3.3.3 Genre 0 : Codes de Reed-Solomon ge´ne´ralise´s et
attaque de Sidelnakov-Shestakov
Les codes de Reed-Solomon ont e´te´ propose´s a` l’origine par Niederreiter
dans [33] comme une famille de codes envisageable pour son cryptosyste`me.
Cependant, en 1992, Sidelnikov et Shestakov ont montre´ dans [43] qu’il e´tait
facile de reconnaitre un tel code. On peut voir les codes de Reed-Solomon
ge´ne´ralise´s comme des codes ge´ome´triques de´finis sur une courbe de genre
0, et c’est en utilisant ce formalisme, inspire´ du travail de Minder dans [32],
que nous allons pre´senter l’attaque de Sidelnikov et Shestakov, dont certaines
ide´es seront reprises dans les attaques contre les genres supe´rieurs.
Soit Fq un corps fini, et k ≤ n ≤ q deux entiers positifs. Soit α1, . . . , αn ∈
Fq deux a` deux distincts. On appelle X la ligne projective d’e´quation Y = 0
dans P2(Fq). X est une courbe de genre 0 contenant q + 1 points rationnels.
Pour 1 ≤ i ≤ n, on appelle Pi le point de X de coordonne´es (αi, 0, 1). On note
O le point a` l’infini de X : O = (1, 0, 0). Alors on de´finit le code de Reed-
Solomon de dimension k e´value´ en α = (α1, . . . , αn) de la fac¸on suivante :
RSk(α) = AGC(X , (k − 1)〈O〉,P),
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et pour c = (c1, . . . , cn) ∈ Fq∗ le code de Reed-Solomon ge´ne´ralise´ corres-
pondant :
GRSk(α, c) = AGC(X , (k − 1)〈O〉,P , c).
Les mots d’un code de Reed-Solomon correspondent a` l’e´valuation sur Fq
de polynoˆmes de degre´ au plus k − 1. Un code de Reed-Solomon ge´ne´ralise´
est une multiplication directionnelle d’un code de Reed-Solomon.
Les codes de Reed-Solomon ge´ne´ralise´s sont des codes ge´ome´triques de
genre 0, et la re´ciproque est vraie e´galement : tout code ge´ome´trique de
genre 0 peut eˆtre vu comme un code de Reed-Solomon ge´ne´ralise´. En effet,
toutes les courbes de genre 0 sont isomorphes a` la ligne Y = 0. De plus, la
Jacobienne est triviale, donc tous les diviseurs sont e´quivalents, et donc on
peut conside´rer (par multiplication directionnelle) que le diviseur d’un code
ge´ome´trique de genre 0 est de la forme deg(∆)〈O〉.
Les codes de Reed-Solomon ge´ne´ralise´s sont optimaux, au sens ou` ils ve´-
rifient l’e´galite´ de Singleton k+d = n+1, c’est a` dire que, pour une longueur
et une dimension fixe´e, sa distance minimale est maximale. De plus, les ze´ros
d’un mot de poids faible peuvent eˆtre librement choisis :
Proposition 19. Soit I ⊂ [1, n] un ensemble de k− 1 entiers, alors il existe
un mot x du code C de poids minimal (n-k+1) tel que xi = 0 ⇔ i ∈ I. De
plus, un tel mot se construit facilement (en O(k2n) ope´rations) en appliquant
un proce´de´ de pivot a` une matrice ge´ne´ratrice de C.
C’est de cette facilite´ de construction des mots de poids faible que vient la
fragilite´ cryptographique des codes de Reed-Solomon ge´ne´ralise´s, et l’attaque
de Sidelnikov-Shestakov tire parti de cette faiblesse.
The´ore`me 12 (Sidelnikov-Shestakov). Soit C un code de Reed-Solomon ge´-
ne´ralise´ de longueur n et de dimension k sur Fq, connu uniquement par une
matrice ge´ne´ratrice G. Alors, on sait construire en O(n3) ope´rations α ∈ Fnq
et c ∈ Fnq tels que C = GRSk(α, c).
Pour ce faire, on construit v et w, deux mots de poids faible du code C,
dont les ze´ros sont presque en meˆme position :
v4 = · · · = vk+1 = vk+2 = 0,
w4 = · · · = wk+1 = wk+3 = 0.
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On appelle respectivement f et g les fonctions rationnelles inconnuues asso-
cie´es a` ces deux mots dans L((k−1)〈O〉). On peut cependant dire des choses
sur les diviseurs de ces fonctions :
On a f ∈ L((k − 1)〈O〉), soit
div(f) ≥ −(k − 1)〈O〉.
Mais f(P4) = v4 = 0, donc ordP4(f) ≥ 1, d’ou`
div(f) ≥ 〈P4〉 − (k − 1)〈O〉.
Par un raisonnement analogue, on a
div(f) ≥ 〈P4〉+ · · ·+ 〈Pk+2〉 − (k − 1)〈O〉.
Or, dans cette ine´galite´, les deux termes sont de degre´ 0. Par conse´quent, il
s’agit d’une e´galite´, et on a
div(f) = 〈P4〉+ · · ·+ 〈Pk+2〉 − (k − 1)〈O〉. (3.11)
Par un raisonnement similaire, on montre
div(g) = 〈P4〉+ · · ·+ 〈Pk+1〉+ 〈Pk+3〉 − (k − 1)〈O〉. (3.12)
On en de´duit
div
(
f
g
)
= 〈Pk+2〉 − 〈Pk+3〉.
Par conse´quent, on peut e´crire
f
g
=
aX + bZ
cX + dZ
, (3.13)
avec a, b, c, d quatre constantes homoge`nes inconnues.
De plus, si wi 6= 0, on a aussi
f
g
(Pi) =
civi
ciwi
=
vi
wi
, (3.14)
avec vi et wi connus.
On en de´duit donc, pour tout i ≤ n,
vi
wi
=
aαi + b
cαi + d
. (3.15)
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En utilisant des isomorphismes de courbes spe´cifiques au genre 0, on peut
arbitrairement choisir trois valeurs distinctes dans Fq pour α1, α2, α3. Une
fois ces valeurs fixe´es, on peut donc utiliser l’e´quation 3.15 avec i = 1, 2, 3
pour calculer les valeurs de a, b, c et d.
Ensuite, pour chaque i ≥ k + 4, on utilise la meˆme e´quation 3.15, mais
cette fois-ci, l’inconnue est αi. On retrouve ainsi les coordonne´es de n−k−3
points d’e´valuation du code. Les points d’e´valuation restants sont calcule´s fa-
cilement, par exemple en re´ite´rant le proce´de´ a` partir de deux mots de code
diffe´rents.
Il reste a` calculer les constantes de multiplication directionnelle c1, . . . , cn.
Cela peut se faire facilement, par exemple a` partir de la matrice de parite´ H
du code C. On construit
x = (x1, . . . , xn) ∈ AGC(X , (k − 1)〈O〉, (P1, . . . , Pn)).
Alors
cx ∈ C, donc HcxT = 0,
soit pour tout i ≤ n− k,
n∑
j=1
hijcjxj = 0.
Chacune des n − k lignes de la matrice de parite´ nous fournit une e´quation
line´aire sur les c1, . . . , cn. En utilisant plusieurs mots de code, on obtient suf-
fisamment d’e´quations pour re´soudre le syste`me line´aire, et calculer ainsi les
constantes de multiplication directionnelle.
3.3.4 Genre 1 : Codes elliptiques et attaque de Minder
Les courbes de genre 1 sont appele´es courbes elliptiques, et les codes ge´o-
me´triques associe´s sont appele´s codes elliptiques. En 2007, L. Minder a mis
au point dans [32] une attaque rapide contre ces codes. L’attaque de Minder
est essentiellement la meˆme, en le´ge`rement plus simple, que celle que nous
avons mise au point en genre 2. Aussi, je ne de´crirai pas l’attaque de Min-
der en de´tail, mais je vais me contenter de souligner les spe´cificite´s du genre 1 :
3.3. CRYPTANALYSE DES CODES GE´OME´TRIQUES 55
– Sur une courbe elliptique, la Jacobienne est isomorphe au groupe des
points rationnels de la courbe. Tous les calculs que nous effectuons dans
la Jacobienne en genre 2 sont effectue´s directement avec les points de
la courbe en genre 1. Les calculs sont essentiellement les meˆmes, mais
le formalisme du genre 2 est plus ge´ne´ral.
– En utilisant une translation comme isomorphisme de courbes, Minder
montre que, lors de son attaque, on peut conside´rer que le diviseur du
code est de la forme ∆ = k〈O〉. Ainsi, dans la premie`re e´tape de l’algo-
rithme, les mots de poids faibles fournissent directement des e´quations
sur les points de la courbe. De plus, l’expression de ∆ dans la Jaco-
bienne est triviale, on n’a pas besoin de recourir un test statistique pour
retrouver sa valeur. Cette simplification n’est plus valable a` partir du
genre 2.
– Lors de la deuxie`me e´tape de l’algorithme, Minder retrouve les ordon-
ne´es des points d’e´valuation du code en utilisant des alignements de
points de la courbe (basiquement, des sommes nulles de 3 termes de
la Jacobienne). A` partir du genre 2, on ne sait pas reconnaitre dans
la Jacobienne si 3 ou plusieurs points sont aligne´s. La condition plus
ge´ne´rale que nous utilisons devient alors ”2g + 1 points de la courbe
sont interpole´s par un polynoˆme de degre´ au plus g”.
L’algorithme de Minder fonctionne si le code utilise´ ve´rifie les trois meˆmes
hypothe`ses qu’en genre 2. Dans ce cas, en utilisant les spe´cificite´s ci-dessus,
Minder donne un algorithme qui s’exe´cute en O(n4) ope´rations binaires, et
qui retrouve la structure du code avec une grande probabilite´, comme le
montre l’imple´mentation qu’il en a re´alise´e.
The´ore`me 13 (Minder). Soit C un code ge´ome´trique de longueur n et de
dimension k sur Fq, connu uniquement par une matrice ge´ne´ratrice G. On
suppose que C est construit sur une courbe de genre 1, et ve´rifie les trois
hypothe`ses ci-apre`s. Alors, on sait, avec grande probabilite´, construire en
O(n3) ope´rations X ,∆ ∈ Div(X ),P ∈ X (Fq), et c ∈ Fnq tels que C =
AGC(X ,∆,P , c).
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3.4 Cryptanalyse des codes hyperelliptiques
en genre 2
L’attaque pre´sente´e ici est le re´sultat d’un travail de collaboration que
j’ai effectue´ avec Lorenz Minder. Les re´sultats n’ont pas encore e´te´ publie´s,
mais ont fait l’objet d’une pre´sentation a` ACCT en 2008 [16].
Cette attaque est heuristique en temps polynomial : l’algorithme retrouve
la structure du code ge´ome´trique en un temps polynomial (O(n4)), mais pas
de fac¸on certaine. Cependant, sur un code ge´ne´re´ ale´atoirement, la probabilite´
d’e´chec de l’algorithme est extreˆmement proche de ze´ro. L’ide´e sous-jacente
est de de´duire des informations sur la courbe a` partir de la re´partition des
positions nulles sur des mots de poids faible.
Nous avons cependant besoin de trois hypothe`ses additionnelles sur le
code ge´ome´trique utilise´.
– Premie`rement, on suppose que le code contient beaucoup de points
d’e´valuation, i.e., que n est proche du nombre de points rationnels de
X . Cette hypothe`se semble raisonnable en cryptologie, puisque le prin-
cipal inte´reˆt de construire un code sur une courbe hyperelliptique est
que la courbe contient plus de points que le corps de base, autrement
dit que sur un corps donne´, on peut construire un code de longueur
e´leve´e (n ≤ q + 2g√q au lieu de n ≤ q, cf corollaire 2). Il semble
donc contre-productif de re´duire artificiellement la longueur du code
utilise´, mais une telle re´duction, surtout si elle est faite intelligemment,
semble eˆtre une des mesures les plus prometteuses pour neutraliser
l’attaque. Cependant, un cryptosyste`me utilisant un nombre re´duit de
points d’e´valuation perd en efficacite´, ce qui le classera sans doute in-
fe´rieur a` d’autres cryptosyste`mes utilisant des codes.
– Deuxie`mement, on suppose que le cardinal de la jacobienne de la courbe
et le degre´ du diviseur du code sont premiers entre eux (gcd(k + g −
1, |G|) = 1). Cette condition n’est pas limitante, puisqu’on peut la forcer
en conside´rant un sous-code (on re´duit k en supprimant une ligne de la
matrice ge´ne´ratrice). Evidemment, puisque le cardinal de la Jacobienne
est a priori inconnu, on ne proce`dera a` une telle coupe qu’apre`s un e´chec
de l’algorithme. Graˆce a` cette supposition, on sait que ∆ est e´quivalent
a` un diviseur de la forme (k+g−1)∆0, ou` ∆0 ∈ Div(X ) est un diviseur
de degre´ 1.
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En effet, si P est un point arbitraire de la courbe, ∆−(k+g−1)〈P 〉 est
un diviseur de degre´ 0. Puisque gcd(k + g − 1, |G|) = 1, il existe ∆′ de
degre´ 0, tel que ∆− (k+ g−1)〈P 〉 = (k+ g−1)∆′ dans la Jacobienne.
D’ou` l’existence de ∆0 = 〈P 〉+∆′.
– Troisie`mement, on suppose que la distance minimale vaut ve´ritablement
d = n−k−g+1 (alors qu’on sait seulement n−k−g+1 ≤ d ≤ n−k+1).
On suppose de plus que les mots de poids minimum sont nombreux et
faciles a` construire. Des re´sultats empiriques montrent que cette sup-
position est ve´rifie´e en pratique. Dans la section suivante se trouve une
e´tude du nombre du couˆt heuristique de la recherche d’un mot de poids
faible en genre g.
The´ore`me 14. Soit C un code ge´ome´trique de longueur n et de dimen-
sion k sur Fq, connu uniquement par une matrice ge´ne´ratrice G. On sup-
pose que C est construit sur une courbe de genre 2, et ve´rifie les trois hypo-
the`ses ci-dessus. Alors, l’algorithme suivant permet, avec grande probabilite´,
de construire en O(n3) ope´rations de corps X ,∆ ∈ Div(X ),P ∈ X (Fq), et
c ∈ Fnq tels que C = AGC(X ,∆,P , c).
Afin de fixer les ide´es sur les parame`tres des codes que nous attaquons,
rappelons que dans [27], les auteurs proposent l’emploi d’un code [171,109,61]
construit a` partir d’une courbe hyperelliptique de genre 2 sur F27 . Selon eux,
en fixant n = 171, k = 109, et q = 128, les attaques devraient couˆter 280
ope´rations binaires.
3.4.1 Pre´sentation de l’attaque
Notre algorithme se compose de quatre e´tapes :
1. Retrouver la structure du groupe des diviseurs. Nous commenc¸ons par
rassembler un grand nombre de mots de code de poids minimum afin
d’en de´duire des e´quation line´aires sur les e´le´ments de la Jacobienne.
Avec suffisamment d’e´quations, nous sommes capables de de´duire la
structure de groupe de la Jacobienne, ainsi que la valeur dans ce groupe
des diviseurs lie´s aux points d’e´valuation.
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2. Retrouver l’e´quation de la courbe. A partir de ce que l’on sait sur la
Jacobienne, on construit quelques mots de code de poids faible, et on
en de´duit des conditions sur les coordonne´es de quelques points de la
courbe.
Ensuite, on fait une supposition sur les coordonne´es de quelques points,
et on calcule les coordonne´es d’un plus grand ensemble de points en uti-
lisant les conditions e´tablies juste avant. Si notre supposition est exacte,
on peut tracer une courbe hyperelliptique passant par les points dont
nous avons calcule´ les coordonne´es. Si ce n’est pas le cas, on refait cette
e´tape avec une supposition diffe´rente.
3. Retrouver les coordonne´es des points d’e´valuation. Maintenant, nous
sommes capables, a` partir de la structure de la Jacobienne, et de l’e´qua-
tion de la courbe, de calculer les coordonne´es de tous les points de l’en-
semble d’e´valuation, ainsi que le diviseur du code.
4. Calculer les constantes de multiplication directionnelle. Nous avons
construit un code qui est une de´formation (par multiplication direc-
tionnelle) du code qui nous e´tait donne´. Il ne nous reste plus qu’a`
calculer les constantes de cette de´formation.
3.4.2 Premie`re e´tape : Retrouver la structure de la
Jacobienne
En entre´e de l’algorithme, on se donne G, une matrice ge´ne´ratrice k × n
du code ge´ome´trique C = AGC(X ,∆,P , c), ou` la courbe X est de genre 2.
A` partir du nombre de colonnes de G, il est trivial de de´duire la valeur de
deg(∆) = k + g − 1.
D’apre`s le the´ore`me 4, on sait qu’il existe un isomorphisme inconnu ϕ de
Jac(X ) vers G = Z
d1Z
×· · ·× Z
d4Z
. Notre but, pour cette e´tape, est de retrouver
les valeurs de d1, . . . , d4, c’est-a`-dire la structure de la Jacobienne. Au passage,
nous en profiterons pour calculer dans G les valeurs des zi = ϕ(Pi − 〈O〉)).
Pour cela, on ge´ne`re des mots de code de poids minimum, c’est a` dire des
x ∈ C tels que |x| = n−k−g+1. Pour un code ge´ne´ral, la recherche de mots
de poids faible est un proble`me difficile, mais pour des codes ge´ome´triques de
genre 2, il nous suffit d’effectuer en moyenne O(n2) ope´rations de corps pour
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ge´ne´rer un mot de poids faible, en utilisant une me´thode du type Ensemble
d’Information. La me´thode utilise´e est de´taille´e et sa complexite´ est analyse´e
en fonction du genre g dans la section 3.5.1.
Soit x un tel mot de code, et on appelle f ∈ L(∆) la fonction rationnelle
associe´e (i.e., la fonction telle que xi = f(Pi) pour 1 ≤ i ≤ n). x admet
k + g − 1 positions nulles, que l’on nume´rote i1, . . . , ik+g−1. Alors la fonction
f ve´rifie
div(f) ≥ −∆, et f(Pi1) = · · · = f(Pik+g−1) = 0.
Comme Pi1 n’est pas dans le support de ∆, on en de´duit
div(f) ≥ 〈Pi1〉 −∆.
Par un raisonnement similaire, on montre
div(f) ≥
k+g−1∑
j=1
〈Pij〉 −∆.
Or, dans cette ine´galite´, les deux diviseurs sont de degre´ 0, on a donc en
fait une e´galite´ :
div(f) =
k+g−1∑
j=1
〈Pij〉 −∆. (3.16)
Le diviseur div(f) est e´videmment un diviseur principal. De plus, la condi-
tion gcd(k + g − 1, |G|) = 1 nous permet de supposer que ∆ est e´quivalent
a` un diviseur de la forme (k + g − 1)∆0. On sait donc que
k+g−1∑
j=1
(〈Pij〉 −∆0)
est un diviseur principal.
Si on se place dans la Jacobienne, et qu’on note z˜i = ϕ(〈Pi〉 − ∆0) ∈ G,
cette proprie´te´ se traduit naturellement par l’e´quation
k+g−1∑
j=1
z˜ij = 0. (3.17)
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En calculant plusieurs mots, on accumule des e´quations line´aires sur les
z˜i. Si l’on suppose que les z˜i engendrent G (ceci est raisonnable, car on a sup-
pose´ n grand, et G admet une partie ge´ne´ratrice a` 4 e´le´ments), le calcul de la
forme normale de Smith associe´e aux zi nous fournit les valeurs de d1, . . . , d4,
et donc la structure de G. Pour en savoir plus sur le calcul ge´ne´ral de la forme
normale de Smith, on pourra se rapporter a` [8].
Pour que le calcul des invariants de Smith aboutisse au bon re´sultat, il
faut que l’on ait rassemble´ suffisamment d’e´quations pour de´terminer com-
ple`tement la structure de G comme groupe abe´lien libre engendre´ par les z˜i.
Ceci est en fait impossible, car toutes les e´quations que l’on conside`re sont
par construction de poids k + g − 1. Toute combinaison line´aire a` coeffi-
cients entiers de ces e´quations aura donc un poids divisible par k + g − 1, et
tout de´terminant n × n extrait de ce syste`me d’e´quation sera divisible par
k + g − 1 (pour s’en convaincre, on peut effectuer la transformation e´le´men-
taire qui ajoute a` la premie`re colonne la somme de toutes les autres). Comme
k+g−1 est premier avec |G|, les invariants de Smith de notre syste`me seront
en fait 1, . . . , 1, d1, d2, d3, (k + g − 1)d4, desquels on de´duira les valeurs de
d1, . . . , d4.
A` ce de´tail pre`s, il nous faut en moyenne O(n) e´quations pour de´terminer
comple`tement G. Ge´ne´rer les O(n) mots de poids faible correspondants couˆte
donc O(n3) ope´rations dans Fq.
Le calcul des invariants de Smith s’effectue par des transformations matri-
cielles dans Z, dont la plus couˆteuse est le calcul d’un de´terminant. Puisque le
de´terminant obtenu au final vaut (k+g−1)d1d2d3d4 ≤ (k+g−1)(√q+1)2g,
tous les entiers manipule´s peuvent eˆtre conside´re´s de valeur absolue infe´rieure
a` (k+ g− 1)(√q+1)2g ≤ nqg ≤ qg+2. En utilisant le lemme chinois, le calcul
de de´terminant requis dans Z peut eˆtre ramene´ au calcul de g+2 = 4 de´ter-
minants modulo des nombres premiers de l’ordre de q. Chaque de´terminant
se calculant en O(n3) ope´rations, le calcul des invariants de Smith couˆte donc
O(n3) ope´rations de corps.
Le calcul des invariants de Smith nous permet en meˆme temps de de´ter-
miner les valeurs des z˜i dans G.
C’est ici que l’on ve´rifie que le cardinal de la Jacobienne et k+ g− 1 sont
premiers entre eux, en ve´rifiant que la valeur obtenue pour d4 est premie`re
avec k + g − 1 et que la valeur obtenue pour |G| ve´rifie l’e´quation de Hasse-
Weil (cf. the´ore`me 3 et remarque 1).
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On cherche maintenant a` calculer dans G la valeur de δ0 = ϕ(∆0 − 〈O〉).
A cette fin, on effectue un test statistique sur les valeurs des z˜i+ z˜j. En effet,
si Pi et Pj sont des points oppose´s sur la courbe, on aura :
z˜i + z˜j = ϕ(〈Pi〉 −∆0 + 〈Pj〉 −∆0)
= ϕ(〈Pi〉+ 〈Pj〉 − 2〈O〉) + ϕ(2〈O〉 − 2∆0)
z˜i + z˜j = −2δ0
L’hypothe`se que presque tous les points rationnels de la courbe sont des
points d’e´valuation nous assure que dans l’ensemble d’e´valuation, il y a de
nombreux couples de points oppose´s, et que statistiquement, la valeur −2δ0
apparaitra souvent dans les sommes de deux points. Ce test s’effectue en
O(n2) ope´rations dans G.
On peut alors calculer les valeurs des zi = ϕ(〈Pi〉 − 〈O〉) par la formule
zi = z˜i − δ0.
3.4.3 Deuxie`me e´tape : Retrouver l’e´quation de la courbe
Le principe de cette e´tape est, comme dans l’attaque de Sidelnikov et
Shestakov, ou celle de Minder, d’utiliser deux mots de code tre`s proches afin
de calculer les coordonne´es des points d’e´valuation. Cependant, le genre 2
apporte des complications importantes qui rendent cette e´tape de´licate.
On ge´ne`re deux mots de code v et w de poids (n− k− g+1), tels que v
et w ont exactement k + g − 3 positions nulles communes. La ge´ne´ration de
ces deux mots est facile maintenant que l’on connait les valeurs dans G des
zi et de δ0 :
Pour ce faire, on construit un ensemble d’indices I ⊂ [1, n] de taille k+g−3
tel que
∑
i∈I
zi = (k + g − 1)δ0. L’ensemble I est construit en calculant dans G
des sommes de zi choisis au hasard. Comme G est de cardinal proche de q2
(cf. the´ore`me 3), on peut espe´rer construire I en moins de O(n2) ope´rations
dans G.
On se´lectionne maintenant, parmi les points n’appartenant pas a` I, deux
paires de points oppose´s, i.e., (i1, i2, j1, j2) ∈ [1, n] − I tels que zi1 + zi2 =
zj1 + zj2 = 0.
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On sait alors que ∑
i∈I∪{i1,i2}
zi − (k + g − 1)δ0 = 0,
donc que
∑
i∈I∪{i1,i2}
〈Pi〉 − (k + g − 1)∆0 est un diviseur principal. La fonc-
tion rationnelle associe´e appartient a` L((k + g − 1)∆0) et s’annule sur les
(Pi)i∈I∪{i1,i2}. Par conse´quent, on sait qu’il existe un mot de code v ∈ C dont
les positions nulles sont situe´es sur I ∪ {i1, i2}. Ce mot se calcule facilement
a` partir de la matrice ge´ne´ratrice G. Par la meˆme me´thode, on calcule le mot
de code w ∈ C dont les positions nulles sont situe´es sur I ∪ {j1, j2}.
Une fois les mots de code v et w ge´ne´re´s, si l’on appelle f et h leurs
fonctions rationnelles (inconnues) respectives associe´es dans L((k+g−1)∆0),
alors elles ve´rifient
div
(
f
h
)
= 〈Pi1〉+ 〈Pi2〉 − 〈Pj1〉 − 〈Pj2〉.
div
(
f
h
)
= (〈Pi1〉+ 〈Pi2〉 − 2〈O〉)− (〈Pj1〉+ 〈Pj2〉 − 2〈O〉).
Comme on a affaire a` des paires de points oppose´s, on sait que 〈Pi1〉 +
〈Pi2〉 − 2〈O〉 est le diviseur d’un polynoˆme rationnel de degre´ 1 en x et 0 en
y. De meˆme pour 〈Pj1〉+ 〈Pj2〉 − 2〈O〉.
On peut donc en de´duire qu’il existe a, b, c, d ∈ Fq tels que
f
h
(x, y) =
ax+ b
cx+ d
.
Or on sait aussi que pour tout i tel que wi 6= 0, on a
f
h
(Pi) =
vi
wi
=
axi + b
cxi + d
. (3.18)
Tous les vi et wi sont connus. Donc en connaissant les abscisses xi de
trois points (mettons, Pk1, Pk2, Pk3), alors on peut de´terminer les constantes
a, b, c, d a` partir de l’e´quation pre´ce´dente applique´e aux indices k1, k2, k3. A
partir de ces constantes, on peut maintenant utiliser les e´quations pour re-
trouver les abscisses de nombreux points (n− k − g − 2 pre´cise´ment).
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Il nous faut maintenant retrouver les ordonne´es des points d’e´valuation.
Pour cela, on va interpoler les points de la courbes par des polynoˆmes de
degre´ g = 2.
On cherche 5 indices diffe´rents k1, . . . , k5, tels que l’on puisse ve´rifier dans
G : zk1 + zk2 + zk3 + zk4 + zk5 = 0. De telles sommes sont faciles a` trouver
en additionnant des e´le´ments au hasard dans G. En effet, G est de cardinal
environ q2, et il existe C5n ≫ q2 sommes diffe´rentes2. On peut donc espe´rer
trouver une somme nulle de 5 indices diffe´rents en O(n2) ope´rations.
Si on a zk1 + zk2 + zk3 + zk4 + zk5 = 0, on en de´duit que le diviseur
〈Pk1〉+ · · ·+ 〈Pk5〉−5〈O〉 est principal. La fonction associe´e est un polynoˆme
de degre´ au plus 2 en x, exactement 1 en y, qui s’annule en Pk1 , . . . , Pk5. Ces
5 points ve´rifient donc la meˆme e´quation de la forme y = ax2 + bx + c, ou`
a, b, c sont des constantes dans Fq.
Si l’on suppose maintenant que l’on connait toutes les abscisses xk1 , . . . , xk5
et trois des ordonne´es yk1, yk2, yk3, alors on peut utiliser l’e´quation pre´ce´dente
pour calculer deux ordonne´es manquantes yk4 , yk5.
En utilisant une autre somme nulle de 5 e´le´ments dans G, on peut utiliser
les ordonne´es de´ja calcule´es pour en de´duire d’autres, et re´ite´rer le processus
jusqu’a` connaitre les ordonne´es d’un grand nombre de points. En choisissant
bien les indices, il est raisonnable d’espe´rer retrouver les coordonne´es de nom-
breux points en ne connaissant au de´part que les ordonne´es de 4 d’entre eux.
Une fois toutes ces e´quations e´tablies, on peut, en supposant connues 3
abscisses et 4 ordonne´es, retrouver les coordonne´es d’un grand nombre de
points d’e´valuation. Il suffit de 8 points pour de´finir une courbe de genre 2 de
fac¸on unique. On peut donc calculer les coordonne´es d’une douzaine de points
et ve´rifier a posteriori la validite´ de notre supposition sur les valeurs des 3
abscisses et des 4 ordonne´es. Si l’on obtient une courbe de genre 2 passant
par tous les points, alors avec une tre`s forte probabilite´, on obtient la courbe
X recherche´e et les coordonne´es calcule´es sont justes. Si l’on n’arrive pas a`
construire une courbe passant par tous ces points, alors notre supposition
e´tait fausse, il faut reprendre les calculs avec un nouveau jeu de valeurs pour
ces 3 abscisses et 4 ordonne´es.
2En fait, l’argument est plus profond : Une telle somme existe dans la Jacobienne si,
en remplac¸ant y par ax2 + bx + c dans l’e´quation de la courbe X , le polynoˆme de degre´ 5
en x obtenu est scinde´ sur Fq, ce qui arrive une fois sur 5 !.
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Algorithme 6 : Deuxie`me e´tape
Input : n, k, g = 2, G, d1, . . . , d4, z1, . . . , zn, δ0.
Output : F et G intervenant dans l’e´quation de X , liste des
coordonne´es de certains points d’e´valuations (ki, xki, yki)
Initialisation : On construit I ⊂ [1, n] de taille k + g − 3 tel que∑
i∈I
zi = (k + g − 1)δ0.
On se´lectionne (i1, i2, j1, j2) ∈ [1, n]− I deux a` deux distincts tels que
zi1 + zi2 = zj1 + zj2 = 0.
On construit v,w ∈ C∗ dont les positions nulles sont exactement
respectivement I ∪ {i1, i2} et I ∪ {j1, j2}.
On construit un agenda d’e´valuation AE, c’est a` dire une suite finie
d’indices k1, . . . , k12 ∈ [1, n]− (I ∪ {j1, j2}) et de quintuplets d’indices
E5, . . . , E12 ∈ [1, n]5 associe´ tels que :
– Pour tout t, kt 6∈ I ∪ {j1, j2}
– Pour tout t ≥ 5, les 5 indices de Et correspondent a` une somme
nulle de 5 zi.
– Pour tout t ≥ 5, Et contient l’indice kt et au moins 3 indices
pre´sents avant kt dans la suite k1, . . . , k12
– zk1, . . . , zk12 engendrent le groupe G
Proce´dure d’essai : On choisit xk1 , xk2, xk3 , yk1, yk2, yk3, yk4 ∈ Fq.
On utilise les valeurs xk1 , xk2 , xk3, ainsi que les mots v,w pour
de´terminer les valeurs de xk4 , . . . , xk12.
On calcule dans l’ordre les valeurs de yk5, . . . , yk12 en utilisant l’agenda
d’e´valuation, les xkt et les ykt de´ja calcule´s.
Une courbe de genre g passe-t-elle par les points Pk1 , . . . , Pk12 ?
Si oui, on retourne l’e´quation de la courbe et les coordonne´es des
points.
Si non, on recommence la proce´dure d’essai avec de nouvelles valeurs.
Ce qui rend cette e´tape particulie`rement technique, c’est que l’on doit
e´tablir l’ordre de calcul des coordonne´es des points de la courbe avant de
commencer les calculs proprement dits. L’algorithme commence donc par la
construction d’un agenda d’e´valuation. Cet agenda d’e´valuation se compose
d’une liste de couples (indice, e´quation). Cette liste repre´sente a` la fois l’ordre
dans lequel seront calcule´es les ordonne´es des points d’e´valuation, et, pour
chaque point, l’e´quation sur 5 e´le´ments de la Jacobienne permettant de cal-
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culer son ordonne´e. L’agenda d’e´valuation peut eˆtre construit, une fois pour
toutes, a` partir des valeurs des zi dans G, en O(n) ope´rations dans G. L’al-
gorithme 6 explicite la fac¸on dont est construit cet agenda d’e´valuation.
Une fois l’agenda construit, on peut passer a` la proce´dure d’essai. On
choisit arbitrairement les abscisses des trois premiers points de l’agenda, les
ordonne´es des quatre premiers points. On calcule les abscisses de tous les
points de l’agenda par l’e´quation 3.18. On calcule ensuite les ordonne´es dans
l’ordre de l’agenda, en utilisant les e´quations de l’agenda. On ve´rifie enfin si
notre supposition e´tait correcte en tentant d’interpoler les points de l’agenda
par une courbe hyperelliptique de genre 2. En cas d’e´chec, on recommence
avec un nouveau jeu de 7 valeurs.
On croirait qu’il faut en moyenne q7 suppositions pour obtenir la courbe
X . Mais c’est ici que l’on utilise les isomorphismes de courbes pour re´duire ce
nombre. En effet, le corollaire 4 nous garantit que 2 abscisses et 3 ordonne´es
peuvent eˆtre choisies librement, et que le calcul a alors une chance sur deux
d’aboutir. Il faut donc en moyenne 2q2 suppositions pour obtenir la courbe,
ce qui donne a` cette e´tape une complexite´ O(n2) ope´rations dans Fq.
3.4.4 Troisie`me e´tape : Retrouver les coordonne´es des
points d’e´valuation restants
On connait l’e´quation de la courbe hyperelliptique X , ainsi que les coor-
donne´es d’une douzaine de points Pkt sur X . On connait aussi les valeurs de
tous les zi = ϕ(〈Pi〉) ou` ϕ est un isomorphisme inconnu.
La troisie`me e´tape est alors assez facile. Pour chaque Pi dont les coordon-
ne´es sont inconnues, on e´crit zi comme une somme de zkj (on a impose´ que
ces e´le´ments engendrent le groupe de la Jacobienne). On calcule la meˆme
somme avec des couples de points sur la courbe X , et on obtient ainsi les
coordonne´es de Pi.
La valeur du diviseur ∆0 est calcule´e de la meˆme manie`re a` partir de la
valeur de δ0 = ϕ(∆0 − 〈O〉).
En pre´calculant une base de la Jacobienne, et en utilisant des algorithmes
d’exponentiation rapide, le couˆt de cette e´tape peut eˆtre re´duit a` O(n logn)
multiplications sur le corps de base.
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3.4.5 Quatrie`me e´tape : Calculer les constantes de mul-
tiplication directionnelle
Maintenant que l’on connait tout le reste, calculer les constantes direc-
tionnelles ci est un simple proble`me d’alge`bre line´aire, qui peut eˆtre re´solu
en O(n3) par la meˆme me´thode que pour le genre 0 :
On commence par calculer une matrice de parite´H du code C. On construit
x = (x1, . . . , xn) un mot du code AGC(X , (k + g − 1)∆0,P). Alors cx ∈ C,
donc HcxT = 0, soit pour tout i ≤ n− k,
n∑
j=1
hijcjxj = 0.
Chacune des n − k lignes de la matrice de parite´ nous fournit une e´quation
line´aire sur les c1, . . . , cn. En utilisant plusieurs mots de code, on obtient suf-
fisamment d’e´quations pour re´soudre le syste`me line´aire, et calculer ainsi les
constantes de multiplication directionnelle.
3.5 Genres supe´rieurs
L’attaque de´veloppe´e pour le genre 2 peut, au prix d’adaptations mi-
neures, eˆtre utilise´e pour cryptanalyser un syste`me utilisant des codes ge´o-
me´triques de genre g ≥ 3. Comme nous allons le voir, la majeure partie de
l’algorithme reste inchange´e, au moins en terme de complexite´. Cependant,
quelques e´tapes voient leur complexite´ augmenter avec la valeur de g. Nous
conside`rerons donc le genre g comme une variable intervenant dans la com-
plexite´, en supposant ne´anmoins pour les calculs g ≪ n− k.
Nous conservons e´galement deux des hypothe`ses formule´es en genre 2.
Tout d’abord, on suppose que le code contient beaucoup de points d’e´valua-
tion, i.e., que n est proche du nombre de points rationnels de X . On suppose
de plus que le cardinal de la jacobienne de la courbe et le degre´ du diviseur
du code sont premiers entre eux, soit (gcd(k+g−1, |G|) = 1). Les arguments
qui nous ont conduits a` adopter ces hypothe`ses en genre 2 conservent leur
validite´ en genre supe´rieur.
La troisie`me hypothe`se que nous voudrions utiliser concerne la facilite´
du cryptanaliste a` trouver des mots de code de poids faibles. Une e´tude est
3.5. GENRES SUPE´RIEURS 67
ne´cessaire pour e´valuer la possibilite´ et le couˆt de cette recherche.
The´ore`me 15. Soit C un code ge´ome´trique de longueur n et de dimension k
sur Fq, connu uniquement par une matrice ge´ne´ratrice G. On suppose que C
est construit sur une courbe dont le genre g est connu, et ve´rifie les deux pre-
mie`res hypothe`ses ci-dessus. Alors, l’algorithme suivant permet, avec grande
probabilite´, de construire X ,∆ ∈ Div(X ),P ∈ X (Fq), et c ∈ Fnq tels que
C = AGC(X ,∆,P , c).
La complexite´ de l’algorithme est alors O(n3g!( q
n−k−g/2
)g + qg/2) ope´ra-
tions dans Fq.
Cette attaque n’a e´te´ encore ni publie´e ni pre´sente´e.
3.5.1 Couˆt de la recherche d’un mot de code de poids
faible
Soit C = AGC(X ,∆, (P1, . . . , Pn)) un code ge´ome´trique de dimension k
base´ sur une courbe de genre g. On suppose que le diviseur ∆ est e´quivalent
a` un diviseur de la forme (k + g − 1)∆0, ou` ∆0 est de degre´ 1.
On essaie de trouver des mots de code de poids n − k − g + 1 par une
me´thode de de´codage par Ensemble d’Information. Par un proce´de´ de diago-
nalisation, on e´crit la matrice ge´ne´ratrice du code sous la forme :
G =


1 0
. . . ∗
0 1

 . (3.19)
On conside`re, par exemple, le mot de code x obtenu en lisant la premie`re
ligne de cette matrice. Ce mot est par construction nul en k − 1 positions,
d’indices 2, . . . , k. Le mot x est nul sur g positions suivantes si et seulement
si il existe une fonction rationnelle f ∈ L(∆) qui s’annule sur les points
P2, . . . , Pk, ainsi que sur g points parmi Pk+1, . . . , Pn. Une telle fonction existe
si et seulement si il existe i1, . . . , ig ∈ [k + 1, n] tels que :
〈P2〉+ · · ·+ 〈Pk〉+ 〈Pi1〉+ · · ·+ 〈Pig〉 −∆ (3.20)
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est principal.
On note z˜i la classe d’e´quivalence du diviseur de degre´ 0 (〈Pi〉−∆0) dans
la jacobienne de la courbe Jac(X ). Alors le mot x est de poids n− k− g + 1
si et seulement si il existe i1, . . . , ig ∈ [k + 1, n] tels que
z˜i1 + · · ·+ z˜ig = −z˜2 − · · · − z˜k. (3.21)
La partie droite de l’e´galite´ correspond a` un e´le´ment fixe´ de la Jacobienne,
dont le cardinal est environ e´gal a` qg. La partie gauche correspond au choix
de g points parmi n − k. Par conse´quent, la probabilite´ que x est de poids
n− k − g + 1 vaut p ≈ C
g
n−k
qg
.
Sous l’hypothe`se g ≪ n− k, on en de´duit p ≈ 1
g!
(n−k−g/2
q
)g.
Une diagonalisation de la matrice ge´ne´ratrice de C se fait en O(k2n) et
fournit k candidats pouvant eˆtre des mots de poids faible. Par conse´quent, la
recherche d’un mot de poids n−k−g+1 par cette me´thode couˆte en moyenne
O(kn
p
), soit O(kng!( q
n−k−g/2
)g) ope´rations sur le corps de base. Tant que le
genre de la courbe reste relativement petit, il est parfaitement raisonnable
d’espe´rer trouver des mots de poids faible par cette me´thode.
3.5.2 Algorithme de cryptanalyse
Notre algorithme de cryptanalyse peut maintenant eˆtre ge´ne´ralise´ en
genre g ≥ 3. Il y a peu de changements a` effectuer pour cela, mais la com-
plexite´ varie selon le genre de la courbe. Puisque l’algorithme a de´ja e´te´
de´taille´ en genre 2, nous nous contenterons d’expliciter les diffe´rences.
Premie`re e´tape : Retrouver la structure de la Jacobienne
D’apre`s le the´ore`me 4, on sait que Jac(X ) ≃ G = Z
d1Z
× · · · × Z
d2gZ
. On
appelle ϕ l’isomorphisme inconnu de Jac(X ) vers G.
De plus, de par la condition gcd(k+g−1, |G|) = 1, on sait que le diviseur
∆ est e´quivalent a` un diviseur de la forme (k+ g−1)∆0, avec ∆0 de degre´ 1.
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On pose zi = ϕ(〈Pi〉 − 〈O〉), z˜i = ϕ(〈Pi〉 −∆0), et δ0 = ϕ(∆0 − 〈O〉).
De la meˆme manie`re qu’en genre 2, si x est un mot de code de poids
n − k − g + 1, les positions des ze´ros de x ne sont pas ale´atoires, et per-
mettent de de´duire dans G une e´quation concernant les z˜i.
Avec suffisamment d’e´quations, on retrouve les valeurs de d1, . . . , d2g, ainsi
que les valeurs des z˜i. La meˆme me´thode qu’en genre 2 (calcul d’invariants
de Smith, par calcul de O(g) de´terminants n× n) s’applique ici, en O(gn3).
Il nous faut O(n) mots de poids faible, leur recherche couˆte donc en moyenne
O(n3g!( q
n−k−g/2
)g) ope´rations sur le corps de base.
On peut maintenant de´terminer δ0 (toujours par recherche statistique sur
les z˜i + z˜j), et en de´duire les valeurs des zi, le tout en temps O(n
2).
Deuxie`me e´tape : Retrouver l’e´quation de la courbe
Les e´quations pour retrouver les abscisses des points d’e´valuation sont
les meˆmes qu’en genre 2 : on ge´ne`re deux mots de code v et w de poids
(n − k − g + 1), tels que v et w ont exactement k + g − 3 positions nulles
communes, et deux autres positions nulles sur des points oppose´s. On peut
alors e´crire : vi
wi
= axi+b
cxi+d
, ou` a, b, c, d sont des constantes inconnues. Si l’on
connait les valeurs de 3 abscisses xk1, xk2 , xk3 , on peut calculer ces constantes,
puis de´terminer les abscisses de nombreux autres points.
Cependant, les mots v et w sont plus difficiles a` ge´ne´rer a` mesure que g
augmente. Le proble`me revient a` trouver I ⊂ [1, n] de taille k+ g− 3 tel que∑
i∈I
zi = (k + g − 1)δ0. En supposant que les sommes de k + g − 3 points sont
ale´atoirement re´parties sur la Jacobienne, un tel ensemble I existe avec une
tre`s forte probabilite´ (car il est raisonnable de supposer Ck+g−3n ≫ |G| ≈ qg).
Toujours sous la meˆme hypothe`se, en calculant des sommes au hasard et
en utilisant le paradoxe des anniversaires, on devrait ge´ne´rer I en un temps
moyen O(
√|G|) = O(qg/2).
Les e´quations sur les ordonne´es des points se compliquent e´galement avec
le genre. En effet, le polynoˆme y admet un poˆle d’ordre 2g + 1 en O. On
cherche donc des sommes nulles de 2g + 1 points : zk1 + · · ·+ zk2g+1 = 0. On
en de´duit alors que les points correspondants sont les ze´ros d’un polynoˆme
de degre´ g en x et 1 en y : y = λgx
g + · · · + λ0. Il y a g + 1 constantes a`
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de´terminer dans ce polynoˆme, une e´quation de ce type nous permet donc,
en connaissant 2g + 1 abscisses et g + 1 ordonne´es, de calculer g ordonne´es
inconnues.
La construction de l’agenda d’e´valuation commence par le choix arbitraire
de g + 2 indices, que l’on note k1, . . . , kg+2. Chaque somme nulle de 2g + 1
points permet d’ajouter g points a` l’agenda d’e´valuation, a` condition que les
g + 1 restants en fassent de´ja partie. En utilisant 3 sommes nulles, l’agenda
d’e´valuation contient alors 4g + 2 indices. La complexite´ de ge´ne´ration est
grossie`rement e´gale a` O(qg/2) (voir plus loin).
La proce´dure d’essai prend en entre´e, a` chaque exe´cution, des valeurs ar-
bitraires pour xk1 , xk2 , xk3 , yk1, . . . , ykg+2, et calcule les coordonne´es comple`tes
de Pk1 , . . . , Pk4g+2. D’apre`s l’e´quation de la courbe X , il suffit de 3g+3 points
pour de´finir celle-ci de fac¸on unique. Il est donc tre`s peu probable qu’un es-
sai nous permette de reconstruire une courbe invalide. Les isomorphismes de
courbes nous garantissent de retrouver une courbe valide en O(n2) essais.
Ge´ne´ration de´taille´e de l’agenda d’e´valuation
Ge´ne´rer notre agenda d’e´valuation revient a` exhiber trois sommes nulles
de 2g + 1 points dans la jacobienne, ve´rifiant quelques proprie´te´s permet-
tant d’enchainer les calculs des coordonne´es. Tout d’abord, tous les indices
concerne´s par ces sommes doivent appartenir au support des deux mots de
poids faibles v et w ge´ne´re´s plus haut. Cela restreint notre ensemble de choix
a` n− k − g + 1 indices, mais ceci ne devrait pas eˆtre un proble`me.
La premie`re somme nulle peut contenir 2g+1 indices arbitrairement choi-
sis dans le support. Par paradoxe des anniversaires, le couˆt de ge´ne´ration de
cette somme est O(qg/2). Parmi les 2g+1 indices de cette somme, on en choisit
arbitrairement g+1 qui constitueront l’initialisation de l’agenda d’e´valuation.
Le (g + 2ieme) point de l’initialisation de l’agenda sera de´termine´ par la se-
conde somme nulle.
La seconde somme nulle doit contenir g indices apparaissant dans la pre-
mie`re somme, et les g + 1 autres peuvent eˆtre choisis arbitrairement. Si une
telle somme existe, on sait la trouver en O(qg/2) ope´rations. Cependant, le
nombre de sommes ve´rifiant ces conditions est en moyenne n/(g + 1)!. Le
(g + 2ieme) point de l’initialisation de l’agenda est choisi parmi les nouveaux
indices introduits par la deuxie`me somme.
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La troisie`me somme nulle doit contenir g + 1 indices apparaissant dans
les 3g+2 de´ja construits, et g indices exte´rieurs. Une telle somme existe avec
tre`s forte probabilite´, et on peut la trouver en O(qg/2) ope´rations.
Tant que (g+1)! est au plus du meˆme ordre que n, on peut donc construire
notre agenda d’e´valuation en O(qg/2) ope´rations. Si ce n’est pas le cas, on
peut alle´ger la condition sur la seconde somme nulle, qui ne devra alors conte-
nir que g − 1 indices issus de la premie`re somme. Cependant, dans ce cas,
l’agenda d’e´valuation est initialise´ par g+3 points au lieu de g+2, et il faut
alors effectuer O(n3) proce´dures d’essai au lieu de O(n2). A` ce niveau-la`, la
proce´dure d’essai n’est pas limitante dans la complexite´ de l’algorithme, donc
cet alle`gement ne modifie la complexite´ donne´ au the´ore`me 15.
Troisie`me et quatrie`me e´tapes
Ici, l’algorithme fonctionne exactement comme en genre 2, avec une com-
plexite´ O(n3).
3.6 Conclusion
Nous avons pre´sente´ dans ce chapitre une attaque polynomiale efficace
(O(n4)) contre les codes hyperelliptiques de genre 2. Cette attaque, entre
autres, brise comple`tement les parame`tres propose´s par Janwa et Moreno
dans [27] (un code [171,109,61] sur F27).
J’ai de plus montre´ que cette attaque se ge´ne´ralise a` des codes de´finis sur
des courbes de genre supe´rieur. L’algorithme pre´sente´ a` la fin de ce chapitre
est tout a` fait efficace pour cryptanalyser un cryptosyste`me de McEliece base´
des codes ge´ome´triques, tant que le genre est relativement faible. Utiliser des
codes de genre suffisamment e´leve´ pour neutraliser notre attaque paraˆıt ex-
treˆmement difficile a` ge´rer, et tre`s peu optimal.
Les attaques pre´sente´es dans ce chapitre ne fonctionnent que sous cer-
taines hypothe`ses raisonnables. On peut imaginer qu’un concepteur intelli-
gent arriverait a` rendre caduques nos hypothe`ses, mais une telle ope´ration
aurait un couˆt important sur l’efficacite´ du cryptosyste`me.
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Ce que nous montrons surtout par nos attaques, c’est que les codes ge´o-
me´triques pre´sentent une faiblesse structurelle importante. On peut en effet
ge´ne´rer relativement facilement des mots de code de poids faible, par une
version affaiblie de la proprie´te´ d’optimalite´ de ces codes. De plus, ces mots
de poids faible correspondent a` des e´le´ments particuliers de la Jacobienne, et
nous renseignent sur la structure du code. Nous montrons que cette faiblesse
peut eˆtre exploite´e par des attaques structurelles. Par conse´quent, l’utilisation
de codes ge´ome´triques en cryptographie semble pour le moins extreˆmement
risque´e.
Chapitre 4
Me´trique rang et applications
4.1 Introduction
La me´trique rang a e´te´ propose´e par Gabidulin en 1985 comme alterna-
tive a` la me´trique de Hamming [22]. Cette me´trique est appele´e ainsi car la
distance correspond au rang d’un certain vecteur. Ainsi, la notion de position
d’erreur n’a pas vraiment de sens, puisqu’une erreur de poids faible peut eˆtre
non nulle sur toutes les positions du message.
Utiliser la me´trique rang pour la de´tection d’erreurs est souvent peu in-
te´ressant, car les canaux re´els de communication introduisent rarement une
erreur dont le motif peut eˆtre mode´lise´ efficacement en me´trique rang. Ce-
pendant, il semble que les outils de cette me´trique sont adapte´s dans le cadre
du network coding [44, 48].
Mais en cryptographie, la me´trique rang prend tout son inte´reˆt. Puis-
qu’une erreur de poids faible peut eˆtre e´tale´e sur toutes les positions du
mot de code, les algorithmes de de´codage par ensemble d’information sont
inutilisables. De fait, les meilleurs algorithmes de de´codage ge´ne´ral en me´-
trique rang sont ceux d’Ourivski et Johannson [36], qui s’exe´cutent ou bien
en O(n3q(t−1)(m−t)+2), ou bien en O(n3t3q(t−1)(k+1)). On peut donc espe´rer
concevoir des cryptosyste`mes dont la cle´ publique reste assez petite.
Dans cette optique, Gabidulin, Paramonov et Tretjakov ont propose´ en
1991 dans [24], un syste`me cryptographique utilisant la me´trique rang. Par
deux fois, il a e´te´ montre´ que ce cryptosyste`me e´tait soumis a` une attaque
structurelle (par Gibson dans [25], puis par Overbeck dans [38]). Par deux
fois, il a fallu adapter la de´finition et les parame`tres du syste`me afin de neu-
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traliser cette attaque. Aussi, la communaute´ cryptographique conside`re avec
me´fiance le syste`me GPT, et l’utilisation de la me´trique rang en ge´ne´ral.
Cependant, l’attaque d’Overbeck n’est pas toute-puissante, et l’on peut s’en
pre´munir de fac¸on simple, comme je le montre par la suite. Le cryptosyste`me
GPT ainsi modifie´ utilise des cle´s publiques d’une vingtaine de kilobits seule-
ment. Sa se´curite´ est toujours sujette a` caution, mais, par la faible taille de
sa cle´ publique, il repre´sente une piste d’e´tude inte´ressante dans le domaine
de l’utilisation des codes correcteurs en cryptographie.
Toujours dans cette optique, avec P. Loidreau, nous avons propose´ et im-
ple´mente´ en MAGMA un autre cryptosyste`me utilisant la me´trique rang, et
le proble`me de reconstruction de polynoˆmes line´aires. L’ide´e de notre syste`me
est de re´duire la taille de la cle´ publique en ne masquant pas la structure du
code de Gabidulin utilise´e. Une partie de la matrice publique est alors e´non-
ce´e sous forme syste´matique, sa taille est donc tre`s faible. Le coeur de la cle´
publique est un mot situe´ a` distance trop e´leve´e du code de Gabidulin pour
eˆtre de´code´. Le de´codage de ce mot est le secret utilise´ par le destinataire
pour de´chiffrer.
Lorsque nous avons pre´sente´ notre cryptosyste`me dans [18], nous n’avions
pas connaissance de la me´thode d’attaque de´veloppe´e par Overbeck contre
les syste`mes utilisant des codes de Gabidulin. Aussi, les parame`tres propose´s
alors rendent le syste`me vulne´rable a` une telle attaque. Cependant, notre
syste`me re´siste en fait assez bien a` l’attaque Overbeck, et une petite adap-
tation des parame`tres nous permet de proposer un syste`me qui semble suˆr,
pour une cle´ publique d’environ 10 kilobits.
Par ailleurs, e´tant donne´s ses applications possibles en cryptographie, je
me suis e´galement inte´resse´ au proble`me du de´codage en liste des codes de
Gabidulin. Ces codes sont en effet tre`s proches des codes de Reed-Solomon
que l’on sait de´coder en liste en temps polynomial (cf. [47] ou chapitre pre´-
ce´dent). Or, on ne sait rien a` ce sujet sur les codes de Gabidulin. Je n’ai
pour ma part pas re´ussi a` adapter les algorithmes de Sudan aux polynoˆmes
line´aires, mais j’ai pu e´tablir dans [14] un e´quivalent de la borne de Johnson.
Je montre en effet, en comptant les mots de code dans des boules, que si
un algorithme de de´codage en liste de´code les codes de Gabidulin au-dela`
de la distance t0 =
m+n
2
−
√
mk +
(
m−n
2
)2
, alors cet algorithme ne peut pas
s’exe´cuter en un temps polynomial en moyenne. Une autre application du
meˆme calcul est l’impossibilite´ de concevoir en me´trique rang un sche´ma de
signature du type de´crit par Courtois, Finiasz et Sendrier dans [11].
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Je commence par pre´senter les bases de la me´trique rang dans la section
2, j’expose dans la section 3 mes re´sultats sur le de´codage en liste des codes
de Gabidulin, je rappelle dans la section 4 les re´sultats connus sur le syste`me
GPT, et je de´taille dans la section 5 mes travaux sur le cryptosyste`me fonde´
sur le proble`me de reconstruction de polynoˆmes line´aires.
4.2 Pre´sentation de la me´trique rang et des
codes de Gabidulin
4.2.1 Me´trique rang
Les de´finitions de la me´trique rang et des codes de Gabidulin peuvent
eˆtre trouve´es par exemple dans [22].
De´finition 28. Soit Fq le corps fini a` q e´le´ments, et Fqm une extension de
ce corps.
Soit x = (x1, . . . , xj, . . . , xn) ∈ Fnqm.
Pour tout j, on peut e´crire xj =


x1j
...
xmj

 comme vecteur de Fq.
Visuellement, on voit alors x comme une matrice dans Fq :
x =


x11 . . . x1j . . . x1n
...
...
...
xi1 . . . xij . . . xin
...
...
...
xm1 . . . xmj . . . xmn


(xij) est alors une matrice a` m lignes et n colonnes dans Fq.
On de´finit alors le rang du vecteur x par : rg(x)
def
= rg(xij).
Proposition 20. L’application x,y 7→ rg(x− y) est une distance sur Fnqm,
appele´e distance rang. En particulier, elle ve´rifie l’ine´galite´ triangulaire.
La me´trique rang est plus grossie`re que la me´trique de Hamming, c’est-
a`-dire, pour x ∈ Fnqm , on a Rg(x) ≤ HW (x). On peut e´valuer la taille des
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boules en me´trique rang, en comptant les matrices a` m lignes et n colonnes
de rang fixe´ :
Proposition 21. Soit y un vecteur de longueur n a` coefficients dans Fqm.
Soit S(y, t) la sphe`re centre´e en y et de rayon t, et B(y, t) la boule centre´e
en y et de rayon t. On a :
#S(y, t) =
t−1∏
i,j=0
(qn − qj)(qm − qi)
t−1∏
i=0
qt − qi
,
#B(y, t) =
t∑
i=0
|S(y, i)|.
Corollaire 5. Les cardinaux de S(y, t) et de B(y, t) ne de´pendent pas du
choix de y ∈ Fnqm. De plus, on peut ve´rifier les encadrements suivants :
q(m+n−2)t−t
2 ≤ #S(y, t) ≤ q(m+n+1)t−t2 ,
q(m+n−2)t−t
2 ≤ #B(y, t) ≤ q(m+n+1)t−t2+1
4.2.2 Algorithmes de de´codage Ourivski-Johannson
Les codes line´aires e´tant de´finis de la meˆme fac¸on qu’au chapitre deux,
on s’inte´resse a` la version rang du de´codage borne´ d’un code line´aire quel-
conque. A` cause de la de´finition de la me´trique, les me´thodes de de´codage
par ensemble d’information sont inapplicables.
En effet, la me´trique rang ”´etale”les erreurs. Par exemple, le mot (α, . . . , α)
est de rang 1, alors que toutes ses positions sont non nulles. Par conse´quent,
on ne peut pas de´coder en de´plac¸ant une feneˆtre d’information et en espe´rant
que l’erreur reste a` l’exte´rieur. Il faut utiliser d’autres techniques, et c’est ce
que proposent Ourivski et Johannson dans [36].
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Proposition 22. Soit C un code line´aire [n, k] de distance rang minimale d
engendre´ par la matrice G. Soit y = c+ e, avec c ∈ C, et Rg(e) ≤ (d− 1)/2.
Soit C′ le code [n, k + 1] engendre´ par la matrice G′ = ( Gy ). Alors les
vecteurs non nuls de rang minimum dans C′ sont de la forme αe, α ∈ Fqm.
On peut donc de´coder C en utilisant un algorithme de recherche de mot
de poids faible sur C′. Lorsque l’on a obtenu e′ = αe, on peut retrouver la
valeur de α en constatant que He′T = αHyT .
Pour rechercher les mots de rang faible de C′, on raisonne de la manie`re
suivante :
Quitte a` effectuer une permutation, on suppose que [1, k+1] forme un en-
semble d’information du code C′. On peut alors conside´rer Gsyst = (Ik+1|R),
et Hsyst = (−RT |In−k−1), les matrices ge´ne´ratrice et de parite´ de C′ associe´es
a` cet ensemble d’information.
Les mots de Fnqm de rang infe´rieur ou e´gal a` t sont, quant a` eux, exacte-
ment les mots de la forme (β1, . . . , βt)U , ou` les (β1, . . . , βt) sont des e´le´ments
de Fqm qui forment une famille libre sur Fq, et U est une matrice t × n a`
coefficients dans Fq.
En e´crivant U = (U1|U2), un mot de code de rang t ≤ (d − 1)/2 corres-
pond a` une solution de l’e´quation (β1, . . . , βt)(U2 − U1R) = 0, avec comme
contrainte que les (β1, . . . , βt) sont line´airement inde´pendants sur Fq. Il y a
deux strate´gies pour re´soudre ce syste`me :
– E´nume´ration des bases : On e´nume`re les familles libres (β1, . . . , βt).
Par suite de syme´tries du syste`me, on doit e´nume´rer au plus q(m−t)(t−1)
familles. Pour chacune d’entre elles, on tente de re´soudre dans Fq le
syste`me pre´ce´dent, a` mt(n− k − 1) e´quations et nt inconnues.
– E´nume´ration des coordonne´es : On cherche plutoˆt une matrice V =
U2 − U1R qui ne soit pas de rang maximal (pour que son noyau a`
gauche soit non nul). On doit alors e´nume´rer un ensemble de qt(k+1)
matrices, et tester le rang de chacune. Lorsqu’une matrice de rang au
plus t− 1 est trouve´e, on re´sout le syste`me line´aire pre´ce´dent.
The´ore`me 16 (De´codage d’Ourivski et Johannson). Soit C un code line´aire
[n, k] de distance rang minimale d, y ∈ Fqm un mot de longueur n et t ≤
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(d − 1)/2 un entier. Alors on sait trouver, s’il existe, un mot du code C a`
distance rang au plus t du mot y de deux manie`res :
– Par e´nume´ration des bases, en O((k + t)3q(t−1)(m−t)+2).
– Par e´nume´ration des coordonne´es, en O((k + t)3t3q(t−1)(k+1)).
Pour un code line´aire ge´ne´ral, ces algorithmes sont les meilleurs connus a`
l’heure actuelle. Mais certains codes, comme les codes de Gabidulin, peuvent
eˆtre de´code´s beaucoup plus rapidement si leur structure est identifie´e.
4.2.3 Polynoˆmes line´aires
La the´orie des polynoˆmes line´aires date de 1935 et est duˆe a` Oystein Ore,
dans [34] et [35]. Celui-ci donne plusieurs algorithmes de calculs sur les po-
lynoˆmes line´aires. Dans ce paragraphe, on conside`re Fqm comme un espace
vectoriel de dimension m sur le corps Fq.
De´finition 29. Un polynoˆme line´aire (ou q-polynoˆme) sur Fqm est un poly-
noˆme de la forme :
P (X) = akX
qk + · · ·+ aℓXqℓ + · · ·+ a1Xq + a0X,
ou` a0, . . . , ak sont des e´le´ments de Fqm. Si ak 6= 0, l’entier k est appele´ le
q-degre´ de P , ou simplement degre´.
Par la suite, on notera1 [ℓ] = qℓ.
Proposition 23. Muni des lois + et ◦, l’ensemble des q-polynoˆmes est
un sous-anneau non commutatif de L(Fqm), l’ensemble des applications Fq-
line´aires de Fqm dans lui-meˆme.
Preuve . Dans un Fqm-espace vectoriel, X
q est line´aire.
En effet, (a+ b)q =
q∑
ℓ=0
Cℓqa
ℓbq−ℓ
Or, ∀ℓ ∈ [1, q − 1], Cℓq = q!ℓ!(q−ℓ)! est divisible par q.
Donc (a+ b)q = aq + bq, donc Xq est line´aire. On ge´ne´ralise aux puissances
supe´rieures par re´currence :
1Cependant, pour e´viter une ambigu¨ıte´ avec les notations de la section 4.4.2, si M est
une matrice carre´e, l’e´le´vation de cette matrice a` la puissance qℓ sera toujours note´e M q
ℓ
.
La notation M [ℓ] de´signera l’action du Frobenius sur chacun des e´le´ments de la matrice.
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(a+ b)q
i+1
= ((a + b)q
i
)q = (aq
i
+ bq
i
)q = a[i+1] + b[i+1]
Donc les q-polynoˆmes sont des applications line´aires. De plus, X est un q-
polynoˆme.
Si A =
k∑
i=0
aiX
[i], B =
k′∑
i=0
biX
[i],
alors un calcul simple montre que A ◦B =
k+k′∑
i=0
ciX
[i], ou` ci =
∑
j
ajb
[j]
i−j
A ◦ B est donc un q-polynoˆme diffe´rent a priori de B ◦ A, dont le degre´ est
degq(A) + degq(B).
D’ou` la conclusion. ♦
Algorithmiquement, le point de´licat est le calcul de A ◦ B, a` partir des
coefficients de A et de B. Ce calcul est re´alise´ en O(kk′) multiplications dans
Fqm .
Proposition 24 (Lien entre racines et degre´). Si P est un q-polynoˆme de
degre´ k 6= 0, alors dim(ker(P )) ≤ k.
Inversement, si E est un sous-espace vectoriel de Fqm, de dimension k 6= 0
sur Fq, il existe un q-polynoˆme de degre´ k s’annulant sur E. De plus, si q = 2,
on sait construire celui-ci en O(k2) multiplications dans Fqm.
Preuve . La premie`re partie s’obtient par de´nombrement des racines de P .
Pour la re´ciproque, si E=Vect(v1 . . . vk), on construit P1 = X
q − vq−11 X, P1
est de q-degre´ 1 et s’annulant en v1, P2 = (X
q−P1(v2)q−1X) ◦P1, etc. Alors
P = Pn = (X
q − Pn−1(vn)q−1X) ◦ · · · ◦ (Xq − vq−11 X) s’annule sur E et est
de q-degre´ k. Si q = 2, l’e´valuation des coefficients de Pn se fait en O(k
2)
multiplications dans Fqm. ♦
Proposition 25 (Divisions euclidiennes). Soit A,B deux polynoˆmes line´aires,
B 6= 0, ∃!(Q,Q′, R,R′) 4-uplet unique de polynoˆmes line´aires tel que
A(X) = Q(X) ◦B(X) +R(X), degq(R) < degq(B)
A(X) = B(X) ◦Q′(X) +R′(X), degq(R′) < degq(B).
De plus, on peut construire ces q-polynoˆmes en O(degq(B)(degq(A)−degq(B))
multiplications dans Fqm.
Les algorithmes de division euclidienne sont de´crits dans [34].
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4.2.4 Codes de Gabidulin
On suppose maintenant k ≤ n ≤ m.
Si P est un polynoˆme line´aire et x ∈ Fnqm, on notera P (x) = (P (x1), . . . , P (xn)).
De´finition 30 (Codes de Gabidulin).
Soit g ∈ Fnqm une famille libre sur Fq (ie rg(g) = n).
Le code de Gabidulin de longueur n, de dimension k, et de support g est
l’ensemble des mots obtenus par e´valuation d’un q-polynoˆme de degre´ au plus
k − 1 sur g :
Gab(g, k, n)
def
= {(P (g1), . . . , P (gn)) = P (g), degq(P ) ≤ k − 1}
Les codes de Gabidulin sont en fait l’e´quivalent en me´trique rang des
codes de Reed Solomon pour la me´trique de Hamming.
Proposition 26. Gab(g, k, n) est un code line´aire optimal en me´trique rang,
i.e. c’est un code line´aire qui, a` cardinal fixe´, maximise la distance minimale.
Sa distance minimale vaut n− k + 1.
Preuve . La distance minimale se de´duit facilement de la proprie´te´ 24. Le
code est optimal, car la me´trique rang e´tant plus grossie`re que la me´trique de
Hamming, la distance rang minimale des codes line´aires ve´rifie l’ine´galite´ de
Singleton (cf. the´ore`me 1) ♦
Proposition 27. Si C = Gab(g, k, n) est un code de Gabidulin, alors le code
dual C⊥ est aussi un code de Gabidulin, de longueur n et de dimension n−k.
Son support h est une des solutions (au choix) du syste`me de n−1 e´quations
(
n∑
j=1
hjg
[i+1+k−n]
j )i=0...n−2.
Une preuve de cette proposition est donne´e dans [22].
4.2.5 Reconstruction de polynoˆmes line´aires
Le proble`me de reconstruction de polynoˆmes line´aires fut e´nonce´ par
Pierre Loidreau dans [29]. Le de´codage des codes de Gabidulin est un cas
particulier de celui-ci. De plus, la reconstruction des polynoˆmes line´aires est
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suppose´e difficile au-dela` de la capacite´ de correction du code de Gabidulin
associe´, ce qui justifie son utilisation en cryptographie par la suite.
De´finition 31 (RPL(y, g, k, t)).
Trouver tous les couples (V, P ) de polynoˆmes line´aires non nuls tels que
degq(V ) ≤ t, degq(P ) ≤ k − 1, et ve´rifiant V (yi) = V ◦ P (gi), i = 1, . . . , n.
Proposition 28. Les polynoˆmes line´aires P pour lesquels il existe V tel que
(V, P ) est une solution de RPL(y, g, k, t) sont exactement ceux associe´s a`
un mot de Gab(g, k, n) dont la distance a` y est plus petite que t.
Preuve . Si (V, P ) est solution de RPL(y, g, k, t), alors pour tout i, V (yi) =
V ◦ P (gi), soit pour tout i, V (yi − P (gi)) = 0. Comme 1 ≤ degq(V ) ≤ t,
d’apre`s la proposition 24, en posant ei = yi − P (gi), Vect(e1, . . . , en) est un
espace vectoriel de dimension au plus t, donc rg(e) ≤ t. Donc P (g) = y− e
est un mot de Gab(g, k, n) dont la distance a` y est plus petite que t.
Re´ciproquement, si y = P (g)+e, et rg(e) ≤ t, alors on peut, toujours d’apre`s
la proposition 24, construire un q-polynoˆme V non nul tel que degp(V ) ≤ t
et V (e) = 0. Alors, pour i ≤ n, V (yi) = V (P (gi)) + V (ei) = V ◦ P (gi), donc
(V, P ) est une solution de RPL(y, g, k, t). ♦
Re´soudre RPL(y, g, k, t) conduit a` re´soudre le syste`me
V (yi) = V ◦ P (gi), V 6= 0, i = 1, . . . , n, (4.1)
dont les inconnues sont les coefficients de polynoˆmes line´aires v0, . . . , vt, et
P0, . . . , Pk−1. C’est un syste`me quadratique de n e´quations a` k + t + 1 in-
connues. On ne connaˆıt pas de re´sultat ge´ne´rique sur la complexite´ de tels
syste`mes (bien qu’une piste de re´solution pourrait eˆtre l’utilisation de bases
de Gro¨bner). On peut cependant line´ariser celui-ci, obtenant ainsi le syste`me
suivant, plus large :
V (yi) = N(gi), i = 1, . . . , n, V 6= 0, (4.2)
dont les inconnues sont V (X) =
t∑
i=0
viX
[i] et N(X) =
k+t−1∑
i=0
niX
[i]. Ce syste`me
est line´aire a` n e´quations et k + 2t + 1 inconnues. Toute solution (V, P ) de
4.1 donne une solution de 4.2 de la forme (V, V ◦P ). La re´ciproque n’est pas
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force´ment vraie. On cherche maintenant a` re´soudre le syste`me 4.2 : On pose
V =


v0
...
vt

 ,N =


n0
...
nk+t−1

 ,
S =


g1 . . . g
[k+t−1]
1 −y1 . . . −y[t]1
...
...
...
...
yn . . . g
[k+t−1]
n −yn . . . −y[t]n

 .
Alors le syste`me 4.2 se traduit de fac¸on matricielle :
S ×
( N
V
)
= 0 (4.3)
L’ensemble des solutions de 4.3 forme un Fqm-espace vectoriel K. Selon la
dimension de K, on peut de´duire des informations sur les solutions de
RPL(y, g, k, t) :
– Si K est de dimension 0, alors la seule solution du syste`me 4.3 est le vec-
teur nul. Celui ci se traduit en un polynoˆme nul, donc RPL(y, g, k, t)
n’a pas de solution.
– Si K est de dimension 1, toutes les solutions du syste`me 4.3 sont co-
line´aires, et conduisent a` la meˆme solution de RPL(y, g, k, t), a` un
facteur pre`s dans V . On choisit donc une solution (V,N ) du syste`me
line´arise´, et on effectue la division euclidienne a` gauche : N = V ◦q+R.
Si R est non nul, alors RPL(y, g, k, t) n’a pas de solution ; si R = 0,
alors RPL(y, g, k, t) admet pour solution (λV, P ), λ ∈ Fqm − {0}.
– Si K est de dimension s ≥ 2, le syste`me 4.3 admet qms solutions
mais il n’y a pas de lien e´vident entre celles-ci et les solutions de
RPL(y, g, k, t). La meilleure solution connue est d’essayer qm(s−1) so-
lutions non coline´aires et de regarder lesquelles sont solutions de
RPL(y, g, k, t).
On peut noter que si t > n−k
2
, c’est-a`-dire si on se place au-dela` de la
capacite´ de de´codage, S contient alors k + 2t + 1 > n + 1 colonnes pour n
lignes, donc K est de dimension au moins 2. On se trouve alors toujours dans
le troisie`me cas. Aussi, au-dela` de la capacite´ de de´codage, RPL(y, g, k, t)
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est suppose´ un proble`me difficile, ce qui justifie son utilisation en cryptogra-
phie.
4.2.6 Algorithme de de´codage des codes de Gabidulin
On s’inte´resse maintenant au de´codage en pratique des codes de Gabidu-
lin. Pierre Loidreau, dans [29], a donne´ un algorithme permettant de trouver
le mot de Gab(g, k, n) le plus proche d’un mot donne´ y, tant que sa distance
est plus petite que la capacite´ de correction du code, n−k
2
. J’ai imple´mente´
en MAGMA cet algorithme, dont la spe´cificite´ est le pre´calcul de matrices
utiles au de´codage, afin de gagner du temps lors de l’exe´cution :
On suppose maintenant que t = n−k
2
et que y est de la forme y = P (g)+e
ou` rg(e) ≤ t. On sait alors que RPL(y, g, k, t) admet au moins une solution,
et donc le syste`me line´arise´ aussi.
Re´ciproquement, soit (V,N) une solution du syste`me line´arise´. On a alors :
V (y) = N(g),
soit
V (P (g)) + V (e) = N(g),
d’ou`
V (e) = (N − V ◦ P )(g).
Or rg(V (e)) ≤ rg(e) ≤ n−k
2
, etN−V ◦P , de q-degre´ au plus k+t−1 ≤ n+k
2
−1,
ne peut avoir un rang si petit. Donc N − V ◦ P = 0.
N’importe quelle solution non nulle de l’e´quation matricielle 4.3 permet
alors d’obtenir P , par division euclidienne a` gauche. De plus, comme une
partie de S ne de´pend que de g, la re´solution de cette e´quation peut eˆtre
acce´le´re´e par des pre´calculs :
On e´crit S =
(
G1 Y1
G2 Y2
)
, ou` G1 est une matrice carre´e de taille k + t.
On veut alors re´soudre
{
G1N + Y1V = 0
G2N + Y2V = 0
Or G1 est inversible car les gi sont inde´pendants sur Fq. Le syste`me est donc
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e´quivalent au syste`me suivant :{ N = −G−11 (Y1V)
G2(−G−11 (Y1V)) + Y2V = 0
Soit, en posant U = −G−11 , T = −G2G−11 ,{ N = U(Y1V)
(TY1 + Y2)V = 0 (4.4)
Apre`s un pre´calcul de U et T , on peut utiliser l’algorithme de de´codage 7 :
Algorithme 7 : Berlekamp-Welch (codes de Gabidulin)
Input : y a` distance au plus n−k
2
du code, U, T
Output : P polynoˆme line´aire tel que Rg(y − P (g)) ≤ n−k
2
Re´solution du syste`me line´aire : Calculer une solution V0 6= 0 par
multiplications matricielles et pivot de Gauss.
Calculer N0 associe´e a` partir de V0 par multiplications matricielles.
Division : Calculer P = V0\N0, par division euclidienne a` gauche.
Retourner P .
Comme n − k − t = t ou t − 1, la complexite´ de cet algorithme est en
O(t2(k + t) + t3 + t(k + t) + (k + t)2 + t2) = O(kt2 + t3 + k2) multiplications
dans Fqm.
The´ore`me 17 (De´codage des codes de Gabidulin). Soit C = Gab(g, k, n) un
code de Gabidulin de support connu. Soit y ∈ Fnqm un mot rec¸u, et t un entier.
Alors, si t < n−k
2
, on sait de´coder y dans C a` distance t en O(kt2 + t3 + k2)
multiplications dans Fqm. Sinon, le de´codage a` distance t est suppose´ de com-
plexite´ exponentielle.
4.3 Re´partition des poids et de´codage en liste
On a vu dans le chapitre pre´ce´dent que les codes ge´ome´triques (et donc en
particulier les codes de Reed-Solomon) admettent un algorithme de de´codage
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en liste en temps polynomial. Puisque les codes de Gabidulin partagent de
nombreuses proprie´te´s avec les codes de Reed-Solomon, il est naturel de se
demander si ces codes peuvent e´galement eˆtre de´code´s en liste.
Un algorithme de de´codage en liste des codes de Gabidulin doit renvoyer
la liste de tous les mots de code re´pondant au proble`me De´codage-rang en
liste(Gabk(g),y, t). Pour qu’un tel algorithme fonctionne en temps polyno-
mial, la taille de la liste doit eˆtre majore´e par un polynoˆme. Cette constata-
tion semble triviale, cependant le nombre de mots contenus dans une sphe`re
de rayon-rang d augmente exponentiellement avec d, et donc le nombre de
mots de code e´galement.
C’est pourquoi, a` partir de maintenant, nous allons estimer le nombre
de mots de code satisfaisant le proble`me de de´codage De´codage-rang en
liste(Gabk(g),y, t), en fonction des valeurs de t, k, n,m definis auparavant.
J’ai pre´sente´ ce travail dans [14] et [15].
4.3.1 Cas ge´ne´ral
Le nombre total de mots de longueur n sur Fqm vaut clairement :
|Fnqm| = qmn
Comme le code de Gabidulin conside´re´ est un code line´aire de dimension
k sur Fqm , le nombre total de mot de Gabidulin vaut :
|Gabk(g)| = qmk
Le nombre de mots a` l’inte´rieur de la boule de de´codage de rayon t B(y, t)
a e´te´ exprime´ plus toˆt, et on peut utiliser l’encadrement (5) :
q(m+n−2)t−t
2 ≤ |B(y, t)| ≤ q(m+n+1)t−t2+1.
Par conse´quent, le nombre moyen de solutions au proble`me de de´codage,
quand y traverse l’espace Fnqm vaut :
D(t, k, n,m) =
|Gabk(g)| × |E(B(y, t))|
|Fnqm |
,
dont on de´duit
qmkq(m+n−2)t−t
2
qmn
≤ D(t, k, n,m) ≤ q
mkq(m+n+1)t−t
2+1
qmn
,
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qmk+tm+tn−2t−t
2−mn ≤ D(t, k, n,m) ≤ qmk+tm+tn+t−t2−mn+1.
Comme nous l’attendions, a` k, n,m fixe´s, ce nombre augmente exponen-
tiellement avec t (en effet, on a t ≤ n ≤ m). Nous allons nous inte´resser
particulie`rement a` la borne t0 telle que D(t0, k, n,m) = 1. Si t est plus petit
que cette borne, nous savons que le proble`me de de´codage admet en moyenne
moins d’une solution, et nous pouvons espe´rer mettre au point un algorithme
de de´codage en liste en temps polynomial. Mais, si t est plus grand que cette
borne, la taille de la liste des solutions serait exponentielle en n. En conse´-
quence, nous pouvons affirmer qu’il n’existe pas d’algorithme de de´codage en
liste des codes de Gabidulin a` complexite´ polynomiale au de´la` de cette borne
t0.
4.3.2 Codes de longueur maximale
On utilise souvent les codes de Gabidulin a` leur longueur maximale, ce
qui signifie m = n. Dans ce cas, on peut re´e´crire l’encadrement pre´ce´dent :
qnk−(n−t)
2−2t ≤ D(t, k, n,m) ≤ qnk−(n−t)2+t+1.
On en de´duit un encadrement de la borne t0 :
n− 1−√nk − 2n+ 1 ≤ t0 ≤ n + 1/2−
√
nk + n+ 5/4.
Asymptotiquement, on obtient donc
t0 ≈ n−
√
nk.
Ce re´sultat est remarquable, car la borne obtenue est la meˆme que la
borne du de´codage en liste des codes ge´ome´triques du chapitre pre´ce´dent, ce
qui souligne encore les similarite´s entre les codes de Gabidulin et de Reed-
Solomon.
Cependant, bien que t0 soit plus grand que la capacite´ de de´codage
n−k
2
,
cela ne prouve pas l’existence d’un algorithme de de´codage en liste en temps
polynomial, ce n’est qu’un argument dans cette direction.
En revanche, on peut affirmer de fac¸on suˆre qu’il est impossible de de´-
coder les codes de Gabidulin en temps polynomial, au-dela` de cette borne
n−√nk, car la liste des solutions serait elle-meˆme de taille exponentielle.
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4.3.3 Codes de faible longueur
Dans ce cas, l’encadrement pre´ce´dent nous fournit des ine´galite´s plus com-
plique´es sur la borne t0 :
m+ n− 2
2
−
√
mk + (
m− n
2
)2 −m− n+ 1 ≤ t0
et
t0 ≤ m+ n + 1
2
−
√
mk + (
m− n
2
)2 +
2m+ 2n + 5
4
.
Ce qui nous donne, asymptotiquement,
t0 ≈ m+ n
2
−
√
mk +
(
m− n
2
)2
.
On peut au passage remarquer que
t0 ≥ n−
√
nk
et que l’e´galite´ est atteinte pour m = n.
Donc, dans le cas ge´ne´ral, la borne n−√nk (la meilleure que l’on puisse
espe´rer pour des codes de Gabidulin de longueur maximale) reste atteignable
par des algorithmes de de´codage en liste en temps polynomial. Il est peut-eˆtre
meˆme possible de tirer parti d’un alphabet de taille plus e´leve´e pour de´coder
un peu plus loin.
4.3.4 Synthe`se
The´ore`me 18. Pour t > t0 (l’expression de t0 e´tant donne´e plus haut), le
nombre moyen de solutions au proble`me De´codage-rang en liste(Gabk(g),y, t)
ne peut eˆtre minore´ par un polynoˆme en les parame`tres du syste`me.
Nous avons montre´ que, si l’on conside`re une boule autour d’un mot rec¸u,
le nombre moyen de mots de Gabidulin a` l’inte´rieur reste faible en moyenne,
meˆme lorsque le rayon de de´codage devient plus e´leve´ que la capacite´ de cor-
rection du code. Nous avons meˆme exprime´ une borne the´orique (n−√nk)
pour que cela reste vrai.
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Cette borne, malgre´ la densite´ plus importante des mots en me´trique
rang, conserve la meˆme expression que la borne de Johnson en me´trique de
Hamming (cf. the´ore`me 7). C’est une similarite´ de plus entre les codes de Ga-
bidulin et les codes de Reed-Solomon, et cela laisse espe´rer qu’il est possible
de mettre au point des algorithmes de de´codage en liste en temps polynomial
pour les codes de Gabidulin.
Pour poursuivre dans cette voie, il serait inte´ressant d’e´tudier plus avant
la distribution du nombre de mots de code dans une boule. Nous ne nous
sommes inte´resse´s qu’a` la moyenne de cette distribution, son maximum ap-
porterait un e´clairage sur le proble`me. Il faudrait de plus mieux comprendre
les structures alge´briques des polynoˆmes line´arise´s, pour voir s’il est possible
de les rendre bivarie´s.
4.3.5 Sche´ma de signature
Une autre conse´quence de ce calcul est, qu’a priori, on ne peut pas adap-
ter un cryptosyste`me a` cle´ publique utilisant la me´trique rang en sche´ma de
signature.
Classiquement, si l’on dispose d’une fonction de hachage h, pour adap-
ter un me´canisme a` cle´ publique en sche´ma de signature, on proce`de de la
fac¸on suivante : si m est le message que je veux signer, je calcule h(m), que
je conside`re comme un chiffre´. J’utilise donc la cle´ secre`te pour ”de´chiffrer”
h(m), et je ge´ne`re ainsi s = ks(h(m)). Le destinataire ve´rifie la validite´ du
message signe´ (m, s), en testant l’e´galite´ h(m) = kp(s).
Lorsque l’on utilise un cryptosyste`me base´ sur les codes line´aires, la cle´
publique est ge´ne´ralement un code [n, k, d] donne´ par une matrice ge´ne´ratrice
Gpub, et la cle´ secre`te est un algorithme de de´codage du code Gpub a` distance
au plus t ≤ d/2.
Cependant, quand il s’agit d’inverser le me´canisme pour signer un mes-
sage, l’expansion du code nous pose un proble`me. En effet, si l’on calcule
h(m), on obtient un mot ale´atoire de longueur n, rien ne nous assure que ce
mot est de´codable par notre cle´ secre`te.
En me´trique de Hamming, Courtois, Finiasz et Sendrier proposent dans
[11] une solution qui fonctionne avec les codes de Goppa : On imple´mente
un compteur i, on calcule le mot de longueur n h(m, i), et on essaye de le
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de´coder. En cas d’e´chec, on incre´mente le compteur et on recommence. En
cas de re´ussite, on ge´ne`re le message signe´ (m, i, ks(h(m, i))). Finiasz montre
qu’en choisissant bien les parame`tres, on effectue en moyenne t! essais avant
d’obtenir un mot valide (i.e. a` distance au plus t du code Gpub). Pour des
parame`tres de se´curite´ corrects, on peut choisir t de l’ordre de 10, et ge´ne´rer
une signature en 10! ≈ 224 ope´rations, ce qui rend le sche´ma utilisable.
En me´trique rang, on ne peut pas utiliser cette me´thode. Si P est la proba-
bilite´ qu’un mot ale´atoire de longueur n sur Fqm soit a` distance rang au plus
t ≤ d/2 du code ge´ne´re´ par Gpub, on veut que P soit la plus e´leve´e possible.
Le cas le plus favorable serait celui ou` Gpub ge´ne`re un code de distance-rang
optimale (MRD). Or, si le code est MRD, tous les calculs effectue´s sur les
codes de Gabidulin restent valides, et on a :
P = D(t, k, n,m) ≤ qmk+tm+tn+t−t2−mn+1.
En utilisant q ≥ 2, k ≤ n− 2t et n ≤ m, on a :
P ≤ qt(n−m−t+1)+1,
soit
P ≤ 2−t2+t+1.
Cette probabilite´ de´croit extreˆmement vite quand t croˆıt, et donc la com-
plexite´ d’un sche´ma de signature base´ sur la me´trique rang explose, ce qui le
rend tre`s vite inutilisable.
4.4 Cryptosyste`me GPT
4.4.1 Syste`me
Le cryptosyste`me GPT est la premie`re tentative d’utilisation de la me´-
trique rang en cryptographie. Une premie`re version fut pre´sente´e dans [24].
Suite a` l’attaque de Gibson ([25]), Gabidulin et Ourivski pre´sente`rent dans
[23] une version ge´ne´ralise´e du syste`me, utilisant une matrice de distorsion.
C’est cette version que nous e´tudierons ici.
– Ge´ne´ration des cle´s : On se place sur le corps Fqm , on choisit S, une
matrice k× k inversible, a` coefficients dans Fqm . On choisit un support
g = (g1, . . . , gn) ∈ Fnqm , et on construit G = (g[i]j ), la matrice k × n
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ge´ne´ratrice du code de Gabidulin de dimension k et de support g. On
choisit une matrice de distorsion Z, de taille k × t1, a` coefficients dans
Fqm. On choisit enfin T , une matrice inversible de taille (n+t1)×(n+t1),
a` coefficients dans Fq. Puisque les coefficients de T sont dans le corps
de base, T est une isome´trie pour la me´trique rang.
La cle´ publique est
Gpub = S(G|Z)T,
matrice de taille k × (n+ t1), ainsi que la valeur de la capacite´ de cor-
rection du code (n− k)/2.
La cle´ secre`te est la de´composition pre´cise de Gpub.
– Chiffrement : Comme pour un syste`me de McEliece classique, on
ge´ne`re e, un vecteur ale´atoire de rang (n− k)/2. On chiffre le message
m en calculant
c = mGpub + e.
– De´chiffrement : En supposant que l’on a rec¸u c = mGpub+e, on cal-
cule cT−1 = (mS(G|Z)+e)T−1. En tronquant les t1 dernie`res colonnes
de cT−1, un algorithme de de´codage du code G permet de de´terminer
mS, puis m.
Remarque 4. Dans la pre´sentation originelle, on n’utilisait pas de matrice
de distorsion. Suite a` l’attaque propose´e par Gibson, on a ajoute´ la matrice
de distorsion Z au syste`me.
Remarque 5. D’autres variantes du syste`me GPT originel ont e´te´ de´velop-
pe´es pour contrer l’attaque de Gibson. Dans [2], Berger et Loidreau proposent
l’utilisation d’un sous-code d’un code de Gabidulin. Dans [37], les auteurs
proposent l’utilisation de codes rangs re´ductibles combine´s a` une matrice de
distorsion. Ces variantes ne seront pas de´crites ici.
4.4.2 Attaque structurelle
Raphae¨l Overbeck a pre´sente´ dans [38] une attaque structurelle contre le
cryptosyste`me GPT. Le concepteur peut parer cette attaque mais doit, pour
ce faire, choisir des parame`tres assez e´leve´s.
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L’ide´e de l’attaque d’Overbeck utilise des proprie´te´s intrinse`ques aux
codes de Gabidulin, et peut donc eˆtre ge´ne´ralise´e a` tout syste`me utilisant
ces familles de codes. C’est pourquoi nous allons pre´senter cette attaque en
de´tails :
Si M = (mi,j) est une matrice a` coefficients dans Fqm , on de´finit la ma-
trice M [ℓ] comme celle obtenue en appliquant l’automorphisme de Frobenius
d’ordre l a` chacun de ses e´le´ments : M [ℓ] = (mq
ℓ
i,j).
Et on de´finit la matrice Λℓ(M) comme une matrice bloc a` k(ℓ+ 1) lignes
et n colonnes, de la fac¸on suivante :
Λℓ(M) =


M
M [1]
...
M [ℓ]

 .
Proposition 29. Si M est une matrice ge´ne´ratrice du code de longueur n
Gabk(g), et ℓ un entier infe´rieur ou e´gal a` n − k, alors M [ℓ] ge´ne`re le code
Gabk(g
[ℓ]). En conse´quence, Λℓ(M) est de rang k + ℓ seulement, et une se´-
lection de k+ ℓ lignes inde´pendantes de Λℓ(M) permet d’obtenir une matrice
ge´ne´ratrice de Gabk+ℓ(g).
Remarque 6. Si C est un code de Gabidulin de longueur n et de dimen-
sion k mais de support inconnu, on peut retrouver facilement le support de
C a` partir d’une matrice de parite´ H du code. En effet, Λk−1(H) est de rang
n−1, et si on choisit un vecteur x non nul dans son noyau, alors en calculant
g = x[1−k] = x[m−k+1], on obtient un support de C.
Nous allons maintenant utiliser ces ope´rateurs pour attaquer le syste`me
GPT. Soit Gpub = S(G|Z)T la cle´ publique de taille k × (n + t1) du crypto-
syste`me. On s’inte´resse a` Gpub = Λn−k−1(Gpub). On a :


Gpub
G
[1]
pub
...
G
[n−k−1]
pub

 =


S 0 . . . 0
0 S [1]
. . . 0
... 0
. . .
...
0 . . . S [n−k−1]




G Z
G[1] Z [1]
...
...
G[n−k−1] G[n−k−1]

T,
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que l’on e´crit
Gpub = S(G|Z)T.
– La matrice S est carre´e de taille k(n− k), inversible car chacun de ses
blocs diagonaux est inversible.
– La matrice G est de taille k(n − k) × n, et de rang n − 1, d’apre`s la
proposition 29.
– La matrice Z est de taille k(n−k)×t1, son rang s ve´rifie s ≤ min(k(n−
k), t1). De plus, si Z est ale´atoire, et que t1 << k(n − k), il y a une
forte probabilite´ que s = t1.
– La matrice (G|Z) est donc de taille k(n− k)× (n+ t1), et son rang est
infe´rieur a` n+ s− 1, mais a de bonnes chances d’eˆtre e´gal a` n+ t1− 1.
– La matrice T est carre´e de taille n+ t1, a` coefficients dans Fq (donc, en
particulier T [i] = T ). Cette matrice est inversible.
En conse´quence, la matrice Gpub est de taille k(n − k) × (n + t1), et son
rang a de fortes probabilite´s de valoir n+ t1 − 1.
The´ore`me 19. Si le rang de Gpub est exactement n + t1 − 1, alors un atta-
quant peut, en temps polynomial, forger une cle´ secre`te associe´e a` Gpub.
Ce the´ore`me se de´montre en utilisant la proposition suivante :
Proposition 30. Si le noyau a` droite ker(Gpub) est de dimension 1, alors
– il existe h = (h1, . . . , hn), vecteur de Fqm de rang n tel que ker(Gpub) =
{T−1(αh|0)T |α ∈ Fqm}.
– De plus, si y ∈ ker(Gpub), et que Q est une matrice carre´e de taille
(n+ t1), inversible, a` coefficients dans Fq, telle que Qy = (x|0)T , alors
Q ve´rifie TQ−1 =
(
A B
0 D
)
, avec A et D carre´es inversibles et de
taille respectivement n et t1.
Preuve . Si le noyau de Gpub est de dimension 1, cela implique que ker(G|Z)
est e´galement de dimension 1, et donc que Z est de rang t. Par conse´-
quent, en prenant h le support du dual de Gabn−1(g), on ve´rifie ker(G|Z) =
{(αh|0)T |α ∈ Fqm}. De plus, par les proprie´te´s des codes de Gabidulin, h est
de rang n.
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Soient y et Q ve´rifiant les conditions ci-dessus. De par la structure de
ker(Gpub), on peut e´crire (x|0)T = Qy = QT−1(αh|0)T . Si l’on e´crit QT−1
comme une matrice par blocs : QT−1 =
(
A′ B′
C ′ D′
)
, alors on a C ′hT = 0T .
Comme C ′ est a` coefficients dans Fq et que h est de rang n, on en de´duit
que C ′ est nulle. QT−1 est donc triangulaire par blocs, donc par passage a`
l’inverse, TQ−1 e´galement. ♦
Ainsi, lorsque ker(Gpub) est de dimension 1, l’attaquant choisit y non nul
dans ker(Gpub), puis construit une matrice Q a` coefficients dans Fq ve´rifiant
le second point de la proposition 30. La condition sur le rang de h dans
la premie`re partie de la proposition garantit l’existence d’une telle matrice
inversible, et on peut la construire en temps polynomial par de simples ope´-
rations matricielles.
On e´crit alors GpubQ
−1 = S(GA|Z ′) = (SGA|SZ ′), ce qui revient a` dire
que les n premie`res colonnes de la matrice GpubQ
−1 forment une matrice
ge´ne´ratrice d’un code de Gabidulin de longueur n, de dimension k, et de sup-
port g′ = gA inconnu. On peut facilement calculer ce support, par exemple
en utilisant la remarque 6. En e´crivant une matrice ge´ne´ratrice de ce code
sous sa forme syste`matique, on obtient G′ = GA, puis on peut calculer S et
Z ′ a` partir de l’e´quation ci-dessus.
Proposition 31. Si le noyau a` droite de Gpub est de dimension 1, les matrices
Q,G′, S et Z ′, construites en temps polynomial par la me´thode ci-dessus,
ve´rifient toutes les proprie´te´s de la cle´ secre`te associe´e a` Gpub, a savoir :
– S est carre´e inversible de taille k, a` coefficients dans Fqm.
– G′ est la matrice ge´ne´ratrice, e´crite sous forme syste´matique, d’un code
de Gabidulin sur Fqm de longueur n et de dimension k.
– Z ′ est une matrice de taille k × t1 a` coefficients dans Fqm.
– Q est carre´e inversible de taille n+ t1, a` coefficients dans Fq.
– Gpub = S(G
′|Z ′)Q.
Remarque 7. Cette me´thode de cryptanalyse fonctionne aussi contre les
autres variantes de GPT, ce qui permet d’attaquer les parame`tres propose´s
dans [2] et [37].
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4.4.3 Parame`tres
Comme P. Loidreau le montre dans [29], il est possible de neutraliser
l’attaque propose´e par Overbeck. En effet, tout le principe de cette attaque
repose sur le fait que, si Gpub est de rang exactement n + t1 − 1, alors n’im-
porte quel e´le´ment de son noyau est un mot dual de gT . Si la dimension
du noyau est 1 + d, il faut retrouver un des qm mots duaux possibles parmi
qm(1+d) e´le´ments, ce que l’on ne sait pas faire en mieux que O(qmd) ope´rations.
Pour cela, l’ide´e est d’imposer un rang faible dans le choix de la matrice
de distorsion Z :
Proposition 32. Soit Gpub = S(G|Z)T la cle´ publique de taille k × (n+ t1)
du cryptosyste`me, et soit d un entier. Si on a
1 ≤ Rg(Z) ≤ t1 − d
n− k ,
alors la dimension de ker(Gpub) est supe´rieure ou e´gale a` 1 + d.
Preuve . Par construction de Z, on a Rg(Z) ≤ (n−k)Rg(Z). Donc Rg(Gpub) =
Rg(G) + Rg(Z) ≤ n − 1 + (n − k)Rg(Z). Par conse´quent, dim(ker(Gpub)) ≥
1 + t1 − (n− k)Rg(Z) ≥ 1 + d. ♦
Malheureusement, cette condition impose notamment de choisir t1 >
n − k, ce qui implique que la taille de la cle´ publique devient importante.
Tout est ne´anmoins relatif, la cle´ publique reste de faible taille pour un cryp-
tosyste`me issu de la the´orie des codes.
Proposition 33. En utilisant, par exemple, le jeu de parame`tres m = n =
24, k = 12, t1 = 40, Rg(Z) = 3, toutes les attaques connues contre le syste`me
GPT ont une complexite´ supe´rieure a` 280, y compris l’attaque d’Overbeck. La
taille de la cle´ publique est alors de 18432 bits, pour une capacite´ de trans-
mission utile de 19%.
Remarque 8. Les variantes de GPT re´sistent moins bien a` l’attaque Over-
beck, et leur re´paration provoque une augmentation tre`s importante de la
taille des cle´s publique.
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4.5 Syste`me base´ sur le proble`me de recons-
truction de polynoˆmes line´aires
Une ide´e pour concevoir des cryptosyste`mes a` base de codes utilisant une
cle´ publique de petite taille est de ne pas masquer la structure du code uti-
lise´. En s’inspirant de cette ide´e, Augot et Finiasz ont pre´sente´ dans [1] un
syste`me utilisant les codes de Reed-Solomon. Ce cryptosyste`me, attaque´ par
Coron dans [10], fut l’objet d’une re´paration utilisant l’ope´rateur trace. Ce-
pendant, cette re´paration n’ame´liore pas vraiment sa se´curite´, ce syste`me est
donc inutilisable en me´trique de Hamming.
Pour attaquer la seconde version du cryptosyste`me, on doit de´coder plu-
sieurs mots dans des codes de Reed-Solomon au-dela` de la borne de Johnson.
Mais les positions d’erreurs sont les meˆmes sur tous ces mots. Le cryptana-
liste peut tirer parti de ce fait, et de´coder tous les mots en meˆme temps en
de´passant la capacite´ de correction the´orique connue pour un seul mot.
Cette notion de ”positions d’erreurs identiques” e´tant intrinse`que a` la me´-
trique de Hamming, nous avons eu l’ide´e avec P. Loidreau de reprendre cette
ide´e en me´trique rang, en utilisant des codes de Gabidulin. Nous avons ainsi
mis au point et imple´mente´ en MAGMA un cryptosyste`me fonde´ sur le pro-
ble`me de reconstruction de polynoˆmes line´aires, qui fut pre´sente´, avec plus
ou moins de de´tails, dans [12], [13], [17], et [18]. Ce cryptosyste`me semble
re´sister aux attaques de´veloppe´es par Coron, et ses parame`tres peuvent eˆtre
adapte´s pour tenir compte de l’attaque d’Overbeck.
4.5.1 Un premier essai
Afin de clarifier le fonctionnement de notre cryptosyste`me, je commence
par en donner une premie`re version, sans l’ope´rateur trace. Comme on le
verra, cette version afaiblie est cependant vulne´rable a` une attaque sur le
chiffre´. L’ope´rateur trace permettra par la suite de neutraliser cette attaque.
Parame`tres
On se place sur le corps Fqm, on conside`re g le support d’un code de Ga-
bidulin de longueur n et de dimension k. W est le rang d’une grosse erreur,
telle que RPL(y, g, k,W ) est suppose´ difficile, soit W > n−k
2
.
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ω est le rang d’une petite erreur, ve´rifiant ω ≤ n−W−k
2
.
Ge´ne´ration des cle´s
On ge´ne`re dans Fqm un polynoˆme line´aire unitaire P de q-degre´ k− 1, et
un n-uplet d’erreur E, de rang W . E peut aussi eˆtre vu comme une matrice
binaire a` m lignes et n colonnes, de rang W . On calcule c = P (g)
La cle´ publique est z = c+ E, ainsi que le vecteur g.
La cle´ prive´e est le couple (P,E).
Chiffrement
Le message m est un mot de longueur k−1 sur Fqm, que l’on exprime sous
la forme d’un polynoˆme line´aire m(X) = m0X +m1X
q + · · · +mk−2Xqk−2 ,
de degre´ infe´rieur ou e´gal a` k − 2. On ge´ne`re ale´atoirement α ∈ Fqm et e un
vecteur d’erreur de rang ω. Le chiffre´ y est alors donne´ par :
y = m(g) + αz+ e
De´chiffrement
Afin de de´chiffrer, on projette y orthogonalement a` E. Pour cela, on cal-
cule R, une matrice n × (n −W ) de rang n −W et a` coefficients dans Fq,
telle que ER = 0. Alors, yR est un mot de longueur n−W , a` distance-rang
au plus ω du code Gab(gR, k, n−W ). Un algorithme de de´codage applique´
a` ce mot nous permet de retrouver le polynoˆme line´aire Q = m + αP . Le
coefficient directeur de ce polynoˆme est α, on peut donc calculerm = Q−αP .
Attaque sur le chiffre´
Ce cryptosyste`me ne peut cependant pas eˆtre utilise´ directement. Il est en
effet vulne´rable a` une attaque en O(n3) de type Berlekamp, par de´chiffrement
et line´arisation. Soit z la cle´ publique, et y un chiffre´ intercepte´. On veut
re´soudre :
∃m,α, e,
{
y = m(g) + αz+ e
degq(m) ≤ k − 2, rg(e) ≤ ω
4.5. CRYPTOSYSTE`ME BASE´ SUR RPL 97
La re´solution de ce syste`me est toujours e´quivalente (cf. proposition 24)
a` la re´solution de :
∃m,α, V,
{
V (y) = V ◦m(g) + V (αz)
degq(m) ≤ k − 2, degq(V ) ≤ ω, V 6= 0 (4.5)
En line´arisant V ◦m en N et V ◦ (αX) en V ′, on obtient le syste`me plus
large :
∃N, V, V ′,


V (y) = N(g) + V ′(z)
degq(N) ≤ k + ω − 2
degq(V ) ≤ ω, V 6= 0
degq(V
′) ≤ ω, V ′ 6= 0
(4.6)
Ce syste`me d’e´quations line´aires comporte n e´quations et k + 3ω + 1
inconnues (les coefficients de N, V, V ′). Or on a ω ≤ n−W−k
2
et W > n−k
2
,
dont on de´duit k+3ω+1 < n. Le syste`me 4.6 admet une solution non triviale
par construction, et puisqu’il est surde´termine´, son espace de solutions a de
bonnes chances (ve´rifie´es en pratique) d’eˆtre de dimension 1. Dans ce cas, a`
partir de n’importe quelle solution non triviale de ce syste`me, on de´duit
α = V \V ′
par division euclidienne a` gauche, et par suite, le message m. Le total des cal-
culs aura couˆte´ O(n3) multiplications dans Fq. Des simulations en MAGMA
montrent que cette attaque fonctionne rapidement en pratique.
Ce brouillon de syste`me est vulne´rable a` une attaque car sa cle´ ne se com-
pose que d’un seul vecteur. La version que nous avons imagine´e, et qui est
pre´sente´e juste ensuite, utilise une cle´ compose´e de u vecteurs a` coefficients
dans Fqm. Une fac¸on efficace de faire les calculs consiste a` se repre´senter
cette cle´ plutoˆt comme un unique vecteur a` coefficients dans Fqmu , et d’uti-
liser l’ope´rateur trace pour effectuer des projections de Fqmu sur Fqm.
4.5.2 Ope´rateur trace
On conside`re maintenant Fqmu , vu comme un Fqm-espace vectoriel de di-
mension u.
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De´finition 32. On de´finit l’ope´rateur trace de Fqmu vers Fqm par :
∀x ∈ Fqmu , T r(x) = x+ xqm + xq2m + · · ·+ xqm(u−1)
Proposition 34. La trace est une forme Fqm-line´aire de Fqmu dans Fqm. De
plus,
φ :
Fqmu → L(Fqmu ,Fqm)
x 7→ y 7→ Tr(xy)
est un isomorphisme de Fqm-espaces vectoriels.
Preuve . (Tr(x))q
m
= xq
m
+ · · ·+ xqm(u−1) + xqmu
(Tr(x))q
m
= xq
m
+ · · ·+ xqm(u−1) + x
(Tr(x))q
m
= Tr(x), donc Tr(x) ∈ Fqm ♦
Ainsi, si (γ1, . . . , γu) est une base de Fqmu , alors (Tr(γiγj))i,j est une
matrice carre´e de taille u, inversible, et dont l’inverse permet de retrouver
les coordonne´es de α ∈ Fqmu dans la base (γ1, . . . , γu) a` partir du vecteur
(Tr(γ1α), . . . , T r(γuα)).
L’ope´rateur trace s’e´tend canoniquement aux vecteurs eu aux polynoˆmes
line´aires de Fqmu :
Tr(x) = (Tr(x1), . . . , T r(xn))
Tr(
k∑
i=0
piX
[i]) =
k∑
i=0
Tr(pi)X
[i]
Proposition 35. Si (g1, . . . , gn) ∈ Fnqm, et P polynoˆme line´aire de Fqmu ,
alors Tr(P (g)) = (Tr(P ))(g)
4.5.3 Parame`tres
L’entier qm est la taille du corps interme´diaire Fqm , u est le degre´ de l’ex-
tension, qmu est la taille du corps d’extension Fqmu , n est la longueur du code
de Gabidulin utilise´, k sa dimension, et g ∈ Fnqm son support (n points choisis
dans le corps interme´diaire, formant une famille Fq-libre).
W est le rang d’une grosse erreur, telle que le proble`me de reconstruction de
polynoˆmes line´aires est suppose´ difficile, soit W > n−k
2
.
ω est le rang d’une petite erreur, pour laquelle le proble`me de reconstruction
de polynoˆmes line´aires est facile, soit ω ≤ n−W−k
2
.
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4.5.4 Ge´ne´ration des cle´s
On ge´ne`re dans Fqmu un polynoˆme line´aire P de q-degre´ k − 1, tel que
les coefficients pk−1, . . . , pk−u forment une base de Fqmu sur Fqm, on calcule
ensuite c = P (g). On ge´ne`re un n-uplet d’erreur E, a` coefficients dans Fqmu ,
de rang W (E peut aussi eˆtre vu comme une matrice a` coefficients dans Fq,
a` mu lignes et n colonnes, de rang W ).
– La cle´ publique est K = c+E ∈ Fnqmu , ainsi que le vecteur g ∈ Fnqm . La
cle´ publique est donc de taille nm(u+1) log2(q), mais peut eˆtre re´duite
a` nmu log2(q) si l’expression de g est incluse dans les spe´cifications du
syste`me.
– La cle´ prive´e est le couple (P,E).
4.5.5 Chiffrement
Soit m un message de longueur k − u sur Fqm , que l’on exprime sous la
forme d’un polynoˆme line´aire m(X) = m0X +m1X
q + · · ·+mk−u−1Xqk−u−1,
de degre´ infe´rieur ou e´gal a` k − u − 1. On ge´ne`re ale´atoirement α ∈ Fqmu et
e un vecteur d’erreur de Fqm de rang ω. Le chiffre´ y est alors :
y = m(g) + Tr(αK) + e ∈ Fnqm
Le chiffrement est effectue´ en O((k − u)n) multiplications dans Fqm et O(n)
multiplications dans Fqmu . En estimant une multiplication dans Fqmu e´quiva-
lente a` u2 multiplications dans Fqm , l’algorithme de chiffrement a une com-
plexite´ de O((u2 + k)n) multiplications dans Fqm .
4.5.6 Me´thode de de´chiffrement
Comme pour le premier cryptosyste`me, on va commencer par raccourcir
le chiffre´ rec¸u en le projetant orthogonalement au vecteur d’erreur E. Ainsi
le mot plus court obtenu ne contiendra plus d’interfe´rence lie´e a` E, et pourra
donc eˆtre traite´ par un algorithme de de´codage des codes de Gabdulin. On
suppose que l’on dispose d’une matrice R a` coefficients dans Fq, a` n lignes
et n −W colonnes, de rang n −W , et telle que ER = 0. On peut ensuite
effectuer les calculs suivants dans Fqm :
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yR = m(g)R + Tr(αP (g))R+ Tr(αE)R+ eR
yR = (m+ Tr(αP ))(gR) + Tr(αER) + eR
yR = (m+ Tr(αP ))gR+ eR
Mais rg(eR) ≤ rg(e) ≤ w ≤ n−W−k
2
Donc un algorithme de de´codage de Gab(gR, k, n −W ) applique´ a` yR
renverrait le polynoˆme line´aire Q = m+ Tr(αP ) dans Fqm .
Pour appliquer l’algorithme de de´codage 7, si on note h le vecteur gR, il
faut pre´calculer les matrices U et T lie´es a` h. Ces matrices ne de´pendent que
de la cle´ prive´e et peuvent donc effectivement eˆtre pre´calcule´es.
Le de´codage effectue´, on obtient le p-polynoˆme Q = m + Tr(αP ). Or
comme m est de degre´ au plus k − u − 1, et que pk−1, . . . , pk−u forment
une base de Fqmu sur Fqm, pour i = k − u . . . k − 1, qi = Tr(αpi) sont les
coordonne´es de α dans la base duale de pk−1, . . . , pk−u. On obtiendra la valeur
de α en multipliant ces coordonne´es par une matrice de passage, pre´calcule´e
elle aussi. On peut ainsi de´duire α et donc :
m = Q− Tr(αP ).
4.5.7 Pre´calculs avant de´chiffrement
A` partir de E, on calcule une matrice binaire R, carre´e, inversible, de
taille n, telle que ER est nulle sur les n −W premie`res colonnes. En fait,
dans la pratique, la matrice R est ge´ne´re´e en meˆme temps que E. En effet, le
vecteur d’erreur E peut eˆtre vu comme une matrice a` coefficients dans Fq, a`
mu lignes, n colonnes, de rang W . On ge´ne`re ale´atoirement une telle matrice
en ge´ne´rant 2 matrices Q1 et Q2, carre´es inversibles, de taille respective mu
et n. Ensuite, on obtient E = Q1DQ2 ou` D est la matrice diagonale de rang
W . Ainsi, E est e´quire´partie sur l’ensemble des vecteurs de rang W , et on
peut calculer facilement R = Q−12 , en temps O(n
3).
On doit aussi calculer les matrices U et T utilise´es dans l’algorithme vu
en 1.5. Pour ce faire, on calcule le vecteur h = gR. Ensuite on peut calculer :
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U = −


h1 . . . h
[k+ω−1]
1
...
...
hk+ω . . . h
[k+ω−1]
k+ω


−1
,
T = −


hk+ω+1 . . . h
[k+ω−1]
k+ω+1
...
...
hn−W . . . h
[k+ω−1]
n−W

× U,
en respectivement O((k + ω)3) et O(ω(k + ω)2) multiplications dans Fqm .
Enfin, il reste a` calculer la matrice qui permettra de retrouver α a` par-
tir de ses coordonne´es dans la base duale de pk−u, . . . , pk−1. Le plus simple
est de ve´rifier que pk−u, . . . , pk−1 forment bien une base de Fqmu sur Fqm en
tentant d’inverser la matrice (Tr(pipj))i,j∈[k−u,k−1]. Alors l’inverse de cette
matrice permet de passer des coordonne´es dans la base duale aux coordon-
ne´es dans la base pk−u, . . . , pk−1. Multiplier cette matrice par la matrice des
coordonne´es de pk−u, . . . , pk−1 nous donnera ce que l’on cherche, en O(u
3)
multiplications.
4.5.8 Algorithme de de´chiffrement
L’e´tape la plus couˆteuse de cet algorithme est la troisie`me, qui se fait en
O(ω2(k+ω)) multiplications dans Fqm. La cinquie`me e´tape utilise O((k+ω)
2)
multiplications, la septie`me couˆte O(u2) multiplications, et la dernie`re O(kn)
(mais celle-ci est facultative). Les autres e´tapes sont plus rapides quels que
soient les parame`tres. La complexite´ de l’algorithme de de´chiffrement est
donc O(ω2(k + ω) + (k + ω)2 + u2 + kn).
Proposition 36 (Efficacite´ du syste`me). Pour un jeu de parame`tres q,m, u,
n, k,W, ω fixe´s, le cryptosyste`me fonde´ sur le proble`me de reconstruction des
polynoˆmes line´aires atteint les performances suivantes :
– La cle´ publique est de taille nm(u+1) log2(q), mais peut eˆtre re´duite a`
nmu log2(q).
– Le taux de transmission efficace vaut k−u
n
.
– Le chiffrement s’effectue en O((u2 + k)n) multiplications dans Fqm.
– En utilisant des pre´calculs, le de´chiffrement s’effectue en O(ω2(k+ω)+
(k + ω)2 + u2 + kn) multiplications dans Fqm.
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Algorithme 8 : Algorithme de de´chiffrement
Input : Les parame`tres du cryptosyste`me n, k, u,W, ω, un n-uplet y
d’e´le´ments de Fqm , le support g ∈ Fqm, la cle´ prive´e (P,E), la
matrice R de Fp carre´e de taille n adapte´e a` E, les matrices U
et T dans Fqm respectivement de tailles (k + ω)
2 et
(n−W − k − ω)× (k + ω), la matrice Ω dans Fqm de taille u2
de passage de la base duale de pk−u, . . . , pk−1 a` la base
canonique de Fqmu / Fqm .
Output : L’unique (k − u)-uplet m, s’il existe, correspondant au
chiffre´ y.
Algorithme :
1. Calculer les n−W premiers e´le´ments de yR. On obtient ainsi le
n−W uplet y′ de Fqm .
2. Calculer dans Fqm les matrices Y1 et Y2, a` partir de y
′ :
Y1 =


y′1 . . . y
′
1
qω
...
...
y′k+ω . . . y
′
k+ω
qω

 , Y2 =


y′k+ω+1 . . . y
′
k+ω+1
qω
...
...
y′n−W . . . y
′
n−W
qω


3. Calculer M = T × Y1 + Y2
4. De´terminer par pivot de Gauss V 6= 0 ∈ ker(M). Si ker(M) = {0},
retourner Pas de solution
5. Calculer N = U × (Y1 × V)
6. Effectuer la division euclidienne a` gauche par l’algorithme de Ore
des polynoˆmes line´aires N et V associe´s : N = V ◦ q +R.
Si R 6= 0, retourner Pas de solution
7. Calculer α = Ω


qk−u
...
qk−1


8. Calculer m = q − Tr(αP )
9. Ve´rifier que rg(y−m(g)− Tr(α(P (g) + E))) ≤ ω. Si c’est le cas
retourner m, sinon retourner Pas de solution
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Nous allons maintenant e´tudier la re´sistance du syste`me aux diverses at-
taques connues en me´trique rang.
4.5.9 Attaque par de´codage ge´ne´ral
Soit K ∈ Fnqmu la cle´ publique du syste`me. Soit γ1, . . . , γu une base fixe´e
de Fqmu sur Fqm.
On notera, pour toute la suite, Kt = Tr(γtK), pour t = 1 . . . u.
Les vecteurs Kt sont des vecteurs de Fqm aise´ment calculables a` partir de
la cle´ publique K.
Soit y = m(g) + Tr(αK) + e ∈ Fnq un chiffre´ intercepte´. Alors, de´crypter
ce chiffre´ revient a` de´coder y a` distance-rang ω = Rg(e) dans le code line´aire
[n, k] ge´ne´re´ par la matrice :
Gpub =


g
...
g[k−u−1]
K1
...
Ku


(4.7)
Un tel de´codage peut eˆtre effectue´ par les algorithmes d’Ourivski-Johannson,
sans exploiter la structure particulie`re de cette matrice. La complexite´ de ces
de´codages (cf. the´ore`me 16) est alors :
– Par e´nume´ration des bases, en O((k + ω)3q(ω−1)(m−ω)+2).
– Par e´nume´ration des coordonne´es, en O((k + ω)3ω3q(ω−1)(k+1)).
4.5.10 Attaque par de´chiffrement et line´arisation
Cette attaque ressemble a` ce que l’on a pu voir dans le de´but de la section
contre la version affaiblie du syste`me, et s’inspire d’une des ide´es de Coron
contre le syste`me Augot-Finiasz re´pare´ (cf. [10]). Si les parame`tres du sys-
te`me utilisant la trace sont mal choisis, cette attaque reste valide.
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En reprenant les notations de la sous-section pre´ce´dente, on veut re´-
soudre :
∃e, m, α1, . . . , αu,

 y = m(g) +
u∑
t=1
αtKt + e,
degq(m) ≤ k − u− 1, rg(e) ≤ ω
(4.8)
Ce syste`me est e´quivalent au syste`me suivant :
∃m,α1, . . . , αu, V,

 V (y) = V ◦m(g) +
u∑
t=1
αtV (Kt),
degq(m) ≤ k − u− 1, degq(V ) ≤ ω
(4.9)
On peut ensuite tout line´ariser, pour obtenir le syste`me suivant, plus
large :
∃V,R1, . . . , Ru, N,


V (y) = N(g) +
u∑
t=1
Rt(Kt),
degq(V ) ≤ ω, degq(Rt) ≤ ω,
degq(N) ≤ k + ω − u− 1
(4.10)
Ce syte`me se traduit en un syste`me line´aire dans Fqm a` n e´quations et
ω + 1 + u(ω + 1) + k + ω − u = k + (u+ 2)ω + 1 inconnues. L’attaque peut
aboutir en temps polynomial si l’espace solution peut eˆtre de dimension 1,
i.e. si :
k + (u+ 2)ω ≤ n. (4.11)
Remarque 9. Cette condition est toujours ve´rifie´e quand u vaut 1 ou 2. Le
cryptosyste`me doit donc utiliser un parame`tre u ≥ 3.
Si la condition 4.11 n’est pas ve´rifie´e, la meilleure me´thode connue pour
re´soudre le syste`me 4.8 reste d’essayer toutes les solutions non coline´aires de
4.10. Il faudra alors essayer en moyenne qm(n−k−(u+2)ω) solutions.
4.5.11 Attaque par de´chiffement et bases de Gro¨bner
Pour cette attaque, on reprend le syste`me non line´arise´ pre´ce´dent :
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Nombre de variables Rang de l’erreur Degre´ Magma 2.11-2/F4
ω = 2 7 0.01s
ω = 3 15 0.340s
u = 2 ω = 4 31 9s
ω = 5 63 500s
ω = 6 127 11 hours
ω = 2 7 0.06s
u = 3 ω = 3 15 54s
ω = 4 31 15 hours
Tab. 4.1 – Simulations d’attaques par bases de Gro¨bner utilisant les para-
me`tres n = 36, q = 236, k = 10, W = 14
∃m,α1, . . . , αu, V,

 V (y) = V ◦m(g) +
u∑
t=1
αtV (Kt),
degq(m) ≤ k − u− 1, degq(V ) ≤ ω
Et on ne line´arise que V ◦m :
∃N, V, α1, . . . , αu,

 V (y) = N(g) +
u∑
t=1
αtV (Kt),
degq(N) ≤ k + ω − u− 1, degq(V ) ≤ ω
Ce syste`me, dans Fqm est maintenant de degre´ 2, a` n e´quations et ω +
1 + k + ω − u + u = k + 2ω + 1 inconnues. A` ce jour, les me´thodes les
plus rapides pour re´soudre ce genre de syste`me consistent a` calculer les bases
de Gro¨bner de l’ide´al engendre´ par ces e´quations. Les librairies re´centes de
MAGMA incluent des imple´mentations efficaces des algorithmes F4 et F5.
On a k+2ω+1 < n, donc on est sur que ce genre d’algorithme termine, mais
son temps de calcul peut eˆtre exponentiel. Le tableau 4.1 semble montrer que
le temps de calcul croˆıt beaucoup trop vite pour que l’attaque soit utilisable
avec les parame`tres cryptographiques que nous donnons plus loin.
4.5.12 Attaque alge´brique
En me´trique de Hamming, Coron donne une deuxie`me attaque contre
le cryptosyste`me Augot-Finiasz re´pare´, qui couvre les choix de parame`tres
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tels que l’attaque par de´chiffrement est e´vite´e. Cette attaque alge´brique se
fait directement sur la cle´ publique, pour re´cupe´rer la cle´ secre`te, par une
variante de l’algorithme de Berlekamp-Welsh. En fait, au lieu d’essayer de
de´coder directement K = P (g) + E dans Fqmu , on de´code en paralle`le les u
projections de cette e´quation dans Fqm . En me´trique de Hamming, les erreurs
sont projete´es dans les meˆmes positions, ce qui permet d’affaiblir la condition
n ≥ k + 2W en n ≥ k + u+1
u
W .
En me´trique rang, ce type de technique ne s’applique pas. E est un n-
uplet d’erreur. Une information inte´ressante est le sous-espace vectoriel (de
dimension W ) contenant tous les e´le´ments de ce n-uplet. Mais les projections
de cet espace sur Fqm ne semblent pas corre´le´es.
4.5.13 Attaque Overbeck
Cette me´thode d’attaque, pre´sente´e dans [38], cryptanalyse effectivement
la cle´ publique pour les parame`tres que nous avions propose´s dans [18]. Ce-
pendant, comme je le montre ici, il est possible de se pre´munir contre cette
attaque, au prix d’une augmentation tre`s raisonnable de la taille de la cle´
publique.
En utilisant les notations pre´ce´dentes, on a :
Kt = Tr(γtK) = Pt(g) + Et pour t = 1 . . . u.
Les Kt sont connus, mais ni les Pt, ni les Et. On e´crit :
Pt =
k−1∑
j=0
pt,jX
[j].
On pose, en reprenant les notations de la section 4.4.2 :
K = Λl


K1
...
Ku

 .
La matrice K est une matrice a` u(l+1) lignes et n colonnes, a` coefficients
dans Fqm. De plus, K peut s’e´crire sous la forme :
K = PG + ET , avec
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P =


p1,0 . . . p1,k−1 0
...
...
...
pt,0 . . . pt,k−1 0
0 p
[1]
1,0 . . . p
[1]
1,k−1 0
...
...
...
...
0 p
[1]
t,0 . . . p
[1]
t,k−1 0
. . .
. . .
. . .
0 0 p
[l]
1,0 . . . p
[l]
1,k−1
...
...
...
...
0 0 p
[l]
t,0 . . . p
[l]
t,k−1


,
G =


g1 . . . gn
...
...
g
[k+l−1]
1 . . . g
[k+l−1]
n

 ,
E =


0 . . . 0 e′1,1 . . . e
′
1,W
...
...
...
...
0 . . . 0 e′u(l+1),1 . . . e
′
u(l+1),W

 ,
et T une matrice carre´e inversible de taille n, a` coefficients dans Fq.
Si la matrice G est de rang k + l, alors en conside´rant k + l lignes line´ai-
rement inde´pendantes, on se rame`ne au cas d’une matrice ge´ne´ratrice d’un
syste`me GPT de parame`tres n′ = n−W , k′ = k+l, t′1 = W , s′ = Rg(Z) =W .
Sous les conditions de´crites dans la section 4.4.2, l’attaquant peut mettre au
point un algorithme de de´codage en temps polynomial pour G, dont il de´duit
un algorithme pour Gpub.
Le parame`tre l est librement choisi par l’attaquant, mais ve´rifie toujours
u(l + 1) ≥ k + l (a` cause de la condition sur le rang de G). De plus, pour
que le syste`me GPT auquel on se rame`ne ait un sens, il faut k′ < n′, ce qui
impose k + l < n−W .
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Proposition 37. Si les parame`tres du syste`me ve´rifient
n− k −W ≤ k − u
u− 1 ,
l’attaque Overbeck ne peut pas s’appliquer.
Preuve . D’apre`s la condition sur le rang de G, le parame`tre l choisi par
l’attaquant ve´rifie l ≥ k−u
u−1
, donc l ≥ n− k −W . Or, cette dernie`re ine´galite´
est contradictoire avec l’ine´galite´ k + l < n−W . ♦
4.5.14 Discussion sur le choix des parame`tres
Il faut choisir les parame`tres pour se pre´munir contre toutes les attaques
pre´sente´es ci-dessus. Deux attaques en particulier sont menac¸antes : celle sur
le chiffre´ par line´arisation, et celle d’Overbeck sur la cle´ publique.
The´ore`me 20 (Re´sistance du cryptosyste`me aux attaques connues). Si les
parame`tres q,m, u, n, k,W, ω du syste`me ve´rifient :
– n− k > (u+ 2)ω,
– n− k −W ≤ k−u
u−1
,
– n− k −W ≥ 2ω,
– W ≥ n−k
2
,
Alors le cryptosyste`me fonde´ sur le proble`me de reconstruction des polynoˆmes
line´aires est bien de´fini, et n’est cryptanalyse´ en temps polynomial par aucune
attaque connue.
Preuve . Les deux premie`res ine´galite´s neutralisent l’attaque par line´ari-
sation sur le chiffre´ et l’attaque Overbeck sur la cle´ publique. La troisie`me
garantit la difficulte´ du de´codage de K comme un mot de code de Gabidulin.
La quatrie`me assure le fonctionnement du de´chiffrement. ♦
Corollaire 6. Pour un parame`tre de complexite´ de 280, on peut utiliser, par
exemple, les jeux de parame`tres suivants pour le syste`me :
– q = 2, m = n = 56, u = 3, k = 28, W = 16, ω = 6, pour une cle´
publique de 12544 bits (9408 bits apre`s inclusion du support dans les
spe´cifications), et un taux de transmission efficace de 25/56 ≈ 45%.
– q = 2, m = n = 54, u = 4, k = 32, W = 13, ω = 4, pour une cle´
publique de 14580 bits (11664 bits apre`s inclusion du support dans les
spe´cifications), et un taux de transmission efficace de 28/54 ≈ 52%.
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4.6 Conclusion
Nous avons e´tudie´ dans ce chapitre la possibilite´ d’utiliser la me´trique rang
pour de´finir des cryptosyste`mes base´s sur les codes. Nous avons montre´ que,
contrairement aux ide´es rec¸ues, les techniques de cryptanalyse en me´trique
rang ne permettent pas de casser tous les syste`mes. Nous avons montre´ que
certains cryptosyste`mes re´sistent bien aux attaques connues, tout en conser-
vant une cle´ publique de taille particulie`rement faible par rapport a` ce que
l’on sait faire en me´trique de Hamming.
En particulier, nous avons propose´ un cryptosyste`me fonde´ sur le pro-
ble`me de reconstruction des polynoˆmes line´aires. Ce cryptosyste`me semble
re´sister a` toutes les attaques connues, alors que sa cle´ publique est plus pe-
tite que celle de tous les autres syste`mes existants base´s sur les codes. De
plus, nous avons pre´sente´ et programme´ des algorithmes de chiffrement et de
de´chiffrement rapides pour ce syste`me. En effet, les parame`tres limitant en
pratique dans les complexite´s de chiffrement et de de´chiffrement sont respec-
tivement en O(kn) et O(kω2).
E´videmmment, nous ne sommes pas capables d’affirmer avec aplomb que
ce syste`me est absolument suˆr d’un point de vue cryptographique. Ne´an-
moins, il semble l’eˆtre, et les performances atteintes justifient que l’on se
penche de plus pre`s sur l’e´tude de la me´trique rang.
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Chapitre 5
Conclusions et perspectives
J’ai e´tudie´ durant ma the`se deux axes de recherche concernant la crypto-
graphie base´e sur les codes correcteurs. L’un concerne l’utilisation de codes
ge´ome´triques dans des syste`mes de type McEliece en me´trique de Hamming.
L’autre axe est l’utilisation de la me´trique rang et des codes de Gabidulin
en particulier. Je pre´sente ici mes conclusions sur ces domaines d’e´tude, ainsi
que des perspectives pour des recherches ulte´rieures.
5.1 Utilisation des codes ge´ome´triques
Nous avons montre´, avec Lorenz Minder, que les codes ge´ome´triques sont
facilement reconnaissables, et qu’on ne peut pas les utiliser tels quels dans
un syste`me de type McEliece. Nos algorithmes d’attaque peuvent certaine-
ment eˆtre neutralise´s, il existe plusieurs pistes dans cette direction. On peut
imaginer par exemple un poinc¸onnage intelligent du code utilise´, le choix de
courbes particulie`res sur lesquelles nos suppositions sont force´ment fausses,
l’utilisation de courbes de genre tre`s e´leve´, ou bien encore l’utilisation de
nouvelles transformations pour masquer la structure du code.
Cependant, ces perspectives me semblent voue´es a` l’e´chec, car je pense
que les codes ge´ome´triques sont irre´me´diablement structurellement faibles. La
proprie´te´ d’optimalite´ (ou de quasi-optimalite´) qui fait l’attractivite´ de ces
codes est pre´cise´ment ce qui les rend vulne´rables a` des attaques structurelles.
En effet, c’est parce que ces codes sont optimaux que l’on peut facilement
ge´ne´rer des mots de code de poids minimal. Or, la connaissance des mots
de poids faible d’un code renseigne e´norme´ment sur la structure de ce code.
Les algorithmes que nous avons mis au point ne font qu’exploiter sur un cas
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particulier ce principe ge´ne´ral.
Nos algorithmes de cryptanalyse peuvent certainement eˆtre ame´liore´s.
Leur complexite´ peut peut-eˆtre eˆtre re´duite, et il y a sans doute moyen
d’affaiblir les hypothe`ses que nous devons faire pour que ces algorithmes
fonctionnent. De plus, il serait extreˆmement inte´ressant de programmer une
imple´mentation efficace de ces algorithmes. Ne´anmoins, je pense que le re´-
sultat important dans le domaine (a` savoir, la faiblesse structurelle des codes
ge´ome´triques) est de´montre´ par nos travaux, et qu’il ne reste plus qu’a` affiner
ce re´sultat.
5.2 Utilisation de la me´trique rang
La me´trique rang a toujours e´te´ conside´re´e avec me´fiance ou scepticisme
par la communaute´ cryptographique. Comme, de plus, son inte´reˆt en the´orie
de l’information est tre`s limite´, peu de travaux ont e´te´ e´crits concernant la
me´trique rang. Il s’agit cependant selon moi d’un axe de recherche extreˆ-
mement inte´ressant, dans lequel de nombreux re´sultats importants attendent
d’eˆtre de´couverts. De tels re´sultats, en plus de leurs applications directes dans
la conception de syste`me cryptographiques, nous permettraient sans doute
au passage de mieux comprendre la the´orie des codes en me´trique de Ham-
ming.
Tout d’abord, on connaˆıt tre`s peu de familles de codes inte´ressantes en
me´trique rang. Les seuls codes connus facilement de´codables sont de´rive´s des
codes de Gabidulin, et presque tous les sujets d’e´tude tournent autour de
ces codes. Pour explorer plus avant la me´trique rang, il serait ne´cessaire de
se diversifier, et de mettre au jour d’autres familles de codes, comple`tement
diffe´rentes.
Concernant les codes de Gabidulin, je me suis inte´resse´ au proble`me du
de´codage en liste. Le re´sultat que je trouve laisse le sujet comple`tement ou-
vert, car il existe toujours un intervalle dans lequel on ne sait pas si on peut
de´coder en liste. Il faudrait se pencher plus avant sur la question et, ou bien
exhiber un algorithme de de´codage en liste, ou bien comprendre quelle diffe´-
rence fondamentale entre les codes de Reed-Solomon et de Gabidulin empeˆche
la ge´ne´ralisation de l’algorithme de Sudan.
Au niveau des applications cryptographiques, les performances du sys-
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te`me GPT et du syste`me fonde´ sur le proble`me de reconstruction des poly-
noˆmes line´aires rendent ces deux cryptosyste`mes extreˆmement inte´ressants,
tre`s supe´rieurs aux imple´mentations classiques de McEliece. Les codes de
Goppa pre´sentent l’avantage d’avoir e´te´ e´tudie´s en de´tail par de nombreux
chercheurs depuis longtemps. J’aurais donc tendance a` les conside´rer comme
plus suˆrs que les codes de Gabidulin pour la cryptographie. Il s’agit cependant
la` d’une question de foi, et la me´trique rang ame´liore suffisamment les perfor-
mances des cryptosyste`mes pour ne pas devoir eˆtre rejete´e sur des croyances.
Il convient donc d’e´tudier ces syste`mes plus en de´tail afin de rassembler de
vrais arguments, dans un sens ou dans l’autre, sur leur se´curite´.
La mise au point (ou au moins la tentative de mise au point) d’attaques
directes contre GPT ou contre le syste`me fonde´ sur le proble`me de recons-
truction des polynoˆmes line´aires est une voie de recherche inte´ressante dans
ce sens. Un autre axe de recherche important est la formalisation de pro-
ble`mes suppose´s difficiles en me´trique rang, et la recherche de re´ductions de
se´curite´ vers ces proble`mes. Ce serait un premier pas vers la se´curite´ prou-
ve´e. Un proble`me qui semble revenir souvent dans les questions de se´curite´
est la recherche d’une solution particulie`re dans l’espace vectoriel des solu-
tions d’un syste`me line´aire. On sait tre`s peu de choses de fac¸on ge´ne´rale sur
ce genre de proble`mes. Des re´sultats dans ce domaine (par exemple, sur les
bases de Gro¨bner) peuvent pre´senter un grand inte´reˆt en cryptographie et
dans d’autres domaines.
Pour re´sumer, je pense que la cryptographie en me´trique rang est un
domaine inte´ressant et ouvert, dans lequel il reste de nombreuses choses a`
faire.
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