In recent years a couple of methods aimed at time series symbolic representation have been introduced or developed. This activity is mainly justified by practical considerations such memory savings or fast data base searching. However, some results suggest that in the subject of time series clustering symbolic representation can even upgrade the results of clustering. The article contains a proposal of a new algorithm directed at the task of time series abridged symbolic representation with the emphasis on efficient time series clustering. The idea of the proposal is based on the PAA (piecewise aggregate approximation) technique followed by segmentwise correlation analysis. The primary goal of the article is to upgrade the quality of the PAA technique with respect to possible time series clustering (its speed and quality). We also tried to answer the following questions. Is the task of time series clustering in their original form reasonable? How much memory can we save using the new algorithm? The efficiency of the new algorithm was investigated on empirical time series data sets. The results prove that the new proposal is quite effective with a very limited amount of parametric user interference needed.
The research problem
Time series data occur frequently in business and economics. It may be of interest to analyse time series with respect to their classification and discovering patterns or similarities. Clustering algorithms generally do not work directly with original data. Usually time series data are pre-processed before clustering. There are many methods used to transform original data. Among them we should mention principle component analysis (Gavrilov et al., 2000) , piecewise aggregate approximation (PAA) (Yeh, Dai, Chen, 2007) , discrete Fourier transformation (Agrawal, Faloutsos, Swami, 1993) , discrete wavelet transformation (Struzik, Siebes, 1999; Yin, Gaber, 2008) , clipping (Bagnall, Janacek, 2005) . Some techniques of time series periodisation were also proposed by Grabiński (1992) . They are based on the idea of finding some potential thresholds (e.g.: by clustering), and then testing them by means of comparing the parameters (usually expected values). The transformed data are inputs to clustering algorithms. The general belief is that the transformations of original data usually improve the efficiency by reducing data dimensionality and stressing typical features. An important component of clustering is the distance measure used. The most popular measures are: the Euclidean distance, Pearson's correlation coefficient and the short time series distance (Möller-Levet et al., 2003) . One can choose from a wide variety of methods and algorithms, however, not many of them are designed with a particular emphasis on prospective clustering of time series data. The problem lies in the question of the possibility of upgrading the PAA technique of symbolic time series representation with a view to further improving the efficiency of time series clustering.
New algorithm proposal
In Figure 1 , the idea of the PAA approach is presented. It consists in segmenting the whole time series into a predetermined number of equal length parts and assigning 1 if this is an upward movement in the two average values of the two adjacent parts or 0 otherwise. In the effect, we get an extremely shortened notation of the whole time series consisting of an array of ones and zeros. This approach is very popular in the community of time series statisticians, however, we believe, its basic form can be upgraded for two reasons.
There is no particular consideration for the context of possible clustering of the resulting shortened time series notation. Another reason is, probably, the user determined value of the number of segments. We propose the number of segments to be determined in the algorithm and the selection of some of the ones and zeros, those which are more prominent and valuable for clustering, thus shortening the notation as well. To this end, we will use the idea of the distance based cor-relation coefficient proposed by Korzeniewski (2012) . This coefficient effectively captures the clustering notion and has been used successfully many times in traditional stationary cluster analysis. Formally, the distance based correlation coefficient (DBCorr) between two sets A, B of variables is given by the formula: ( )
where 1 l n ≤ ≤ denotes the number of observation pairs drawn without replacement from all pairs of observations; , s s denote arithmetic means and standard deviations computed from all l distances on both sets of variables, respectively. This kind of correlation measure is extremely useful when applied in stationary cluster analysis (Korzeniewski, 2012) because if there is a cluster structure and both sets of variables A and B participate in creating it, then any substantial changes in distances between objects in set A should cause changes of distances in set B. To fix all technicalities, let us establish that we will apply formula (1) only to sets A and B consisting of single variables and l = 20 with the value of DBCorr (u, v) (l is skipped) being the arithmetic mean from 100 repetitions when the number of the data set items is bigger than 30. If the number of data set items is smaller than 30, the number l is constituted by the number of all pairs of objects one can create from the whole data set. This coefficient should capture efficiently those pairs of variables which add more to the creation of the cluster structure than others because if both variables contribute something to such a structure, possible transitions from one cluster to another are always connected with "jumps" of distances on both variables. In our context, the variables are binary variables corresponding to consecutive segments (except for the first segment) and one should not expect the Sokal-Michener binary distance to be very precise, however, even small differences of values of the DBCorr can be meaningful. Another feature of this coefficient that can prove useful is the fact that we can use the numerical value of this coefficient as a guidance pointing to a reasonable choice of alternative in the context of determining the number of segments for the PAA analysis. To be more precise, we can choose the number of segments corresponding to the greatest value of average DBCorr for a specified set of binary variables.
The considerations presented above let us formulate the following algorithm aimed at reducing the time series to an array of ones and zeroes and, subsequently, to extracting from this array half of all binary symbols/variables describing the series best in the clustering context. Record all the time series from the whole time series data set in the form of the chosen half of all binary variables resulting initially from step 1. 
Experiment description
We decided to assess the quality of the new proposal by means of an experiment based on empirical data sets. The UCR Time Series Classification Archive was chosen as the source of data sets. From that base, we sampled 20 data sets whose (and some others') general characteristics are presented in Table 1 . We ran our algorithm on those 20 data sets using the the Sokal-Michener distance in formula (1). In order to assess the results, we computed and can now present: 1) the average value of DBCorr among all pairs of the better half of all variables; 2) similarity to proper clustering based on d i original variables; 3) similarity to proper clustering based on k selected segments.
Similarities were measured by means of the adjusted Rand index (see e.g.: Gatnar, Walesiak, 2004) , which is a popular and widely accepted measure of sim-ilarity of two divisions. Clusterings were always made by the PAM algorithm (see e.g.: Gatnar, Walesiak, 2004) with the Sokal-Michener distance as the distance measure. The PAM algorithm has a much better opinion than the classical k-means in the statistical community, as it is much better suited to discover clusters of different shapes. The interpretation of the Rand index is simple -the closer to 1 it is, the more similar two divisions are. The interpretation of the DBCorr (A, B) coefficient is very similar -one would want this coefficient to be as close to 1 as possible if one thinks that both variables A, B contribute to creating the cluster structure. However, in the case of such a weak scale as the binary scale, even the value of 0.05 suggests that at least one of the variables contributes something to creating the cluster structure.
Results and conclusions
To start commenting on the results presented in Table 2 , let us mention that the arithmetic mean of the numbers of segments eventually established by the algorithm is 17.7. This seems to be a good result answering the question of possible savings on storage memory rather in the affirmative, because 17.7 is not much more than half of the maximum number of segments used in this experiment i.e. 30 and, what is more, the time series are recorded in the form of half of k binary variables (in this way clustering results are much faster to obtain).
As far as the question about the reasonability of using original data is concerned, the answer rather confirms the widespread belief that such an approach does not do much good. Out of 20 sets, only 8 (including Chlorine_train) were, more or less, properly clustered on original, untransformed data.
The main target of this research seems to be achieved, too. If the algorithm chooses the better half of k binary variables, this choice guarantees, more or less, equal quality clustering as the whole set of di original variables. There was only one spectacular loss in the case of Cricket_Z_train (0.075 against 0.803), however there were two quite spectacular wins ArrowHead_train (0.255 against 0.123) and CBF_train (0.147 against 0.000). In the rest of the data sets, whenever the clustering on the shortened binary variables form was bad, so was the clustering on all original variables, or if the last was of good quality, so was the clustering on the shortened binary variables form.
