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Opportunities and needs are increasing to input Japanese sentences on mobile phones since performance of mobile phones is
improving. Applications like E-mail, Web search, and so on are widely used on mobile phones now. We need to input Japanese
sentences using only 12 keys on mobile phones. We have proposed a method to input Japanese sentences on mobile phones quickly
and easily. We call this method number-Kanji translation method. The number string inputted by a user is translated into Kanji-
Kana mixed sentence in our proposed method. Number string to Kana string is a one-to-many mapping. Therefore, it is diﬃcult
to translate a number string into the correct sentence intended by the user. The proposed context-aware mapping method is
able to disambiguate a number string by artiﬁcial neural network (ANN). The system is able to translate number segments into
the intended words because the system becomes aware of the correspondence of number segments with Japanese words through
learning by ANN. The system does not need a dictionary. We also show the eﬀectiveness of our proposed method for practical use
by the result of the evaluation experiment in Twitter data.
1.Introduction
Ordinary Japanese sentences are expressed by two kinds
of characters, that is, Kana and Kanji. Kana is Japanese
phonogramic characters and has about ﬁfty kinds. Kanji
is ideographic Chinese characters and has about several
thousand kinds. Therefore, we need to use some Kanji
input methods in order to input Japanese sentences into
computers. A typical method is the Kana-Kanji translation
method of nonsegmented Japanese sentences. This method
translates nonsegmented Kana sentences into Kanji-Kana
mixed sentences. Since one Kana character is generally
inputted by combination of a few alphabets, this method
needs twenty six keys for the alphabets.
Recently, performance of mobile computing devices is
greatly improving. We consider that the devices are grouped
into two by their quality. One gives importance to easy
operation, the other gives importance to good mobility.
M o b i lep ho n esar eusab leasmo b i lec o mp u t e r san dbelo n gt o
the latter group. Their mobility is very good because typical
size of them is small. However, a general mobile phone
has only 12 keys, which are 0,1,...,9,∗,a n d# ,b e c a u s e
of the limited size. A growing number of Smartphones,
for example, iPhones, Blackberries, and so on, have full
QWERTY keyboards. It is not easy to press the intended
key because the key size is small. Moreover, a user needs to
p r e s saf e wk e y sp e rKana character since one Kana character
generally consists of a few alphabets. Therefore, we focus on
12 keys layout on the mobile phones.
The letter cycling input method is most commonly used
for the input of sentences on mobile phones. In this input
method, a chosen key represents a consonant, and the
number of pressing it represents a vowel in Japanese. For
example,thechosenkey“7”represents“m”,andthreepresses
of the key represent “u”. Then, the number of key presses
is three for the input character “む (mu)”. Since this input
method needs several key presses per Kana character, it is
troublesome for a user. Opportunities and needs are rapidly
increasing to input Japanese sentences into a small device
such as a mobile phone since performance of mobile phones2 Applied Computational Intelligence and Soft Computing
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aiueo
2:
ka ki ku ke ko
3:
sa si su se so
4:
ta ti tu te to
5:
na ni nu ne no
6:
ha hi hu he ho
7:
ma mi mu me mo
8:
ya yu yo
9:
ra ri ru re ro
* :
Voiced consonant, P-sound
0:
wa wo n
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Punctuation marks
Figure 1: Correspondance of number to KANA and its pronunciation.
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Figure 2: 50-sound table of KANA.
ta i ka i wo ka i sa i su ru
01 1 1 12 23 3 49
(The meeting is held.)
Number-Kanji translation
Figure 3: Example of translation.
isimproving.ApplicationslikeE-mail,Websearch,andsoon
are widely used on mobile phones now. Therefore, methods
are demanded which enable us to promptly and easily input
Japanese sentences on mobile phones.
Some input methods for mobile phones have been
proposed [1, 2], and the systems have been developed: for
example, T9 (Nuance Communications, Inc. has developed
T9.http://www.t9.com/).T9enablesustoinputonealphabet
per key press on the keypad of 9 keys. Since three or
four letters are assigned to each key of 9 keys, the speciﬁc
letter intended by one key press is ambiguous. This system
disambiguates the pressed keys on word level. However, the
system is for English mainly. Some input methods have been
proposedforJapanese[3–5].Themethodsenableustoinput
one Kana character per key press. Since about ﬁve Kana
characters are assigned to each key on a mobile phone, the
speciﬁc character intended by one key press is ambiguous.
The methods disambiguate by dictionaries. Therefore, they
are not able to translate the number strings into words not
included into the dictionary. Moreover, the methods spend
a lot of memory as the inputted data increases because
the words are acquired and registered into the dictionary
in some methods. Some predictive input methods have
been proposed [6–8]. The methods output word candidates
by prediction or completion. The number of key presses
increases to select the intended word because there are many
word candidates. Therefore, we focus on a number-Kanji
translation method without prediction.
We have proposed a number-Kanji translation method
based on artiﬁcial neural network (ANN) [9]. The system
becomes aware of the correspondence of number segments
with Japanese words through learning by ANN. Then, the
system translates an inputted number string by ANN. The
system does not use dictionaries for translation. There-
fore, the system may translate the number-segments into
unknown words without dictionaries. Moreover, the system
requires the only ﬁxed memory determined by the size of
ANN. Because of reduced memory requirement, we consider
that our proposed method is especially suitable for a mobile
phone.
This paper shows the outline of the number-Kanji trans-
lation, the processes of our proposed method, the evaluation
experiment, its result, and the eﬀectiveness of our proposed
method for practical use.
2. Outlineof Number-Kanji Translation
Figure 3 shows an example of the number-Kanji translation.
A user inputs the number-string “41210213139” for the
Kanji-Kana mixed sentence “大会を開催する (The meeting
is held.)”. A user is able to input rapidly and easily because
one key stroke corresponds to one Kana character. The
number-string is translated into the intended Japanese
sentence by a number-Kanji translation method.
A user inputs a string of numbers corresponding to
the pronunciation of an intended Japanese sentence based
on Figure 1.T h eKana-Kanji translation method translates
a Kana sentence, whereas the number-Kanji translation
method translates a string of numbers. A key pressed on the
keypad of 12 keys represents a line of the 50-sound table of
Kana, which is the Japanese syllabary. Figure 2 shows the 50-
sound table. It is set in a ﬁve-by-ten matrix. The matrix has
ﬁve vowels and ten consonants. Almost all Kana characters
are composed of a consonant plus a vowel. A user is able to
input one Kana character per key press.
Figure 1 shows the correspondence of the number with
Kana characters: for example, the key “4” represents “た
(ta)” or “ち (ti)” or “つ (tu)” or “て (te)” or “と (to)” of
Kana characters. The characters in parentheses represent the
pronunciation of Kana. Then, a number character of 12 keys
generally corresponds to a consonant. Since the vowel infor-
mation degenerates, the string of numbers has ambiguity:
for example, the number-string “4121” corresponds to notApplied Computational Intelligence and Soft Computing 3
Number string
Division process
Number segments
Translation process
Japanese words
Combination process
Japanese sentence
(Kanji-Kana mixed sentence)
Figure 4: Procedure.
only the Kana characters “たいかい (taikai)” but also “てい
こう (teikou)”, “とうこう (toukou)”, and so on. Moreover,
a string of Kana character means some Japanese words: for
example, the Kana characters “たいかい (taikai)” mean not
only the Japanese word “大会 (the meeting)” but also “退
会 (withdrawal)”, “大海 (ocean)”, and so on. Our proposed
method uses ANN for the disambiguation.
The user presses the key “∗” for a voiced consonant and
a p-sound in our proposed method. For example, the user
inputs the number-string “4 ∗ 12” for the Japanese word
“大工 (a carpenter)” of which the pronunciation is “だい
く (ta∗iku)” (“ta∗iku” is generally expressed as “daiku”i n
Japanese.However,“da”istranslatedinto“4∗”,andthe“4∗”
also corresponds to “ta∗” in the system. Therefore, “daiku”
is expressed as “ta∗iku” in this paper).
3.Processes
Our proposed method has the learning stage and the transla-
tion stage. Figure 4 shows the procedure in the translation
stage. The procedure consists of the division process, the
translation process, and the combination process in this
order.
3.1. Division Process. Our proposed method uses ANN, and
the size of ANN needs to be ﬁxed basically. A user inputs
a string of numbers corresponding to the pronunciation
of an intended Japanese sentence. It is diﬃcult to design
ANN because the length of a natural language sentence
is indeﬁnite and a Japanese sentence is not segmented.
Therefore,thesystembasedonourproposedmethoddivides
the inputted number-string into the number-segments with
a ﬁxed length.
Figure 5 shows an example of the division process. The
inputted number-string is divided into 11 segments, that is,
from segment 1 to segment 11. The ﬁxed length of each
segment is 4 in Figure 5.
It is easy to design ANN because the length of the
segments is ﬁxed. However, the segmentations are not
always correct. The segments may include incorrect words.
ta i ka i wo ka i sa i su ru
0
0
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1 1 1 1
1
1
1
1
1
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Figure 5: Example of division process.
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Figure 6: Example of translation process.
Therefore,thesystemneedstoselectthecorrectwordsandto
combine them for making up the Japanese sentence intended
by the user in the combination process.
3.2. Translation Process. The system becomes aware of the
correspondence of number-segments with Japanese words
throughlearningbyANNinthelearningprocess.Thesystem
translates each divided segment by the ANN. The system
needs to translate the correct segments into the correct
Japanese words and to decide the incorrect segments.
Figure 6 shows an example of the translation process.
Each segment divided in the division process is translated
by ANN. The segment 1 needs to be translated into the
correct word “大会 (the meeting)” because its segmentation
is correct. The segment 2 needs to be decided as the incorrect
segment because its segmentation is incorrect. Then, the
segment 2 is translated into “FFFF” as a noncharacter code
in Figure 6.
3.3.CombinationProcess. Thesystembasedonourproposed
method makes up the Japanese sentence to combine the
translation result because the translation result is divided
into segments.
Figure 7 shows an example of the combination process.
The segment 2, the segment 11, and soon are decided as the
incorrect words. Then, the system makes up the Japanese4 Applied Computational Intelligence and Soft Computing
Segment 1 Segment 2 Segment 5 Segment 6
Combination process
(The meeting is held.)
Segment 10 Segment 11
··· ···
Figure 7: Example of combination process.
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Figure 8: Structure of ANN.
sentence “大会を開催する” to combine the segment 1, the
segment 5, the segment 6, and the segment 10 in Figure 7.
3.4. Learning Stage. The learning stage is performed inde-
pendent of the translation stage. The system becomes aware
of the correspondence of number-segments with Japanese
words through learning by ANN.
We use multilayer feed-forward neural network trained
by error backpropagation. The excitations propagate in a
single direction, from the input layer to the output layer,
through multiple intermediate layers, often called hidden
layers. The connection weights, which mimic the synapses,
are initialized with random values and gradually trained for
the task in hand using a gradient descent training algorithm.
The most common one is known as error backpropagation
[10]. Thus, the functionality of the network is stored among
the connection weights of diﬀerent neuron nodes in a
distributed manner.
The structure of ANN is shown in Figure 8.An u m b e r -
string is inputted to the input layer as the input value.
The number-string has 12 kinds of characters, that is,
0,1,...,9,∗, and #. Since each input value is a binary
digit, the input layer needs 4 nodes per character. The
number-stringconsistsoftheforwardnumber-stringandthe
number-segment. A forward number-string has l characters.
A number-segment has m characters. Therefore, the input
layer has 4 × (l + m) nodes. A Japanese word is outputted
to the output layer as the output value. The output value
is a binary digit also. Since a Japanese character needs 2
Bytes = 16 nodes, the output layer has 16 × n nodes for n
Japanese characters. The network is adjusted by evaluating
the diﬀerence of a predicted character and a given character
as nodes (=binary digits) in the output layer.
Forexample,thecorrespondenceofthenumber-segment
“4121” with the Japanese word “大会” is learned by ANN.
Then, the system is able to translate the number-segment
“4121” into the Japanese word “大会” without a dictionary.
Not only a segment but also its forward number-string is
learned by ANN. For example, the forward number-string
“2131” of the segment “39” is learned. Then, the backward
segment“39”ofthenumber-string“2131”isabletotranslate
into the correct word “する”. Thus, our proposed method
uses a context.
4. EvaluationExperiment
The system based on our proposed method has been devel-
oped for an experiment. The system is not able to make up
the correct Japanese sentence in the combination processApplied Computational Intelligence and Soft Computing 5
Table 1: Experiment data.
No. of characters 55,951
No. of diﬀerent words 4,199
No. of character code segments 20,674
No. of noncharacter code segments 28,565
Table 2: Parameter of ANN.
No. of input nodes 40
No. of hidden nodes 144
N o .o fo u t p u tn o d e s 1 4 4
Learning rate 0.01
Table 3: Accuracy of translation per node.
Japanese character code 93.4 [%]
Noncharacter code 98.8 [%]
Total 96.5 [%]
Table 4: Mean number of erroneous node per segment.
Japanese character code 10.64
Noncharacter code 1.97
Total 5.62
if the number-segments are not translated into the correct
Japanese words in the translation process. Therefore, we
evaluated the translation accuracy in the translation process.
4.1. Experiment Data and Procedure. The data for the
experimentistextauserinputtedonTwitter(anonlinesocial
networking service http://twitter.com/) .T h ed e t a i li ss h o w n
in Table 1. The character code segments correspond to the
correct words. They have to be translated into the Japanese
words. The noncharacter code segments correspond to the
incorrect words. They have to be translated into “FFFF” in
the translation process.
The parameter of ANN is shown in Table 2. The input
nodes are for the divided number-segments and the forward
number-string. The max length of the segments is 6 (=m
in Figure 8), and the length of the forward string is 4
(=l in Figure 8). The value is decided by the preliminary
experiment. The number of input nodes is 40 because a
number character needs 4 nodes in the network. The output
nodes are for the character codes of the Japanese words. The
m a xl e n g t ho ft h ew o r d si s9( =n in Figure 8), and a Japanese
character needs 16 nodes (2 Bytes) in the network. Then, the
numberofoutputnodesis144.Thenumberofhiddennodes
is equal to the number of output nodes. The learning rate is
0.01.
Thedataisdividedinto5setsforK-foldcross-validation.
Each of the 4 sets is used to train the network, and the rest 1
set is used to test.
4.2. Results and Considerations. First of all, we evaluated the
root mean square errors (RMSEs) in the learning stage for
conﬁrmation of the learning times. Figure 9 shows RMSE for
0.006
0.007
0.008
R
M
S
E
0.004
0.005
0
Learning times
2000 4000 6000 8000 10000
Figure 9: Changes in RMSE.
each set of 5 sets for K-fold cross-validation in the learning
stage. In Figure 9, the errors are decreasing as the learning
times are increasing. The value of RMSE is below 0.005, and
the changes are convergent ﬁnally. Therefore, it is shown that
the system is able to learn the data normally. 10, 000 epochs
are suﬃcient for the training of the data.
Table 3 shows the mean rate for the correct translation
per node in the network of the Japanese character code, the
noncharacter code, and total in the translation process. In
Table 3, the accuracy of translation for noncharacter code is
higher than that for Japanese character code. This is because
the segments of noncharacter code are larger than ones of
Japanese character code. Ordinarily, the translation accuracy
tends to be higher when the data is large for the learning.
The translation accuracy of Japanese Kana-Kanji trans-
lation method is about 95 [%] per character in general.
Therefore, we consider that 6 [%] translation error for
Japanese character code is not always large. The Kana-Kanji
translation method translates a Kana sentence, whereas our
proposedmethodtranslatesastringofnumbers.Itisdiﬃcult
to translate a number-string because a number-string is
more ambiguous than a Kana sentence. The accuracy of
the number-Kanji translation method is about 85 [%] per
character in our previous work [3]. Therefore, the accuracy
of our proposed method is never low even though the
accuracy is per node. We consider that the accuracy achieves
a practical level.
Table 4 shows the mean number of the erroneous nodes
per segment for the Japanese character code, the non-
character code, and total. The non-character code means
the segmentation is wrong, and the number-segment does
not correspond to a Japanese word. The system needs to
distinguish the segments with Japanese character code from
ones with non-character code. The distinction is never easy
because the non-character code segment may correspond to
another Japanese word.
In Table 3, the accuracy of translation for non-character
code is 98.8 [%]. In Table 4, the mean number of erroneous
nodes is 1.97. Then, the translation accuracy of the segment
for non-character code is high. The accuracy for Japanese
character code is 93.4 [%]. Although the rate is high, the
translation result has errors. The mean number of erroneous
nodes is 10.64 in Table 4. The value is low relatively because6 Applied Computational Intelligence and Soft Computing
the size of the output nodes is 144. Therefore, we consider
that it is possible to translate the erroneous nodes into the
correct words by increasing learning data or adding the
correction process and so on.
We are able to calculate the total number of links in the
network. The number of links is deﬁned as
no. of links =

no. of input nodes + 1

× no. of hidden nodes
+(no. of hidden nodes + 1)
× no. of output nodes,
(1)
where “+1” means an additional node for a bias of ANN.
The total number of links in the system of the evaluation
experiment is calculated as
(40 +1) ×144 +(144 + 1) × 144 = 26,784. (2)
If the size for a weight is 4 Bytes per link in the network,
the size of memory is about 107KB. The size is small
and ﬁxed. The memory size does not change when the
learningdataincreases.Therefore,itiseasytoimplementour
proposed method on a mobile phone.
5. Conclusion
In this paper, we proposed a context-aware number-Kanji
translation method using ANN and have shown the eﬀec-
tiveness of the method by the actual experiment for practical
use.
The algorithm enables to input one Kana character per
keystroke.Then,auserisabletoinputaJapanesetextrapidly
and easily. However, a string of numbers inputted by the
user is ambiguous. Our proposed method disambiguates the
number-string and translates it into the Japanese sentence
intended by the user using ANN. The system becomes aware
of the correspondence of number-segments with Japanese
words through learning. Therefore, the system is able to
translate the number-string into the intended sentence by
ANN without a dictionary. The system requires the ﬁxed
memory determined by the size of ANN. Because of reduced
memory requirement, our proposed method is especially
suitable for a mobile phone.
In the experiment, we use Twitter data to conﬁrm the
eﬀectiveness of our proposed method for practical use. The
accuracy of the translation per node is high. The mean
number of the erroneous nodes is about 11 per segment
for Japanese character code. The value is low in comparison
with the size of the output nodes in the network. Therefore,
we consider that it is possible to translate the erroneous
segments into the correct words. By the actual experiment, it
is shown that our proposed method is eﬀective for practical
use.
One of future works is to add the correction process for
recovering the erroneous nodes. Then, we need to evaluate
the translation accuracy in the combination process and
compare with current popular methods.
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