Abstract. In this paper, we obtain weighted Montgomery's identities for function of two variables and apply them to give new generalization weighted integral inequality for double integrals involving functions of two independent variables by using fairly elementary analysis.
Introduction
In 1938, the classical integral inequality established by Ostrowski [8] as follows: 
Then, the inequality holds:
for all x ∈ [a, b]. The constant 1 4 is the best possible.
Inequality (1.1) has wide applications in numerical analysis and in the theory of some special means; estimating error bounds for some special means, some mid-point, trapezoid and Simpson rules and quadrature rules, etc. Hence inequality (1.1) has attracted considerable attention and interest from mathematicans and researchers. Due to this, over the years, the interested reader is also refered to ( [1] - [7] , [9] - [20] ) for integral inequalities in several independent variables. In addition, the current approach of obtaining the bounds, for a particular quadrature rule, have depended on the use of Peano kernel. The general approach in the past has involved the assumption of bounded derivatives of degree greater than one.
If
, then Montgomery identity holds:
where P (x, t) is the Peano kernel defined by
is some probability density function, i.e. is a positive integrable function satisfying b a w(t)dt = 1, and W (t) = t a w(x)dx for t ∈ [a, b] , W (t) = 0 for t < a and W (t) = 1 for t > b. The following identity is a generalization of Montgomery's identity,
where P w (x, t) is the weighted Peano kernel defined by
In [3] and [5] , the authors obtain two identities which generalize (1.2) for functions of two variables. In fact, for f : 
In a recent paper [19] , by using the weight function w : 
Then, we have:
The main aim of this paper is to establish weighted Montgomery's identities for function of two variables and apply them to give new generalization weighted integral inequality for double integrals involving functions of two independent variables by using fairly elementary analysis.
Main result
To prove our theorems, we need the following two lemmas:
where p w (x, t) and q w (y, s) are defined by (1.6) and (1.7), respectively.
Proof. By definitions of p w (x, t) and integrating by parts, we can state:
for all x ∈ [a, b] . Applying the identity (2.2) for the partial derivative
Again, formula (2.2) applied for the partial derivative
Similarly, for partial the derivative of (2.4) according to t, we get
Subsituting (2.4) and (2.5) into identity (2.3) and rewriting, we easily deduce:
which completes the proof.
Remark 1. If we choose w(.) = 1 in Lemma 2, we get the identity (1.4).
Lemma 3. Under the assumptions of Lemma 2, we have
Proof. By substituting (x, y) = (a, c),
respectively and summing the resulting identities and after some simplification, we get the desired identity (2.7).
Our main results are given in the following theorems:
∂s , and
Proof. From Lemma 2, using the properties of modulus, and from the hypotheses, we observe that
First we calculate the right-hand side of the corresponding inequality (2.9), we have ( On the other hand, for the last integral of right hand side of (2.9), using the results of (2.10) and (2.11) Thus, using (2.10), (2.11) and (2.12) in (2.9), we obtain the inequality (2.8) and the proof is completed. Proof. If we choose w(u) = 1 in Theorem 2, then we get the inequality (2.13).
If we take x = a+b 2 and y = c+d Remark 2. If we choose w(u) = 1 in Corollary 2, we get
