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measured to be
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1 Introduction
Measurements of the production cross-section of electroweak bosons constitute an impor-
tant test of the Standard Model at LHC energies. Theoretical predictions, which are avail-
able at next-to-next-to-leading order (NNLO) in perturbative quantum chromodynamics
(QCD) [1–5], rely on the parameterisations of the momentum fraction, Bjorken-x, of the
partons inside the proton. The uncertainties on the parton density functions (PDFs) of
the proton are larger at low Bjorken-x values. The forward acceptance of the LHCb ex-
periment, with a pseudorapidity coverage in the range 2 < η < 5, can directly access this
region of the phase space to Bjorken-x values as low as 10−6 and provide constraints on
the PDFs that complement those of the ATLAS and CMS experiments [6]. In addition
to the determination of the W boson cross-section, the ratio of W+ to W− cross-sections
and the W production charge asymmetry allow the Standard Model to be tested with high
precision, as experimental and theoretical uncertainties partially cancel.
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LHCb has previously reported measurements of inclusive W and Z boson production
in pp collisions at a centre-of-mass energy of
√
s = 7 TeV to final states containing muons
using a data sample corresponding to an integrated luminosity of about 40 pb−1 [7]. The
impact of the W results on the PDF determination was studied and determined to be the
largest compared to other LHC Drell-Yan data due to the forward acceptance of the LHCb
detector [8, 9]. A more precise measurement of the W production can therefore further
improve the knowledge of the partonic content of the proton. The analysis presented in this
paper is based on a data set collected in 2011, which corresponds to an integrated luminosity
of approximately 1.0 fb−1. The contribution of virtual photons to Z boson production is
always implied. The inclusive W+ and W− cross-sections, σW±→µ±ν , are measured for
muons with a transverse momentum, pT, greater than 20 GeV/c and η between 2.0 and
4.5. The differential cross-sections, the W+ to W− cross-section ratio, RW , and the muon
charge asymmetry, Aµ, are determined in the same fiducial kinematic region in eight bins
of muon pseudorapidity. The ATLAS [10] and CMS [11] collaborations already reported
measurements of these quantities, although in different kinematic volumes. Measurements
are corrected for final state radiation (FSR) of the muon. No corrections are applied for
initial state radiation, electroweak effects, and their interplay with QED effects.
The paper is organised as follows: section 2 describes the LHCb detector as well as
the data and the simulation samples used; the selection of the W → µν candidates and the
extraction of the signal yield are outlined in sections 3 and 4; section 5 describes the cross-
section measurement and discusses the associated systematic uncertainties; the results are
presented in section 6; and section 7 concludes the paper.
2 Detector and data sets
The LHCb detector [12] is a single-arm forward spectrometer covering the pseudorapidity
range 2 < η < 5, designed predominantly for the study of particles containing b or c quarks.
The detector includes a high-precision tracking system consisting of a silicon-strip vertex
detector surrounding the pp interaction region, a large-area silicon-strip detector located
upstream of a dipole magnet with a bending power of about 4 Tm, and three stations of
silicon-strip detectors and straw drift tubes placed downstream of the magnet. The magnet
polarity can be reversed, so that left-right detector asymmetry effects can be studied and
corrected for in the analyses. The tracking system provides a measurement of momentum,
p, with a relative uncertainty that varies from 0.4% at low p values to 0.6% at 100 GeV/c.
The minimum distance of a track to a primary vertex, the impact parameter (IP), is
measured with a resolution of (15 + 29/pT)µm, where the pT is in GeV/c. Different types
of charged hadrons are distinguished using information from two ring-imaging Cherenkov
detectors. Photon, electron and hadron candidates are identified by a calorimeter system
consisting of scintillating-pad and preshower detectors, an electromagnetic and a hadronic
calorimeter. Muons are identified by a system composed of alternating layers of iron
and multiwire proportional chambers. The trigger consists of a hardware stage, based on
information from the calorimeter and muon systems, followed by a software stage, which
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applies full event reconstruction. A set of global event cuts that prevents events with high
occupancy dominating the processing time of the software trigger is also applied.
This measurement is based on data corresponding to an integrated luminosity of 975±
17 pb−1 taken in pp collisions at a centre-of-mass energy of 7 TeV. The absolute luminosity
scale was measured periodically throughout the data taking period using both Van der
Meer scans [13], where the beam profile is determined by moving the beams transversely
across each other, and a beam-gas imaging method [14], in which beam-gas interaction
vertices near the beam crossing point are reconstructed to determine the beam profile.
The two methods give consistent results and the integrated luminosity is determined from
their average, with an estimated systematic uncertainty of 1.7% [15].
Simulated data are used to optimise the event selection, estimate the background
contamination and check the efficiencies. In the simulation, pp collisions are generated
using Pythia [16] with a specific LHCb configuration [17]. Decays of hadronic parti-
cles are described by EvtGen [18], in which final state radiation (FSR) is generated
using Photos [19]. The interaction of the generated particles with the detector and its
response are implemented using the Geant4 toolkit [20, 21] as described in ref. [22]. Ad-
ditional simulated samples of W → µν and Z → µµ events are generated with the program
ResBos [23–25] using the CT10 NNLO [26] PDF set. ResBos includes an approximate
NNLO O(α2) calculation, plus a next-to-next-to-leading logarithm approximation for the
resummation of the soft radiation at low transverse momentum of the vector boson.
Results are compared to theoretical predictions calculated with the Fewz [27, 28] gen-
erator at NNLO for the ABM12 [8], CT10 [26], HERA1.5 [29], JR09 [30], MSTW08 [31]
and NNPDF2.3 [9] NNLO PDF sets. The scale uncertainties are estimated by indepen-
dently varying the renormalisation and factorisation scales by a factor of two around the
nominal value, which is set to the boson mass. The total uncertainty for each set corre-
sponds to the PDF (68% CL) and the scale uncertainties added in quadrature.
3 Event selection
The signature of a W → µν decay consists of an isolated high transverse momentum muon
produced at the pp interaction point. The events must first pass a trigger decision that
requires the presence of at least one muon with pT > 10 GeV/c. Events are subsequently
selected to contain at least one well reconstructed muon with a transverse momentum
greater than 20 GeV/c and a pseudorapidity in the range 2.0 < η < 4.5. These conditions
define the fiducial kinematic region of the measurement. Additional requirements are
imposed to discriminate signal candidates from background events.
While leptons from electroweak boson decays are expected to be isolated, hadronic
QCD processes tend to be associated with jets and produce particles with more activity
around them. The muon isolation is described by using the scalar sum of the transverse
momentum of all charged particles in the event excluding the candidate, pconeT , in a cone
of radius R = 0.5, as well as an analogous variable based on calorimeter information not
associated to any track, EconeT . The cone radius is defined as R =
√
∆η2 + ∆φ2, where
∆η (∆φ) is the difference in pseudorapidity (azimuthal angle) between the muon and the
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extra particle. The pconeT and the E
cone
T variables are required to be smaller than 2 GeV/c
and 2 GeV, respectively.
Drell-Yan events with two muons within the detector acceptance are removed by ve-
toing on the presence of a second muon with pT > 2 GeV/c.
Owing to the long lifetime of the tau lepton, as well as of beauty and charm hadrons,
muons produced in Z → ττ , W → τν or semileptonic decays of heavy flavour hadrons
mostly originate far from the interaction point where the two protons have collided. Thus
selected candidates are required to have an IP < 40µm.
Muons typically deposit little energy in the calorimeters in contrast to high-momentum
kaons or pions punching through the detector to the muon chambers. Mis-identification due
to punchthrough is reduced by requiring Ecalo/pc < 4%, where Ecalo is the sum of the energy
deposition in the electromagnetic and hadronic calorimeters associated to the particle.
In order to optimise the W → µν selection and evaluate the corresponding efficiency
from data, a control sample, pseudo-W , is selected by requiring a pair of well reconstructed
tracks identified as muons with an invariant mass, mµµ, within 10 GeV/c
2 of the nominal Z
boson mass. Each of the leptons is alternately masked to mimic the presence of a neutrino
and so fake two W → µν decays. A total of 47503 Z → µµ candidates are identified.
Given the stringent requirement on the reconstructed dimuon mass, the sample purity is
expected to be larger than 99.7%, as observed in ref. [7] within a wider mass window,
and so no background subtraction is performed. The pseudo-W sample is generally in
good agreement with W → µν simulation. A small difference is observed in momentum-
dependent quantities due to a larger average pT in Z → µµ than W → µν decays, which
is corrected using simulation.
4 Signal yield
A total of 806094 W → µν candidate events fulfil the selection requirements. The signal
yield is determined by simultaneously fitting the pT spectra of positively and negatively
charged muons in data to the expected shapes for signal and background contributions
in eight bins of muon pseudorapidity. A template fit is performed for transverse mo-
menta between 20 and 70 GeV/c using an extended maximum likelihood method based on
ref. [32]. The following contributions are considered, where all simulation-based templates
are corrected to account for differences in the reconstruction and the selection efficiencies
as observed between data and simulation.
The W → µν shape, which is defined by the pT of the muon, is modelled using simu-
lation by correcting reconstructed Pythia events with ResBos. The signal normalisation
is allowed to vary independently in each bin of muon pseudorapidity and for each charge.
The templates of Z → µµ, W → τν and Z → ττ decays with only one muon in the
LHCb acceptance are described using simulation. In addition, Z → µµ events are weighted
to reproduce the ResBos muon pT distribution. The normalisation of the electroweak
backgrounds is fixed by scaling the number of Z decays with both muons in the detector
acceptance, as reconstructed in the pseudo-W data sample, by the probability of having
only one muon in LHCb instead of two, as determined from simulation. The number is
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Figure 1. Fit to (left) the impact parameter distribution and (right) the relative energy deposition
in the calorimeters. The data are compared to fitted contributions described in the legends.
corrected for differences in reconstructing and selecting Z and W events and takes into
account acceptance variations between W → τν, Z → ττ and Z → µµ decays. The
electroweak backgrounds account for (9.82 ± 0.16)% of the total number of candidates,
where the uncertainty is statistical and dominated by the size of the pseudo-W sample.
The pT spectrum of semileptonic decays of heavy flavour hadrons is obtained from data
by requiring an impact parameter exceeding 100µm, which selects tracks incompatible with
production at a primary vertex. Several IP thresholds are tested with marginal changes
to the pT distribution, as cross-checked on data and simulation. The normalisation is
determined via a template fit to the IP distribution in data with three classes of events:
muons originating from the pp interaction point, described with pseudo-W data, muons
coming from W → τν or Z → ττ decays, parameterised with simulation, and muons from
heavy flavour hadrons, modelled with a mixture of inclusive bb and cc simulated samples.
The result of the fit is shown in figure 1 (left) from where the heavy flavour normalisation
is determined to be (0.48± 0.03)%, and constrained in the pT fit.
The residual background due to K and pi punchthrough is determined from data using
a template fit. Figure 1 (right) shows the fit to the relative energy deposition in the
calorimeters, where W → µν candidates are compared to muons and hadrons selected
from pseudo-W and randomly triggered data, respectively. By requiring Ecalo/pc < 4%,
kaons or pions punching through the detector to the muon chambers are reduced to a
negligible level and therefore not considered when measuring the W → µν yield.
Kaons and pions decaying in flight to muons are described using data. Tracks that are
not involved in any trigger decision are selected and the corresponding pT is weighted by
their probability to decay to muons, as measured on data. The probability is determined as
the fraction of reconstructed particles identified as muons, and is found to be consistent with
an estimate based on the mean lifetimes and decay distance of simulated K and pi mesons.
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Figure 2. Transverse momentum distribution of the (left panel) positive and (right panel) negative
muon candidates in the fiducial pseudorapidity range. The data are compared to fitted contributions
described in the legend. The fit residuals normalised to the data uncertainty are shown at the
bottom of each distribution.
The normalisation of the decay-in-flight background is allowed to vary independently in
each η bin and for each charge.
The signal purity, defined as the ratio of signal to candidate event yield, is determined
with a fit that relies on the correct description of the pT distribution in data and thus a good
calibration of the momentum scale is needed. The momentum measurement, which is based
on the curvature of charged particle trajectories, critically depends on the correct alignment
of the LHCb detector and on an accurate knowledge of the magnetic field across the tracking
volume. To calibrate the momentum scale for high-pT particles, di muon pairs are identified
with the same criteria used to select the pseudo-W sample, but with mµµ in the range from
60 to 120 GeV/c2. The calibration is performed in bins of η and φ for positively and nega-
tively charged muons separately, by exploiting the deviations of the average reconstructed
invariant mass from the known Z boson mass. The procedure removes the dependence of
mµµ on the direction of flight of the muon, as well as of the pT on the charge of the particle.
The result of the fit in the range 2.0 < η < 4.5 is presented in figure 2, while figures 8
and 9 in appendix A show the fit in the eight pseudorapidity bins. The χ2/ndf of the fit
is 1.65, with 768 degrees of freedom. The distribution of the normalised fit residuals show
an imperfect description of the data by the adopted templates, particularly for negative
muons at high pT values, however, the effect on the signal yield is small. The W
+ → µ+ν
and W− → µ−ν sample purities are determined to be (77.13±0.19)% and (77.39±0.23)%,
respectively.
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5 Cross-section measurement
The inclusiveW boson production cross-section is measured in eight bins of muon η between
2.0 and 4.5, and with the requirement that the muon has a pT above 20 GeV/c. The cross-
section in each pseudorapidity bin is defined as
σW±→µ±ν(ηi) =
1
L ·
NW · ρ±(ηi)
A±(ηi) · εrec(ηi) · εsel(ηi) ·
1
1− f±FSR(ηi)
,
where L is the integrated luminosity corresponding to the data set used in the analysis
and NW is the total number of selected W → µν candidates. The signal purity, ρ±, the
acceptance, A±, the reconstruction and the selection efficiencies, εrec and εsel, and the
correction for FSR, f±FSR, are determined for each η bin. The cross-section in the range
2.0 < η < 4.5 is obtained by summing over all bins.
5.1 Acceptance
The acceptance factor, A±, is used to correct for the reduced pT range of the fit. The
correction is taken from the W → µν ResBos simulation and is defined as the fraction
of generated events fulfilling the kinematic requirements of the measurement that have a
muon transverse momentum smaller than 70 GeV/c. The average acceptance is 99.3% and
99.1% for W+ and W−, respectively. In addition, no significant migration between η bins
is observed and no correction is applied.
5.2 Reconstruction efficiencies
The efficiency to reconstruct the muon produced in a W → µν decay, εrec, is determined
using data-driven techniques following refs. [7] and [33]. The reconstruction efficiency is
factorised as the product of the tracking, the particle identification, the trigger and the
global event cut efficiencies. The Z → µµ decay mode provides a highly pure sample
of events that is used to determine efficiencies for high-pT muons via a tag-and-probe
method. The tag is a reconstructed track identified as a muon that triggered the event,
while a second reconstructible object is used as the probe. The tag and the probe are
required to have pT greater than 20 GeV/c, a pseudorapidity in the range 2.0 < η < 4.5, to
be associated to the same primary vertex and have a combined invariant mass between 60
and 120 GeV/c2. The efficiency is determined as the fraction of tag-and-probe candidates
that fulfil a specific requirement on the probe.
The tracking efficiency is determined using a probe track reconstructed by combining
hits in the muon stations and the large-area silicon-strip detector, which are not used
in the track finding. In order to reduce the background contribution, the accepted mµµ
range is restricted to 70− 110 GeV/c2, and the tag and the probe are required to have an
azimuthal separation greater than 0.1 rad. The efficiency depends on the probe η value
and varies between 87.2% and 97.3%. Simulation is used to correct for possible biases
in the method, which range between 0.4% and 2.0%, and the corresponding systematic
uncertainty is combined in quadrature with the statistical precision of the determination.
The total uncertainty on the tracking efficiency varies between 0.4% and 1.0%.
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The efficiency for identifying a muon is measured using a reconstructed track as the
probe lepton. The tag and the probe are required to be isolated (pconeT < 2 GeV/c) and to
have an azimuthal separation greater than 2.7 rad to ensure a sample of very high purity.
The use of the isolation requirement is investigated in simulation and proved not to bias
the efficiency determination. The muon identification efficiency is found to vary between
95.6% and 98.8% as a function of the probe pseudorapidity. The corresponding uncertainty
is about 0.2% and accounts for the small amount of residual background.
The trigger efficiency is evaluated by using an identified muon as the probe object. To
reduce the background to a negligible level, an isolation requirement (pconeT < 2 GeV/c) is
applied to the tag and the probe. The measurement is not biased by the requirement on
the pconeT , as verified using simulation. The efficiency depends on the η value of the probe
and ranges between 77.6% and 81.5%. The trigger efficiency uncertainty corresponds to
the statistical uncertainty only and varies between 0.4% and 0.6%. To account for losses
due to a high event occupancy in the hardware trigger, the global event cut efficiency is
determined from data using a dimuon trigger with a relaxed threshold. The efficiency
depends on the event multiplicity. After correcting for occupancy differences between Z
and W events, this is determined to be (95.9± 1.1)%.
The reconstruction efficiencies are checked against simulation, for dependences on the
muon charge as well as other quantities. No biases are observed.
5.3 Selection efficiency
The efficiency to select W → µν events, εsel, defined as the fraction of events that fulfil
the requirements used to identify the candidates, is measured using the pseudo-W sample.
Good agreement is observed between pseudo-W data and W → µν simulation; however, the
larger average pT of pseudo-W events must be accounted for. Simulation is used to asses
the difference due to measuring the selection efficiency with muons produced in Z instead
of W boson decays, which on average amounts to about 2%. The statistical uncertainty
of the data-driven determination and of the simulation-based correction are summed in
quadrature. The efficiency is found to vary as a function of the muon pseudorapidity.
No dependence on the lepton charge is observed except for the most forward η bin. The
measured εsel ranges between 61.9% and 70.0% in the central bins with an uncertainty of
about 0.5%, but decreases to 49.0% in the first pseudorapidity bin. The efficiency to select
W+ and W− in the range 4.0 < η < 4.5 is (34.1± 0.8)% and (29.3± 0.7)%, respectively.
5.4 Final state radiation
The FSR correction, f±FSR, is evaluated using Photos interfaced to Pythia as the ratio of
the number of generated events that after photon radiation fail the kinematic requirements
to the number of generated decays that before FSR satisfy the same criteria. The correction
in bins of muon pseudorapidity is reported in appendix B (table 2).
5.5 Systematic uncertainties
The contributions to the systematic uncertainty considered in the analysis are the shape
and the normalisation of the templates used in the fit, the reconstruction and the selection
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Source ∆σW+→µ+ν [%] ∆σW−→µ−ν [%] ∆RW [%]
Template shape 0.28 0.39 0.59
Template normalisation 0.10 0.10 0.06
Reconstruction efficiency 1.21 1.20 0.12
Selection efficiency 0.33 0.32 0.18
Acceptance and FSR 0.18 0.12 0.21
Luminosity 1.71 1.71 —
Table 1. Summary of the systematic uncertainties on the inclusive cross-sections and their ratio.
efficiencies, the acceptance and the FSR corrections, and the luminosity determination. A
summary of the systematic uncertainties on the W+ and W− cross-sections and their ratio
is given in table 1.
An estimate of the uncertainty arising from the choice of the template shapes is eval-
uated by refitting the data with different pT distributions for the signal and the main
background components, and combining the observed variations in the results in quadra-
ture. The weights that correct the W → µν and Z → µµ templates to reproduce the
ResBos muon pT distributions are smeared by their statistical uncertainty. The observed
change on the W+ (W−) cross-section is 0.01% (0.05)%. The shape of the decay-in-flight
template is modified by constraining the relative normalisation between positively or nega-
tively charged particles in each η bin according to fractions observed in randomly triggered
events. The W+ and W− cross-sections vary by 0.23% and 0.35% respectively. In addition,
the correction applied to simulation-based templates that accounts for efficiency differences
with respect to data is modified by its statistical uncertainty, inducing a variation of 0.16%
(0.15)% in σW+→µ+ν (σW−→µ−ν). The larger template shape uncertainty assigned to the
W− cross-section accounts for the better description by the fit model of the pT spectrum
of positive muons, as shown in figure 2.
Similarly, the normalisations of the constrained templates are varied independently
and the largest deviations corresponding to each source are summed in quadrature. The
electroweak template normalisation is shifted by ±1σ, which corresponds to a change of
the W+ and W− production cross-sections of 0.10%. The residual amount of heavy flavour
events is varied by its statistical uncertainty. No change is observed on σW+→µ+ν and
σW−→µ−ν . Because the heavy flavour template shape is very similar to the decay-in-flight
component, variations to the former are compensated by a change in the normalisation of
the latter, with small effects on the results.
The reconstruction and the selection efficiencies are measured from data and the uncer-
tainty of each determination is taken as an estimate of the corresponding systematic uncer-
tainty. The resulting uncertainty on the W cross-sections is 1.2% for εrec, and 0.3% for εsel.
The acceptance and FSR corrections are evaluated using simulation. The statistical
uncertainty of A± and the total uncertainty of f±FSR, which includes extra sources of theo-
retical uncertainties, are summed in quadrature and result in a 0.18% (0.12)% systematic
uncertainty on the W+ (W−) boson cross-section.
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The luminosity determination has a precision of 1.71% [15] and is quoted separately
from the other sources of systematic uncertainty.
To check for possible detector-induced asymmetries, data samples collected with op-
posite magnet polarity are analysed separately. No significant discrepancy is observed on
the W+ to W− cross-section ratio, which does not depend on the luminosity determination
and is less sensitive to efficiency biases, and no systematic uncertainty is added.
6 Results
The W+ → µ+ν and W− → µ−ν production cross-sections for muons with a pT exceeding
20 GeV/c and 2.0 < η < 4.5 are measured to be
σW+→µ+ν = 861.0± 2.0± 11.2± 14.7 pb,
σW−→µ−ν = 675.8± 1.9± 8.8± 11.6 pb,
where the first uncertainty is statistical, the second is systematic and the third is due to
the luminosity determination. Aside from the luminosity contribution, measurements are
dominated by the limited knowledge of the reconstruction efficiency. The correlation coef-
ficient between the W+ and W− cross-sections for the statistical and systematic uncertain-
ties combined corresponds to 0.83, which increases to 0.94 when including the luminosity
uncertainty. The full correlation matrix in bins of muon pseudorapidity is reported in
appendix B (table 6).
The ratio of the W+ and the W− cross-sections is determined to be
RW =
σW+→µ+ν
σW−→µ−ν
= 1.274± 0.005± 0.009,
where the uncertainties are statistical and systematic. The luminosity uncertainty can-
cels, while the systematic uncertainties associated with the efficiencies are reduced due to
correlations.
The muon charge asymmetry is measured in each pseudorapidity bin according to
Aµ(ηi) =
σW+→µ+ν(ηi)− σW−→µ−ν(ηi)
σW+→µ+ν(ηi) + σW−→µ−ν(ηi)
.
A summary of the measurements for muons with pT > 20 GeV/c and 2.0 < η < 4.5
is presented in figure 3. The cross-sections for inclusive W+ and W− production in a
two-dimensional plot are shown in figure 4, where the ellipses correspond to 68.3% CL
coverage. The differential W+ and W− cross-sections and the W+ to W− cross-section
ratio as a function of the muon pseudorapidity are shown in figures 5 and 6, while the lepton
charge asymmetry is presented in figure 7. Measurements are compared to predictions at
NNLO in QCD with different parameterisations of the PDFs. Results are generally in
good agreement with theoretical calculations. Cross-section and ratio determinations in
bins of muon η are tabulated in appendix B (tables 3, 4 and 5).
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Figure 3. Summary of the W cross-section determinations. Measurements, represented as bands
corresponding to the statistical (orange) and total (yellow) uncertainty, are compared to NNLO
predictions for various parameterisations of the PDFs (black markers).
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Figure 4. Two-dimensional plot of the measured (total (yellow) and excluding the luminosity
(orange) uncertainty) W+ and W− cross-sections compared to NNLO predictions for various pa-
rameterisations of the PDFs (coloured markers). The uncertainty of the theoretical predictions
corresponds to the PDF uncertainty only; the correlation is determined using the different error
eigenvector sets. The ellipses correspond to a 68.3% CL coverage.
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Figure 5. Differential W+ and W− cross-section in bins of muon pseudorapidity. Measurements,
represented as bands corresponding to the statistical (orange (blue) for W+ (W−)) and total (yel-
low (light blue) for W+ (W−)) uncertainty, are compared to NNLO predictions with different
parameterisations of the PDFs (black (blue) markers for W+ (W−), displaced horizontally for
presentation).
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Figure 6. Ratio of W+ to W− cross-sections in bins of muon pseudorapidity. Measurements,
represented as bands corresponding to the statistical (orange) and total (yellow) uncertainty, are
compared to NNLO predictions for various parameterisations of the PDFs (black markers, dis-
placed horizontally for presentation).
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Figure 7. Lepton charge asymmetry in bins of muon pseudorapidity. Measurements, represented
as bands corresponding to the statistical (orange) and total (yellow) uncertainty, are compared to
NNLO predictions for various parameterisations of the PDFs (black markers, displaced horizontally
for presentation).
7 Conclusions
Measurements of inclusive W → µν production in pp collisions at a centre-of-mass energy
of
√
s = 7 TeV using a data set corresponding to an integrated luminosity of 975± 17 pb−1
recorded by the LHCb experiment are presented. The cross-section for W+ and W−
boson production, as well as their ratio, RW , and charge asymmetry, Aµ, are measured
for muons with pT > 20 GeV/c and 2.0 < η < 4.5. Results are compared to Standard
Model predictions calculated at NNLO in perturbative QCD, which agree well with the
data. The cross-section measurements presented in this paper provide constraints on the
determinations of the proton PDFs, with a total uncertainty that is comparable with, or
in some cases better, than the uncertainty on the theory calculations. The precision on the
W+ to W− cross-section ratio, which is improved by a factor of about two with respect to
the previous result [7], allows the Standard Model to be tested with a sub-percent accuracy.
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muon candidates in eight bins of pseudorapidity. The data are compared to fitted contributions
described in the legend. The fit residuals normalised to the data uncertainty are shown at the
bottom of each distribution.
– 14 –
J
H
E
P
1
2
(
2
0
1
4
)
0
7
9
]c [GeV/
T
p
c
E
ve
nt
s 
pe
r 
1 
G
eV
/
1000
2000
3000
4000
LHCb +µ -µ < 3.25η3.00 < 
Data νµ → piK/
Fit Electroweak
νµ →W Heavy flavour
]c [GeV/
T
p
Pu
ll
-5
0
5
20 30 40 50 60 70 20 30 40 50 60 70
]c [GeV/
T
p
c
E
ve
nt
s 
pe
r 
1 
G
eV
/
1000
2000
3000
4000
LHCb +µ -µ < 3.50η3.25 < 
]c [GeV/
T
p
Pu
ll
-5
0
5
20 30 40 50 60 70 20 30 40 50 60 70
]c [GeV/
T
p
c
E
ve
nt
s 
pe
r 
1 
G
eV
/
1000
2000
3000
4000
LHCb +µ -µ < 4.00η3.50 < 
]c [GeV/
T
p
Pu
ll
-5
0
5
20 30 40 50 60 70 20 30 40 50 60 70
]c [GeV/
T
p
c
E
ve
nt
s 
pe
r 
1 
G
eV
/
200
400
600
800
1000
LHCb +µ -µ < 4.50η4.00 < 
]c [GeV/
T
p
Pu
ll
-5
0
5
20 30 40 50 60 70 20 30 40 50 60 70
Figure 9. Transverse momentum distribution of the (left panel) positive and (right panel) negative
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described in the legend. The fit residuals normalised to the data uncertainty are shown at the
bottom of each distribution.
B Tables
η f+FSR [%] f
−
FSR [%]
(2.00, 2.25) 1.62± 0.39 1.84± 0.30
(2.25, 2.50) 1.75± 0.41 1.46± 0.28
(2.50, 2.75) 2.41± 0.50 1.03± 0.25
(2.75, 3.00) 1.43± 0.40 0.72± 0.23
(3.00, 3.25) 2.01± 0.50 0.93± 0.31
(3.25, 3.50) 1.51± 0.48 1.71± 0.51
(3.50, 4.00) 2.32± 0.50 1.22± 0.45
(4.00, 4.50) 2.05± 0.47 0
Table 2. Correction for final state radiation for W+ → µ+ν and W− → µ−ν in bins of muon
pseudorapidity. No loss due FSR is observed for W− in the last pseudorapidity bin because of lack
of statistics.
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η σW+→µ+ν [ pb ] σW−→µ−ν [ pb ]
(2.00, 2.25) 188.4± 1.2± 4.0± 3.2 108.9± 0.9± 2.4± 1.9
(2.25, 2.50) 175.3± 0.9± 3.6± 3.0 102.8± 0.7± 2.2± 1.8
(2.50, 2.75) 151.3± 0.8± 2.6± 2.6 94.2± 0.7± 1.6± 1.6
(2.75, 3.00) 120.3± 0.7± 2.0± 2.1 86.7± 0.6± 1.8± 1.5
(3.00, 3.25) 92.4± 0.6± 1.6± 1.6 79.0± 0.6± 1.6± 1.4
(3.25, 3.50) 60.4± 0.5± 1.1± 1.0 67.2± 0.5± 1.6± 1.1
(3.50, 4.00) 58.8± 0.5± 1.0± 1.0 94.0± 0.7± 1.6± 1.6
(4.00, 4.50) 14.1± 0.4± 0.4± 0.2 42.9± 0.7± 1.3± 0.7
Table 3. Inclusive cross-section for W+ and W− boson production in bins of muon pseudorapidity.
The uncertainties are statistical, systematic and luminosity.
η RW
(2.00, 2.25) 1.730± 0.018± 0.030
(2.25, 2.50) 1.706± 0.015± 0.040
(2.50, 2.75) 1.606± 0.014± 0.021
(2.75, 3.00) 1.388± 0.013± 0.024
(3.00, 3.25) 1.169± 0.012± 0.021
(3.25, 3.50) 0.898± 0.010± 0.025
(3.50, 4.00) 0.626± 0.007± 0.006
(4.00, 4.50) 0.328± 0.011± 0.011
Table 4. Ratio of W+ to W− cross-section in bins of muon pseudorapidity. The uncertainties are
statistical and systematic.
η Aµ [%]
(2.00, 2.25) 26.74± 0.48± 0.82
(2.25, 2.50) 26.08± 0.41± 1.09
(2.50, 2.75) 23.25± 0.42± 0.60
(2.75, 3.00) 16.26± 0.46± 0.84
(3.00, 3.25) 7.81± 0.50± 0.90
(3.25, 3.50) −5.37± 0.57± 1.35
(3.50, 4.00) −23.04± 0.52± 0.49
(4.00, 4.50) −50.65± 1.22± 1.30
Table 5. Lepton charge asymmetry in bins of muon pseudorapidity. The uncertainties are statistical
and systematic.
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(2.00, 2.25) (2.25, 2.50) (2.50, 2.75) (2.75, 3.00) (3.00, 3.25) (3.25, 3.50) (3.50, 4.00) (4.00, 4.50)
+ 1
(2
.0
0
,2
.2
5
)
− 0.60 1
+ 0.13 0.48 1
(2
.2
5
,2
.5
0
)
− 0.45 0.03 0.34 1
+ 0.26 0.42 0.48 0.20 1
(2
.5
0
,2
.7
5
)
− 0.44 0.15 0.16 0.52 0.64 1
+ 0.42 0.22 0.24 0.46 0.36 0.49 1
(2
.7
5
,3
.0
0
)
− 0.10 0.50 0.59 −0.04 0.48 0.12 0.51 1
+ 0.23 0.41 0.47 0.17 0.46 0.28 0.33 0.49 1
(3
.0
0
,3
.2
5
)
− 0.45 0.03 0.02 0.58 0.21 0.53 0.47 −0.03 0.49 1
+ 0.17 0.45 0.53 0.06 0.46 0.20 0.28 0.56 0.46 0.07 1
(3
.2
5
,3
.5
0
)
− 0.46 −0.06 −0.09 0.61 0.12 0.53 0.46 −0.15 0.09 0.62 0.19 1
+ 0.29 0.37 0.42 0.25 0.45 0.34 0.38 0.41 0.42 0.26 0.41 0.19 1
(3
.5
0
,4
.0
0
)
− 0.43 0.20 0.21 0.49 0.35 0.50 0.48 0.18 0.31 0.50 0.24 0.49 0.66 1
+ 0.11 0.22 0.27 0.06 0.26 0.11 0.15 0.26 0.23 0.07 0.23 0.01 0.22 0.17 1
(4
.0
0
,4
.5
0
)
− 0.20 0.14 0.15 0.22 0.21 0.24 0.24 0.13 0.19 0.23 0.15 0.21 0.21 0.25 0.21 1
+ − + − + − + − + − + − + − + −
Table 6. Correlation coefficients (statistical and systematic uncertainties) between W+ and W−
cross-sections in bins of muon pseudorapidity. The luminosity uncertainty is not included.
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