The degree of agreement between two raters who rate a number of objects on a certain characteristic can be expressed by means of an association coefficient (e.g., the product-moment correlation). A (categorical) data.
( + 1), and if the judgments are randomly made, the PMC will be approximately zero.
In many situations, however, the PMC is not the proper measure of agreement. If the scores are qualitative (nominal data), for exam- ple, the PMC cannot be computed. In addition, some properties of the PMC may be undesirable in a given situation. Consider two teachers who grade the papers of three students on a 10-point scale ranging from 1 (very poor) to 10 (excellent), and scores of 6 or higher are considered &dquo;sufficient&dquo; and scores of 5 or lower are considered &dquo;insufficient.&dquo; If one teacher gave grades of 7, 8, and 9, and the other teacher gave grades of 2, 3, and 4 to the same papers, the PMC between these two sets of three scores would be + 1. The teachers did not fully agree, however. They agreed about the relative positions of the three papers, but they did not agree in an absolute sense about the quality of the papers.
The PMC is one of the many association coefficients that can be used in such an instance to assess agreement between judges. This paper explores the question of how to select an appropriate association coefficient, given a specific judgment task. After a discussion of
E Coefficients
The association coefficients that will be discussed here belong to the class of ECs (Janson & Vegelius, 1978b) (Gower, 1966) A general family of ECs has been proposed by Zegers (1986b) . This family comprises various other families of association coefficients (e.g., the family proposed by Daniels, 1944 , which includes Kendall's tau and Spearman's rho; the family of Cohen, 1969 , with coefficients for profile comparisons ; the families of Janson and Vegelius, 1978a , 1978b , 1979 , 1982a , 1982b (Zegers & ten Berge, 1985) . The (1985) . By analogy with the r. coefficient, the coefficient that results from the combination of absolute reference point with no rescaling and with c # 0 is denoted by e,. or c identity.
The combination of relative reference point with rescaling yields ordinary standard scores (with mean 0 and variance 1) as meaningful versions, with the PMC as the resulting coefficient. The combination of relative reference point with no rescaling yields the additivity coefficient (Zegers & ten Berge, 1985 (see Zegers, 1986a Equation  1 contains the sum of the squared differences, and these sums are equal for the two datasets.
But the denominators differ because it is the total sum of squares. Therefore, the values of the identity coefficient are not equal. Table 3 Meaningful Scores of Two Sets of Judges A coefficient that does have equal values for the data in Table 3 has been developed by Gower (1971) :
Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ where X, and Y, are scores of the two judges; n is the number of objects; and R is the range of the rating scale, that is, the maximum value of the absolute difference IX, -E] (R = 4 in Table   3 ). For both sets of data in Table 3 , G~ = .75. Gower (1971) showed that GXY is an EC. It is obvious from Equation 7 that G~, uses the sum of absolute differences, not the sum of squared differences. In order to obtain a normed coefficient, this sum of absolute differences is divided by the theoretical maximum of that sum, nR; this maximum is obtained if the judges differ maximally for each object. Under these circumstances, the judges use the opposite extremes of the rating scale for each object, which results in Gxv The identity coefficient is normed in a relative or sample-dependent manner by means of the sums of squares of the meaningful versions. Gower's coefficient, however, is normed in an absolute or sample-independent manner using the range of the rating scale.
As a result of the absolute method of norming, Gower' Correcting the proportion agreement for chance yields Cohen's (1960) Zegers (1986b, pp. 45-53) .
Nominal data of one judge can be represented by means of an indicator matrix with n (the number of objects) rows and k (the number of categories) columns. Entry (i, g) of this matrix is 1 if the judge placed object i into category g; otherwise, it is 0. Each row of the indicator matrix contains a single 1 and k -1 Os. The indicator matrices of the two judges of Table 4 are given in Table 6 .
The indicator matrix may be interpreted as a quantification of the nominal data of one judge, without loss of information. This quantification enables the use of (adapted) coefficients for nonnominal data. The identity coefficient can be generalized to assess the amount of identity of two matrices of scores instead of the identity of two columns of scores. A necessary and sufficient condition is that corresponding rows and columns of the two matrices have. the same meaning. The indicator matrices of two judges who judge the same n objects using the same k categories satisfy this condition.
The generalized identity coefficient for two matrices is obtained as follows: (1) the numerator of the last term of Equation 1 is replaced by the sum of squared differences of corresponding entries of the two matrices; and (2) the denominator is replaced by the sum of the sum of squared entries of the first matrix and the sum of squared Zegers, 1986b, p. 47 (Sokal & Sneath, 1963; see Zegers, 1986b, pp. 59-60 Popping, 1983, p. 96 ). This dot product can also be expressed as a generalized identity coefficient-not between (transformations of) indicator matrices, but between two object matrices. The object matrix of a judge is a square matrix with n rows and columns. Entry (i, j) is 1 if the judge placed objects i and j in the same category, and is 0 otherwise. It can be shown that the generalized identity coefficient between two object matrices is identical to the dot product.
The generalized identity coefficient can also be computed between transformations of the object matrices (see Zegers, 1986b, pp. 50-53) . Depending on the type of transformation the following coefficients result: The TZ coefficient (Tschuprow, 1939) ; the gamma coefficient (Hubert, 1977) ; the J coefficient (Janson & Vegelius, 1982b) ; and the I coefficient (Saporta, 1975) , which is identical to the Tcoefficient (Janson & Vegelius, 1978b) . A detailed discussion of the J and T coefficients and their relation with the C and S coefficients (for nominal data with the same categories) can be found in Zegers and ten Berge (1986 Janson and Vegelius, 1982a; Zegers, 1986b, pp. 55-56; Berge, 1986 ). With such coefficients, it would be possible to reflect the association between variables such as income, educational level, gender, weight, and blood group in a single association matrix.
