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In 1991, Collin and Krust proved that if u satisfies the minimal surface equation in a strip with linear Dirichlet data on two sides, then u must be a helicoid. In this paper, we give a simpler proof of this result and generalize it.
Introduction.
Let Ω α C 1R 2 be a sector domain with angle 0 < a < π. Consider the minimal surface equation (1) divTu = 0
where Tu = ===== and Vu is the gradient of u. In 1965, Nitsche [7] announced the following results: has a solution, is it unique? We notice that similar questions for higher dimensions are raised in [6] . Results in this direction were obtained by Miklyukov [5] and Hwang [4] independently, in which the following result was established: 
Then u = v in Ω.
In fact, for any unbounded domain Ω, we have \T R \ = O(R), and condition (iii) in Theorem 1* becomes
as R ->• oo.
In the special case when Ω is a strip, then |Γ β | < constant, and condition (iii) becomes max^n^H \u -v\ = o(R).
On the other hand, in a strip domain Ω, Collin [1] showed that there exist two different solutions for the minimal surface equation such that u -v on 5Ω and maxQ n # R \u -v\ = O(R) as R -> oo. So condition (iii) is necessary.
This counterexample also answers Nitsche's question in the negative. In contrast, the following result is also given in [2] .
where α, 6, c, d are constant. Then u must be a helicoid.
The following inequality was discovered by Miklyukov [5, 
Using this inequality, Miklyukov [5] and Hwang [4] proved Theorem 1 independently, and Collin and Krust [2] proved Theorem 1* also based on this inequality.
It seems that the method of proof of Theorem 1* can not be used to prove Theorem 2, and so Collin and Krust [2] resorted to the theory of Gauss maps instead.
In this paper, we will point out that the method of proof of Theorem 1 and Theorem 1* could be use to give a simpler proof of Theorem 2. Moreover, we shall generalize Theorem 1* and Theorem 2 to get the more general results as stated in Theorem 3 and Theorem 4. And we will make a remark after Theorem 3 to point out why Collin and Krust [2] could get a better result then Miklyukov [5] and Hwang [4] .
A new proof for Theorem 2 and its generalization.
Without loss of generality, we may rephrase Theorem 2 in the following form: For almost all R > 0, we have
Thus g'(R) > (^yC^Tjil^QiR), for almost all R > R x . Hence, for every R and R 2 such that R > R 2 > i?i, we have
By (4) (by (6) , (7) which is desired contradiction.
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Remark.
The above proof is to show (6) , which is the lower bound of g{R), and (7), which is the upper bound of g(R). And from (6) and (7), we get contradiction and so prove the theorem. Miklyukov [5] and Hwang [4] only observed the upper bound of g(R), and so could not derive the better result as in Collin and Krust [2] . The proof of Theorem 4 is exactly the same as that of Theorem 3. The interested readers may consult [4] .
