Divergence-free Lie algebras are originated from the Lie algebras of volumepreserving transformation groups. Xu constructed a certain nongraded generalization, which may not contain any toral Cartan subalgebra. In this paper, we give a complete classification of the generalized weight modules over these algebras with weight multiplicities less than or equal to one.
Introduction
The Lie algebras of volume-preserving transformation groups consist of divergence-free first-order differential operators. They are often called the special Lie algebras of Cartan type, or divergence-free Lie algebras (see [23] ). These algebras play important roles in geometry, Lie groups and dynamics. Various graded generalizations of them were studied by Kac [5] , Osborn [14] , Dokovic and Zhao [4] , and Zhao [29] . Bergen and Passman [1] gave a certain characterization of graded divergence-free Lie algebras. Kac also investigated suppersymmetric graded generalizations of them [6, 7] . Motivated from his classification of quadratic conformal algebras corresponding to certain Hamiltonian pairs in integrable systems (cf. [27, 28] ), Xu [26] introduced nongraded generalizations of the Lie algebras of Cartan type and determined their simplicity. An important feature of Xu's algebras is that they do not contain any toral Cartan subalgebras in generic case. The aim of this work is to study certain representations of Xu's nongraded divergence-free Lie algebras, whose isomorphism classes were determined by Su and Xu [23] .
The representations of the Lie algebras of Cartan type were vastly studied. Shen [18] [19] [20] studied mixed product of graded modules over graded Lie algebras of Cartan type, and obtained certain irreducible modules over a field with characteristic p. Penkov and Serganova [15] gave an explicit description of the support of an arbitrary irreducible weight module of the classical Witt algebra, as well as its subalgebra with constant divergence. Rao [16, 17] investigated the irreducibility of the weight modules over the derivation Lie algebra of the algebra of Laurent polynomials virtually constructed by Shen [18] . Zhao [31] determined the module structure of Shen's mixed product over Xu's nongraded Lie algebras of Witt type (cf. [26] ). Moreover, she [33] obtained a composition series for a family of modules with parameters over Xu's nongraded Hamiltonian Lie algebras (cf. [26] ). These modules are constructed from finite-dimensional multiplicity-free irreducible modules of symplectic Lie algebras by Shen's mixed product.
Starting from Kac's conjecture [8, 9] on irreducible representations over the Virasoro algebra (which can also be viewed as a central extension of the rank one classical Witt algebra), Kaplansky [10, 11] and Santharoubane [11] gave classifications of multiplicityone representations over classical Virasoro algebras. Later, Mathieu [12] classified the Harish-Chandra modules over the Virasoro algebras, which confirms Kac's conjecture. Moreover, Su [21, 22] generalized Kaplansky and Santharoubane's result to multiplicityone modules over high rank Virasoro algebras and super-Virasoro algebras. Based on their classifications of multiplicity-one representations over generalized Virasoro algebras in [25] , Zhao [30] classified the multiplicity-one representations over graded generalized Witt algebras. Su and Zhou [24] then generalized Zhao's result [30] to generalized weight modules over the nongraded Witt algebras introduced by Xu [26] .
Motivated by Kaplansky and Santharoubane's works in [10, 11] , we [2] gave a complete classification on multiplicity-one representations over graded generalized divergence-free Lie algebras introduced by Dokovic and Zhao [4] . Based on our previous result, we give in this paper a complete classification of the irreducible and indecomposable generalized weight modules over the nongraded divergence-free Lie algebras introduced by Xu [26] with weight multiplicities less than or equal to one.
Throughout this paper, we let F be an algebraically closed field of characteristic zero. All the vector spaces are assumed over F. Denote by N the set of nonnegative integers {0, 1, 2, · · · } and by Z + the set of positive integers. For m, n ∈ Z, we shall use the notation m, n = {m, m + 1, m + 2, . . . , n} if m ≤ n; m, n = ∅ if m > n.
(1.1)
For any positive integer n, an additive subgroup G of F n is called nondegenerate if G contains an F-basis of F n . Let l 1 , l 2 and l 3 be three nonnegative integers such that
Take any nondegenerate additive subgroup Γ of F l 2 +l 3 and let Γ = {0} when l 2 + l 3 = 0. Let A (l 1 , l 2 , l 3 ; Γ) be the semi-group algebra F[Γ × N l 1 +l 2 ] with the basis
Define a commutative associative algebraic operation "·" on A (l 1 , l 2 , l 3 ; Γ) by
Note that x 0 t 0 is the identity element, which is denoted by 1 for convenience. Moreover, we write t i and x α instead of x 0 t i and x α t 0 for short. When the context is clear, we omit the notation "·" in any associative algebra product.
For k ∈ Z + and p ∈ 1, l, we denote
For convenience, α ∈ F l 2 +l 3 is written as α = (α 1 , α 2 , · · · , α l ) with α 1 = α 2 = · · · = α l 1 = 0, (1.6) and i ∈ N l 1 +l 2 is written as i = (i 1 , i 2 , · · · , i l ) with i l 1 +l 2 +1 = i l 1 +l 2 +2 = · · · = i l = 0.
(1.7)
Moreover, we denote
We define linear transformations 9) where i p = 0 and the monomial i p x α t i−1 [p] is treated as zero when i − 1 [p] ∈ N l 1 +l 2 . Then {∂ p | p ∈ 1, l} are mutually commutative derivations of A (l 1 , l 2 , l 3 ; Γ), and they are F-linearly independent. Let
is the simple Lie algebra of nongraded Witt type constructed by Xu [26] . Its Lie bracket is given by
Let ρ ∈ Γ be any element. We define
for p, q ∈ 1, l and u ∈ A (l 1 , l 2 , l 3 ; Γ). Then
forms a Lie subalgebra of the Lie algebra W (l 1 , l 2 , l 3 ; Γ). The Lie algebra S (l 1 , l 2 , l 3 ; ρ, Γ) was first introduced by Xu [26] , as a nongraded generalization of graded simple Lie algebras of Special type, and further studied by Su and Xu [23] . It was called a divergence-free Lie algebra [23] in the sense that S (l 1 , l 2 , l 3 ; 0, Γ) consists of the divergence-free elements of W (l 1 , l 2 , l 3 ; Γ). When l 2 > 0, the algebra S (l 1 , l 2 , l 3 ; ρ, Γ) does not contain any toral Cartan subalgebra. The special case S (0, 0, l 3 ; ρ, Γ) was introduced and studied by Dokovic and Zhao [4] . In [2] , we classified the multiplicity-one representations of the Lie algebras S (0, 0, l 3 ; 0, Γ) with l 3 ≥ 3. In this paper, we further study the generalized multiplicityone representations of the Lie algebras S (l 1 , l 2 , l 3 , 0; Γ) with l 1 + l 2 ≥ 3 and l 2 + l 3 ≥ 3.
A linear transformation T of a vector space V is called locally finite if
it is called semi-simple, if for any v ∈ V , span F {T n (v) | n ∈ Z + } has a F-basis consisting of eigenvectors of T ; it is called locally nilpotent, if for any v ∈ V , there exists n ∈ Z + (may depend on v) such that T n (v) = 0. A subspace U of EndV is called locally finite or locally nilpotent, if each element of U is locally finite or locally nilpotent, respectively.
For convenience, we define
Observe that adD 1 is locally nilpotent and adD is locally finite on S . Motivated from this and Su and Zhou's work [24] , we are interested in considering S -modules V on which D 1 and D act locally nilpotently and locally finitely, respectively. For such a module V , it has the decomposition V = β∈F l 2 +l 3 19) where
We set
, then V β is called the generalized weight space with weight β, and V (0) β is called the weight space with weight β. Moreover, we call dim V (0) β the weight multiplicity corresponding to weight β. The aim of this paper is to classify all the irreducible and indecomposable generalized weight modules of S (l 1 , l 2 , l 3 , 0; Γ) with weight multiplicities equal to or less than one. Since our investigations are based on the previous result [2] , we only consider the nongraded divergence-free Lie algebra S (l 1 , l 2 , l 3 , 0; Γ) with l 2 + l 3 ≥ 3. When l 1 + l 2 = 1, the Lie algebra S (l 1 , l 2 , l 3 , 0; Γ) does not contain the whole vector space D, which means we don't get the generalized weight module. The case l 1 + l 2 = 2 will be studied later due to a technical difficulty. The main result of this paper is the following theorem:
If V is irreducible or indecomposable, then V is either isomorphic to the 1-dimensional trivial module Fv 0 , or isomorphic to the module A µ for appropriate µ ∈ F l 2 +l 3 , where A µ is the module with F-basis {v α,i | α ∈ Γ, i ∈ N l 1 +l 2 } and the following action:
for α, β ∈ Γ, i, j ∈ N l 1 +l 2 and p, q ∈ 1, l with p = q.
This paper is organized as follows. In Section 2, we give some properties of the Lie algebra S (l 1 , l 2 , l 3 , 0; Γ) and the S -module A µ . Moreover, we review our earlier classification theorem on the multiplicity-one representations over the graded divergencefree Lie algebras (cf. [2] ). In Sections 3 and 4, we prove the main theorem.
In this section, we would like to digress to give some properties of the Lie algebra S (l 1 , l 2 , l 3 , 0; Γ) and the S -module A µ , which are useful for the proof of the main theorem. We always assume that l 1 + l 2 ≥ 3 and l 2 + l 3 ≥ 3 in the present and the following sections.
For S (l 1 , l 2 , l 3 , 0; Γ)-module A µ , it is easy to verify: We would like to remark that, the simple quotient module V = A ′ 0 = A 0 /Fv 0,0 is a generalized weight module of S (l 1 , l 2 , l 3 , 0; Γ) with weight set Γ; and we have dim V
The following conclusion will be frequently used later:
Lemma 2.2 Let T be a linear transformation on a vector space U, and let U 1 be a subspace of U such that T(U 1 ) ⊂ U 1 . Suppose that u 1 , u 2 , · · · , u n are eigenvectors of T corresponding to different eigenvalues. If
Proof. Denote by K the Lie subalgebra of S (l 1 , l 2 , l 3 , 0; Γ) which is generated by the set (2.1). It suffices to prove K = S (l 1 , l 2 , l 3 , 0; Γ). By (1.9) and (1.14), we have
for p, q ∈ 1, l, α ∈ Γ and i ∈ N l 1 +l 2 . Then we proceed our proof in two steps.
Step
We prove this step by induction on |i|. By (2.1), we know that this holds when |i| = 0. Assume that
where k ≥ 0. It suffices to prove D p,q (x α t i+1 [r] ) ∈ K for all p, q ∈ 1, l, α ∈ Γ\{0}, r ∈ 1, l 1 + l 2 and i ∈ N l 1 +l 2 with |i| = k. Fix any α ∈ Γ\{0} and i ∈ N l 1 +l 2 with |i| = k. Choose s ∈ 1, l such that α s = 0. Then for any p, q ∈ 1, l and r ∈ 1, l 1 + l 2 \{s}, we have
Thus by (2.4) and the induction hypothesis (2.3), we find
If s ∈ 1, l 1 + l 2 , then it is done. Consider the case that s ∈ 1, l 1 + l 2 . If α s ′ = 0 for some s ′ ∈ 1, l\{s}, then with s replaced by s ′ in the above arguments, we can get
Otherwise, we have α r = 0 for all r ∈ 1, l\{s}. Pick r ∈ 1, l 1 + l 2 \{s}. Expressions (2.1) and (2.5) give
for p, q ∈ 1, l. So this and (2.5) indicate
To summarize, (2.5) and (2.7) show
for p, q ∈ 1, l, α ∈ Γ\{0}, r ∈ 1, l 1 + l 2 and i ∈ N l 1 +l 2 with |i| = k, which completes the proof of the step.
Step 2. D p,q (t i ) ∈ K for any p, q ∈ 1, l and i ∈ N l 1 +l 2 .
We shall prove this step by induction on |i|.
where k ≥ 0. It suffices to prove D p,q (t i ) ∈ K for all p, q ∈ 1, l and i ∈ N l 1 +l 2 with |i| = k + 1. Suppose p = q and |i| = k + 1 in the following. We give the proof in several cases.
Pick r ∈ l 1 + 1, l\{p, q}. Choose α ∈ Γ\{0} such that α r = 0. Then (2.2) and Step 1 indicate
By the induction hypothesis (2.9), we get
we have D p,q (t i ) ∈ K by (2.1) and Lemma 2.2.
We have
So this step holds.
Thus, from (1.15) we see that K = S (l 1 , l 2 , l 3 , 0; Γ). So this proposition holds. ✷
We also have:
generates the Lie algebra S (l 1 , l 2 , l 3 , 0; Γ).
Proof. Denote by K ′ the Lie subalgebra of S (l 1 , l 2 , l 3 , 0; Γ) which is generated by the set (2.16). By Proposition 2.3, it suffices to prove
Then for any q ∈ 1, l\{r, p}, we have
by (2.16). Namely, we obtain
By picking another p ∈ 1, l 1 + l 2 \{r}, we can get
Thus, from (2.19) and (2.20) we deduce
Second, we want to prove t
Choose α ∈ Γ such that α r = 0. Then for any q ∈ 1, l\{r, p}, we have
by (2.16). Namely,
Pick r ′ ∈ l 1 + 1, l\{r, p}. Choose β ∈ Γ such that β r = 0 and α r β r ′ − α r ′ β r = 0. Likewise, we can get
So (2.23) and (2.24) show
Third, we want to prove that t
So by (2.21), (2.25) and (2.26), we have
In summary, (2.21), (2.25) and (2.27) give
So the corollary follows from (2.16), (2.28) and Proposition 2.3. ✷ Last, for convenience of the reader, we shall review below the multiplicity-one representations over the graded divergence-free Lie algebras [2] .
By (1.9) and (1.17), we have
(2.32) Then the main classification theorem in [2] is:
If V is irreducible or indecomposable, then V is isomorphic to one of the following modules for appropriate µ ∈ F l and η ∈ F l \{0}:
where M µ , A η and B η are S (0, 0, l, 0; Γ)-modules with basis {v α | α ∈ Γ} and the following actions:
and M ′ µ is denoted as the only nontrivial irreducible quotient module of M µ .
Proof of the main theorem (I)
Suppose that V is a generalized weight module of
Then V (µ) is a submodule of V , and V is a direct sum of V (µ) for different µ ∈ F l 2 +l 3 . So, if V is irreducible or indecomposable, we must have V = V (µ) for some µ ∈ F l 2 +l 3 . By Proposition 2.3, we only need to derive the action of the set (2.1) on V = V (µ). Except the trivial case in Lemma 3.1, we should determine a basis of V = V (µ), and then derive the action of the set (2.1) on the basis. For the nontrivial cases, we shall first give a general discussion for any µ ∈ F l 2 +l 3 , then prove the main theorem for µ ∈ F l 2 +l 3 \Γ at the end of this section, and last prove the main theorem for µ ∈ Γ in the next section.
Proof. By (3.1), we have V = V σ+µ . Therefore,
by (1.21). Moreover, Corollary 2.4 gives rise to
So V = V σ+µ is a direct sum of trivial submodules. Since V is irreducible or indecomposable, we must have
σ+µ as a trivial S -module. As one result, we get
0 , and it is a trivial S (l 1 , l 2 , l 3 , 0; Γ)-module. This completes the proof of the lemma. ✷
In the rest of the paper, we shall always assume that
for p, q ∈ 1, l, α ∈ Γ\{0} and γ ∈ Γ\{−µ}.
Proof. Since
we can see
α+µ as a Γ-graded S 0 -module with dimV (0) ≥ 2 and dimV
α+µ ≤ 1 for all α ∈ Γ. So first of all, we need to prove:
is a direct sum of some trivial S 0 -submodules, then we will get a contradiction.
for some θ ∈ Γ\{−µ}. Fix θ ∈ Γ\{−µ} satisfying V (0) θ+µ = {0}. Letᾱ = α + µ for all α ∈ Γ. Sinceθ = 0, we can choose r ∈ l 1 + 1, l such that θ r = 0. Pick p ∈ 1, l 1 + l 2 \{r} and s ∈ l 1 + 1, l\{r, p}. Choose α ∈ Γ such that α r = 0 andθ r α s −θ s α r = 0. Moreover, we let
From (1.21) it can be deduced that
θ+µ . So on one hand, we have
by (1.21). On the other hand, (3.8) and S 0 .V (0) = {0} give
and
which further implies 12) where in the third line of (3.12), we have
θ−α+µ . Since (3.12) contradicts (3.9), we must have S 0 .V (0) = {0}. Thus this claim holds.
Note that
α+µ is a Γ-graded S 0 -submodule with dimV (0) ≥ 2 and
is not a direct sum of some trivial S 0 -submodules. So Proposition 2.5 implies that, there exists η ∈ F l 2 +l 3 such that V (0) γ+µ = {0} for all γ ∈ Γ\{−η}, and that we can choose nonzero v γ,0 ∈ V (0) γ+µ with γ ∈ Γ\{−η} such that
for p, q ∈ l 1 + 1, l, α ∈ Γ\{0} and γ ∈ Γ\{−η, −η − α}.
So next, we need to prove:
γ+µ for γ ∈ Γ\{−η} as in (3.13). We give the proof in two cases. Case 1. l ≥ 4.
Pick r ∈ 1, l 1 if l 1 > 0 or r ∈ 1, l 2 if l 1 = 0. Take s ∈ l 1 + 1, l\{r}. Choose α ∈ Γ\{0} such that α s = 0. Moreover, we choose γ ∈ Γ such that γ + η = 0 = γ + α + η. Then we must have {0} = ker(γ + µ) ker α i∈l 1 +1,l\{r}
Suppose there exists
We will see that this leads to a contradiction. By (1.21) and (3.15), we have 17) and (3.15) indicates ∂(γ + η) = ∂(η − µ) = 0, we find t 1 [r] ∂.v γ+α,0 = cv γ+α,0 . Thus (3.13) and (3.15) give rise to 18) where in the fourth line, D r,s (x α ).v γ,0 = (α r (γ s + η s ) − α s (γ r + η r ))v γ+α,0 by (3.13). This is a contradiction. Thus (3.14) holds. By changing the choice of γ in (3.14), we can get ker α i∈l 1 +1,l\{r}
Moreover, by changing the choice of α, we further find
Recall
So (3.20) and (3.21) show
which implies η = µ.
Case 2. l = 3.
Since l 1 + l 2 ≥ 3 and l 2 + l 3 ≥ 3, we have l 1 = l 3 = 0 and l 2 = l = 3. Pick r ∈ 1, 3. Take s ∈ 1, 3\{r}. Choose α ∈ Γ\{0} such that α s = 0. Then dim ker α ( i∈1,3\{r}
Picking 0 =∂ 1 ∈ ker α i∈1,3\{r} F∂ i , we shall first prove that
Choose γ ∈ Γ such that γ + η = 0 = γ + α + η and 26) then similar arguments as those in Case 1 give (3.24). If∂ 1 (γ + µ) = 0, namely, ker(γ + µ) ker α i∈1,3\{r}
we pick 0 =∂ 2 ∈ ker(γ − α + µ) i∈1,3\{r}
Then {∂ 1 ,∂ 2 } is a basis of i∈1,3\{r} F∂ i . Take 0 = ∂ ∈ ker(γ + µ) i∈1,3\{r}
It follows that ∂ = a 1∂1 + a 2∂2 for some a 1 , a 2 ∈ F\{0}. So on one hand, by (1.21) we have
where in the third line we use the fact that ∂(γ + µ) = 0, and in the fourth line we use ∂ = a 1∂1 + a 2∂2 and (3.28). On the other hand, by (3.13) and (3.29), we have
where in the second equation 
So by changing the choice of α, we can get i∈1,3\{r}
Moreover, by picking another r ∈ 1, 3, we further obtain γ+µ with γ ∈ Γ\{−µ} such that
for some α ∈ Γ\{0} and p, q ∈ l 1 + 1, l, then this will lead to a contradiction. Choose r ∈ l 1 + 1, l such that α r = 0. Then (3.40) implies that, there exists some s ∈ l 1 + 1, l\{r} such that 
0 . Moreover, we pick p ∈ 1, l 1 + l 2 \{r, s}. It follows from (1.21) that
we find t
which contradicts (3.41). So this claim holds.
Moreover, we have:
Suppose that there exist p ∈ 1, l 1 , α ∈ Γ\{0} and γ ∈ Γ\{−µ} such that
then we will get a contradiction. Choose r ∈ l 1 + 1, l such that α r = 0. Pick q ∈ 1, l 1 + l 2 \{p, r}. By (1.21), we get
which together with (3.46) implies t
which contradicts (3.46). So this claim holds.
In summary, Claims 2-4 tell that V (0) γ+µ = {0} for all γ ∈ Γ\{−µ}, and that there exist nonzero v γ,0 ∈ V (0) γ+µ with γ ∈ Γ\{−µ} such that
for p, q ∈ 1, l, α ∈ Γ\{0} and γ ∈ Γ\{−µ}. This completes the proof of the lemma. ✷
Lemma 3.2 enables us to choose nonzero
γ+µ with γ ∈ Γ\{−µ} such that
for p, q ∈ 1, l, α ∈ Γ\{0} and γ ∈ Γ\{−µ}. Next, we define v γ,i for γ ∈ Γ\{−µ} and 0 = i ∈ N l 1 +l 2 inductively as follows: Letγ = γ + µ for all γ ∈ Γ. For γ ∈ Γ\{−µ} and 0 = i ∈ N l 1 +l 2 , we define
52)
Definition 3.3 We choose v γ,0 for γ ∈ Γ\{−µ} as those in (3.51). Suppose that we have defined v γ,i for γ ∈ Γ\{−µ} and i ∈ N l 1 +l 2 with |i| ≤ k, where k ≥ 0. We then define v γ,i for γ ∈ Γ\{−µ} and i ∈ N l 1 +l 2 with |i| = k + 1 in three steps:
Step 1. Defining v γ,i for the case that Q(γ, i) = ∅.
Step 2. Defining v γ,i for the case that Q(γ, i) = ∅ and P (i) = ∅.
Set p(i) = min P (i). Since γ + µ = 0 and Q(γ, i) = ∅, (3.54) indicatesγ p i = 0. We define
Step 3. Defining v γ,i for the case that Q(γ, i) = ∅ and P (i) = ∅.
was defined in (3.55) or (3.56). Thus we can define
Then we want to derive the action of the set (2.1) on {v γ,i | γ ∈ Γ\{−µ}, i ∈ N l 1 +l 2 } defined in Definition 3.3 in several lemmas.
Lemma 3.4 For any p ∈ 1, l 1 + l 2 , q ∈ 1, l\{p} and β ∈ Γ\{−µ}, we have
(3.58)
Proof. Letᾱ = α + µ for all α ∈ Γ. Define Q(β, 1 [p] ) for β ∈ Γ\{−µ} and p ∈ 1, l 1 + l 2 as in (3.52)-(3.54). We divide β ∈ Γ\{−µ} and p ∈ 1, l 1 + l 2 into two cases.
Let r = min Q(β, 1 [p] ). Then (3.55) shows
for some a 1 , a 2 ∈ F, we have
Moreover, from (1.21) it follows that
for q ∈ 1, l\{p, r, s}. Sinceβ r = 0, (3.59), (3.62) and (3.64) imply
Pick s ∈ 1, l 1 + l 2 \{p}. For any q ∈ 1, l\{p, s}, (1.21) and Q(β, 1 [p] ) = ∅ give rise to
with some b 1 , b q ∈ F. So
for q ∈ 1, l\{p, s}. By picking another s ∈ 1, l 1 + l 2 \{p}, we can get
This completes the proof of the lemma. ✷ Lemma 3.5 For any β ∈ Γ\{−µ} and p, q ∈ 1, l 1 + l 2 with p = q, we have
Proof. Letᾱ = α + µ for all α ∈ Γ. Pick any β ∈ Γ\{−µ} and p, q ∈ 1, l 1 + l 2 with p = q. Then we shall give the proof in two cases.
Case 1. There exists s ∈ 1, l\{p, q} such thatβ s = 0.
So by (3.70) and Lemma 3.4, we have
which coincides with (3.69).
Case 2.β s = 0 for all s ∈ 1, l\{p, q}.
Subcase 2.1.β p = 0 andβ q = 0. Take r = min{1, l 1 + l 2 \{p}}. By (3.57) we know that
Sinceβ q = 0 andβ r = 0, Lemma 3.4 tells that
So (3.72), (3.73) and Lemma 3.4 imply
which coincides with (3.69). Subcase 2.2.β p = 0 andβ q = 0. We go back to case 2.1 by interchanging p and q, namely Pick r ∈ 1, l 1 + l 2 \{p, q}, thenβ r = 0. By Subcase 2.1, we know that
So the difference of the above two equations is
which coincides with (3.69). This completes the proof of the lemma. ✷ Lemma 3.6 For any p ∈ 1, l 1 + l 2 , q ∈ 1, l\{p}, β ∈ Γ\{−µ} and i ∈ N l 1 +l 2 , we have
Proof. Letᾱ = α + µ for all α ∈ Γ. We give the proof by induction on |i|. Recall that Lemma 3.4 has given the proof for the case |i| = 0. Suppose this lemma holds for i ∈ N l 1 +l 2 with |i| ≤ k, where k ≥ 0. Then it suffices to prove that (3.79) holds for i ∈ N l 1 +l 2 with |i| = k + 1. Fix any β ∈ Γ\{−µ} and i ∈ N l 1 +l 2 with |i| = k + 1. It suffices to prove that (3.79) holds for all p ∈ 1, l 1 + l 2 and q ∈ 1, l\{p}. Define p i , P (i) and Q(β, i) as in (3.52)-(3.54). Then we give the proof in three cases. 
Fixing any p ∈ 1, l 1 + l 2 , we derive the action of t 1 [p] ∂ q for q ∈ 1, l\{p} in two subcases. Subcase 1.1.β q = 0 for all q ∈ 1, l\{p}.
Expression (3.80) and the induction hypothesis give rise to
for q ∈ 1, l\{p}, which coincides with (3.79).
Subcase 1.2. There exists q ∈ 1, l\{p} such thatβ q = 0.
Take r = min{q ∈ 1, l\{p} |β q = 0}. First we want to derive the action of t
If p < p i , then the definition of (3.55) gives
If p ≥ p i , then by (3.80) and the induction hypothesis, we get
where
because of p ≥ p i and (3.55).
Next we want to derive the action of t 1 [p] ∂ q for q ∈ 1, l\{p, r}. By (3.80) and the induction hypothesis, we have
for any q ∈ 1, l\{p, r}. Sinceβ r = 0, (3.82), (3.83) and (3.85) indicate
for any q ∈ 1, l\{p}, which coincides with (3.79).
Case 2. Q(β, i) = ∅ and P (i) = ∅.
The rest proof of this case is analogous to Case 1. We omit the details.
Case 3. Q(β, i) = ∅ and P (i) = ∅.
Observe that Q(β, i) = ∅ and P (i) = ∅ mean i r = 0 andβ r = 0 for all r ∈ 1, l\{p i }.
) belongs to Case 1 or Case 2, which implies
for p ∈ 1, l 1 + l 2 and q ∈ 1, l\{p}. In particular, by (3.88) we have
So for any q ∈ 1, l\{p i , r}, we obtain
by (3.88), (3.89) and (3.90). By changing the choice of r ∈ 1, l 1 + l 2 \{p i }, we get
which coincides with (3.79). Fix any p ∈ 1, l 1 + l 2 \{p i }. Then (3.55) or (3.56) gives
Pick s ∈ 1, l 1 + l 2 \{p, p i }. By (3.88), (3.89) and (3.90), we have
So for any q ∈ 1, l\{p, p i }, we get
by (3.94) and (3.95). So in this case, (3.79) follows from (3.92), (3.93) and (3.96 ). This completes the proof of the lemma. ✷ Corallary 3.7 For any β ∈ Γ\{−µ}, i ∈ N l 1 +l 2 and p, q ∈ 1, l 1 + l 2 with p = q, we have
Proof
by Lemma 3.6. ✷ Lemma 3.8 For any r ∈ 1, l, β ∈ Γ\{−µ} and i ∈ N l 1 +l 2 , we have
Proof. Letᾱ = α + µ for all α ∈ Γ. We shall prove this lemma by induction on |i|. We have already known that (3.99) holds when |i| = 0 (cf. (1.21) ). Suppose that it holds for |i| ≤ k, where k ≥ 0. It suffices to prove (3.99) for r ∈ 1, l, β ∈ Γ\{−µ} and i ∈ N l 1 +l 2 with |i| = k + 1. For any β ∈ Γ\{−µ} and i ∈ N l 1 +l 2 with |i| = k + 1, we define p i , P (i) and Q(β, i) as in (3.52)-(3.54). Then we give the proof in three cases.
Let q(β, i) = min Q(β, i). Then (3.55), Lemma 3.6 and the induction hypothesis give
for r ∈ 1, l, which coincides with (3.99).
Let p(i) = min P (i). Then (3.56), Lemma 3.6 and the induction hypothesis imply
for r ∈ 1, l, which coincides with (3.99). 
(3.102)
for r ∈ 1, l. Sinceβ s = 0 and i s = 0 for s ∈ 1, l\{p i }, from (3.57), (3.102) and Lemma 3.6 we derive
for r ∈ 1, l, which coincides with (3.99). So this lemma holds. ✷ Lemma 3.9 For any α ∈ Γ\{0}, β ∈ Γ\{−µ, −µ − α}, i ∈ N l 1 +l 2 and p, q ∈ 1, l with p = q, we have
Proof. Letγ = γ + µ for all γ ∈ Γ. We give the proof by induction on |i|. Since Lemma 3.2 has given the proof for |i| = 0, supposing that this lemma holds for i ∈ N l 1 +l 2 with |i| ≤ k, where k ≥ 0, we only need to prove (3.104) for i ∈ N l 1 +l 2 with |i| = k + 1. Pick any α ∈ Γ\{0}, β ∈ Γ\{−µ, −µ − α}, i ∈ N l 1 +l 2 with |i| = k + 1, and p, q ∈ 1, l with p = q. First of all, we define p i as in (3.52), namely,
Then we proceed the proof in several cases.
Case 1. ker α j∈1,l\{p i } F∂ j \ kerβ = ∅. If there exists s ∈ 1, l\{p i } such that α s = 0, then α sβr − α rβs = 0 for some r ∈ 1, l\{s, p i }. Fix such s and r. Since Lemma 3.6 gives
we have
by (3.106), Lemma 3.6 and the induction hypothesis. So (3.104) holds. If α s = 0 for all s ∈ 1, l\{p i }, thenβ r = 0 for some r ∈ 1, l\{p i } because that ker α j∈1,l\{p i } F∂ j \ kerβ = ∅. Fix such r. Since Lemma 3.6 indicates
we obtain
by (3.108), Lemma 3.6 and the induction hypothesis. So (3.104) holds.
Case 2. ker α j∈1,l\{p i } F∂ j ⊆ kerβ and ker α = kerβ. Since α = 0 andβ = 0 =β + α, we have α s = 0 for some s ∈ 1, l\{p i }, and
So Lemma 3.6 and Corollary 3.7 imply (t
(3.111)
Thus, we have
by (3.111), Lemma 3.6 and the induction hypothesis. So (3.104) holds.
Case 3. ker α = kerβ.
Since α = 0,β = 0 =β + α and ker α = kerβ, we have α s = 0,β s = 0 andβ s + α s = 0 for some s ∈ 1, l. Fix such s.
If there exists some r ∈ 1, l\{s} such thatβ r = 0, then α r = 0. Fix such r. Choose σ ∈ Γ\{0} such that σ r = 0. Then ker σ = ker(β − σ). So Case 1 or Case 2 gives
Thus we have
by (3.113). Moreover, since ker α = ker(β − σ), ker(α + σ) = ker(β − σ) and ker σ = ker(β + α − σ), Case 1 and Case 2 give
by (3.115)-(3.117) and the induction hypothesis, which coincides with (3.104). Ifβ r = 0 for all r ∈ 1, l\{s}, which also means α r = 0 for all r ∈ 1, l\{s}, we pick r 1 , r 2 ∈ 1, l\{s}. Then replacing ∂ r by ∂ = α r 1 ∂ r 2 − α r 2 ∂ r 1 and σ r by ∂(σ) respectively in the above discussion from (3.113) to (3.118), we can also get
Thus we complete the proof of this lemma. ✷ Next, we shall prove the main theorem for the case µ ∈ F l 2 +l 3 \Γ. For convenience, we shall first give a total order on N l 1 +l 2 :
Definition 3.10 We define a total order on N l 1 +l 2 by:
i > j ⇐⇒ |i| > |j|, or, |i| = |j| and i s > j s with i p = j p for p ∈ s + 1,
Then we have:
Proof. It is straightforward to prove that {v β,i | β ∈ Γ, i ∈ N l 1 +l 2 } is a linearly independent set by Lemma 3.8. We omit the details. We only prove that V is spanned by {v β,i | β ∈ Γ, i ∈ N l 1 +l 2 } here. For any β ∈ Γ and i ∈ N l 1 +l 2 , we set
Then Lemma 3.8 implies
Suppose that V cannot be spanned by {v β,i | β ∈ Γ, i ∈ N l 1 +l 2 }. Then this will lead to a contradiction. Let j ∈ N l 1 +l 2 be the minimal element such that 
By the minimality of j in (3.125), we have
Thus (3.121), (3.124), (3.126) and (3.127) give
α+µ by (3.124) and (3.125). So for i > j, we have
by (3.121). Moreover, since (3.126), (3.128), (3.129) and Lemma 3.8 give
by (3.128). So (3.130) and (3.132) show that
which indicates v ∈ Span F {v β,i | β ∈ Γ, i ∈ N l 1 +l 2 }. This contradicts (3.125). So V is spanned by {v β,i | β ∈ Γ, i ∈ N l 1 +l 2 }. This lemma holds. ✷ For the case µ ∈ Γ, we have determined a basis of V = V (µ), and derived the action of the set (2.1) on the basis. So Proposition 2.3, Lemma 3.6, Lemma 3.8, Lemma 3.9, Corollary 3.7 and Lemma 3.11 give
Proof of the main theorem (II)
In this section, we consider the case that V = V (µ) for some µ ∈ Γ. With a shift of the indices, we can always assume that µ = 0. Notice that the contents from Lemma 3.2 to Lemma 3.9 were discussed for general case µ ∈ F l 2 +l 3 . So they still hold for the case µ = 0. In this section, we need to complement the basis of V = V (µ), and to derive the action of the set (2.1) on the basis which were missed from Lemma 3.2 to Lemma 3.9 under the condition µ = 0. Proof. Suppose that V 0 = {0}. Then this will lead to a contradiction. Pick p ∈ 1, l 1 + l 2 and q ∈ l 1 + 1, l\{p}. Choose ρ ∈ Γ\{0} such that ρ q = 0. Then by Lemmas 3.2 and 3. Pick r ∈ l 1 + 1, l\{p, q} and choose α ∈ Γ\{0, ρ} such that α r = 0. Then (4.3) and Lemma 3.9 give 0 = x α (α r ∂ p − α p ∂ r ).x ρ (ρ p ∂ q − ρ q ∂ p ).v −ρ,2 [p] = x α+ρ ((α r ρ p − α p ρ r )(ρ p ∂ q − ρ q ∂ p ) − (ρ p α q − ρ q α p )(α r ∂ p − α p ∂ r )).v −ρ,2 [p] +x ρ (ρ p ∂ q − ρ q ∂ p ). for any p, q ∈ 1, l 1 + l 2 and q ′ ∈ 1, l with p = q ′ and p = q respectively. Namely, they all act on v as scalars. Thus we can derive, for p ∈ 1, l 1 + l 2 and q ′ ∈ 1, l with p = q ′ ,
where r ∈ 1, l 1 + l 2 \{p, q ′ }, and for p, q ∈ 1, l 1 + l 2 with p = q, Take any α ∈ Γ\{0}. Then α r = 0 for some r ∈ 1, l. Fix such r. Then for any s ∈ 1, l\{r}, picking p ∈ 1, l 1 + l 2 \{r, s}, we obtain For any p ∈ 1, l 1 + l 2 , α ∈ Γ\{0} and ∂ ∈ ker α, we have by Lemma 3.2 and Lemma 3.8. Throughout the rest of the section, we fix some r 1 , r 2 ∈ l 1 + 1, l\{1} with r 1 = r 2 , (4.14)
and fix some ρ ∈ Γ\{0} satisfying ρ r 1 = 0 and ρ r 2 = 0. (4.15) We are going to use ρ, r 1 , r 2 to determine a basis of the vector space V 0 . And the fixed elements ρ, r 1 , r 2 will be frequently used throughout the definitions, lemmas and proofs of the rest of the section. First we have:
Lemma 4.3 x ρ (ρ r 1 ∂ 1 − ρ 1 ∂ r 1 ).v −ρ,1 [1] = 0, where ρ and r 1 are the fixed elements in (4.14) and (4.15 +x ρ (ρ r 1 ∂ 1 − ρ 1 ∂ r 1 ).x α (α r 1 ∂ 1 − α 1 ∂ r 1 ).v −ρ,2 [1] = 2ρ r 1 α r 1 v α,0 = 0, (4.19) which is absurd. So we must have x ρ (ρ r 1 ∂ 1 − ρ 1 ∂ r 1 ).v −ρ,(k+1) [1] = 1 ρ r 1 (k + 1) D r 1 ,1 (x ρ ).v −ρ,(k+1) [1] , (4.23)
where ρ and r 1 are the fixed elements in (4.14) and (4.15). Moreover, we define for i = (i 1 , i 2 , · · · , i l 1 +l 2 , 0, · · · , 0) ∈ N l 1 +l 2 with |i| = k ≥ 1 and i = k [1] .
It is not straightforward to verify the rationality of the definition (4.23). It can be verified only until Lemma 4.8.
