Abstract. Asymptotic solutions to the quantized Knizhnik-Zamolodchikov equation associated with gl N +1 are constructed. The leading term of an asymptotic solution is the Bethe vector -an eigenvector of the transfer-matrix of a quantum spin chain model. We show that the norm of the Bethe vector is equal to the product of the Hessian of a suitable function and an explicitly written rational function. This formula is an analogue of the Gaudin-Korepin formula for the norm of the Bethe vector. It is shown that, generically, the Bethe vectors form a base for the gl 2 case.
Introduction
In this paper we consider the quantized Knizhnik-Zamolodchikov equation associated with the Lie algebra gl N +1 . We describe asymptotic solutions to this equation. They are naturally related to the Bethe vectors -eigenvectors of the transfer-matrix of a quantum spin chain model. This connection allows us to give a formula for norms of the Bethe vectors. It is an analogue of the Gaudin-Korepin formula established in [G] , [Ko] for the gl 2 case and in [R1] for the gl 3 case and some choice of modules.
Let g = gl N +1 . Let V 1 , . . . , V n be highest weight g-modules and let V = V 1 ⊗ . . . ⊗ V n . The quantized Knizhnik-Zamolodchikov equation (qKZ) on a V -valued function Ψ(z 1 , . . . , z n ) is the system of difference equations Ψ(z 1 , . . . , z i + p, . . . , z n ) = K i (z 1 , . . . , z n ; p) Ψ(z 1 , . . . , z n ) , (0.1)
i+1,i (z i+1 − z i ) , i = 1, . . . , n , where p ∈ C and µ ∈ C N +1 are parameters, R ij (z) ∈ End (V ) is the Yangian R-matrix corresponding to a pair V i , V j and L i (µ) ∈ End (V ) is a suitable operator, which act nontrivially only in the corresponding V i . (For the original definition and applications of qKZ cf. [FR] , [S] ).
The remarkable property of qKZ is that system (0.1) is holonomic. In particular, this means that operators K i (z; 0) pairwise commute. Their eigenvectors can be obtained by the algebraic Bethe ansatz. The idea of this construction is to find a special vector-valued function w(t, z) of z 1 , . . . , z n and auxilary variables t 1 , . . . , t ℓ and determine its arguments t in such a way that the value of this function will be an eigenvector. The equations which determine these special values of arguments are called the Bethe ansatz equations.
In this paper we study asymptotic solutions to qKZ, as p → 0 . We use integral representations for solutions to qKZ obtained in [M] , [R1] , [V1] for the gl 2 case and in [TV] for the general case. An integral representation has the form Φ(t, z; p) w(t, z) . Here Φ(t, z; p) is a scalar function and w(t, z) is an V -valued rational function, the same as in the algebraic Bethe ansatz.
As p → 0 , the leading term of the asymptotics of Φ(t, z; p) is equal to exp τ (t, z)/p + a(p) Ξ(t, z) where τ (t, z), a(p), Ξ(t, z) are some functions. We showed in [TV] that the equations of critical points of the function τ (t, z) with respect to the variables t coinside with the Bethe equations.
Asymptotic solutions to difference equations
Let M be a region in C n , H -a space of holomorphic functions in M , z = (z 1 , . . . , z n ) , and
in the sence of formal power series, here p is a formal variable. Let V be a finite-dimensional vector space. Consider operators K i (z; p) ∈ H [[p] ] ⊗ End (V ) , i = 1, . . . , n :
(1.1)
such that K Z i Ψ(z; p) = K i (z; p)Ψ(z; p) , i = 1, . . . , n .
In other words, Ψ(z 1 , . . . , z i + p, . . . , z n ) = K i (z; p)Ψ(z; p)
for all i . Assume that the system is holonomic. This means that K i (z; p) obey compatibility conditions
for any i, j . In particular, [K i0 (z), K j0 (z)] = 0 .
We are interested in formal solutions Ψ(z; p) to system (1.2) which have the form Ψ(z; p) = exp τ (z)/p
• Ψ(z; p) , τ (z) ∈ H ,
(1.4) Definition. Ψ(z; p) is an asymptotic solution to system (1.2) if
for all i .
These conditions are equivalent to (1.2).
(1.5) Lemma. Let Ψ(z; p) be an asymptotic solution to system (1.2). Then
The proof comes from the leading term of equality (1.4).
(1.6) Theorem.
[ [TV] , Theorem (5.1.5) ]. Let w(z) ∈ H be a common eigenvector of K i0 (z)
and, for any z , the space V is spanned by w(z) and the subspaces im (K i0 (z) − E i (z)) , i = 1, . . . , n . Then i) E i (z) ∈ H ; ii) there is an asymptotic solution Ψ(z; p) to system (1.2), such that Ψ 0 (z) is proportional to w(z) ; iii) such a solution is unique modulo scalar factor of the form exp(α/p)β(p) , α ∈ C , β(p) ∈ C [[p] ] .
Remark. If the family {K i0 (z)} n i=1 acts semisimply in V for any z , then each common eigenvector of these operators obeys the conditions of Theorem (1.6).
Let V * be the dual space, and , : V * ⊗ V → C the canonical pairing. Consider the operators
i (z; p) −1 . They obey compatibility conditions (1.7) Z iKj (z; p) ·K i (z; p) = Z jKi (z; p) ·K j (z; p) similar to (1.3).
(1.8) Definition. The holonomic system of formal difference equations Z iΨ (z; p) =K i (z; p)Ψ(z; p) , i = 1, . . . , n , is called the system dual to system (1.2).
Let Ψ(z; p) = exp τ (z)/p
• Ψ(z; p) andΨ(z; p) exp τ (z)/p
• Ψ(z; p) be asymptotic solutions to systems (1.2) and (1.8), respectively. The proof immediately follows from the definition of asymptotic solutions.
(1.10) Corollary.
i) Ψ 0 (z), Ψ 0 (z) = const ;
ii) Ψ 0 (z), Ψ 0 (z) = 0 , if there is j , such that ∂ j τ (z) +τ (z) / ∈2πi Z .
The proof is given by the zero and the first order terms in p of equality (1.9).
Remark. The second part of Corollary (1.10) means that eigenvectors for operators K i (z) and K * i (z) with different eigenvalues are orthogonal.
Integral representations and asymptotic solutions to qKZ
Let g = gl N +1 and {E ij } -the canonical generators of gl N +1 . Yangian Y = Y (gl N +1 ) is the unital associative algebra, generated by elements T s ij , i, j = 1, . . . , N + 1 , s ∈ Z >0 , subject to the relations:
Y is a Hopf algebra with the coproduct
There is a homomorphism of algebras ϕ : Y → U (g) :
which makes any g-module into an Y-module. For any z ∈ C , Y has a canonical automorphism θ z :
Set ϕ z = ϕ • θ z . For any two highest weight g-modules V 1 and V 2 with generating vectors v 1 and v 2 , respectively, there is a unique R-matrix R V1V2 (z) ∈ End (V 1 ⊗ V 2 ) , such that for any X ∈ Y (2.1)
Here ∆ ′ = P • ∆ and P is a permutation of factors in Y ⊗ Y . R V1V2 (z) preserves the weight decomposition of V 1 ⊗ V 2 considered as a g-module; its restriction to any weight subspace of V 1 ⊗ V 2 is a rational function in z .
Let V be a highest weight g-module.
where R d (i) (z) stands for the i-th factor and R d (j) (z) -for the j-th factor. Also set
where L(µ) stands for the i -th factor.
Let p ∈ C and z = (z 1 , . . . , z n ) . Denote by Z i the p -shift operator:
(2.3) Definition. The operators
The qKZ operators preserve the weight decomposition of a g-module V 1 ⊗ . . . ⊗ V n and their restrictions to any weight subspace of V 1 ⊗ . . . ⊗ V n are rational functions in z .
(2.4) Theorem. [ [FR] , Theorem (5.4) ]. The qKZ operators obey compatibility conditions
(2.5) Definition. The quantized Knizhnik-Zamolodchikov equation (qKZ) is the holonomic system of difference equations for a
where λ 0 = λ N +1 = 0 . Later on we will be interested in solutions to system (2.5) with values in V λ .
(2.7) Definition. The function
is called the phase function of the weight subspace V λ . Here Γ is the gamma-function.
Introduce a lexicographical ordering on the set of pairs (i, j) : (i, j) < (k, l) if i < k or i = k and j < l . Let a, b, . . . stay for (i, j), (k, l), . . . . Let Q a be the p -shift operator with respect to a variable t a .
ab Φ(t, z) ℓ×ℓ Below we give a description of the space of admissible functions, which will be used in the paper. Let H 0 λ be the space, spanned by entries of operators K i (z; p) restricted to V λ , i = 1, . . . , n . Let H λ be the space spanned by products g 1 . . . g s where each g i ∈ H 0 λ and s ∈ Z 0 . Consider the following linear functions: (2.10) Definition. Let Q λ be the space, spanned over C by discrete differentials Q a (Φw) − Φw , a = 1, . . . , ℓ , w ∈ F ⊗ H λ .
(2.11) Definition. Let w(t, z; p) ∈ F ⊗V λ . Say that Φ(t, z; p)w(t, z; p) gives an integral representation for solutions to system (2.5) if
(2.12) Theorem. [ [TV] , Theorem (1.5.2) ]. There exists an integral representation for solutions to qKZ (2.5) associated with gl N +1 .
The gl 2 case was considered in [M] , [R2] , [V1] . Explicit formulae for an integral representation are given in [TV] and Appendix 1.
Remark. In [TV] , we defined Φ(t, z; p) and w(t, z; p) and proved that the differences Z i (Φw) − K i Φw are discrete differentials. We did not specify the singularities of these differences, but the proof in [TV] clearly shows that these differences belong to
where K is (z) are also regular in M (cf. (1.1) ). Now we are in a position related to Section 1, and we are interested in asymptotic solutions to system (2.5) as p → 0 .
Remark. Actually, we have to consider restrictions of qKZ operators to V λ , which are rational functions in z, p . In this case we can take M to be the compliment to the singularities of K i (z; 0) , K −1 i (z; 0) . Set χ(x) = x log x − x . Introduce τ (t, z) as follows:
Choose a branch of log x , such that | Im log x − ϑ | < π . Let S ϑ ⊂ C ℓ+n be the cuts, defining the corresponding branch of τ (t, z) . Set
Let F • be the space of polynomials in t, z and the following rational functions:
and φ s (t, z) ∈ F • . Here log p = log ρ + iϑ .
The Lemma follows from the Stirling formula.
where ε is a small positive number. We have
where ∂D is a boundary of D . A point (t ⋆ , z ⋆ ) is a nondegenerate critical point if and only if t ⋆ is a nondegenerate solution to the system of equations
Hence, we can define in a neighbourhood of z ⋆ a holomorphic function t(z) , such that (t(z), z) is a nondegenerate critical point and t(z ⋆ ) = t ⋆ . Later on we assume that p is small and (t
It is clear, that ∂ ∂t a τ (t(z), z) = 2πi I a , and I(t) is a p -periodic function with respect to all t a . Set
where w(t, z; p) ∈ F ⊗ V λ , and set
(2.23) Lemma. As ρ → 0 , Ψ(z; p) has an asymptotic expansion
The Lemma is a direct corollary of Lemma (2.17) and the method of steepest descend. (Cf. e.g. §11 in [AGV] ).
, where f (t, z; p) ∈ F , andτ (t, z) = e −iϑτ (t, z) . It follows from (2.20) that for a small fixed ε and z close to z ⋆ we have
Let B ⊂ C ℓ be a small ball centered at t ⋆ . Let in [AGV] ). Therefore, we can take D to be any cycle generating H ℓ .
(2.24) Theorem. Let Φ(t, z; p)w(t, z; p) be an integral representation for solutions to qKZ (2.5). The asymptotic expansion of Ψ(z; p) as ρ → 0 gives an asymptotic solution to system (2.5) in the sense of (1.4).
Proof. For any a , I a ∈ Z and Q a I(t) = I(t) , because (t Lemma (2.17) and the method of steepest descend we have
From (2.7) and (2.21) it follows that
Hence, as ρ → 0 , the integrand in the right hand side of (2.22) is an odd function with respect to permutation of t 11 and t 12 in the asymptotic sense. On the other side, the quadratic form S(x) (cf.
(2.18) ) is preserved by the permutation of x 11 and x 12 . This means that
whereS(x) is a quadratic form in x 11 + x 12 and all other x ij 's. Now it is clear that we can find a required real hyperplane W which is invariant under the permutation of x 11 and x 12 . Therefore, disk D is also invariant, and the integral in the right hand side of (2.22) must vanish in the asymptotic sense, as ρ → 0 .
Dual qKZ and norms of Bethe vectors
Let V be a highest weight g-module with generating vector v . The restricted dual space V * admits the natural structure of a right g-module. Let v * ∈ V * be such that v * , v = 1 and v * , v ′ = 0 for any weight vector v ′ , which is not proportional to v . If V is irreducible, V * is an irreducible right lowest weight g-module with generating vector v * . Let V 1 , V 2 be two highest weight g-module with generating vector v 1 , v 2 , respectively. Let R V1V2 (z) be the corresponding R-matrix defined by (2.1), (2.2). SetR
(3.4) Definition. The dual qKZ is the holonomic system of difference equations for a V *
where λ 0 = λ N +1 = 0 . Later on we will be interested in solutions to system (3.4) with values in V *
Integral representations for solutions to dual qKZ (3.4) can be obtained similar to the case of qKZ (2.5). Explicit formulae are given in Appendix 1.
Let p = ρe iϑ , ρ = |p| and (t, z) / ∈ S ϑ . As ρ → 0 ,Φ(t, z; p) has an asymptotic expansion
where ε is a small positive number and W is defined in (2.19). Set
. (3.12) Theorem. LetΦ(t, z; p)w(t, z; p) be an integral representation for solutions to dual qKZ (3.4). Then the asymptotic expansion ofΨ(z; p) as ρ → 0 gives an asymptotic solution to system (3.4) in the sense of (1.4).
The proof is completely similar to the proof of Theorem (2.24).
(3.13) Corollary.
Let us consider µ ∈ C N +1 as an additional set of variables. Let (t ⋆ , z ⋆ , µ ⋆ ) be an offdiagonal nondegenerate critical point (with respect to t ). Let t(z, µ) be a holomorphic function, such that (t(z, µ), z, µ) is a nondegenerate critical point and t(z ⋆ , µ ⋆ ) = t ⋆ . Recall that w(t, z, µ; p) andw(t, z, µ; p) in the integral representations do not depend on µ and p at all. Furthermore, H(t, z, µ) and Ξ(t, z, µ) do not depend on µ as well.
(3.14) Theorem.
Proof. The first equality immediately follows from Theorems (2.24), (3.12), Lemmas (2.23), (3.11) and Corollary (1.10). To prove the second one, we note that the asymptotic expansions of Ψ(z; p) and Ψ(z; p) give asymptotic solutions to systems (2.5) and (3.4), respectively, not only for µ ⋆ , but for any µ close to µ ⋆ as well. Computing an asymptotic expansion of ∂ ∂µ i Ψ (z, µ; p), Ψ(z, µ; p) as ρ → 0 , we see that the leading term of this asymptotic expansion vanishes. On the other side, this leading term is given by the left hand side of the second equality.
(3.15) Corollary. For any offdiagonal nondegenerate critical point (t, z)
where const does not depend on µ and does not change under continuous deformations of a critical point (t, z) .
(3.16) Conjecture. For any offdiagonal critical point (t, z) we have
(3.17) Conjecture. Let (t, z) and (t, z) be offdiagonal critical points, such that
We will prove these Conjectures for the gl 2 case in the next section using Corollary (3.15). Namely, we compute suitable limits of the right and left hand sides of (3.15) and check that const = (−1) ℓ for that limit. Probably this proof can be generalized to other Lie algebras.
A combinatorial proof of Conjecture (3.16) for the gl 2 case was given in [Ko] , and for the gl 3 case (with a special choice of g-modules) in [R1] . An analogue of Theorem (3.14) for the differential Knizhnik-Zamolodchikov equation was proved in [RV] . Analogues of Conjectures (3.16) and (3.17) were proved in [V2] and [RV] , respectively, for the sl 2 case.
Remark. For historical reasons, w(t, z), w(t, z) is called the norm of the Bethe vector w(t, z) . (3.16) and (3.17), the gl 2 case
Proof of Conjectures
In this section we deduce Conjecture (3.16) for the gl 2 case from Corollary (3.15). In this section we assume that N = 1 . Without loss of generality we assume that Λ 1 (m) = 0 , m = 1, . . . , n , and µ 2 = 0 . Set y m = z m − Λ 2 (m) , m = 1, . . . , n , and κ = exp(µ 1 ) . We assume that all y m , z m are generic, unless the opposite is indicated explicitly.
The original system of equations for critical points is
We replace it by the system of algebraic equations
Both systems (4.1) and (4.2) are preserved by the natural action of the symmetric group S ℓ on variables t 1 , . . . , t ℓ . Define Z ⊂ C ℓ by the equation
(4.4) Lemma. Systems (4.1) and (4.2) are equivalent for κ = 0 .
Proof. We have to show that system (4.2) has no solutions belonging to Z if κ = 0 . It can be done by direct analysis of this system. As an example consider the case ℓ = 2 . Take a solution t ∈ Z . Suppose t 1 = z m . Then from the first equation, t 2 = t 1 + 1 and the second equation cannot be satisfied. If t 1 = t 2 + 1 , then from the first equation, t 1 = y m for some m , and the second equation cannot be satisfied. Similarly, we can start from t 1 = y m or t 1 = t 2 − 1 . All the other cases can be obtained by the action of the symmetric group S 2 .
(4.5) Lemma. All solutions to system (4.2) remain finite for any κ = exp(2πir/s) , s = 1, . . . , ℓ , r = 0, . . . , s .
Proof. Suppose, that there is a solution t(κ) to system (4.2) which tends to infinity as κ → κ 0 and κ 0 is not a root of unity. We can assume that t a (κ) → ∞ for a f and t a (κ) remain finite for a > f .
. . , ℓ , is equivalent to system (4.2) in a region t a = 0 , x a = 0 , a = 1, . . . , ℓ . Let x(κ) be a solution to system (4.6), corresponding to t(k) under the transformation described above. We have x a (κ 0 ) = 0 for a f , x a (κ 0 ) = 0 for a > f and x a (κ) = 0 for κ = κ 0 , a = 1, . . . , ℓ . Taking the product of the first f equations of system (4.6), we obtain
It is easy to see that the first products in the left and right hand sides above coincide. Moreover, for κ close to κ 0 , they must be zero. Otherwise, we can cancel these products and come to a contradiction in the limit κ → κ 0 . Therefore,
and the corresponding solution t(κ) to the original system (4.2) belongs to Z , which is impossible (cf. the proof of Lemma (4.4) ). Hence, there are no required solutions x(κ) to system (4.6). And the original system (4.2) has no solutions which tend to infinity, as κ → κ 0 .
Set for a while κ = 0 and consider the corresponding system
The set of solutions to this system modulo the action of the the symmetric group S ℓ , is in one-to-one correspondence with
A solution is fixed by conditions
A solution is called an offdiagonal solution if t a = t b , for a = b , and a diagonal solution, otherwise.
(4.8) Lemma. The multiplicity of any offdiagonal solution to system (4.7) is equal to 1 .
The Lemma immediately follows from the following lemma.
(4.9) Lemma. Let Q 1 , . . . , Q l be homogeneous polynomials in variables x 1 , . . . , x l . Assume, that x a = 0 , a = 1, . . . , l , is an isolated solution to a system
Then the multiplicity of this solution is equal to
(4.10) Lemma. Let t(κ) be a solution to system (4.2), which is a deformation of a diagonal solution
Consider a new system
It is obtained from system (4.2) by the substitution t ℓ = t 1 . Incidently, the first and the last equations of (4.2) coincide after this substitution. Any solution to system (4.11) gives rise to a diagonal solution to system (4.2) by setting t ℓ = t 1 .
The solution t − (0) to system (4.11) at κ = 0 is isolated. It follows from Lemma (4.9) that the solution t − (0) has the same multiplicity as the solution t(0) to system (4.7). This means that any deformation of the diagonal solution t(0) can be obtained from some deformation of the solution t − (0) and, therefore, is diagonal. Proof. It follows from Lemmas (4.5), (4.8), (4.10), for generic κ the number of offdiagonal solutions to system (4.2) is the same as to system (4.7), and all of them are nondegenerate. It is a simple combinatorial exercise to count offdiagonal solutions to system (4.7).
(4.13) Lemma. Offdiagonal solutions to system (4.2) remain finite for any κ = 1 .
Proof. Define a rational function r(u; t, κ) as follows:
It depends continuously on t, κ in the sense that for almost all u ∈ C we have r(u; t, κ) → r(u; t 0 , κ 0 ) as (t, κ) → (t 0 , κ 0 ) . Let t(κ) be an offdiagonal solution to system (4.2). Then r(u; t(κ), κ) is a polynomial in u . Its coefficients are continuous functions of κ . From (4.14) we have
Suppose, that the solution t(κ) tends to infinity, as κ → κ 0 = 1 . We can assume that t a (κ) → ∞ for a > f and t a (κ) remain finite for a f . Then as κ → κ 0 ,
in a contradiction with (4.15).
Proof of Conjecture (3.16) . Consider at first only generic κ . In this case, all offdiagonal critical points are nondegenerate and each of them can be obtained by a continuous deformation from a certain offdiagonal solution to system (4.7). According to Theorem (3.14) we can check the Conjecture only in the limit κ → 0 . As we know, function Ξ 2 (t, z)H −1 (t, z) w(t, z), w(t, z) is preserved by the action of the symmetric group S ℓ . So, we can take the most convenient solution for a given S ℓ -orbit. Later on we do not indicate dependence on z explicitly.
Denote by e = E 12 and f = E 21 offdiagonal generators of gl 2 and introduce the canonical monomial
They are dual to each other, up to a normalization:
(cf. Appendix 2).
and {E ν } ν∈Z ℓ form bases in the weight subspaces V ℓ and V * ℓ , respectively. Define on Z ℓ a lexicographical ordering:
It induces an ordering on the monomial bases.
Fix ν ∈ Z ℓ . Let t ⋆ be the following offdiagonal solution to system (4.7):
It is related to the previous description of solutions as:
Say for a moment that b ≪ a if b ℓ m < a for some m . From explicit formulae for vectors w(t) and w(t) in the integral representations for solutions to qKZ, we see
where θ νν ′ (t) = O(1) , as t → t ⋆ (cf. Appendix 1). Hence, only the first terms of the right hand sides above contribute to the leading part of the pairing w(t), w(t) . Ξ 2 (t) reads as follows
Taking into account (4.17), we get
As t → t ⋆ , the leading term of the matrix of second derivatives
consisting of n blocks (cf. (2.14) ). The m-th block is the following three-diagonal ν m by ν m matrix:
Adding to each row all the subsequent rows, we obtain a low-triangular matrix and compute its determinant. Finally
as t → t ⋆ . Comparing (4.21) and (4.22), we come to
As we know, for any S ℓ -orbit of offdiagonal solutions to system (4.7) we can find ν ∈ Z ℓ , such that this orbit contains solution (4.18). So, Conjecture (3.16) is proved for generic κ, y, z .
For general (not generic) case, let t be an offdiagonal critical point. Making, if necessary, a small deformation of µ, z, Λ(1), . . . , Λ(n) , we come to a generic case, considered above, and find an offdiagonal nondegenerate critical pointt close to t . For generic case, Conjecture (3.16) is already proved, and both the left hand side and the right hand side of the equality are continuous functions. Therefore, Conjecture (3.16) holds for general case as well. Conjecture (3.17) . First, consider a generic case. Both t andt are nondegenerate critical points. Therefore, due to Corollaries (2.26) and (3.13), w(t, z) andw(t, z) are eigenvectors of operators K 1 (z; 0) and K * 1 (z; 0) with eigenvalues exp ∂τ ∂z 1 (t, z) and exp ∂τ ∂z 1 (t, z) , respectively. t andt are obtained by continuous deformation from offdiagonal solutions to system (4.7), belonging to different orbits of the symmetric group S ℓ . Using explicit formulae
Proof of
since it is the case as κ → 0 . But eigenvectors of operators K 1 (z; 0) and K * 1 (z; 0) with different eigenvalues must be orthogonal: w(t, z), w(t, z) = 0 .
To complete the proof in general (not generic) case, we use the same deformation arguments as at the end of the proof of Conjecture (3.16) above.
Let C(z, µ) be a set of all different offdiagonal critical points modulo the action of the symmetric group S ℓ . Vectors w(t, z) andw(t, z) are preserved by the action of S ℓ modulo multiplication by a scalar factor.
(4.23) Theorem. Let z, µ, Λ(1), . . . , Λ(n) be generic. Then {w(t, z)} t∈C(z,µ) and {w(t, z)} t∈C(z,µ) are bases in V ℓ and V * ℓ , respectively. They are dual to each other, up to a normalization. Proof. The first statement follows from (4.19) and (4.20). The second one coincides with Conjecture (3.17), which is proved above.
Remark. The statement of Theorem (4.23) is often called the completeness of Bethe vectors.
qKZ and bases of singular vectors.
In this section we always assume that µ = 0 . We will prove analogues of Theorem (4.23) for this special case.
Let V 1 ⊗ . . . ⊗ V n be a tensor product of highest weight g-modules. Let V λ be the weight subspace (2.6). Set
Let Φ(t, z; p)w(t, z) be an integral representation for solutions to qKZ (2.5). Let (t ⋆ , z ⋆ ) be a nondegenerate critical point. Let Ψ(z; p) be defined by (2.22).
Proof. Let t ij ∈ C ℓ−1 be obtained from t ∈ C ℓ by removing the coordinate t ij . Let
Let Q ij be the p -shift operator with respect to variable t ij . We have
(cf. Appendix 1). Now the statement follows from the method of steepest descend.
(5.3) Lemma. Let (t, z) be an offdiagonal critical point. Then w(t, z) ∈ Sing V λ .
Proof. The statement directly follows from (5.2) and equations for critical points:
If (t, z) is a nondegenerate critical point, the statement also follows from Lemmas (2.23) and (5.1).
For the gl 2 case this Lemma was proved in [FT2] . For the gl N +1 case it was formulated in [KR1] , [KR2] ; the proof is given in [K] .
Let us consider the gl 2 case in more details. The equations for critical points are
Let s ∈ C . Make a change of variables x = sz ∈ C n , u = st ∈ C ℓ . In the new variables u system (5.4) reads as follows:
As s → 0 , system (5.5) turns into
Both systems (5.5) and (5.6) are preserved by the natural action of the symmetric group S ℓ on variables u 1 , . . . , u ℓ .
(5.7) Lemma. [V2] . Let Λ 1 (m) − Λ 2 (m) < 0 , m = 1, . . . , n . Then for generic x all solutions to system (5.6) are nondegenerate. There are dim Sing V λ different solutions modulo the action of the symmetric group S ℓ . Let C(z) be the set of all offdiagonal critical points modulo the action of the symmetric group S ℓ , see (2.13) and (2.27).
(5.8) Theorem. Let Λ 1 (m) − Λ 2 (m) < 0 , m = 1, . . . , n . Then for generic z all offdiagonal critical points are nondegenerate. Moreover, #C(z) = dim Sing V λ and {w(t, z)} t∈C(z) is a base in Sing V λ .
Proof. Let C • (z) ⊂ C(z) be the subset of nondegenerate critical points. It follows from Lemma (5.7) that #C • (z) dim Sing V λ for generic z . On the other hand, from Lemma (5.3) and Conjectures (3.16) and (3.17), we have that #C • (z) dim Sing V λ . Therefore, #C • (z) = dim Sing V λ . Moreover, {w(t, z)} t∈C•(z) and {w(t, z)} t∈C•(z) are bases in Sing V λ and (Sing V λ ) * , respectively. Let (t, z) be a critical point, such that (t, z) ∈ C(z) \ C • (z) . Then w(t, z) = 0 (cf. Appendix 1), w(t, z) ∈ Sing V λ and ṽ, w(t, z) = 0 for anyṽ ∈ (Sing V λ ) * . This is impossible. Hence, C(z) = C • (z) .
(5.9) Corollary. For generic z, Λ(1), . . . , Λ(n) all offdiagonal critical points are nondegenerate. Moreover, #C(z) = dim Sing V λ and {w(t, z)} t∈C(z) is a base in Sing V λ .
The proof is absolutely similar to the proof of Theorem (5.8), if we use Theorem (5.8) instead of Lemma (5.7) therein.
Assume now that Λ 1 (m)− Λ 2 (m) ∈ Z 0 , m = 1, . . . , n . Let V 1 , . . . , V n be the irreducible g-module with highest weights Λ(1), . . . , Λ(n) , respectively.
(5.10) Lemma. [RV] . For generic x there are dim Sing V λ different nondegenerate solutions to system (5.6), modulo the action of the symmetric group S ℓ .
An offdiagonal critical point (t, z) is called a nontrivial critical point if w(t, z) = 0 , and a trivial critical point, otherwise. Let C(z) be a set of all different nontrivial critical points modulo the action of the symmetric group S ℓ . Proof. Let C • (z) be a set of all different offdiagonal nondegenerate critical points modulo the action of the symmetric group S ℓ . Trivial critical points are degenerate by Conjecture (3.16). Therefore, C • (z) ⊂ C(z) . If follows from Lemma (5.10) that #C • (z) dim Sing V λ for generic z . On the other hand, from Lemma (5.3) and Conjectures (3.16) and (3.17), we have that #C • (z) dim Sing V λ . Therefore, #C • (z) = dim Sing V λ . Moreover, {w(t, z)} t∈C•(z) and {w(t, z)} t∈C•(z) are bases in Sing V λ and (Sing V λ ) * , respectively. Let (t, z) be a critical point, such that (t, z) / ∈ C • (z) . Then w(t, z) ∈ Sing V λ and ṽ, w(t, z) = 0 for anyṽ ∈ (Sing V λ ) * . Hence, w(t, z) = 0 and
Analogues of Theorem (5.8) and (5.11) for the differential Knizhnik-Zamolodchikov equation were proved in [V2] and [RV] , respectively.
6. Asymptotic solutions to qKZ, the U q (gl N +1 ) case
In this section we describe q-deformations of results, given in Sections 2-4. All proofs are completely similar. Notations, used in this section differs slightly from notations, used before. A reader should take a little care to avoid a confusion.
Let g = gl N +1 , q ∈ C , q = 0 and q is not a root of unity. Set [k] 
U q ( g) is the unital associative algebra, generated by elements k ±1 0 , . . . , k ±1 N +1 , e 0 , . . . , e N , f 0 , . . . , f N , subject to the relations 
respectively. U q ( g) is a Hopf algebra with the coproduct ∆ :
which is opposite to the coproduct used in [FR] . U q (g) is a Hopf subalgebra in U q ( g) , generated by elements k ±1 1 , . . . , k ±1 N +1 , e 1 , . . . , e N , f 1 , . . . , f N . There is a homomorphism of algebras ϕ : U q ( g) → U q (g) :
where [x 1 , . . . ,
For any two highest weight U q (g)-modules V 1 and V 2 with generating vectors v 1 and v 2 , respectively, there is a unique R-matrix R V1V2 (z) ∈ End (V 1 ⊗ V 2 ) , such that for any X ∈ U q ( g)
Here ∆ ′ = P • ∆ and P is a permutation of factors in U q ( g) ⊗ U q ( g) . R V1V2 (z) preserves the weight decomposition of V 1 ⊗V 2 considered as an U q (g)-module; its restriction to any weight subspace of V 1 ⊗V 2 is a rational function in z .
Let V be a highest weight
It is well defined for any highest weight U q (g)-module. Let p ∈ C , p = 0 , and z = (z 1 , . . . , z n ) . Denote by Z i the p -shift operator:
(6.4) Definition. The operators
n , are called the qKZ operators.
The qKZ operators preserve the weight decomposition of U q (g)-module V 1 ⊗ . . . ⊗ V n and their restrictions to any weight subspace are rational functions in z . 
for i = 1, . . . , n , [FR] . (Λ 1 (1), . . . , Λ N +1 (1)) , . . . , (Λ 1 (n) , . . . , Λ N +1 (n)) be highest weights of U q (g)-modules V 1 , . . . , V n , respectively. Let V λ = (V 1 ⊗ . . . ⊗ V n ) λ be the weight subspace:
Λi (m) v , i = 1, . . . , N + 1 where λ 0 = λ N +1 = 0 . Later on we will be interested in solutions to system (6.6) with values in V λ . Further on we assume that p ∈ (0, 1) and
(6.8) Definition. The function
is called the phase function of the weight subspace V λ .
(6.9) Definition. Set
Let H 0 λ be the space, spanned by entries of operators K i (z; p) restricted to V λ , i = 1, . . . , n . Let H λ be the space spanned by products g 1 . . . g s where each g i ∈ H 0 λ and s ∈ Z 0 . Consider the following linear functions:
s , s ∈ Z 0 , where each g i is a linear function from the list (6.10) and
(6.11) Definition. Let Q λ be the space, spanned by discrete differentials Q a (Φw) − Φw , a = 1, . . . , ℓ , w ∈ F ⊗ H λ .
(6.12) Definition. Let w(t, z; p) ∈ F ⊗V λ . Say that Φ(t, z; p)w(t, z; p) gives an integral representation for solutions to system (6.6) if
(6.13) Theorem.
[ [TV] , Theorem (1.5.2) ]. There exist an integral representation for solutions to qKZ (6.6) assosiated with U q (gl N +1 ) .
The gl 2 case was considered in [M] , [R2] , [V1] . Explicit formulae for an integral representation are given in [TV] and in Appendix 1.
Remark. In [TV] , we defined Φ(t, z; p) and w(t, z; p) and proved that the differences Z i (Φw) − K i Φw are discrete differentials. We did not specify the singularities of these differences, but the proof in [TV] clearly shows that these differences belong to Q λ ⊗ V λ .
where K is (z) are also regular in M . Now we are in a position related to Section 1, and we are interested in asymptotic solutions to system (6.6) as p → 1 . Variable z, p in Section 1 correspond to variables log z, δ in this Section.
Remark. Actually, we have to consider restrictions of qKZ operators to V λ , which are rational functions in z, p . In this case we can take M to be the compliment to the singularities of
The dilogarithm function Li 2 (u) is defined by
and can be analytically continued to C \ [1, ∞) . Further on, we always take the following branch of logarithm (6.16) Im log x ∈ (0, 2π) .
Set χ(x, y) = − Li 2 (xq 2y ) − υy log x . Introduce τ (t, z) as follows:
ℓ+n be the cuts, defining the branch of τ (t, z) . Let F • be a space of polynomials in t, z and the following rational functions:
The Lemma follows from the asymptotic expansion for (u, p) ∞ .
where ε is a small positive number. Let t(z) be a holomorphic function, such that (t(z), z) is a nondegenerate critical point and t(z ⋆ ) = t ⋆ . Later on we assume that p is close to 1 . Set
It is clear, that t a ∂ ∂t a τ (t(z), z) = 2πi I a , and I(t) is a multiplicatively p -periodic function with respect to all t a . Set
(6.24) Lemma. As p → 1 , Ψ(z; p) has an asymptotic expansion
(6.27) Theorem. Let (t ⋆ , z ⋆ ) be a diagonal nondegenerate critical point, and let Ψ(z; p) be defined by
For any highest weight U q (g)-module V the restricted dual space V * admits the natural structure
(6.28) Definition. The dual qKZ is the holonomic system of difference equations for a V *
n ) λ be the dual weight subspace:
Λi ( LetQ λ be the space, spanned by discrete differentials Q a (Φw) −Φw , a = 1, . . . , ℓ , w ∈ F .
(6.31) Definition. Letw(t, z; p) ∈ F ⊗V * λ . Say thatΦ(t, z; p)w(t, z; p) gives an integral representation for solutions to system (6.28) if
Integral representations for solutions to dual qKZ (6.28) can be obtained similar to the case of qKZ (6.6). Explicit formulae are given in Appendix 1.
Let (t, z) / ∈ S ϑ . As p → 1 ,Φ(t, z; p) has an asymptotic expansion
where ε is a small positive number. Set
LetΦ(t, z; p)w(t, z; p) be an integral representation for solutions to dual qKZ (6.28). Then the asymptotic expansion ofΨ(z; p) as p → 1 gives an asymptotic solution to system (6.28) in the sense of (1.4).
(6.38) Corollary. For any offdiagonal nondegenerate critical point (t, z)
where const does not depend on µ and does not change under continuous deformations a critical point (t, z) .
(6.39) Conjecture. For any offdiagonal critical point (t, z) we have
(6.40) Conjecture. Let (t, z) and (t, z) be offdiagonal critical points, such that
These Conjectures for the U q (gl 2 ) case can be proved using Corollary (6.38) . A combinatorial proof of Conjecture (6.39) for the U q (gl 2 ) case was given in [Ko] .
Proof of Conjectures (6.39) and (6.40) , the U q (gl 2 ) case. It is completely similar to the proof of Conjectures (3.16) and (3.17) for the gl 2 case, given in Section 4. We mention here only key points of the proof.
We assume that N = 1 . Without loss of generality we assume that Λ 1 (m) = 0 , m = 1, . . . , n , and
. . , n , and κ = q . We assume that all y m , z m are generic.
. . , ℓ . Both systems (6.41) and (6.42) are preserved by the natural action of the symmetric group S ℓ on variables t 1 , . . . , t ℓ . Denote by D ⊂ C ℓ the complementary of the union of the coordinate hyperplanes t a = 0 , a = 1, . . . , ℓ . System (6.42) will be considered only in D . The last formulae to be mentioned, are related to the canonical monomial bases in
(6.50)
where e = e 1 , f = f 1 (cf. (4.16) ). They are dual to each other, up to a normalization:
(6.52) Theorem. Let z, µ, Λ(1), . . . , Λ(n) be generic. Then {w(t, z)} t∈C(z,µ) and {w(t, z)} t∈C (z,µ) are bases in V ℓ and V 1 ji , such that ϕ z •φ = id . In this sence, the g-module and Y-module structures on V are consistent.
Let e ij ∈ End (C N +1 ) be the image of E ij under the natural representation of gl N +1 . Define
⊗ℓ ) the following embedding:
where x stands in the a -th place. Set
where the last product is taken in the lexicographical order: a factor R ab (t a , t b ) stands on the right side of a factor R cd (t c , t d ) if a < c or a = c and b < d .
λ i . Introduce a lexicographical order on the set of pairs
Let tr : End ((C N +1 ) ⊗ℓ ) → C be the trace map and let Tr = id ⊗ tr . Set
It is used in integral representations for solutions to qKZ. Relation (2.29) follows from (A.5).
This Lemma is proved at the end of the section.
Let Φ(t, z; p) be the phase function (2.7). To prove that Φ(t, z; p)w(t, z) is an integral representation for solutions to qKZ the following expression for w(t, z) is essential:
Here the sum is taken over all λ(1), . . . , λ(n) ∈ Z Then
We order the set t(m) lexicographically if it is used as an argument in ξ λ(m),Vm (t(m), z m ) .
Formula (A.7) follows from the expression for ξ λ,V (t, z) :
Here the sum is taken over all partitions of the set { (i, j) | i = 1, . . . , N , j = 1, . . . , λ i } into disjoint subsets Γ(1), . . . , Γ(n) and we use the notation
Formulae (A.5) and (A.8) imply (4.19). Let t ij ∈ C ℓ−1 be obtained from t ∈ C ℓ by removing the coordinate t ij . Let λ i = (λ 1 , . . . , λ i − 1, . . . , λ N ) . The following formula holds for the action of gl N +1 generators E i,i+1 on ξ λ,V (t, z) :
This equality and (A.5) imply formula (5.2). Let V * 1 , . . . , V * n be the restricted dual spaces to V 1 , . . . , V n , respectively. Each V * i is considered as a right g-module. Let v * i ∈ V * i be the vector defined at the beginning of Section 3. Define
by formulae (A.2) and (A.3), respectively, where V is replaced by V * . Set
.
We havew(t, z) ∈ F ⊗ V * λ . The proof is completely similar to the proof of Lemma (A.6). The counterparts of formulae (A.7) and (A.8) arẽ
The notation is the same as in (A.7) and (A.8), respectively. Formulae (A.10) and (A.12) imply (4.20). LetΦ(t, z; p) be the phase function (3.6). Formula (A.11) implies thatΦ(t, z; p)w(t, z) is an integral representation for solutions to the dual qKZ. The proof is completely similar to the qKZ case.
The U q (gl N +1 ) case is completely similar to the gl N +1 case. Let V 1 , . . . , V n be U q (g)-modules with highest weights Λ(1), . . . , Λ(n) and generating vectors v 1 , . . . , v n , respectively. Set V = V 1 ⊗ . . . ⊗ V n . Let z ∈ C n . We make V into U q ( g)-module by the homomorphism ϕ
Here ∆ (m) is the m -iterated coproduct ( ∆ (0) = id , ∆ (1) = ∆ ) and ϕ z : U q ( g) → U q (g) is the homomorphism described in Section 6. Define R(u, v) ∈ End (C N +1 ⊗ C N +1 ) as follows:
(A.13) R(u, v) = uq − vq
e ii ⊗ e ii + i =j e ij ⊗ e ij + q − q −1 u − v i<j (ue ij ⊗ e ji + ve ji ⊗ e ij ) .
Consider current type generators of
ji , i = 1, . . . , N + 1 , j = 1, . . . , i , and L (s) ij , i, j = 1, . . . , N + 1 , s ∈ Z =0 , which are related to {k i , e i , f i } as follows:
i+1,i = −e i k −1
1,N +1 = −e 0 k −1
N +1,1 = k 0 f 0 (q − q −1 ) , (cf. [FRT] , [RS] , [DF] ). Introduce T V (u, z) ∈ End (V ⊗ C N +1 ) :
) ⊗ e ij u n−s . (A.14)
We also have
z (L (±s) ij ) = 0 , so T V (u, z) is a polynomial in u, z .
All the following is almost the same as in the gl N +1 case. We will mention only formulae, which differ from the gl N +1 case. A(t i+1,k , t ij ) t ij (q 2 − 1) −1 ξ λ i ,V (t ij , z) .
It is a counterpart of formula (A.9).
Proof of Lemma (A.6). It follows from (A.3) and (A.4) that ξ λ,V (t, z) can have singularities only on hyperplanes t ij − z m + Λ i+1 (m) = 0 , j = 1, . . . , λ i , m = 1, . . . , n , (A.16) t ij − t ik + 1 = 0 , j = 1, . . . , λ i , k = 1, . . . , j − 1 , (A.17) t ij − t kl = 0 , j = 1, . . . , λ i , k = 1, . . . , i − 1 , l = 1, . . . , λ k , (A.18) i = 1, . . . , N . To prove the Lemma we have to show that ξ λ,V (t, z) is regular on the hyperplanes (A.17) and on the hyperplanes (A.18) for i − k > 1 . For the first case it was proved in [TV] . Below we consider the second case.
Let a, b, . . . stay for (i, j), (k, l) All unprimed products are taken in the lexicographical order (cf. (A.3) ). The prime means that this product is taken in the reverse lexicographical order. The double prime means that in this product a factor R cd stand on the right side of a factor R ef if c > e or c = e and d < f . For the residue res . Let Λ ∈ C 2 . Define an action of the gl 2 generators {E ij } and the U q (gl 2 ) generators k 1 , k 2 , e 1 , f 1 in V as follows:
For generic Λ , V is a highest weight gl 2 module and a highest weight U q (gl 2 ) module with generating vector v = 1 . Formulae (4.17) and (6.51) can be checked now by direct calculations.
