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RAMANUJAN AND COEFFICIENTS OF MEROMORPHIC MODULAR
FORMS
KATHRIN BRINGMANN AND BEN KANE
Abstract. The study of Fourier coefficients of meromorphic modular forms dates back
to Ramanujan, who, together with Hardy, studied the reciprocal of the weight 6 Eisenstein
series. Ramanujan conjectured a number of further identities for other meromorphic modular
forms and quasi-modular forms which were subsequently established by Berndt, Bialek, and
Yee. In this paper, we place these identities into the context of a larger family by making
use of Poincare´ series introduced by Petersson and a new family of Poincare´ series which we
construct here and which are of independent interest. In addition we establish a number of
new explicit identities. In particular, we give the first examples of Fourier expansions for
meromorphic modular form with third-order poles and quasi-meromorphic modular forms
with second-order poles.
French resume: On calcule les coefficients de Fourier de formes modulaires me´romorphes
dans le style de Ramanujan.
1. Introduction and statement of results
In contrast to the situation for weakly holomorphic forms, Fourier coefficients of mero-
morphic modular forms have only been considered in a number of isolated special cases.
However, Berndt, Bialek, and Yee [2] noted similarities between the coefficients of a number
of examples. Based on their observation, the goal of this paper is to begin the search for a
general structure that puts these special cases into a general framework, paralleling the de-
velopment of a general theory for Fourier coefficients of weakly holomorphic modular forms
following Ramanujan’s investigation of the partition function.
In work which gave birth to the Circle Method, Hardy and Ramanujan [6, 7] derived their
famous asymptotic formula for the partition function p(n), namely, as n→∞,
(1.1) p(n) ∼ 1
4n
√
3
· eπ
√
2n
3 .
Rademacher [11] then perfected the method to derive the exact formula
(1.2) p(n) = 2π(24n− 1)− 34
∞∑
k=1
Ak(n)
k
· I 3
2
(
π
√
24n− 1
6k
)
.
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Here Iℓ(x) is the I-Bessel function of order ℓ and Ak(n) denotes the Kloosterman sum
Ak(n) :=
1
2
√
k
12
∑
h (mod 24k)
h2≡−24n+1 (mod 24k)
χ12(h) · e
(
h
12k
)
,
where e(α) := e2πiα and χ12(h) :=
(
12
h
)
. A key ingredient of the proof of this formula is the
fact that the partition generating function is the reciprocal of a modular form with no poles
in the upper half-plane. To be more precise, the function (q := e2πiz throughout)
P (z) :=
∞∑
n=0
p(n)qn−
1
24 = q−
1
24
∞∏
n=1
1
1− qn ,
is a weight -1/2 weakly holomorphic modular form, a meromorphic modular form whose
poles (if any) are supported at cusps. Rademacher and Zuckerman [12, 15, 16] subsequently
generalized (1.2) to obtain exact formulas for the coefficients of all weakly holomorphic
modular forms of negative weight.
Much less is known about the coefficients of general meromorphic modular forms. Hardy
and Ramanujan [8] considered the special case that the meromorphic modular form has a
unique simple pole modulo SL2(Z). In particular, they found a formula for the reciprocal of
the weight 6 Eisenstein series E6. Ramanujan (see pages 102–104 of [14]) then stated further
formulas for other meromorphic functions but, as usual for his writing, did not provide
a proof. His claims concerning meromorphic modular forms with simple poles were then
subsequently proven by Bialek in his Ph.D. thesis written under Berndt [3]. Berndt, Bialek,
and Yee [2] were then first to explicitly compute the Fourier coefficients of meromorphic
modular forms with second-order poles, resolving the last of Ramanujan’s claims about their
coefficients.
Formulas for Fourier coefficients of meromorphic modular forms look very different from
(1.2). To expound upon one example, we state the result for 1/E4. In this case, we have
1
E4(z)
=
∞∑
n=0
βnq
n
with
(1.3) βn := (−1)n 3
E6(ρ)
∑
(λ)
∑
(c,d)
h(c,d)(n)
λ3
e
pin
√
3
λ .
Here ρ := e
pii
3 , λ runs over the integers of the form λ = 3a
∏r
j=1 p
aj
j where a = 0 or 1, pj is
a prime of the form 6m + 1, and aj ∈ N0. Moreover (c, d) runs over distinct solutions to
λ = c2 − cd + d2 and (a, b) ∈ Z2 is any solution to ad − bc = 1. We recall the definition of
distinct in Section 2. Finally, we let h(1,0)(n) := 1, h(2,1)(n) := (−1)n, and for λ ≥ 7
h(c,d)(n) := 2 cos
(
(ad+ bc− 2ac− 2bd+ λ)πn
λ
− 6 arctan
(
c
√
3
2d− c
))
.
Remarks.
(1) Note that 1/E4 has integral coefficients which can be seen by directly inserting the Fourier
expansion of E4 and then expanding the geometric series. However, in parallel with the
2
right-hand side of (1.2), the transcendence properties of the infinite sum defining βn
in (1.3) are in no way obvious. One concludes that for each n ∈ N0, the sum in the
definition of βn is algebraic, up to division by E6(ρ). Moreover, by the Chowla–Selberg
formula [5] (see the corollary to Proposition 27 of [4] and the following table for the
specific form used here), E6(ρ) = 24
√
3Ω6
Q(ρ), where
ΩQ(ρ) :=
1√
6π
(
Γ
(
1
3
)
Γ
(
2
3
)) 32 .
One hence obtains an explicit constant whose ratio with the sum in (1.3) is integral.
(2) Expansions like (1.3) converge extremely rapidly, giving good approximations with very
few terms. After noting that the six terms with λ = 1 are equivalent, it is easy to check
that the main asymptotic growth in (1.3) comes from the (c, d) = (1, 0) term, yielding
βn ∼ (−1)n 3
E6(ρ)
eπn
√
3.
Thus the coefficients of meromorphic modular forms grow much faster than the coeffi-
cients of weakly holomorphic modular forms (compare with (1.1)). To give an impression
of the rate of convergence, β15 is a 36 digit number, while the main term gives the first
25 digits accurately (see [2] for further examples and tables with specific data).
(3) The coefficients βn may also be related to (positive weight) Poincare´ series evaluated at
ρ, resulting in interesting identities which were investigated by Berndt and Bialek [1].
The identities of Bialek [3] and Berndt, Bialek, and Yee [2] were proven using the Circle
Method, while in this paper various different Poincare´ series are used to compute the Fourier
coefficients. This yields a treatment for the coefficients of a wide variety of meromorphic
modular forms. Fundamentally speaking, since our method extends to meromorphic forms
with poles at arbitrary points in H, this indicates that all meromorphic modular forms have
Fourier expansions resembling (1.3). We also more closely examine expansions in the shape
of (1.3), realizing (1.3) and Fourier coefficients of many other meromorphic modular forms
as sums over certain ideals in the ring of integers of imaginary quadratic fields. To describe
the shape of these Fourier expansions, for K = Q(z) with z = ρ or z = i, we denote the norm
in OK by N and the sum over all primitive ideals of OK by
∑∗
b⊆OK . We further denote
by ωz := #Γz the size of the stabilizer Γz ⊂ PSL2(Z). We also require a function Cm (b, n)
which closely resembles hc,d(n) for b := (cz+ d). Explicit definitions are given in Section 2.
Using this notation, we may rewrite Hardy and Ramanujan’s formula for 1/E6 as
1
E6(z)
=
ωi
E24(i)
∞∑
n=0
∑∗
b⊆OQ(i)
C8 (b, n)
N(b)4
e
2pin
N(b) qn.
Berndt, Bialek, and Yee [2] investigated a beautiful relation between the coefficients of
1/E6 and the coefficients of weight −4 meromorphic modular forms with second-order poles
at z = i. In particular, they obtained
(1.4)
E24(z)
E26(z)
=
2ωi
E24(i)
∞∑
n=0
∑∗
b⊆OQ(i)
(
n+
3N(b)
2π
)
C8 (b, n)
N(b)4
e
2pin
N(b) qn.
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It is striking that all of the meromorphic modular forms encountered above have Fourier
expansions which may be written as linear combinations of the series (with z2 := Im(z))
(1.5) Fk,ℓ,r(q) = Fk,ℓ,r(z; q) :=
∞∑
n=0
∑∗
b⊆OQ(z)
Ck (b, n)
N(b)
k
2
−ℓn
re
2pin
N(b)
z2qn.
The appearance of these functions in the above formulas for meromorphic modular forms is
not isolated. Ramanujan found similar formulas for powers of the weight 2 Eisenstein series
multiplied by meromorphic modular forms, which were later proven by Bialek [3]. To state
two examples (again rewritten in terms of ideals), Bialek showed (see Theorem 2.12 of [3])
(1.6)
E2(z)
E6(z)
=
ωi
E24(i)
∞∑
n=0
∑∗
b⊆OQ(i)
C8 (b, n)
N(b)3
e
2pin
N(b) qn,
(1.7)
E22(z)
E6(z)
=
ωi
E24(i)
∞∑
n=0
∑∗
b⊆OQ(i)
C8 (b, n)
N(b)2
e
2pin
N(b) qn.
The similarity between the Fourier coefficients in (1.4), (1.6), and (1.7) leads one to question
whether the coefficients of all meromorphic (quasi-)modular forms have this shape. In this
paper, certain Poincare´ series (see Section 2) considered by Petersson [10] and a new family of
Poincare´ series, introduced in Section 3, are employed to show that the formulas (1.4), (1.6),
and (1.7) all fit into a general family of identities. To describe the result, write z = x+iy ∈ H
and denote by Mz,ν the space of negative weight meromorphic modular forms whose only
poles modulo SL2(Z) are at the point z = z and have order at most ν.
Theorem 1.1. If z ∈ {i, ρ} and y > z2, then every F ∈Mz,3 has a Fourier expansion which
is a linear combination of the expansions F2kωz,ℓ,r with k ∈ N, ℓ ∈ N0, and r ∈ N0.
Remarks.
(1) By writing meromorphic forms as linear combinations of the images of certain differ-
ential operators on Poincare´ series, Petersson obtained a formula for the coefficients of
meromorphic modular forms (see (4b.9) of [10]) as sums of derivatives of Poincare´ series.
However, to obtain an explicit formula for the coefficients, one has to take derivates of the
Fourier expansions of these Poincare´ series, yielding a formula which has infinite sums of
infinite sums of Kloosterman sums. To obtain formulas resembling those of Hardy and
Ramanujan [8], one has to explicitly compute the action of the differential operators on
these Poincare´ series. This is essentially the method undertaken in this paper.
(2) The method used here seems to generalize to meromorphic modular forms with poles of
arbitrary order.
In individual cases, the methods in this paper also give the implied constants in Theorem
1.1 (see (5.5) and (5.6) for the exact constants), yielding a number of identities closely
resembling (1.4).
Corollary 1.2.
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(1) If f ∈ {1/E26 , E4/E26 , 1/E24 , E6/E24} and z ∈ {i, ρ} is chosen so that f ∈Mz,2, then there
exist constants k = kf , a = af , and c = cf such that we have, for y > z2,
f(z) =
∞∑
n=0
∑∗
b⊆OQ(z)
Ck(b, n)
N(b)
k
2
(aN(b) + cn) e
2pin
N(b)
z2qn.
(2) If f ∈ {1/E34 , E6/E34}, then there exist explicit constants k = kf , a = af , c = cf , and
d = df such that we have for y >
√
3/2
f(z) =
∞∑
n=0
∑∗
b⊆OQ(ρ)
Ck(b, n)
N(b)
k
2
(
aN(b)2 + cN(b)n + dn2
)
e
√
3pin
N(b) qn.
Remark. Corollary 1.2 (2) gives the first examples for Fourier coefficients of meromorphic
modular forms with third-order poles.
Denote by Mκ,z,ν the subspace of Mz,ν consisting of forms satisfying weight κ ∈ Z mod-
ularity. The following theorem generalizes formulas like (1.6) and (1.7) as well as a formula
for E2
E4
obtained by Bialek [3].
Theorem 1.3. Suppose that z ∈ {i, ρ}, m ≥ 4+2ℓ, ℓ ∈ N, and 1 ≤ ν ≤ 2. If F ∈ M2−m,z,ν,
then, for y > z2, the function E
ℓ
2F has a Fourier expansion which is a linear combination of
F2kωz,ℓ,r with k ∈ N, ℓ ∈ N0, and r ∈ N0.
Remark. Note that by the valence formula, the restriction 1 ≤ ν ≤ 2 also implies a restriction
on m. One may then check that, under the restrictions on m and ν, the space of weight
m+ 2(ν − 1) cusp forms is trivial.
Comparing the cases covered by Theorem 1.3 with the known special cases leads to the
following new explicit example (see (5.7) for the explicit constants).
Corollary 1.4. There exist explicit constants k, a, c, and d such that for y > 1, we have
E2(z)E
2
4(z)
E26(z)
=
∞∑
n=0
∑∗
b⊆OQ(i)
Ck(b, n)
N(b)
k
2
−1 (aN(b) + cn) e
2pin
N(b) qn + d
∞∑
n=0
∑∗
b⊆OQ(i)
Ck−4(b, n)
N(b)
k
2
−2 e
2pin
N(b) qn.
Remark. Corollary 1.4 contains the first case where E2 is multiplied by a meromorphic form
which has a pole that is not simple.
As alluded to earlier, the method used here may also be applied to meromorphic modular
forms with poles at arbitrary points in H. To give the flavor of the resulting formulas, we
compute the Fourier coefficients of one infinite family of weight −8 meromorphic modular
forms with poles at arbitrary points in H. For τ0 ∈ H not equivalent to ρ or i modulo SL2(Z),
we hence define
(1.8) Fτ0(z) :=
E4(z)
∆(z) (j(z)− j (τ0))2
,
where ∆ is the discriminant function and j is the j-invariant. We see later that each Fτ0 is
a weight −8 meromorphic modular form whose only pole modulo SL2(Z) is at τ0 and has
order exactly 2.
The coefficients of Fτ0 closely resemble (1.3), where the sum runs over (c, d) = 1 (with
λ satisfying λ = |cτ0 + d|2). The (c, d)th contribution to the nth coefficient is written as a
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linear combination of Bm,c,d (τ0, n) (defined in (2.5)), where m ∈ 2N. The coefficients in the
linear combination depend on n, λ, and the Laurent coefficients of the principal part of Fτ0
around z = τ0, which we denote by λ−2 and λ−1 (these are explicitly computed in (6.1) and
(6.2)). Denoting v0 := Im(τ0), we are now ready to state the result.
Theorem 1.5. If y > Im (Mτ0) for all M ∈ SL2(Z), then
Fτ0(z) = 2πi
∞∑
n=0
∑
c,d∈Z
(c,d)=1
(
iλ−2
4
(
5 |cτ0 + d|2
v0
+ 2πn
)
B12,c,d (τ0, n)
+
(
λ−2
40 (2iv0)
10 −
λ−1
2
)
B10,c,d (τ0, n)
)
qn.
Remark. If τ0 generates an imaginary quadratic field of class number one, then the nth
coefficient of Fτ0 can be explicitly written as a sum over ideals in a shape similar to (1.4).
Since the proof closely follows the proof of Theorem 1.1, we do not work out the details here.
The paper is organized as follows. In Section 2, we recall Poincare´ series introduced
by Petersson with simple poles and rewrite their Fourier expansions in terms of sums over
primitive ideals if the poles are at the special points z ∈ {i, ρ}. In Section 3, we recall the
construction of functions with higher-order poles and prove Theorem 1.1 by relating these
functions to new Poincare´ series which we explicitly construct. In Section 4, we prove The-
orem 1.3 by rewriting powers of E2 times the new Poincare´ series from the previous section.
In Section 5, we consider explicit examples and compute the relevant implied constants to
prove Corollaries 1.2 and 1.4. Finally, in Section 6, we determine the Fourier expansion of
the infinite family of meromorphic modular forms Fτ0 , proving Theorem 1.5.
Acknowledgements
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2. Meromorphic Poincare´ series with simple poles
2.1. Poincare´ series of Petersson. We start by recalling certain meromorphic weight
m ∈ 2N Poincare´ series, introduced in (2b.9) of [10],
Hm(z, z) := 2πi
∑
M∈Γ∞\SL2(Z)
1
1− e2πi(z−z)
∣∣∣∣∣
m,z
M,
where Γ∞ := {( 1 ℓ0 1 ) , ℓ ∈ Z} and |m,z denotes the weight m slash operator with respect to z.
Remark. Petersson used the notation H−m because in his time weight m modular forms were
referred to as having dimension −m. For certain related functions that Petersson called Ym−2,
we similarly write Y2−m,ν in (3.1) below.
The sum defining Hm(z, z) converges absolutely for m ≥ 4 and z 7→ Hm(z, z) is then a
meromorphic modular form of weight m by construction. It has at most a simple pole at
z =Mz (M = ( a bc d ) ∈ SL2(Z)) with (see (2b.11) of [10])
(2.1) Resz=Mz (Hm (z, z)) = ε(z)(cz + d)
m−2, where
6
ε(z) :=
{
2ωz if
m
2
≡ 1 (mod ωz),
0 otherwise.
As further noted by Petersson [10], the functions Hm(z, z) vanish as z→ i∞ (see also Lemma
3.2 (1) below) and we refer to such meromorphic modular forms as meromorphic cusp forms.
The cases when linear combinations of z 7→ Hm(z, z) are modular of weight 2 − m were
classified in Satz 1 of [10]. This yields an explicit constructuction of all meromorphic modular
forms of negative weight with at most simple poles. In particular, for fixed τ0 ∈ H, Hm (τ0, z)
satisfies weight 2 − m modularity precisely when all cusp forms of weight m vanish at τ0.
The residue at z = Mz is given by (see the discussion following (3a.10) of [10])
(2.2) Resz=Mz (Hm (z, z)) = ε˜(z) (cz+ d)
−m ,
where
ε˜(z) :=
{
−2ωz if m2 ≡ 0 (mod ωz),
0 otherwise.
2.2. Relation to imaginary quadratic fields. Our first application of the functions
Hm(z, z) is to give an alternative interpretation of the meaning of distinct solutions in the
Fourier expansions of Hardy and Ramanujan. In the sum (1.3), we call a solution (c2, d2) of
λ = c22 − c2d2 + d22 equivalent to (c, d) if it is one of the following:
±(c, d), ±(d, c), ±(c− d, c), ±(c, c− d), ±(d, d− c), ±(c− d,−d);
we say that the solutions are distinct otherwise. The key step is to rewrite the expansion of
Hm(z, z) at the special points i and ρ. To state the result, we require some further notation.
We write throughout z = z1+ iz2 and z = x+ iy with z1, z2, x, y ∈ R. If z lies in an imaginary
quadratic field K, we use the notation OK for the ring of integers of K and write ideals
of OK as b ⊆ OK . We call the ideals which are not divisible by any principal ideal (g)
with g ∈ Z primitive and denote the sum over all primitive ideals of OK by
∑∗
b⊆OK . For
γ = cz+ d ∈ OQ(z) and n ∈ N0, we furthermore define the root of unity
Am (γ, n) := e
(
− n
N(γ)
(
ac|z|2 + bd+ z1(ad+ bc)
)− m
2π
arg(γ)
)
,
where N(γ) is the norm in OK (we also use this notation for norms of ideals). For the
principal ideal b = (γ), we let Am(b, n) := Am(γ, n). The proof of Proposition 2.1 below
shows that this definition is independent of the choice of a generator for b. Following (2.2.44)
of [3] (for the case m = 1), one sees that
Re (A6m (cρ+ d, n)) = C6m ((cρ+ d), n) ,
where for b = (cρ+ d) ⊂ OQ(ρ) we define
C6m (b, n) := (−1)n cos
(
πn
N(b)
(ad+ bc− 2ac− 2bd) + πn− 6m arctan
(
c
√
3
2d− c
))
.
Here a, b ∈ Z are any choice for which ad− bc = 1. Similarly, for b = (ci+ d) ⊆ OQ(i), we let
C4m (b, n) := cos
(
2πn
N(b)
(ac+ bd) + 4m arctan
( c
d
))
,
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so that (2.3.35) of [3] yields
Re (A4m (ci+ d, n)) = C4m ((ci+ d), n) .
For z = i or z = ρ, the above formulas lead to an evaluation of the Fourier expansion of
z 7→ Hm(z, z) in terms of ideals.
Proposition 2.1. For every m ∈ N, z ∈ {i, ρ}, and y > z2, one has
H2mωz(z, z) = 4πiωz
∞∑
n=0
∑∗
b⊆OQ(z)
C2mωz
(b, n)
N(b)mωze
2pinz2
N(b) qn.
Before proving Proposition 2.1, we first write the Fourier coefficients ofHm in a preliminary
shape similar to (1.3).
Lemma 2.2. If y > Im (Mz) for all M ∈ SL2(Z), then, for m ∈ N with m > 2,
Hm (z, z) = 2πi
∞∑
n=0
∑
c,d∈Z
(c,d)=1
e
2pinz2
|cz+d|2
(cz+ d)m
e
(
− n|cz+ d|2
(
ac|z|2 + bd+ z1 (ad+ bc)
))
qn.
Proof: Since y > Im (Mz), (3a.4) and (3a.7) of [10] imply that
(2.3) Hm (z, z) = 2πi
∞∑
n=0
∑
M∈Γ∞\SL2(Z)
e−2πinMz
(cz+ d)m
qn.
The claim of the lemma follows by a direct calculation showing that
e2πiMz = e
− 2piz2|cz+d|2 e
(
1
|cz+ d|2
(
ac|z|2 + bd+ z1 (ad+ bc)
))
.

Proof of Proposition 2.1: Since the arguments for z = i and z = ρ are analogous, we only
consider the case z = i. By a direct calculation, we see that, for M ∈ SL2(Z),[
1
1− e2πi(z−z)
∣∣∣
m,z
MS
]
z=i
= i−m
[
1
1− e2πi(z−z)
∣∣∣
m,z
M
]
z=i
,
with S := ( 0 −11 0 ). Hence, if 4 | m, one may write
(2.4) Hm(i, z) = 4πiωi
 ∑
M∈Γ∞\SL2(Z)/<S>
1
1− e2πi(z−z)
∣∣∣∣∣
m,z
M

z=i
.
Since right multiplication by S sends (c, d)→ (d,−c), it is natural to consider the corre-
sponding equivalence relation on Z2
(c, d) ∼ (d,−c) ∼ (−c,−d) ∼ (−d, c).
We then expand Hm(i, z) as in (2.3) and follow the proof of Lemma 2.2 to obtain that
Hm(i, z) = 4πiωi
∞∑
n=0
∑
(c,d)=1
(c,d)∈Z2/∼
Bm,c,d(i, n)q
n,
8
where the (c, d) contribution to the nth coefficient is given by
(2.5) Bm,c,d(z, n) :=
1
(cz+ d)m
e
2pinz2
|cz+d|2 e
(
− n|cz+ d|2
(
ac|z|2 + bd+ z1 (ad+ bc)
))
.
We now rewrite the sum over (c, d) ∈ Z2/ ∼. We note that there is a natural correspon-
dence between (c, d) ∈ Z2 and ci + d ∈ OK with K := Q(i). Under this correspondence,
the relation ∼ on Z2 corresponds to multiplication by units in OK . It follows that the inner
sum may be written as the sum over all (principal) ideals b = bc,d := (ci + d) ⊆ OK with
(c, d) = 1. Furthermore, since OK is a PID, every ideal is of the form bc,d for some c, d ∈ Z
and the restriction (c, d) = 1 is equivalent to b being a primitive ideal. The inner sum
may therefore be written as
∑∗
b⊆OK using the notation above. In particular it follows that
Bm,c,d(i, n) is independent of the choice of generator for the ideal bc,d. From this, one may
also conclude that Am(b, n) is well-defined. Indeed, since
λ(c, d) = λz(c, d) := |cz+ d|2 = N (b) ,
we see by rewriting
(2.6) Bm,c,d(i, n) =
e
2pin
N(b)
N (b)
m
2
Am (ci+ d, n) ,
that Am (ci+ d, n) also only depends on the ideal b, verifying that Am (b, n) is well-defined.
It remains to rewrite Am (b, n). To do so, we combine the terms (c, d) and (d, c). For this,
note that (
ci+ d
)4m
= (di+ c)4m , while
e
(
− n
λ(c, d)
(ac+ bd + z1 (ad+ bc))
)
= e
(
n
λ(d, c)
(ac + bd+ z1 (ad+ bc))
)
.
The terms (c, d) and (d, c) hence contribute together 2Re (Bm,c,d(i, n)). Plugging this into
(2.6) yields the statement of the proposition. 
3. Higher-order poles and the proof of Theorem 1.1
In this section, we determine the Fourier expansions of meromorphic modular forms with
second-order and third-order poles. Combining this with the results from Secton 2, we prove
Theorem 1.1. Here the situation is more complicated because the Poincare´ series Hm do not
suffice anymore.
3.1. Poincare´ series with higher-order poles. Petersson investigated (see Section 4 of
[10]) the modularity of derivatives of Hm with respect to z in order to construct meromorphic
modular forms with higher-order poles in z. For z, z ∈ H, m ∈ 2N, and ν ∈ −N, the relevant
functions are defined by
(3.1) Y2−m,ν (z, z) :=
1
(−ν − 1)!
∂−ν−1
∂Xz(α)−ν−1
[(α− z)mHm (α, z)]α=z ,
where Xz(α) :=
α−z
α−z . These functions were used to classify weight 2 − m meromorphic
modular forms by their principal parts. However, they are insufficient for our purposes since
one cannot easily determine their Fourier coefficients. For this reason, we construct another
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family of Poincare´ series whose Fourier coefficients may be more easily computed. For ℓ ∈ N0,
we hence formally define (recall that z = z1 + iz2)
(3.2) Hm,ℓ(z, z) := 2πi
∑
M∈Γ∞\SL2(Z)
z−ℓ2
1− e2πi(z−z)
∣∣∣∣∣
m,z
M.
Following the proof of the convergence of Hm(z, z) in [10], the functions Hm,ℓ(z, z) converge
absolutely if m ≥ 4 + 2ℓ and are modular of weight m in the z variable by construction.
They also form a family of functions that (essentially) map to each other under the action
of the Maass lowering operator L = Lz := −2iz22 ∂∂z . In particular, we have
(3.3) Lz (Hm,ℓ(z, z)) = −ℓHm−2,ℓ−1(z, z).
The Fourier coefficients of the functions Hm,ℓ(z, z) and their derivatives with respect to z
(slightly abusing notation for the partial derivative and omitting ℓ when it is zero)
H
(r)
m,ℓ (z, z) :=
∂r
∂zr
Hm,ℓ (z, z)
are closely related to the coefficients of Hm given in Proposition 2.1.
Theorem 3.1.
(1) If ℓ, r ∈ N0, m ≥ 4 + 2ℓ and y > Im(Mz) holds for every M ∈ SL2(Z), then
H
(r)
m,ℓ (z, z) = 2πi
∞∑
n=0
∑
c,d∈Z
(c,d)=1
(
λ(c, d)
z2
)ℓ
(2πin)rBm,c,d(z, n)q
n.
(2) For every z ∈ {i, ρ}, ℓ, r ∈ N0, m ≥ 4+2ℓk and y > z2, one has
H
(r)
2mωz,ℓ
(z, z) = 4πiωz
∞∑
n=0
∑∗
b⊆OQ(z)
C2mωz (b, n)
N(b)mωz
(
N(b)
z2
)ℓ
(2πin)r e
2pinz2
N(b) qn.
Remark. For z ∈ {i, ρ}, Theorem 3.1 (2) shows that the Fourier expansion of H(r)mk,ℓ(z, z) is a
constant multiple of Fmk,ℓ,r, defined in (1.5).
Proof:
(1) We expand Hm,ℓ as
(3.4) 2πi
∑
M∈Γ∞\SL2(Z)
1
Im(Mz)ℓ
· (cz+ d)
−m
1− e2πi(z−Mz) =
2πi
zℓ2
∞∑
n=0
∑
M∈Γ∞\SL2(Z)
|cz+ d|2ℓ
(cz+ d)m
e−2πinMzqn.
Since λ(c, d) = |cz+ d|2, we see that each summand occuring in (2.3) is precisely multiplied
by (λ(c, d)/z2)
ℓ. Since the only dependence on z in (3.4) comes from qn, the dependence on
r is clear. This completes the proof of (1).
(2) We directly obtain the claim from the z = ρ and z = i cases of (1) combined with
Proposition 2.1. 
We also require the following useful lemma about the growth of H
(r)
m,ℓ(z, z) as z→ i∞ and
z→ z.
Lemma 3.2.
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(1) For every z ∈ H, the functions H(r)m,ℓ(z, z) vanish as z→ i∞.
(2) The following limit exists:
lim
z→z
(
Hm,ℓ(z, z)− Resz=z (Hm(z, z))
zℓ2
(z− z)−1
)
.
(3) If z ∈ H is not an elliptic fixed point, then the following limit exists:
lim
z→z
(
H
(r)
m,ℓ(z, z)− 2
r!
zℓ2
(z− z)−r−1
)
.
Proof: (1) We first rewrite
(3.5)
H
(r)
m,ℓ(z, z) =
4πi
zℓ2
− ∂r∂zr e2πi(z−z)1− e2πi(z−z) + ∑
M∈Γ∞\SL2(Z)
M/∈±Γ∞
|cz+ d|2ℓ
(cz+ d)m
∂r
∂zr
(
1
1− e2πi(z−Mz)
) .
Since z → i∞ and z is fixed, we may assume that there exists a constant K > 1 such that
1
K
< y < K and z2 > K. We may then expand the first term in (3.5) as
−
∞∑
n=1
(−2πin)r e2πin(z−z),
which converges absolutely since z2 − y > 0 and decays exponentially.
We finally bound the second term in (3.5). For M /∈ ±Γ∞, we have
Im(Mz) =
z2
|cz+ d|2 <
1
c2z2
<
1
K
< y.
Hence we may expand the geometric series in the second term of (3.5) and estimate it against
≪ z−ℓ2
∞∑
n=0
(2πn)re−2πn(y−
1
K )
∑
(c,d)=1
c>0
|cz+ d|2ℓ−m
= z
−m
2
2
∞∑
n=0
(2πn)re−2πn(y−
1
K )
∑
M∈±Γ∞\SL2(Z)
M/∈±Γ∞
Im(Mz)
m
2
−ℓ.
The first factor is bounded as z2 →∞, the second is independent of z, and the third decays
exponentially because it is a weight zero nonholomorphic Eisenstein series without the term
corresponding to the identity matrix. This completes the proof of (1).
(2) The claim follows directly from the definition, since
(3.6) Hm,ℓ(z, z) =
Az
zℓ2(z− z)
+Oz(1), where
Az := Resz=z Hm(z, z).
(3) Note that if z is not an elliptic fixed point, then there exists a neighborhood around z
for which Az = 2 by (2.1). Therefore the dependence on z in Oz(1) of (3.6) is holomorphic
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as a function of z in this neighborhood. It follows that
H
(r)
m,ℓ(z, z) = 2
r!
zℓ2
(z− z)−r−1 +Oz(1),
completing the proof. 
As a special case of Lemma 3.2 (1), one concludes, for ℓ = 0, that H
(r)
m is a meromorphic
cusp form. We next show that these are the only such forms modulo cusp forms.
Lemma 3.3. If z ∈ H is not an elliptic fixed point, then the space of weight m ∈ 2N
meromorphic cusp forms whose only poles modulo SL2(Z) are poles at z = z of order at most
r ∈ N0 is spanned by cusp forms and{
H(j)m (z, z)
∣∣0 ≤ j ≤ r − 1} .
Proof: Since each function Hm(z, z) is a meromorphic cusp form with a simple pole at z = z
whenever z is not an elliptic fixed point, this follows immediately by taking derivatives. 
3.2. Second-order poles. We now specialize to meromorphic modular forms with second-
order poles. We obtain the Fourier expansion of Y2−m,−2 (z, z) by the argument suggested in
Section 3.1.
Proposition 3.4. For every z ∈ {i, ρ}, m > 2/ωz, and y > z2, we have
Y4−2mωz,−2(z, z) =
4πiωz
(2iz2)
1−2mωz
∞∑
n=0
∑∗
b⊆OQ(z)
C2mωz (b, n)
N(b)mωz
(
mωz − 1
iz2
N(b)− 2πin
)
e
2pinz2
N(b) qn.
Following Section 3.1, to obtain the Fourier coefficients of meromorphic modular forms
with second-order poles, it remains to write Y2−m,−2(z, z) in terms of the functions H
(r)
m,ℓ(z, z).
Proposition 3.5. We have
Y2−m,−2(z, z) = (2iz2)
m+1
(m
2i
Hm+2,1 (z, z)−H(1)m+2 (z, z)
)
.
Proof: Using the chain rule and the product rule, we compute
(3.7) Y2−m,−2(z, z) =
[
∂α
∂Xz(α)
(
m (α− z)m−1Hm(α, z) + (α− z)m ∂
∂α
Hm(α, z)
)]
α=z
.
We directly evaluate
(3.8)
∂
∂α
Xz(α) =
2iz2
(α− z)2 .
To rewrite the second term in (3.7), we compare termwise the derivatives of the functions
Hm(α, z) with respect to α and their derivatives with respect to z. For this, we compute
∂
∂α
(
(cα + d)−m
1− e2πi(z−Mα)
)
= −mc(cα + d)
−m−1
1− e2πi(z−Mα) +
(cα + d)−me2πi(z−Mα)
(1− e2πi(z−Mα))2
(−2πi)
(cα + d)2
,(3.9)
∂
∂z
(cα+ d)−m−2
1− e2πi(z−Mα) =
(cα + d)−m−22πie2πi(z−Mα)
(1− e2πi(z−Mα))2 .
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We combine the first term in (3.9) with the first term coming from (3.7). After plugging in
each term has the shape (2iz2)
m times
m
(cz+ d)−m−1
1 − e2πi(z−Mz) (cz+ d− c (z− z)) =
m(cz + d)−m−2Im(Mz)−1
1− e2πi(z−Mz) z2.
This term contributes
m
2i
(2iz2)
m+1Hm+2,1(z, z).
The second term in the first identity of (3.9) produces
− (2iz2)m+1H(1)m+2(z, z).
Plugging back into (3.7) yields the statement of the proposition. 
We now have all of the preliminaries necessary to prove Proposition 3.4.
Proof of Proposition 3.4: The theorem follows immediately by plugging the Fourier ex-
pansions of Hm+2,1(z, z) and Hm+2(z, z) from Theorem 3.1 into (3.5). 
3.3. Third-order poles. Analogously to Proposition 3.4, we prove the following Fourier
expansions.
Proposition 3.6. For every z ∈ {i, ρ}, m > 4/ωz and y > z2, one has
Y6−2mωz,−3(ρ, z) = 2πiωz (2iz2)
2mωz−2
∞∑
n=0
∑∗
b⊆OQ(z)
C2mωz (b, n)
N(b)mωz
×
(
−1
3
(2mωz − 4)(2mωz − 3)N(b)2 − 2πn
z2
(2mωz − 3)N(b)− 4π2n2
)
e
2pinz2
N(b) qn.
In order to prove Proposition 3.6, we again rewrite Y2−m,−3(z, z) in terms of the functions
H
(r)
m,ℓ(z, z).
Proposition 3.7. We have
Y2−m,−3(z, z) =
1
2
(2iz2)
m+2
(
−m(m+ 1)
4
Hm+4,2(z, z)+ i(m+1)H
(1)
m+4,1 (z, z)+H
(2)
m+4 (z, z)
)
.
Proof: The claim follows by a long and tedious calculation similar to the proof of Proposition
3.5. We point out a few key features. Whenever one takes the derivative with respect to z
of cz+ d, one combines the resulting c with 2iz2 = z− z to obtain
c (z− z) = cz+ d− (cz+ d) .
This then results in a sum of terms of the shape (for some m1 ∈ N depending on the term)
(cz+ d)−m1 (cz+ d)ℓ = |cz+ d|2ℓ (cz+ d)−m1−ℓ .
In each case, m1 + ℓ turns out to be m+ 4 and the Poincare´ series Hm+4,ℓ(z, z) then appear
by rewriting
|cz+ d|2ℓ = Im(Mz)−ℓzℓ2.
After this, the calculation reduces to simplification of the arising terms.

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3.4. Proof of Theorem 1.1. We now have all of the ingredients needed to prove Theorem
1.1.
Proof of Theorem 1.1: By Satz 3 of [10], for ν ∈ N, every F ∈ M2−m,z,ν may be written
as a linear combination of the functions Hm(z, z) and Y2−m,−µ(z, z) with 2 ≤ µ ≤ ν. The
main statement now follows by Propositions 2.1, 3.4, and 3.6. 
4. Meromorphic quasi-modular forms and the Proof of Theorem 1.3
In this section, we investigate meromorphic quasi-modular forms that are powers of E2
times meromorphic modular forms and prove Theorem 1.3. We determine the Fourier coef-
ficients of such forms by relating them to the functions H
(r)
m,ℓ(z, z).
4.1. A general construction. In order to determine the Fourier coefficients of meromor-
phic quasi-modular forms, we first require certain relations between the functions z 7→
H
(r)
m,ℓ(z, z) and meromorphic cusp forms. To state the result, we first define the weight 2
modular completion of E2 by
(4.1) Ê2(z) := E2(z)− 3
πy
.
We require the following elementary and well-known properties of E2.
Lemma 4.1.
(1) The function Ê2 vanishes at i and ρ.
(2) We have
L
(
Ê2
)
=
3
π
.
Next define
F (r)m,ℓ(z, z) :=
ℓ∑
j=0
(
ℓ
j
)(
3
π
)ℓ−j
Êj2(z)H
(r)
m−2j,ℓ−j(z, z).
If r = 0, we omit the dependence on r.
Lemma 4.2. If m ≥ 4 + 2ℓ, then the functions z 7→ F (r)m,ℓ(z, z) are meromorphic cusp forms
of weight m.
Proof: Firstly, z 7→ F (r)m,ℓ(z, z) satisfies weight m modularity by construction. We next show
that it is meromorphic. For this, we use the fact that j
(
ℓ
j
)
=
(
ℓ
j−1
)
(ℓ− j + 1) and apply the
lowering operator. By Lemma 4.1 and (3.3), one obtains Lz(F (r)m,ℓ(z, z)) = 0 and thus the
meromorphicity. To finish the proof, we are left to prove that F (r)m,ℓ(z, z) vanishes as z→ i∞.
This follows by Lemma 3.2 (1) and the fact that Ê2 is bounded as z→ i∞. 
The following lemma is useful to determine the principal parts of z 7→ F (r)m,ℓ(z, z).
Lemma 4.3. If m ≥ 4 + 2ℓ and z is not an elliptic fixed point, then the limit
lim
z→z
(
F (r)m,ℓ(z, z)− 2Eℓ2(z)(z− z)−r−1
)
exists.
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Proof: By Lemma 3.2 (3), we have
F (r)m,ℓ(z, z) = 2
ℓ∑
j=0
(
ℓ
j
)(
3
πz2
)ℓ−j
Êj2(z) (z− z)−r−1 +O(1)
= 2
(
3
πz2
+ Ê2(z)
)ℓ
(z− z)−r−1 +O(1) = 2Eℓ2(z)(z− z)−r−1 +O(1).
This concludes the proof. 
Lemmas 4.2 and 4.3 yield another useful representation of F (r)m,ℓ(z, z) as linear combinations
of meromorphic cusp forms H
(j)
m (z, z) with 0 ≤ j ≤ r, where the coefficients of the linear
combination are products of powers of E2(z) and derivatives of E2(z).
Proposition 4.4. If m ≥ 4 + 2ℓ, r ∈ N0, and z is not an elliptic fixed point, then
z 7→ F (r)m,ℓ(z, z)−
1
r!
∂r
∂zr
(
Eℓ2(z)Hm(z, z)
)
are cusp forms of weight m.
Proof: By Lemma 4.2, we have that the functions z 7→ F (r)m,ℓ(z, z) are meromorphic cusp
forms of weight m and Lemma 4.3 implies that the pole at z = z of each function has order
at most r+1. By Lemma 3.3, this space is spanned by cusp forms and {H(j)m (z, z)|0 ≤ j ≤ r}.
To determine the explicit coefficients Cℓ,0(z), . . . , Cℓ,r(z) so that
F (r)m,ℓ(z, z)−
r∑
j=0
Cℓ,j(z)H
(j)
m (z, z)
are cusp forms, we plug in Lemma 4.3 and the Taylor expansion of Eℓ2 around z = z. This
yields that
(4.2) F (r)m,ℓ(z, z) = 2
r∑
j=0
1
j!
∂j
∂zj
(
Eℓ2(z)
)
(z− z)−r+j−1 +O(1).
Moreover, by Lemma 3.2 (3), we have
H(r−j)m (z, z) = 2 (r − j)!(z− z)−r+j−1 +O(1).
Hence
Cℓ,j(z) =
1
j!(r − j)!
∂j
∂zj
(
Eℓ2(z)
)
,
which yields the statement of the theorem after using the product rule. 
4.2. Proof of Theorem 1.3. In this subsection, we investigate powers of E2 multiplied by
meromorphic modular forms with at most second-order poles to prove Theorem 1.3. For
small weights, we require a slightly more explicit version of Proposition 4.4, given in the
following corollary.
Corollary 4.5.
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(1) If m ∈ {6, 8, 10, 14}, then
Hm,1 (z, z) =
π
3
E2(z)Hm (z, z)− π
3
Ê2(z)Hm−2 (z, z) .
Moreover, if m ∈ {8, 10, 14}, then
Hm,2 (z, z) =
(π
3
)2
E22(z)Hm (z, z)−
2π
3
Ê2(z)Hm−2,1(z, z)−
(π
3
)2
Ê22(z)Hm−4 (z, z) .
(2) If m ∈ {6, 8, 10, 14}, then for all z, z ∈ H we have
E2(z)H
(1)
m (z, z) =
3
π
H
(1)
m,1(z, z) + Ê2(z)H
(1)
m−2(z, z)−
(
πi
6
(
E22(z)− E4(z)
))
Hm(z, z).
In order to conclude Corollary 4.5 from Proposition 4.4, we require the principal parts
of F (r)m,ℓ(z, z). By Lemma 4.3, these are determined by the first r Taylor coefficients of Eℓ2
around a point z ∈ H. For our purposes, the first two coefficients suffice.
Lemma 4.6. In a neighborhood of z we have for every ℓ ∈ N
Eℓ2(z) = E
ℓ
2(z) +
πiℓ
6
(
Eℓ+12 (z)− Eℓ−12 (z)E4(z)
)
(z− z) +O
(
(z− z)2
)
.
Proof: The claim follows from (see (30) of [13])
(4.3) E ′2(z) =
πi
6
(
E22(z)−E4(z)
)
.

Proof of Corollary 4.5: (1) We first note that there are no cusp forms of weight m. Hence
if z is not an elliptic fixed point, then the first (resp. second) identity holds by Proposition
4.4 with ℓ = 1 (resp. ℓ = 2) and r = 0. We then analytically continue in z to obtain the
claim for all z.
(2) We first explicitly plug in the Taylor coefficients of Eℓ2 around z = z from Lemma 4.6 to
see that the claim holds by the ℓ = 1 and r = 1 case of Proposition 4.4 whenever z is not an
elliptic fixed point. The claim then follows by analytic continuation in z. 
We are now ready to prove Theorem 1.3.
Proof of Theorem 1.3: First, assume that F ∈ Mz,1 with z = i or z = ρ. By Satz 1 of
[10], F is a constant multiple of Hm(z, z) for some m ∈ N. Using Proposition 4.4 with r = 0
and the fact that the space of weight m cusp forms is trivial, we obtain that
Eℓ2(z)Hm(z, z) = Fm,ℓ(z, z).
Furthermore, for z ∈ {i, ρ}, Lemma 4.1 implies that
Fm,ℓ(z, z) =
(
3
π
)ℓ
Hm,ℓ(z, z).
We conclude that
(4.4) Eℓ2(z)Hm(z, z) =
(
3
π
)ℓ
Hm,ℓ(z, z).
The Fourier expansions of Hm,ℓ(z, z) have the desired form by Theorem 3.1. This completes
the proof of the theorem if the poles are simple.
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We next consider the case that F ∈Mz,2 with z ∈ {i, ρ}. Then F is a linear combination
ofHm(z, z) and Y2−m,−2(z, z) by Satz 3 of [10]. By Proposition 3.5, the functions Y2−m,−2(z, z)
are linear combinations of Hm+2,1(z, z) and H
(1)
m+2(z, z), and it hence suffices to prove that
Eℓ2(z)H
(1)
m+2(z, z) and E
ℓ
2(z)H
(1)
m+2(z, z) both have Fourier expansions which may be written as
linear combinations of the series Fm,ℓ,r(z; q) given in (1.5). However, by (4.4), we have that
Eℓ2(z)Hm+2,1(z, z) =
π
3
Eℓ+12 (z)Hm+2(z, z),
for which we have already shown the claim (since the space of weight m + 2 cusp forms is
trivial). Since there are no cusp forms of weight m + 2, the r = 1 case of Proposition 4.4
together with Lemma 4.6 (noting that the coefficient of (z − z) in the Taylor expansion at
z = z of Eℓ2(z) is
∂
∂z
(Eℓ2(z))) implies that
Eℓ2(z)H
(1)
m+2(z, z) = F (1)m+2,ℓ(z, z)−
∂
∂z
(
Eℓ2(z)
)
Hm+2(z, z)
= F (1)m+2,ℓ(z, z)−Eℓ−12 (z)
(
πiℓ
6
(
E22(z)−E4(z)
))
Hm+2(z, z).
However, Lemma 4.1 (1) implies that
F (1)m+2,ℓ(z, z) =
(
3
π
)ℓ
H
(1)
m+2,ℓ(z, z).
We conclude that
Eℓ2(z)H
(1)
m+2(z, z) =
(
3
π
)ℓ
H
(1)
m+2,ℓ(z, z)−Eℓ−12 (z)
(
πiℓ
6
(
E22(z)−E4(z)
))
Hm+2(z, z).
By Theorem 3.1, H
(1)
m+2,ℓ(z, z) have Fourier expansions of the desired type. Since the space
of weightm+2 cusp forms is trivial, the space of weightm−2 cusp forms is also trivial, and we
conclude that Hm+2(z, z) ∈M−m,z,1 and E4(z)Hm+2(z, z) ∈M4−m,z,1. Using Theorem 1.3 in
the case when the meromorphic modular forms have simple poles (shown above) implies that
powers of E2 times these functions have Fourier expansions of the desired shape, finishing
the proof. 
5. Examples and the proofs of Corollaries 1.2 and 1.4
In order to prove Corollary 1.2 and Corollary 1.4, we must explicitly write a number of
meromorphic modular forms in terms of the functions Hm(z, z) and Y2−m,ν(z, z).
5.1. Simple poles. We first write the functions of interest in terms of meromorphic Poincare´
series.
Lemma 5.1. We have
1
E4(z)
=
1
4πiE6(ρ)
H6(ρ, z),
1
E6(z)
=
1
4πiE24(i)
H8(i, z),
E4(z)
E6(z)
=
1
4πiE4(i)
H4(i, z).
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Remark. Using the Chowla-Selberg formula (cf. the corollary to Proposition 27 of [4]), the
constant E4(i) may be rewritten as
E4(i) =
3Γ
(
1
4
)8
(2π)6
.
Proof: Noting that the spaces of weight 6, 8, and 4 cusp forms, respectively, are all trivial,
Satz 1 of [10] implies that the right-hand sides of each of the above identities are meromorphic
modular forms. Since both sides of the identities are meromorphic modular forms of the same
(negative) weight with poles at the same point it suffices to prove that their principal parts
agree. Firstly, by (2.2), we have
Resz=ρH6(ρ, z) = −6.
Moreover
Resz=ρ
1
E4(z)
=
1
E ′4(ρ)
.
Now the first identity follows from (see (30) of [13])
(5.1)
1
2πi
E ′4(z) =
1
3
(E2(z)E4(z)− E6(z)) .
The remaining identities can be concluded similarly, using that (see (30) of [13])
(5.2)
1
2πi
E ′6(z) =
1
2
(
E2(z)E6(z)− E24(z)
)
.

We next consider multiplication by powers of E2.
Lemma 5.2. We have
E2(z)
E6(z)
=
3
4π2iE24(i)
H8,1(i, z),
E2(z)
E4(z)
=
3
4π2iE6(ρ)
H6,1(ρ, z),
E22(z)
E6(z)
=
9
4π3iE24(i)
H8,2(i, z).
Proof: By Lemma 5.1 we have
E2(z)
E6(z)
=
1
4πiE24(i)
H8(i, z)E2(z).
Now Corollary 4.5 (1) concludes the first identity. The second identity is proven in the same
way. The third claim follows by Corollary 4.5 (1) and Lemma 4.1 (1).

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5.2. Second-order poles. We next write certain meromorphic modular forms with second-
order poles in terms of the functions Y2−m,−2.
Lemma 5.3. We have
1
E24(z)
=
i
648
√
3π2E26(ρ)
Y−8,−2(ρ, z),
1
E26(z)
=
i
217π2E44(i)
Y−12,−2(i, z),
E4(z)
E26(z)
=
i
213π2E34(i)
Y−8,−2(i, z),
E24(z)
E26(z)
=
i
29π2E24(i)
Y−4,−2(i, z),
E6(z)
E24(z)
= − i
24
√
3π2E6(ρ)
Y−2,−2(ρ, z).
Proof: We only prove the first identity, since the argument for the other ones is entirely
analogous. The left-hand side of the identity is clearly a meromorphic modular form of
weight −8 which has a second-order pole at z = ρ. By Satz 3 of [10] and the fact that the
space of weight 10 cusp forms is trivial, the right-hand side is also a meromorphic modular
form of weight −8 with at most a second-order pole at z = ρ. To finish the proof, we have
to show that the principal parts around ρ agree. For this, we use that (see (4a.9) of [10])
Y2−m,ν(ρ, z) = −6
√
3i δ
(−ν − 1 + m
2
3
)
(z − ρ)m−2Xνρ (z) + Φν(z),
where Φν is regular in a neighborhood of ρ and δ(x) = 1 if x ∈ Z and δ(x) = 0 otherwise.
In particular, this yields that
(5.3) Y−8,−2(ρ, z) = −6
√
3i
(z − ρ)10
(z − ρ)2 +O(1).
Furthermore, by (2a.16) of [10], every weight 2 − m meromorphic modular form has an
expansion in a punctured annulus around z0 of the type
(5.4) f(z) = (z − z0)m−2
∑
n≫−∞
n≡m
2
−1 (mod ωz0)
bn (z0, f)
(
z − z0
z − z0
)n
.
Since 1/E24 has at most a second-order pole at ρ, the congruence conditions in the expansion
imply that
1
E24(z)
= b−2
(
ρ,
1
E24
)
(z − ρ)10
(z − ρ)2 +O(1).
In order to compare b−2(ρ, 1/E24) with the constant in (5.3), we evaluate the limit
lim
z→ρ
(z − ρ)2
E24(z)
= − 9
4π2E26(ρ)
.
However, (5.3) implies that
lim
z→ρ
(z − ρ)2 Y−8,−2(ρ, z) = 2 · 36
√
3i.
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This concludes the proof. 
We now use Lemma 5.3 and the results from Section 4 to obtain E2 ·E24/E26 as an explicit
linear combination of the functions H
(r)
m,ℓ(i, z).
Lemma 5.4. We have
E2(z)E
2
4(z)
E26(z)
=
1
4π2E24(i)
(
−3
π
H
(1)
8,1(i, z)−
πiE4(i)
6
H4(i, z)− 5i
2
3
π
H8,2(i, z)
)
.
Proof: Lemma 5.3 gives that
E2(z)E
2
4 (z)
E26(z)
=
i
29π2E24(i)
Y−4,−2(i, z)E2(z).
By Proposition 3.5, (4.4), Corollary 4.5 (1), and Corollary 4.5 (2), we have that
Y−4,−2(i, z)E2(z) = −i27
(
−3
π
H
(1)
8,1 (i, z)−
πi
6
E4(z)H8(i, z)− 5i
2
· 3
π
H8,2(i, z)
)
.
One then concludes the proof by applying Lemma 5.1 twice to obtain
E4(z)H8(i, z) = E4(i)H4(i, z).

5.3. Third-order poles. Similarly to the proof of Lemma 5.3, we relate meromorphic mod-
ular forms with third-order poles to the functions Y2−m,−3.
Lemma 5.5. We have
1
E34(z)
=
i
16 · 36π3E36(ρ)
Y−12,−3(ρ, z),
E6(z)
E34(z)
= − i
16 · 33π3E26(ρ)
Y−6,−3(ρ, z).
5.4. Proof of Corollaries 1.2 and 1.4. We are now ready to prove Corollary 1.2.
Proof of Corollary 1.2: We obtain (1) by plugging Proposition 3.4 into Lemma 5.3. Part
(2) follows by Proposition 3.6 and the identities from Lemma 5.5. In particular, the constants
kf , af , and cf in Corollary 1.2 (1) are:
(5.5)
f kf af cf
1
E24
12 15
√
3
πE26(ρ)
9
E26(ρ)
E6
E24
12 6
√
3
πE6(ρ)
9
E6(ρ)
1
E26
16 14
πE44(i)
4
E44(i)
E4
E26
12 10
πE34(i)
4
E34(i)
The constants kf , af , cf , and df in Corollary 1.2 (2) are:
(5.6)
f kf af cf df
1
E34
18 945
4π2E36(ρ)
135
√
3
2πE36(ρ)
27
2E36(ρ)
E6
E34
12 81
π2E26(ρ)
81
√
3
2πE26(ρ)
27
2E26(ρ)
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Proof of Corollary 1.4: By Lemma 5.4 and Theorem 3.1, we have
(5.7) k = 8, a =
12
πE24(i)
, c = − 60
E24(i)
, and d =
1
3E4(i)
.

6. An infinite family of meromorphic modular forms and the proof of
Theorem 1.5
In this section, we compute the Fourier expansions of Fτ0 , defined in (1.8).
Proof of Theorem 1.5: We begin by rewriting Fτ0 as linear combinations of the functions
Hm(z, z) and Y2−m,ν(z, z). It is easy to see that Fτ0 are weight −8 meromorphic cusp forms
with at most second-order poles at τ0 and no other poles in H modulo SL2(Z). By Satz 3 of
[10], we may hence rewrite each Fτ0 as a linear combination of Y−8,−2(τ0, z) and H10 (τ0, z).
In order to determine the explicit linear combination, we must determine the principal parts
of Fτ0 .
In order to find the principal parts of Fτ0 , we first note that a direct calculation yields the
Taylor expansion
(j(z)− j (τ0))2 = j′ (τ0)2 (z − τ0)2 + j′ (τ0) j′′ (τ0) (z − τ0)3 +O
(
(z − τ0)4
)
.
If j′ (τ0) 6= 0, then it follows that
1
(j(z)− j (τ0))2
= j′ (τ0)
−2 (z − τ0)−2 − j′ (τ0)−3 j′′ (τ0) (z − τ0)−1 +O(1).
However, since
j′ (τ0) = −2πiE
2
4 (τ0)E6 (τ0)
∆ (τ0)
,
we have j′ (τ0) = 0 if and only if τ0 = i or τ0 = ρ modulo SL2(Z).
We next expand
E4(z)
∆(z)
=
E4 (τ0)
∆ (τ0)
+
∆ (τ0)E
′
4 (τ0)− E4 (τ0)∆′ (τ0)
∆ (τ0)
2 (z − τ0) +O
(
(z − τ0)2
)
.
Hence
Fτ0(z) =
E4 (τ0)
∆ (τ0) j′ (τ0)
2 (z − τ0)−2
+
(
−E4 (τ0)
∆ (τ0)
· j
′′ (τ0)
j′ (τ0)
3 +
∆(τ0)E
′
4 (τ0)− E4 (τ0)∆′ (τ0)
∆ (τ0)
2 j′ (τ0)
2
)
(z − τ0)−1 +O(1).
We have hence shown that the Laurent series coefficients of the principal parts of Fτ0
around z = τ0 are given by
(6.1) λ−2 :=
E4 (τ0)
∆ (τ0) j′ (τ0)
2 ,
(6.2) λ−1 := −E4 (τ0)
∆ (τ0)
· j
′′ (τ0)
j′ (τ0)
3 +
∆(τ0)E
′
4 (τ0)− E4 (τ0)∆′ (τ0)
∆ (τ0)
2 j′ (τ0)
2 .
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We now compare these with the Laurent series expansions of Y−8,−2(τ0, z) and H10 (τ0, z).
By (4a.9) of [10], we have (where v0 := Im (τ0))
Y−8,−2 (τ0, z) = −4iv0 (z − τ0)8Xτ0(z)−2 +O(1) = −4iv0 (z − τ0)10 (z − τ0)−2 +O(1)
= −2 (2iv0)11 (z − τ0)−2 − 40 (2iv0)10 (z − τ0)−1 +O(1).
Furthermore (2.2) gives that
H10(τ0, z) = −2 (z − τ0)−1 +O(1).
We conclude that
Fτ0(z) = −
λ−2
4 (2iv0)
11Y−8,−2 (τ0, z) +
(
λ−2
40 (2iv0)
10 −
λ−1
2
)
H10 (τ0, z) .
Plugging Proposition 3.5 and Theorem 3.1 (1) into the above identity then yields the state-
ment of the theorem. 
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