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Abstract We present boundary-integral equations for Maxwell-type prob-
lems in a differential-form setting. Maxwell-type problems are governed by
the differential equation (δd− k2)ω = 0, where k ∈ C holds, subject to some
restrictions. This problem class generalizes curl curl- and div grad-types of
problems in three dimensions. The goal of the paper is threefold: 1) Estab-
lish the Sobolev-space framework in the full generality of differential-form
calculus on a smooth manifold of arbitrary dimension and with Lipschitz
boundary. 2) Introduce integral transformations and fundamental solutions,
and derive a representation formula for Maxwell-type problems. 3) Leverage
the power of differential-form calculus to gain insight into properties and
inherent symmetries of boundary-integral equations of Maxwell-type.
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4 1. Introduction
1 Introduction
It is the goal of this paper to express the theory of boundary-integral equa-
tions for Maxwell-type problems in the language of differential-form calculus.
Maxwell-type problems are governed by the differential equation
(δd− k2)ω = 0,
where k ∈ C fulfills either k = 0 or 0 ≤ arg k < pi, k 6= 0 [26, eq. (9.13)]. The
exterior derivative d and coderivative δ will be defined in Section 2.1. This
problem class generalizes curl curl- and div grad-types of problems in three
dimensions. It encompasses electro- and magnetostatics (potential problems),
eddy-current and diffusion-type problems, as well as scattering problems.
In the authors’ view, differential-form calculus features a range of advan-
tages over classical vector analysis, that are particularly interesting in the
field of boundary-integral equations. We give four examples: (i) Being in-
dependent of dimension, operators of the same class act upon fields on the
domain and on the boundary. (ii) For a comprehensive treatment of the sub-
ject, only two families of functional spaces are required on the domain and on
the boundary, respectively. The two families are related via Hodge duality.
(iii) Involved computations with cross-products of normal vectors and tangent
vectors are replaced by more elegant tools. (iv) A discretization of the func-
tional spaces in terms of discrete differential forms is readily available and,
in fact, an integral part of the differential-form setting. In this context Hipt-
mair writes in [15, p. 239ff.]: ”Suitable finite elements for electromagnetic
fields should be introduced and understood as discrete differential forms. ...
Finite elements that lack an interpretation as discrete differential forms have
to be used with great care.”. For establishing spaces of discrete differential
forms on two-dimensional surfaces we also point to [6, Sec. 4.1.].
The reader will find that, in many ways, the theory and proofs outlined in
this paper are reminiscent of vector-analysis literature. This is not surprising,
since a major part of our work consisted in translating classical proofs to
the more general differential-form setting. In other places, presumably well-
known subjects may look strangely unfamiliar. Study of the theory from the
viewpoint of differential-form calculus reveals structural layers that are often
hidden or obscured by the nature of vector analysis. For examples we point to
the definition of generalized integral transforms, the image spaces of Sobolev
spaces under the Hodge operator, or the symmetry of Caldero´n projectors
under dual transformations. We hope that, with this work, we can help to
spark the curiosity for differential-form calculus in the community, and do
our share to lay the groundwork for future progress in the field. After all,
G.-C. Rota wrote [30, p. 46], ”Exterior algebra is not meant to prove old
facts, it is meant to disclose a new world.”
From a historical perspective, the idea to generalize Maxwell’s equations,
using p-forms in n-dimensional Euclidean space, was first put forward in a
5seminal paper by Weyl in 1952 [37]. Comparable work for the static case,
that is, for potential problems, was accomplished by Kress in 1972 [21].
Related work about higher dimensional electromagnetic scattering on Lips-
chitz domains in Rn was published by Jawerth and Mitrea in 1995 [19].
Recently, Pauly has published a series of papers, where the low frequency
asymptotics for generalized Maxwell equations have been examined under
rather general assumptions [28].
In Section 2 we give a concise summary of relevant topics of differential-
form calculus. The section also includes contributions on topics such as inte-
gral transformations, and fundamental solutions of Helmholtz-type equations.
So-called translation isomorphisms are introduced, that carry the differential-
form setting in three-dimensional Euclidean space over to the classical vector-
analysis setting. Section 3 presents a differential-form based Sobolev-space
framework that sets the scene for the discussion of Maxwell-type problems,
their solutions, and boundary data. The section builds upon a 2004 work
by Weck [35]. Translation isomorphisms are used to establish the link with
Sobolev spaces in classical calculus. Section 4 is devoted entirely to the rep-
resentation formula for Maxwell-type problems. The results generalize the
Kirchhoff and Stratton-Chu formulae. In Section 5 we introduce boundary-
integral operators and establish some of the properties that are required to
prove the well-posedness of boundary-value problems. Finally, Section 6 stud-
ies properties of the Caldero´n projector and reveals a powerful symmetry with
respect to dual transformations.
In our notation, we seek to strike a balance between readability on the
one hand, and the addition of information that helps to interpret the com-
pact differential-form notation on the other hand. If in doubt, we tend to
favor the former over the latter, assuming that the generality and elegance
of differential-form calculus best serve the readers’ interest. For example,
operators in Section 2 are defined for forms of arbitrary degrees, and on
(Riemannian) manifolds of arbitrary dimension. We therefore do not gener-
ally distinguish in our notation between, for example, the Hodge operators
acting on forms of various degrees on a domain Ω, and the Hodge operators
acting upon the traces of said forms on the boundary Γ . The metric tensor
which applies in the definition of each operator is clear from the context. A
generalization that we did not adopt is to introduce graded Sobolev spaces
on the entire exterior algebra of differential forms. We have opted for spaces
of homogeneous degree and highlight the degree in the notation. All along
the text, the relationship to results of classical vector analysis is established
in framed paragraphs, to keep the paradigms separate in the main body of
the paper.
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2 Differential Forms - Preliminaries
In this section, we intend to summarize important results of differential-form
calculus. For an introduction we recommend, for example, [18, 24]. Through-
out the paper, n denotes the dimension of the problem domain; the degree of
forms is frequently denoted by p and q, which are always related by q = n−p.
Powers of minus one followed by operators, as in (−1)pqop1 op2 φ, are to be
read as follows: The degree p refers to the differential form that the sequence
of operators acts upon from the left. In this example, p is the degree of the
form φ. n is always the dimension of the problem domain, even if operators
and forms on the domain boundary are considered; and q = n − p following
the above rule.
2.1 Basic Definitions
We introduce differential forms on a smooth, orientable Riemannian manifold
(M, g) of finite dimension n, where g denotes the metric tensor. We have R3,
or a subset thereof, with Euclidean metric in mind. Throughout this section
V denotes a vector space over a field F, where F may be either R or C.
A simple p-vector may be thought of as an ordered p-tuple of vectors thatSimple p-vectors,
p-vectors belong to a vector space V . The p-tuple is interpreted as a p-parallelepiped
with oriented volume. An elementary permutation in the tuple changes the
orientation. A change of orientation is indicated by a change of sign of the
simple p-vector. More precisely, a simple p-vector is an equivalence class of
ordered p-tuples of vectors that (i) span the same subspace of V ; (ii) span p-
parallelepipeds of identical oriented volume. p-vectors are linear combinations
of simple p-vectors. They form a vector space ΛpV of dimension
(
n
p
)
, 0 ≤ p ≤
n. Up to dimension n = 3 all p-vectors are simple p-vectors. We find Λ1V = V ,
ΛpV = ∅ for p > n and for p < 0, and we set Λ0V = F.
Alternatively, p-vectors are defined in [14] via an isomorphism that iden-
tifies ΛpV with the vector space of skew-symmetric tensors of rank p over
V .
Let (ei | 1 ≤ i ≤ n) denote an ordered basis of V . We pick in each ΛpV anBasis of ΛpV ,
multi-indices ordered basis
(eJ | J ∈ J np ),
where J = j1j2 . . . jp is a multiindex,
J np = {J = j1j2 . . . jp | 1 ≤ j1 < j2 < · · · < jp ≤ n},
and eJ is the equivalence class that contains the p-tupel (ej1 , ej2 , . . . , ejp).
The exterior product, or wedge product, is a bilinear mappingExterior product,
exterior algebra
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∧ : ΛkV × Λ`V → Λk+`V : (v,w) 7→ v ∧w,
defined by the following properties:
(i) ∧ is associative, (u ∧ v) ∧w = u ∧ (v ∧w), u ∈ ΛjV ;
(ii) ∧ is graded anticommutative, v ∧w = (−1)k`w ∧ v for
v ∈ ΛkV and w ∈ Λ`V ;
(iii) 1 ∧ v = v for all v ∈ ΛkV.
To compute the exterior product we first relate the basis vectors of V to those
of ΛpV . Let K = k1k2 . . . kp be an arbitrary p-index, and σ(K) a permutation
of K. Then we define
ek1 ∧ · · · ∧ ekp =

+eσ(K) σ(K) ∈ J np , σ even,
−eσ(K) σ(K) ∈ J np , σ odd,
0 otherwise.
(1)
Next we define for basis vectors eI ∈ ΛkV , eJ ∈ Λ`V
eI ∧ eJ = (ei1 ∧ · · · ∧ eik) ∧ (ej1 ∧ · · · ∧ ej`)
= ei1 ∧ · · · ∧ eik ∧ ej1 ∧ · · · ∧ ej` ,
where I ∈ J nk , J ∈ J n` . The right hand side is defined by (1), or zero for
k + ` > n, respectively. Finally, the exterior product extends by linearity to
the entire spaces. We say that ΛpV is the p-th exterior power of V . The direct
sum ΛV = Λ0V ⊕Λ1V ⊕· · ·⊕Λn−1V ⊕ΛnV is again a vector space. The pair
(ΛV,∧) has the structure of a graded algebra. It is called the exterior algebra
over V .
Recall that a tangent vector on a manifold can be interpreted as a Tangent and cotangent
vectorsdirectional-derivative operator. Coordinates (x1, ..., xn) on a patch U ⊂ M
induce a canonical coordinate basis (∂x1 , ..., ∂xn) of the tangent space TXM .
Here TM is the tangent bundle over M , and TXM is a fibre in point X ∈ U .
Cotangent vectors, on the other hand, are elements of the dual space T ∗XM ,
the cotangent space. In particular, the differential of a scalar function λ on
M taken at a point X is a cotangent vector. The action of a cotangent vec-
tor (dλ)X ∈ T ∗XM on a vector v ∈ TXM equals the directional derivative
of λ in direction of v, (dλ)X(v) = v(λ). The canonical coordinate basis of
the cotangent space in a point X ∈ U reads (dx1, ...,dxn), and we see that
dxi(∂xj ) = ∂xj (x
i) = δij , with δ
i
j the Kronecker delta.
A vector field v is a section of TM . The space of smooth vector fields Smooth p-vector fields
and differential p-forms(component functions are C∞) is denoted X1(M). The space of smooth dif-
ferential 1-forms is denoted F1(M); its elements are smooth sections of the
cotangent bundle. Note that the definitions of X1(M) and F1(M) require
smoothness of the manifold M .
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A p-vector field is a section of the p-th exterior power of the tangent bundle
ΛpTM , whose fibres are the spaces ΛpTXM . The space of smooth p-vector
fields is denoted Xp(M), and the space of smooth differential p-forms Fp(M).
Coordinate bases of Xp(M) and Fp(M) are given in U ⊂M by (∂xJ | J ∈Basis representation
J np ) and (dxJ | J ∈ J np ), respectively. Hence the basis representation
ω =
∑
J∈Jnp
ωJ dx
J ∈ Fp(M),
where ωJ ∈ C∞(M) are the component functions.
In the sequel, we will encounter function spaces of differential forms. A
generic function space H of p-forms defined on M will be denoted HΛp(M).
For instance, Fp = C∞Λp(M).
We denote byDuality product
〈 · | · 〉X : ΛpT ∗XM × ΛpTXM → F
the algebraic duality product at a point X ∈M .
The exterior product above extends naturally to p-forms and p-vectorExterior and interior
product/contraction fields. An alternative notation is given by
j : F`(M)×Fk(M)→ F`+k(M) : (ω, η) 7→ jηω = η ∧ ω,
and, analogously,
j : X`(M)×Xk(M)→ X`+k(M) : (v,w) 7→ jwv = w ∧ v.
The interior products or contractions
i : Xk(M)×F`(M)→ F`−k(M) : (v, ω) 7→
{
ivω, for ` ≥ k,
0, for ` < k,
and
i : F`(M)×Xk(M)→ Xk−`(M) : (ω,v) 7→
{
iωv, for ` ≤ k,
0, for ` > k
are defined by dualities
〈ivω|w〉X = 〈ω|jvw〉X , 〈φ|iωv〉X = 〈jωφ|v〉X ,
for all w ∈ X`−k(M), φ ∈ Fk−`(M), and X ∈M . The use of the notation iv,
jv as a shorthand for i(v, ·), j(v, ·) is a mere matter of convenience.
General properties of interior and exterior products are
(i) iviw = (−1)ij iwiv, jvjw = (−1)ijjwjv,
(ii) iuiu = 0, juju = 0,
(iii) iu(ω ∧ η) = iuω ∧ η+(−1)kω ∧ iuη,
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where v ∈ Xi(M), w ∈ Xj(M), ω ∈ Fk(M), η ∈ F`(M), and u ∈ X1(M).
Equivalent dual properties to (i) and (ii) hold for differential forms.
Consider the differential Pushforward, pullback
Dϕ : TXM → Tϕ(X)N : w 7→ Dϕ(w)
of a smooth map ϕ : M → N from manifold M to manifold N . It naturally
extends to p-vectors v,w ∈ ΛpTXM by the exterior compound
Dϕ(v ∧w) = Dϕ(v) ∧Dϕ(w).
In case ϕ is a diffeomorphism, Dϕ induces a pushforward operator
ϕ∗ : Xp(M)→ Xp(N) : v 7→ ϕ∗v,
by defining ϕ∗vX = Dϕ(vX) in all points X ∈M . The pullback operator
ϕ∗ : Fp(N)→ Fp(M) : ω 7→ ϕ∗ω
is defined by duality at every point X ∈M ,
〈ϕ∗ω|v〉X = 〈ω|Dϕ(vX)〉ϕX ,
where ω ∈ Fp(N), v ∈ Xp(M). Note that ϕ is not required to be a diffeo-
morphism in this case.
The exterior derivative is a linear map Exterior derivative
d : Fp(M)→ Fp+1(M) : ω 7→ dω
defined by the following properties:
(i) For γ ∈ C∞(M), dγ is the differential of γ;
(ii) dd = 0, (first Poincare´ lemma);
(iii) d(ω ∧ η) = dω ∧ η + (−1)pω ∧ dη, for ω ∈ Fp(M).
The exterior derivative commutes with the pullback, i.e., dϕ∗ = ϕ∗d holds.
Its action on v = v1 ∧ . . . ∧ vp+1 ∈ Λp+1TXM is given by
〈dω|v〉X =
p+1∑
i=1
(−1)i−1〈∇viω|v1 ∧ . . . ∧ vˆi ∧ . . . ∧ vp+1〉X ,
where ∇viω denotes the directional derivative of ω at X in direction vi, and
vˆi is omitted.
The integration of differential p-forms can be reduced to multivariate in- Stokes’ theorem
tegration of scalar functions in coordinates. Stokes’ theorem on an embedded
p-dimensional compact submanifold S, ϕ : S →M , reads for ω ∈ Fp−1(M)
10 2. Differential Forms - Preliminaries∫
ϕ(S)
dω =
∫
∂ϕ(S)
ω,
where ∂ is the boundary operator. It shows that the following operator equa-
tions are equivalent:
dd = 0 and ∂∂ = 0.
Moreover, with the above properties of the exterior derivative, we find the
integration-by-parts rule∫
ϕ(S)
dω ∧ η + (−1)k
∫
ϕ(S)
ω ∧ dη =
∫
∂ϕ(S)
ω ∧ η,
for ω ∈ Fk(M), and η ∈ Fp−k−1(M).
An orientation of M is given by a consistent orientation of all tangentOrientation, volume
form, and volume
vector-field
spaces of M . An orientation of TXM is given by a fixed ordering of the
vectors of a basis. Hence, a non-vanishing n-vector field m ∈ Xn(M) defines
an orientation on M , and −m represents the opposite orientation. Likewise,
a volume form µ ∈ Fn(M) with 〈µ|m〉X > 0 everywhere represents the
same orientation of M . Henceforth we require without loss of generality that
〈µ|m〉X = 1 holds everywhere.
The Poincare´ isomorphism [14, p. 151] is defined using the above volumePoincare´ isomorphism
form and volume vector-field (remember q = n− p)
p : Fq(M)→ Xp(M) : η 7→ iηm.
The inverse is given by
p−1 : Xp(M)→ Fq(M) : v 7→ (−1)pqivµ.
An important property of the Poincare´ isomorphism is
〈ω|pη〉µ = (−1)pqω ∧ η, (2)
where ω ∈ Fp(M), η ∈ Fq(M), and the point-wise duality product defines a
smooth scalar function on M .
We prefer defining the Riemannian metric tensor as a Riesz isomorphismRiesz isomorphism,
inner product, norm between smooth vector fields and 1-forms, g : X1(M)→ F1(M). The defini-
tion is extended to p-vector fields and p-forms
g : Xp(M)→ Fp(M)
by the exterior compound, g(v ∧ w) = gv ∧ gw. The Riesz isomorphism
defines a point-wise inner product
ΛpTXM × ΛpTXM → F : (v,w) 7→ 〈v,w〉X = 〈gv|w〉X
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in point X ∈M , and, analogously,
ΛpT ∗XM × ΛpT ∗XM → F : (ω, η) 7→ 〈ω, η〉X = 〈ω|g−1η〉X ,
where the bar denotes complex conjugation of the component functions in the
case F = C. The metric tensor is required to be smooth in the sense that on all
coordinate patches U the functions gij : U → F, defined by X 7→ 〈∂xi , ∂xj 〉X ,
are smooth.
The inner products induce the corresponding point-wise norms on ΛpTXM
and ΛpT ∗XM
|v|X =
√
〈v,v〉X and |ω|X =
√
〈ω, ω〉X .
In what follows, duality product 〈·|·〉, inner product 〈·, ·〉, and norm | · |,
acting on smooth p-forms and p-vector fields, denote point-wise evaluations
that define smooth scalar functions on M .
We select a unit volume form, i.e., |µ| = 1 everywhere. This connects Unit volume form,
Hodge operatorvolume form and metric, which would otherwise be unrelated. The Hodge
operator can then be defined by
∗ : Fp(M)→ Fq(M) : φ 7→ (−1)pqp−1g−1φ,
and we see that ∗φ = i(g−1φ, µ). The Hodge operator is an isomorphism. It
fulfills ∗∗ = (−1)pq, and its inverse is given by ∗−1 = (−1)pq∗ = (−1)pqg p.
The standard textbook definition
〈ω|g−1φ〉µ = ω ∧ ∗φ, (3)
where φ ∈ Fp(M), can be linked to the explicit definition by setting η = ∗φ
in (2).
Let DΛp(M) ⊂ Fp(M) denote the space of test forms, that are smooth, DΛp(M)
compactly supported p-forms on M \ ∂M [18]. For ω, η ∈ DΛp(M) we define
the inner product
〈ω,η〉L2(M) =
∫
M
〈ω, η〉µ =
∫
M
ω ∧ ∗η,
and the norm |ω|2L2(M) = 〈ω,ω〉L2(M). Completion of DΛp(M) with respect L2Λp(M)
to this norm yields the Hilbert space L2Λp(M) of square integrable p-forms.
At this point we introduce the coderivative 1 Coderivative
δ : Fp(M)→ Fp−1(M) : ω 7→ δω = (−1)p ∗−1 d ∗ ω, (4)
and note the property
1 When comparing with [35] please note that the coderivative is defined there with an
additional minus sign.
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δδ = 0.
The coderivative is defined to be the adjoint operator of the exterior derivative
in the L2 inner product,
〈dω,η〉L2(M) = 〈ω, δη〉L2(M),
where the intersection of the support of ω ∈ Fp(M) and η ∈ Fp+1(M) must
be compact in M \ ∂M .
Eventually, we define the Laplace-Beltrami operatorLaplace-Beltrami
operator
∆ : Fp(M)→ Fp(M) : ω 7→∆ω = (dδ + δd)ω. (5)
We can now link up with the notation of classical vector analysis. The
scalar and vector fields of 3D Euclidean vector analysis are recovered by
the translation isomorphisms,
Υ 0 : IdF0(M), (6a)
Υ 1 : F1(M)→ X1(M) : ω 7→ g−1ω, (6b)
Υ 2 : F2(M)→ X1(M) : ω 7→ pω, (6c)
Υ 3 : F3(M)→ F0(M) : ω 7→ ∗ω. (6d)
Note that the usual definition Υ 2 : ω 7→ g−1 ∗ω coincides with the above
definition since for n = 3 we find ∗−1 = ∗ = gp and therefore g−1∗ = p.
The differential operators of vector analysis are derived from the ex-
terior derivative by
grad = Υ 1 d (Υ 0)−1,
curl = Υ 2 d (Υ 1)−1,
div = Υ 3 d (Υ 2)−1.
The identities curl grad = 0 and div curl = 0 follow directly from the
first Poincare´ lemma dd = 0.
Integration of a 1-form α ∈ F1(M) along an oriented curve C that
is embedded in M by ϕ : C → M is related to the integration of the
tangential component of a vector:∫
ϕ(C)
α =
∫
ϕ(C)
a · t ds,
where a = Υ 1α, ds is the metric arc-length differential, and t is the unit
tangent vector field to C. We have used the dot-product notation for the
inner product.
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Similarly, ∫
ϕ(A)
β =
∫
ϕ(A)
b · n da,
where A is an inner-oriented surface, embedded in M , b = Υ 2β, da is
the metric area differential, and n is the unit normal vector field to A. If
(v1,v2) defines an orientation of TXA in X ∈ A, v1,v2 ∈ TXA, then nX
is chosen such that (ϕ∗v1, ϕ∗v2,nX) is consistent with the orientation
of TXM .
Eventually we find ∫
ϕ(V )
ω =
∫
ϕ(V )
w dv,
where w = Υ 3ω, dv is the metric volume differential, and V is an inner-
oriented domain that is embedded inM , ϕ(V ) ⊂M . We note that dv = µ
in (3).
Stokes’ theorem with ω ∈ Fp−1(M), and the embedded p-dimensional
submanifold S, ϕ : S →M , ∫
ϕ(S)
dω =
∫
∂ϕ(S)
ω
encompasses the classical theorems for n = 3, p = 1, 2, 3,∫
ϕ(C)
grad f · t ds = f |∂ϕ(C) , fundamental theorem of calculus,
∫
ϕ(A)
curl v · n da =
∫
∂ϕ(A)
v · t ds, Stokes’ theorem,
∫
ϕ(V )
div w dv =
∫
∂ϕ(V )
w · n da, Gauss’ theorem.
The coderivative corresponds to classical operators:
Υ 2 δ (Υ 3)−1 = −grad,
Υ 1 δ (Υ 2)−1 = curl,
Υ 0 δ (Υ 1)−1 = −div.
Eventually, we recover the scalar and vector Laplace operators from
Υ 0 ∆ (Υ 0)−1 = −div grad = −∆s,
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Υ 1 ∆ (Υ 1)−1 = −grad div + curl curl = −∆v,
Υ 2 ∆ (Υ 2)−1 = curl curl− grad div = −∆v,
Υ 3 ∆ (Υ 3)−1 = −div grad = −∆s,
where ∆s and ∆v denote the classical scalar and vector Laplace opera-
tors, respectively.
2.2 Integral Transformations
Motivated by the notion of electromagnetic fields and sources, we distinguish
between the source manifold M and the observation manifold N of an integral
transformation. Forms in the domain of the transformation are defined on
the source manifold; the image under the transformation is defined on the
observation manifold. The transformation kernels are expressed in terms of
double forms. In this section, source- and observation manifolds are both
modeled by the Euclidean space M = N = Rn, though. The source manifold
will be chosen differently in Section 2.4, as the boundary of a domain Ω ⊂
M . At this point we will take full advantage of the differential-form based
framework.
The parallel transport of a vector v ∈ TXM from X to X ′ is denoted
by ΓX
′
X v = v
′ ∈ TX′M . Note that in Euclidean space parallel transport is
path independent. Therefore, a vector v anchored at X can be uniquely ex-
tended throughout the entire manifold M . The resulting vector field is called
covariantly constant, and the space of covariantly constant vector fields is
denoted by X const1 (M). The parallel transport ΓX
′
X carries over naturally to
p-vectors and p-covectors, hence X constp (M) and Fconst,p(M). These spaces
are closed with respect to the Euclidean metric and the Hodge operator in the
sense that Fconst,p(M) = g(X constp (M)) and Fconst,q(M) = ∗(Fconst,p(M)),
respectively. Eventually, Cartesian coordinates refer to orthonormal covari-
antly constant basis fields.
Let f : M ×M → F : (X,X ′) 7→ f(X,X ′) denote a scalar kernel function.
With the help of this kernel, we define the integral transformation T for
scalar functions σ by
(T σ)(X ′) =
∫
M
f(X,X ′)σ(X)µ =
∫
M
f(X,X ′) ∗ σ(X)
= 〈σ(X), f(X,X ′)〉L2(M),
provided the integral exists. µ denotes the unit volume form on M . The
generalization to p-forms ω ∈ Fp(M) is obtained by requiring that
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〈T ω|v〉X′ =
∫
M
f(X,X ′) 〈ω|v〉X µ =
∫
M
f(X,X ′)ω(X) ∧ ∗gv, (7)
for v ∈ X constp (M), which amounts to integration by Cartesian components.
For the second equality we used (3). Equation (7) provides a preliminary
definition for the integral transformation of p-forms. For the definition of layer
potentials and boundary integral operators we wish to have an equivalent
explicit definition, which is provided next.
At this point it is useful to introduce double forms, a concept that goes Double forms
back to de Rham [29, pp. 30-33]. Applications in the context of electromag-
netic Green kernels have been reported in [33, 34].
A double form of bi-degree (p, r) over the product manifold M×N may be
regarded for each point in M as a p-covector valued r-form on N , or for each
point in N as a r-covector valued p-form on M [33, Sec. 3]. Given a pair of
points (X,X ′) ∈M×N on the source and observation manifold, respectively,
a double form evaluates to a tensor product of covectors. The covector in the
observation point X ′ is marked by a prime. In the presence of double forms,
we need to distinguish between operators acting on the source and on the
observation side of the tensor product. Unary and binary operators acting on
the observation side are either evaluated in X ′ or marked with a prime.
We call double forms of bi-degree (p, p) double p-forms. In electrical en-
gineering literature, the vector proxies of double p-forms are often called
dyadics [32].
The identity double p-form is defined for (X,X ′) ∈M ×M by Identity double p-form
〈Ip(X,X ′)|ΓX′X v〉X′ = (g v)X , (8)
where v ∈ ΛpTX(M). It naturally extends to v ∈ Xp(M).
The integral transformation of p-forms ω ∈ Fp(M) is defined by Integral transformations
of p-forms
(T ω)(X ′) = 〈ω(X), f(X,X ′)Ip(X,X ′)〉L2(M). (9)
The conjugation of f compensates for the conjugation which is inherent to
the L2 inner product. The double p-form f(X,X ′)Ip(X,X ′) is the extension
of the scalar kernel f(X,X ′) to p-forms.
To show that (7) and (9) are equivalent we rewrite (7) with (8),
〈T ω|v〉X′ =
∫
M
f(X,X ′)ω(X) ∧ ∗〈Ip(X,X ′)|v〉X′ ,
where we took into account v ∈ X constp (M). By linearity, we obtain (9), and
vice versa.
A basis representation of the identity double p-form on a coordinate patch
U ⊂M is given by
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Ip(X,X
′) = det(gJK)
(
ΓX
′
X dx
J
)⊗ dxK , (10)
where we adopt the summation convention for the multi-indices J,K ∈ J np .
(gJK) denotes the p × p submatrix of (gjk). Equation (10) can be seen by
picking a basis vector v = ∂xI ∈ ΛpTXM , p > 0, X ∈ U ⊂ M in (8). With
Ip(X,X
′) according to (10) we obtain from (8)
〈Ip(X,X ′)|ΓX′X ∂xI 〉X′ = det(gJK)δJI dxK = det(gIK)dxK = (g ∂xI )X .
By convention, we set I0(X,X
′) = 1, and use Ip and f as shorthands for
Ip(X,X
′) and f(X,X ′).
In Cartesian coordinates, n = 3, we obtain the simple expressions
I0 = 1,
I1 = dx
′ ⊗ dx+ dy′ ⊗ dy + dz′ ⊗ dz,
I2 = dx
′∧dy′ ⊗ dx∧dy + dy′∧dz′ ⊗ dy∧dz + dz′∧dx′ ⊗ dz∧dx,
I3 = dx
′∧dy′∧dz′ ⊗ dx∧dy∧dz.
Lemma 1. The identity double p-form fulfills the following properties
(i) ∗Ip = (∗−1)′Iq, (11a)
(ii) dIp = d
′Ip = 0. (11b)
For convolution-type scalar kernels f(X,X ′), i.e., for scalar kernels f : M ×
M → F that depend only on the Euclidean distance d(X,X ′) between X and
X ′ it also holds that
(iii) d(fIp) = δ
′(fIp+1), (11c)
(iv) δ(fIp) = d
′(fIp−1), (11d)
(v) ∆(fIp) = ∆
′(fIp). (11e)
We give an example for (i) in Cartesian coordinates, for n = 3, p = 1:
∗I1 = ∗(dx′ ⊗ dx+ dy′ ⊗ dy + dz′ ⊗ dz)
= dx′ ⊗ dy∧dz + dy′ ⊗ dz∧dx+ dz′ ⊗ dx∧dy
= (∗−1)′(dy′∧dz′ ⊗ dy∧dz + dz′∧dx′ ⊗ dz∧dx+ dx′∧dy′ ⊗ dx∧dy)
= (∗−1)′I2.
Proof. (i) is shown by observing that for v ∈ ΛpTXM
〈∗Ip|ΓX′X v〉X′ = (∗gv)X = (−1)pq(g ∗ v)X
= (−1)pq〈Iq| ∗′ ΓX′X v〉X′ = (−1)pq〈∗′Iq|ΓX
′
X v〉X′ ,
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where we used (8). The Hodge operator on p-forms is dual to the Hodge
operator on p-vectors. More precisely, for a p-vector v and a q-vector w we
find 〈∗gv|w〉 = 〈gv| ∗w〉 = 〈g ∗ v| ∗ ∗w〉 = (−1)pq〈g ∗ v|w〉, since the Hodge
map is an isometry. (ii) holds, because Ip is covariantly constant. This can be
seen from the fact that its Cartesian component functions are constant. To
show (iii-v), let f denote a convolution-type kernel, so that for fixed (X,X ′)
we find
(d′f)X′ = −ΓX′X (df)X . (12)
Let v ∈ ΛpTXM and consider〈
d(fIp)
∣∣ΓX′X v〉X′ = (df ∧ gv)X = 〈Ip+1∣∣ΓX′X (g−1df ∧ v)〉X′
= −〈Ip+1∣∣(g−1d)′f ∧ ΓX′X v〉X′ = −〈i′((g−1d)′f, Ip+1)∣∣ΓX′X v〉X′ ,
where we used (8), (11b), and (12). Therefore,
d(fIp) = −i′
(
(g−1d)′f, Ip+1
)
= (−1)p+1(∗−1)′(d′f ∧ ∗′Ip+1)
= (−1)p+1(∗−1 d ∗)′(fIp+1) = δ′(fIp+1),
where we took into account (4), (11b), and that for a 1-form φ = gu and
p-form ω we have i(u,ω) = (−1)p−1 ∗−1 (φ ∧ ∗ω). (iv) results from (iii), by
exchanging unprimed with primed points, because f and Ip are symmetric
in X and X ′. Eventually, (v) is a consequence of (iii) and (iv). uunionsq
2.3 Fundamental Solution of the Helmholtz Equation
In this section, M is defined in the same way as in Section 2.2. That is,
source- and observation manifolds are both modeled by the Euclidean space
M = Rn.
Let δ(X,X ′) denote the n-dimensional Dirac delta distribution of source
and observation point. Using this kernel, the transformation (9) reduces to
the identity map from source- to observation-manifold, T ω = Idω = ω, as
can be seen from (7).
Moreover, let gn(X,X
′) denote the standard fundamental solution of con- Fundamental solution
volution type of the scalar Helmholtz equation,
(∆− k2)gn(X,X ′) = δ(X,X ′). (13)
With boundary-integral equations in mind, we restrict ourselves to dimension
n ≥ 2. We find, e.g., in [23, Ch. 2.2, 2.3]2, [26, Ch. 8, 9]
2 Be aware that in [23] the factor r is missing in the denominator of the first case, and
that ∇2 = ∆s = −∆, where ∆ is the Laplace-Beltrami operator according to (5).
18 2. Differential Forms - Preliminaries
gn(X,X
′) =

i
4
(
k
2pir
)(n/2)−1
H
(1)
(n/2)−1(kr) 0 ≤ arg k < pi, k 6= 0,
1
2pi ln
r0
r , r0 > 0 k = 0, n = 2,
1
(n−2)Sn(1)r
2−n k = 0, n ≥ 3,
(14)
where r = d(X,X ′) is the Euclidean distance between X and X ′, H(1) de-
notes the Hankel function of the first kind, and Sn(1) is the Euclidean measure
of the unit sphere in n dimensions. For n = 3
g3(X,X
′) =
exp(ikr)
4pir
, 0 ≤ arg k < pi.
The Green operator G related to the Helmholtz operator ∆−k2 for p-forms isGreen operator, Green
kernel the integral transformation (9) with the scalar kernel f = gn. The extension
of this kernel to p-forms, the Green kernel, is denoted by
Gp = gn Ip. (15)
Lemma 2. The following properties of the Green operator and the Green
kernel hold:
(i) The Green operator provides a right inverse of the Helmholtz operator,
(∆− k2)G = Id. (16)
(ii) Locally, the expression takes the form
(∆− k2)Gp = δ(X,X ′)Ip, (17)
i.e. Gp is a fundamental solution of the adjoint Helmholtz operator on p-
forms.
Proof. We use the notation ∆p for the Laplace-Beltrami operator in order
to emphasize that the operator is acting on p-forms. For flat Euclidean space
and Cartesian coordinates we find for multi-indices J ∈ J np and by using the
summation convention,
∆pω = (∆0ωJ)dx
J .
That is, the Laplace-Beltrami operator acting on a p-form can be computed
in Cartesian coordinates by applying scalar Laplace-Beltrami operators to its
component functions. This is a particular case of the so-called Weitzenbo¨ck
identities [20]. From this result we can infer that in Euclidean space, for
v ∈ X constp (M),
∆0〈ω|v〉 = 〈∆pω|v〉. (18)
From (7), (13), and (18) we derive
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〈(∆p − k2)Gω|v〉 = (∆0 − k2)〈Gω|v〉
=
∫
M
(∆0 − k2)′gn(X,X ′)〈ω|v〉µ
=
∫
M
δ(X,X ′)〈ω|v〉µ = 〈Idω|v〉,
which proves (i). By using (9), (11e), and (16) we prove (ii):∫
M
ω ∧ ∗((∆− k2)Gp) = ∫
M
ω ∧ ∗((∆− k2)′Gp)
= (∆− k2)′
∫
M
ω ∧ ∗Gp
= (∆− k2)Gω = Idω =
∫
M
ω ∧ ∗δ(X,X ′)Ip.
uunionsq
2.4 Single-Layer and Double-Layer Potentials
In this section Ω denotes a bounded open subset of Euclidean space M with
smooth boundary ∂Ω. We shall regard the boundary Γ as a smooth manifold
embedded into Ω by ι : Γ → Ω : ιΓ = ∂Ω. We introduce integral trans-
formations from the boundary Γ to the domain Ω, where Ω plays the role
of the observation manifold, and Γ that of the source manifold. The theory
is extended to the case of Lipschitz boundaries in subsequent sections. The Tangential trace
tangential trace for smooth forms is defined by pullback,
t : Fp(Ω)→ Fp(Γ ) : ω 7→ ι∗ω, (19)
and the normal trace is given by Normal trace
n : Fp(Ω)→ Fp−1(Γ ) : ω 7→ ∗−1 t ∗ ω. (20)
In contrast to the tangential trace, the normal trace is a metric-dependent
concept.
We define the single- and double-layer potentials to be the integral trans- Single- and double-layer
potentialformations from Γ to Ω
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ΨSL : Fp(Γ )→ Fp(Ω) : ω 7→ 〈ω, tGp〉L2(Γ ),
ΨDL : Fp(Γ )→ Fp(Ω) : ω 7→ − ∗ dΨSL(∗−1ω).
(21a)
(21b)
Recall that the L2 inner product in (21a) is p-form valued, because it contains
a double p-form as second factor.
Remark 1. An alternative definition of the double-layer potential reads
ΨDL : Fp(Γ )→ Fp(Ω) : ω 7→ δ′〈ω,nGp+1〉L2(Γ ).
The equivalence can be seen from
δ′〈ω,nGp+1〉L2(Γ ) = (−1)p(q−1)δ′〈ω, ∗ ∗ nGp+1〉L2(Γ )
= (−1)q−1(δ∗)′〈∗−1ω, tGq−1〉L2(Γ )
= −(∗d)′〈∗−1ω, tGq−1〉L2(Γ ), (22)
where we used ∗n = t ∗ and (11a), as well as that for p-forms there holds
δ ∗ = (−1)p+1 ∗ d.
Lemma 3. The single- and double-layer potentials exhibit the following prop-
erties in Ω:
(i) δΨSL − ΨSLδ = 0, (23a)
(ii) (∆− k2)ΨSL = 0, (23b)
(iii) ∗ΨDL = (−1)p+1dΨSL∗, (23c)
(iv) δΨDL = 0, (23d)
(v) dΨDL − ΨDLd = k2 ∗−1 ΨSL∗, (23e)
(vi) ∗ dΨDL = (−1)pdΨSL ∗ d + k2ΨSL∗, (23f)
(vii) (δd− k2)ΨDL = 0. (23g)
Remark 2.
1. Property (v) shows that the double-layer potential respects the de Rham
sequence for k = 0.
2. Properties (iii) and (vi) will be used in the proof of the jump relations in
Section 4.4.
Proof. (i) is shown by
δΨSLω = δ
′〈ω, tGp〉L2(Γ ) = 〈ω, t dGp−1〉L2(Γ )
= 〈ω,d tGp−1〉L2(Γ ) = 〈δω, tGp−1〉L2(Γ )
= ΨSLδω,
and (ii) is seen from
3.1. Sobolev Spaces on the Domain 21
(∆− k2)ΨSLω = (∆− k2)′〈ω, tGp〉L2(Γ )
= 〈ω, t(∆− k2)Gp〉L2(Γ )
= 〈ω, δ(X,X ′) t Ip〉L2(Γ ) = 0,
where we used (11c) and (11e). (iii) and (iv) are direct consequences of the
definitions (21). (vi) is obtained from combining (iii) and (v). (v) is shown
by
dΨDL = −d ∗ dΨSL∗−1 = (−1)q−1 ∗ δdΨSL∗−1
= (−1)q−1 ∗ ((∆− k2)− dδ + k2)ΨSL∗−1
= (−1)q ∗ dΨSLδ ∗−1 +(−1)q−1k2 ∗ ΨSL∗−1
= − ∗ dΨSL ∗−1 d + (−1)(p+1)(q−1)k2 ∗ ΨSL∗
= ΨDLd + k
2 ∗−1 ΨSL∗,
and (vii) is seen from
δdΨDL = δk
2 ∗−1 ΨSL∗
= (−1)p+1k2 ∗−1 dΨSL∗
= −k2 ∗ dΨSL∗−1 = k2ΨDL.
uunionsq
3 Sobolev Spaces of Differential Forms
Throughout this section we adopt the following notation. Ω denotes a
bounded open subset of a smooth orientable Riemannian manifold M with
Lipschitz boundary ∂Ω. We require that Ω is homeomorphic to an open ball.
The theory can be extended to the topologically non-trivial case, compare
[17], but we do not delve into this. We shall regard the boundary Γ as a
Lipschitz manifold embedded into Ω by ι : Γ → Ω : ιΓ = ∂Ω.
3.1 Sobolev Spaces on the Domain
Let DΛp(Ω) be the restriction of DΛp(M) to Ω, and L2Λp(Ω),
weak derivative,
weak coderivativeDΛp(Ω) = {φ ∈ DΛp(M)| suppφ ⊂ Ω},
respectively. The inner product of p-forms on Ω is defined by
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〈ω,η〉L2(Ω) =
∫
Ω
ω ∧ ∗η,
and | · |L2(Ω) denotes the corresponding norm. L2Λp(Ω) is the completion
of DΛp(Ω) with respect to this norm. We call η ∈ L2Λp+1(Ω) the weak
derivative of ω ∈ L2Λp(Ω) iff
〈η, φ〉L2(Ω) = 〈ω, δφ〉L2(Ω),
for all φ ∈ DΛp+1(Ω). pi ∈ L2Λp−1(Ω) is called the weak coderivative of
ω ∈ L2Λp(Ω) iff
〈pi, ψ〉L2(Ω) = 〈ω,dψ〉L2(Ω),
for all ψ ∈ DΛp−1(Ω). We can now define Sobolev spaces of differential p-HΛp(d, Ω)
forms on Ω. Let
HΛp(Ω) = L2Λp(Ω).
Define
HΛp(d, Ω) = {ω ∈ HΛp(Ω) |dω ∈ HΛp+1(Ω)},
where d has to be understood in the weak sense.
We denote by
|ω|HΛp(d,Ω) = |ω|L2(Ω) + |dω|L2(Ω)
the graph norm associated with HΛp(d, Ω). The following sequence is exact 3
· · · d−−−−→ HΛp(d, Ω) d−−−−→ HΛp+1(d, Ω) d−−−−→ · · · . (24)
The notations are to be read as follows: The Sobolev space HkΛp(Ω) con-
tains p-forms over Ω that have component functions in Hk(Ω), k ≥ 0. For
HkΛp(D, Ω), the forms, as well as the derivation D of the forms in the weak
sense, are in the respective HkΛp(Ω) space. The index k = 0 is omitted.
The Hodge star operator naturally extends to L2Λp(Ω) and we define theHΛp(δ,Ω)
image spaces
HΛp(δ,Ω) = ∗HΛq(d, Ω),
with the norm
|ω|HΛp(δ,Ω) = | ∗ ω|HΛq(d,Ω).
It is easy to see that these spaces are characterized by
HΛp(δ,Ω) = {ω ∈ HΛp(Ω) | δω ∈ HΛp−1(Ω)},
where δ has to be understood in the weak sense. The sequence of these Sobolev
spaces is, again, exact,
· · · δ−−−−→ HΛp(δ,Ω) δ−−−−→ HΛp−1(δ,Ω) δ−−−−→ · · · .
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Note that the maps
∗ : HΛp(d, Ω)→ HΛq(δ,Ω),
∗ : HΛp(δ,Ω) → HΛq(d, Ω)
are isometric isomorphisms.
Eventually, for use in Section 4, we introduce the space
HΛp(δd, Ω) = {ω ∈ HΛp(d, Ω) | δdω ∈ HΛp(Ω)},
equipped with the graph norm, as well as the subspaces of closed and coclosed
p-forms,
HΛp(d0, Ω) = {ω ∈ HΛp(d, Ω) |dω = 0} ⊂ HΛp(d, Ω),
HΛp(δ0, Ω) = {ω ∈ HΛp(δ,Ω) |δω = 0} ⊂ HΛp(δ,Ω),
HΛp(δd0, Ω) = {ω ∈ HΛp(δd, Ω)|δdω = 0} ⊂ HΛp(δd, Ω).
For n = 3, p = 0, ..., n, HΛp(d, Ω) encompasses a number of well-
known spaces,
H1(Ω) = Υ 0HΛ0(d, Ω),
H(curl, Ω) = Υ 1HΛ1(d, Ω),
H(div, Ω) = Υ 2HΛ2(d, Ω),
L2(Ω) = Υ 3HΛ3(d, Ω).
Note that the translation isomorphisms (6) naturally extend to the
Sobolev space setting. We can therefore redefine the differential oper-
ators of classical vector analysis
grad = Υ 1 d (Υ 0)−1 : H1(Ω)→ H(curl, Ω),
curl = Υ 2 d (Υ 1)−1 : H(curl, Ω)→ H(div, Ω),
div = Υ 3 d (Υ 2)−1 : H(div, Ω)→ L2(Ω).
The sequence (24) translates to
H1(Ω)
grad−−−−→ H(curl, Ω) curl−−−−→ H(div, Ω) div−−−−→ L2(Ω).
In the next section we will proceed to introduce traces of the above Sobolev
spaces. In the argument we will need H1Λp(Ω), the space of p-forms ω with
component functions ωI in H
1(Ω),
H1Λp(Ω) = {ω ∈ L2Λp(Ω) |ωI ∈ H1(Ω), I ∈ J np }.
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Different coordinates on Ω are related by smooth transition maps, so that
this definition is independent from their choice, and the norms
|ω|2H1Λp(Ω) =
∑
I∈Jnp
|ωI |2H1(Ω)
are equivalent. Note thatHΛ0(d, Ω) = H1Λ0(Ω). Moreover, we will encounter
H1Λp(d, Ω) = {ω ∈ H1Λp(Ω) |dω ∈ H1Λp+1(Ω)},
and
H1Λp(δ,Ω) = {ω ∈ H1Λp(Ω) | δω ∈ H1Λp−1(Ω)},
equipped with their respective graph norms.
3.2 Sobolev Spaces on the Boundary
The Lipschitz manifold Γ has well-defined tangent spaces almost everywhere.L2Λp(Γ )
Their orientation is chosen to be consistent with the orientation of Ω. The
induced Riemannian metric allows for the definition of a Hodge operator. It
is shown in [35, Remark 1] that the L2Λp(Γ ) spaces are well defined, with
the inner product
〈ω,η〉L2(Γ ) =
∫
Γ
ω ∧ ∗η
for ω, η ∈ L2Λp(Γ ). Let ωˆ = tω denote the tangential trace according toH±1/2‖ Λp(Γ )
(19). It is shown in [35, Sec. 2] that the tangential trace can be extended
to H1Λp(Ω). This extension may be defined even in the case of a Lipschitz
boundary. We then define
H
1/2
‖ Λ
p(Γ ) = tH1Λp(Ω)
equipped with the norm
|ωˆ|
H
1/2
‖ Λ
p(Γ )
= inf
ωˆ=tω
{|ω|H1Λp(Ω)}.
The infimum is taken over all ω ∈ H1Λp(Ω) satisfying ωˆ = tω. Denote
H
−1/2
‖ Λ
p(Γ ) the topological dual of H
1/2
‖ Λ
p(Γ ), with L2Λp(Γ ) as pivot space.
It is shown in [35, Lemma 5] that the Hodge operator ∗ may be restrictedH±1/2⊥ Λp(Γ )
to H
1/2
‖ Λ
p(Γ ) and extended by continuity to H
−1/2
‖ Λ
p(Γ ). This allows us to
define the image spaces
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H
±1/2
⊥ Λ
p(Γ ) = ∗H±1/2‖ Λq−1(Γ ),
with the norm
|ωˆ|
H
1/2
⊥ Λ
p(Γ )
= | ∗ ωˆ|
H
1/2
‖ Λ
q−1(Γ ).
Note that the maps
∗ : H±1/2‖ Λp(Γ )→ H±1/2⊥ Λq−1(Γ ),
∗ : H±1/2⊥ Λp(Γ )→ H±1/2‖ Λq−1(Γ )
are isometric isomorphisms, and the following inclusions hold [35, Thm. 2],
H
1/2
‖ Λ
p(Γ ) ⊂ L2Λp(Γ ) ⊂ H−1/2‖ Λp(Γ ),
H
1/2
⊥ Λ
p(Γ ) ⊂ L2Λp(Γ ) ⊂ H−1/2⊥ Λp(Γ ).
Remark 3.
1. For smooth boundaries, the spaces H
1/2
‖ Λ
p(Γ ) and H
1/2
⊥ Λ
p(Γ ) are identi-
cal.
2. A fully intrinsic characterization of the spaces H
1/2
‖ Λ
p(Γ ) and H
1/2
⊥ Λ
p(Γ )
is available in the case of polyhedral domains. This has been shown in [7, 8]
for n = 3, p = 1. In this case, the boundary consists of a finite number of
smooth faces, and on each face the space H
1/2
‖ Λ
1(Γ ) coincides with
H1/2Λ1(Γ ) = {ωˆ ∈ L2Λ1(Γ ) | ωˆI ∈ H1/2(Γ ), I ∈ J n−11 }.
The faces meet in edges, where forms in H
1/2
‖ Λ
1(Γ ) exhibit a weak tangen-
tial and forms in H
1/2
⊥ Λ
1(Γ ) a weak normal continuity (related to bound-
edness of the functionals N ‖ij and N⊥ij defined in [7, Prop. 4.3.]). It is
expected that this approach could be generalized on polyhedral domains
straightforwardly to other values of n and p.
Since H1Λp(d, Ω) is a subspace of H1Λp(Ω), the space Y = ∗ tH1Λq−2(d, Ω) H−1/2⊥ Λp(d, Γ )
is a well defined subspace of H
1/2
⊥ Λ
p+1(Γ ), and we equip it with the norm
|ωˆ|Y = inf
ωˆ=∗ tω
{|ω|H1Λq−2(d,Ω)}.
The infimum is taken over all ω ∈ H1Λq−2(d, Ω) satisfying ωˆ = ∗ tω. We are
now in the position to define the exterior derivative on the boundary in the
weak sense
d : H
−1/2
⊥ Λ
p(Γ )→ Y ′ : ωˆ 7→ d ωˆ
by [35, Lemma 3]
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〈d ωˆ|ηˆ〉Y = (−1)p〈ωˆ| ∗−1 t dη〉H1/2⊥ Λp(Γ ),
η ∈ H1Λq−2(d, Ω), ηˆ = ∗ tη ∈ Y. (25)
The duality pairing between Y ′ and Y is denoted by 〈·|·〉Y , and between
H
∓1/2
⊥ Λ
p(Γ ) by 〈·|·〉
H
1/2
⊥ Λ
p(Γ )
, respectively. Note that H
−1/2
⊥ Λ
p+1(Γ ) is a sub-
space of Y ′. This motivates the definition
H
−1/2
⊥ Λ
p(d, Γ ) = {ωˆ ∈ H−1/2⊥ Λp(Γ ) |d ωˆ ∈ H−1/2⊥ Λp+1(Γ )},
equipped with the graph norm.
We may now restrict the definition of the exterior derivative to
d : H
−1/2
⊥ Λ
p(d, Γ )→ H−1/2⊥ Λp+1(Γ ) : ωˆ 7→ d ωˆ.
From (25) we infer that dd = 0, so that the image of d lies even in the smaller
space H
−1/2
⊥ Λ
p+1(d, Γ ), and we can refine the definition to read
d : H
−1/2
⊥ Λ
p(d, Γ )→ H−1/2⊥ Λp+1(d, Γ ) : ωˆ 7→ d ωˆ.
This final definition lends itself to the definition of the de Rham complex on
Γ .
It is shown in [35, Thm. 3] that the extension of the tangential trace t
from H1Λp(Ω) to
t : HΛp(d, Ω)→ H−1/2⊥ Λp(d, Γ )
is well defined, linear and continuous. Moreover [35, Thm. 4], it is surjective
and hence admits a continuous right inverse t−1. The latter may be chosen
such that its range lies in H1Λp(d, Ω). The definitions and properties of d
and t that we gave so far are summarized by the following exact sequence
diagram: 3
· · · d−−−−→ HΛp(d, Ω) d−−−−→ HΛp+1(d, Ω) d−−−−→ · · ·
t
y ty
· · · d−−−−→ H−1/2⊥ Λp(d, Γ )
d−−−−→ H−1/2⊥ Λp+1(d, Γ )
d−−−−→ · · ·
(26)
Remark 4.
1. The diagram (26) commutes, which can be proven by density arguments
[35, Remark 2],
3 Since Ω was required to be homeomorphic to an open ball, the sequences are exact, up
to one-dimensional cohomology groups H0(Ω), H0(Γ ), and Hn−1(Γ ).
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td = dt. (27)
2. From the standard trace theorem for scalar functions in H1(Ω) we con-
clude that H
−1/2
⊥ Λ
0(d, Γ ) = H1/2(Γ ) = H
1/2
‖ Λ
0(Γ ).
There is an L2-adjoint version of the diagram (26). To obtain it, define the H−1/2‖ Λ
p(δ, Γ )
spaces
H
−1/2
‖ Λ
p(δ, Γ ) = ∗H−1/2⊥ Λq−1(d, Γ ),
that are characterized by
H
−1/2
‖ Λ
p(δ, Γ ) = {ωˆ ∈ H−1/2‖ Λp(Γ ) | δ ωˆ ∈ H−1/2‖ Λp−1(Γ )},
where δ = (−1)p ∗−1 d ∗ is the coderivative on p-forms. The norm is given by
|ωˆ|
H
−1/2
‖ Λ
p(δ,Γ )
= | ∗ ωˆ|
H
−1/2
⊥ Λ
q−1(d,Γ ).
Finally, we extend the definition of the normal trace for smooth forms in (20)
by
n : HΛp(δ,Ω)→ H−1/2‖ Λp−1(δ, Γ ) : ω 7→ ωˆ = ∗−1 t ∗ ω, (28)
which inherits its properties from the tangential trace map [35, Thm. 7]. It
is well defined, linear, surjective, and admits a right inverse n−1 the range of
which lies in H1Λp(δ,Ω).
With these definitions we obtain the L2-adjoint version of the diagram
(26), that is again an exact sequence:
· · · δ−−−−→ HΛp(δ,Ω) δ−−−−→ HΛp−1(δ,Ω) δ−−−−→ · · ·
n
y −ny
· · · δ−−−−→ H−1/2‖ Λp−1(δ, Γ )
δ−−−−→ H−1/2‖ Λp−2(δ, Γ )
δ−−−−→ · · ·
(29)
Remark 5.
1. The diagram (29) commutes, since from (4), (27) and (28)
nδ = −δn. (30)
2. From the definitions it follows that H
−1/2
‖ Λ
0(δ, Γ ) = H
−1/2
‖ Λ
0(Γ ) =
H−1/2(Γ ).
3. Up to sign, the diagram (29) can be thought of as the image of the diagram
(26) under Hodge star operators.
4. There exists a Hodge decomposition [35, Thm. 11] of the spacesH
−1/2
⊥ Λ
p(d, Γ )
and H
−1/2
‖ Λ
p(δ, Γ ), respectively, which generalizes the results obtained in
[3, 8].
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It has been shown in [35, Thm. 8] that the L2 inner product on the bound-Sesquilinear form
ary Γ can be extended to a sesquilinear form
b(·, ·) : H−1/2‖ Λp(δ, Γ )×H−1/2⊥ Λp(d, Γ )→ F.
For (ω,η) ∈ HΛp+1(δ,Ω)×HΛp(d, Ω) the integration by parts formula
b(nω, tη) = 〈ω,dη〉L2(Ω) − 〈δω,η〉L2(Ω) (31)
holds. In fact, in the light of the surjectivity of the traces and the existence
of suitable right inverses, (31) provides the definition of b(·, ·). A comparison
with (52) confirms that b(nω, tη) reduces to 〈nω, tη〉L2(Γ ) in the smooth case.
Let us now relate the results (26) and (29) to the language of classical
vector analysis in n = 3 dimensions. We denote the outer normal to Ω by
n, defined almost everywhere on ∂Ω. Note that classical calculus defines
the traces on ∂Ω = ιΓ , whereas with differential-forms we defined them
on Γ by pullback. According to the definitions in [4, 10], we have to
consider the following trace spaces and operators,
γ : H1(Ω) → H1/2(∂Ω) : u 7→ u∣∣
∂Ω
,
γn : H(div, Ω) → H−1/2(∂Ω) : u 7→ u · n
∣∣
∂Ω
,
γτ : H(curl, Ω)→ H−1/2(divΓ , ∂Ω) : u 7→ u× n
∣∣
∂Ω
,
piτ : H(curl, Ω)→ H−1/2(curlΓ , ∂Ω) : u 7→ u− γn(u)n
∣∣
∂Ω
.
All trace operators are defined for smooth test functions in the first
place and then extended to the respective function spaces. They are all
well defined, linear, continuous, surjective, and admit continuous right
inverses. Be aware that in [4, Def. 1] we find γτ : u 7→ n × u
∣∣
∂Ω
, while
in [10, Def. 2.1], [16, Def. γ×t ], [17, Def. γ×] we have γτ : u 7→ u× n
∣∣
∂Ω
.
We follow the latter definition.
We define translation isomorphisms on the boundary,
Υˆ 0 : H
−1/2
⊥ Λ
0(d, Γ )→ H1/2(∂Ω) : ω 7→ γ t−1 ω, (32a)
Υˆ 1 : H
−1/2
⊥ Λ
1(d, Γ )→ H−1/2(curlΓ , ∂Ω) : ω 7→ piτ Υ 1 t−1 ω,
(32b)
Υˆ 1˜ : H
−1/2
⊥ Λ
1(d, Γ )→ H−1/2(divΓ , ∂Ω) : ω 7→ −γτ Υ 1 t−1 ω,
(32c)
Υˆ 2 : H
−1/2
⊥ Λ
2(d, Γ )→ H−1/2(∂Ω) : ω 7→ γn Υ 2 t−1 ω.
(32d)
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Remark 6. The translation isomorphisms are extensions of the following
maps, which are valid for smooth forms and smooth boundaries: Υˆ 0 :
ω 7→ ι∗ω, Υˆ 1 : ω 7→ ι∗g−1ω, Υˆ 1˜ = Υˆ 1∗ : ω 7→ ι∗pω, Υˆ 2 : ω 7→ ι∗ ∗ ω.
These translation isomorphisms coincide with the definitions in [2] and
[15, p. 246].
We are now in the position to define the surface differential operators of
vector analysis on Γ , in terms of the exterior derivative d,
gradΓ = Υˆ
1 d (Υˆ 0)−1 : H1/2(∂Ω) → H−1/2(curlΓ , ∂Ω),
curlΓ = Υˆ
2 d (Υˆ 1)−1 : H−1/2(curlΓ , ∂Ω)→ H−1/2(∂Ω),
curlΓ = −Υˆ 1˜ d (Υˆ 0)−1 : H1/2(∂Ω) → H−1/2(divΓ , ∂Ω),
divΓ = −Υˆ 2 d (Υˆ 1˜)−1 : H−1/2(divΓ , ∂Ω) → H−1/2(∂Ω).
From the general theory we know that the following sequences are exact,
provided the boundary Γ is homeomorphic to a sphere:
H1/2(∂Ω)
gradΓ−−−−→ H−1/2(curlΓ , ∂Ω) curlΓ−−−−→ H−1/2∗ (∂Ω)∥∥∥ y−R ∥∥∥
H1/2(∂Ω)
curlΓ−−−−→ H−1/2(divΓ , ∂Ω) divΓ−−−−→ H−1/2∗ (∂Ω)
We usedH
−1/2
∗ (∂Ω) = {u ∈ H−1/2(∂Ω) | 〈u|1〉H1/2(∂Ω) = 0} to eliminate
the cohomology group H2(∂Ω). 〈·|·〉H1/2(∂Ω) denotes the duality pairing
between the H∓1/2(∂Ω) spaces. The rotation operator
R : H−1/2(curlΓ , ∂Ω)→ H−1/2(divΓ , ∂Ω) : γτ = −Rpiτ (33)
renders the diagram commutative. Note that R Υˆ 1 = Υˆ 1˜. The rotation
operator extends the vectorial operator n × ·, compare [10, Def. r], [16,
Def. R]. In [17], however, we find R = −n× ·.
4 Representation Formula
The goal of this section is to collect, unify, and generalize existing knowledge
about scalar and vectorial representation formulae in electromagnetics. We
refer to the definition of Ω in Section 3, where we now consider the Euclidean
space M = Rn with n ≥ 2. We denote by Ωc the complement of Ω in M ,
such that ∂Ω = −∂Ωc, and Ω ∪ ∂Ω ∪Ωc = M . On Ωc we denote L2locΛp(Ωc)
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the space of p-forms that are square-integrable on each compact subdomain
of Ωc, and define the derived Sobolev spaces accordingly.
In Section 4.1 we introduce Maxwell-type problems and the space of solu-
tions thereof. Section 4.2 proceeds to define radiation and decay conditions.
In Section 4.3 we prove the status of a representation formula that represents
elements of the solution space in terms of integral transformations of their
boundary data. Section 4.4 proves the so-called jump relations of the respec-
tive terms of the representation formula. The properties and proofs carry over
to classical calculus by means of the translation isomorphisms (6) and (32).
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4.1 Maxwell-Type Problems, Solution Spaces, and
Trace Operators
We call Maxwell-type equation the second-order equation Maxwell-type equation
(δd− k2)ω = 0 in Ω ∪Ωc, (34)
compare Fig. 1, for a p-form ω, 0 ≤ p < n. We require that the constant
k ∈ C fulfills either k = 0 or 0 ≤ arg k < pi, k 6= 0.
We could have chosen the Helmholtz-type equation (δd + dδ − k2)ω = 0
as starting point as well. Since we will work with the gauge condition
δω = 0 in Ω ∪Ωc (35)
both equations are equivalent. For a more general account see [19].
Domains Ω, Ωc, ΩR and manifolds Γ , ΓR are defined in Fig. 1. The terms
”interior” and ”exterior” refer to the domains Ω and Ωc, respectively.
Every form that is eligible to be a solution of a boundary-value problem
of Maxwell type must be an element of the space
Y p(Ω ∪Ωc) = {ω ∈ HlocΛp(δd, Ω ∪Ωc) ∩HlocΛp(δ0, Ω ∪Ωc)
| (δd− k2)ω = 0}. (36)
The definition implies (34) as well as (35). We call Maxwell solutions those Maxwell solutions
Xp(Ω ∪Ωc)elements of Y p(Ω ∪Ωc) that fulfill a radiation or decay condition in Ωc, see
Section 4.2. The space of Maxwell solutions is denoted by Xp(Ω ∪ Ωc) ⊂
Y p(Ω ∪ Ωc), and the restriction of this space to the domain of the interior
problem reads Xp(Ω) = Y p(Ω).
Remark 7.
1. For ω ∈ HlocΛp(δd, Ω ∪ Ωc) ∩ HlocΛp(δ,Ω ∪ Ωc), the operators in (34)
and (35) are well defined. This motivates the above definition of a solution
space for Maxwell-type problems.
2. The gauge condition (35) for p > 0 is a consequence of (34) for k 6= 0, while
for k = 0 it is an additional requirement that we impose. Additional gauge
conditions on the periods of the trace t ∗ ω would apply on topologically
non-trivial domains.
The interior Dirichlet, Neumann, and normal traces of Maxwell solutions are Dirichlet and Neumann
tracesdefined by
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Fig. 1 Setting of the prob-
lem. Ω denotes a bounded
subset of the Euclidean
space M , homeomorphic to
an open ball. Its Lipschitz
boundary ∂Ω is repre-
sented by an embedded
Lipschitz manifold Γ . Ωc
is the complement of Ω in
M . ΩR ⊂ M , homeomor-
phic to an open ball, is
chosen such that ΩR c Ω.
Its smooth boundary ∂ΩR
(”far boundary”) is rep-
resented by an embedded
smooth manifold ΓR. The
normal-vector field n de-
fines outer normals to both
boundaries.
?
?c
n
(?d?k2)?=0
??=0
M
?? = ??
(?d?k2)?=0
??=0
n
??R = ??R
γD : HΛ
p(d, Ω) → H−1/2⊥ Λp(d, Γ ) : ω 7→ tω, Dirichlet trace,
γN : HΛ
p(δd, Ω)→ H−1/2‖ Λp(δ, Γ ) : ω 7→ n dω, Neumann trace,
n : HΛp(δ,Ω) → H−1/2‖ Λp−1(δ, Γ ) : ω 7→ nω, normal trace,
(37a)
(37b)
(37c)
where the definition of the normal trace is given in (28).
Remark 8.
1. The interior trace operators γD and γN are well defined, linear, continuous,
and surjective, as a consequence of the properties of t and n laid out in
Section 3.2.
2. The exterior Dirichlet, Neumann, and normal traces γcD, γ
c
N, and n
c, as
well as the trace operators on ΓR, γRD , γ
R
N , and n
R, are defined in the
same way, and the same mapping properties apply.
4.2 Asymptotic Conditions
Any Maxwell solution of (34) is required to fulfill an asymptotic condition at
infinity. For k 6= 0 the condition is called a radiation condition, for k = 0 it
is called a decay condition. Let n denote an outward directed unit normal-
vector field to a large sphere ΓR with radius R, compare Fig. 1. X denotes
an arbitrary point on ΓR.
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1. Case k 6= 0 The radiation condition reads Radiation condition
|(γRN − ikγRD)ω|L2(ΓR) = o(1),
|nRω|L2(ΓR) = o(1).
}
(38)
We present the radiation condition in an L2 sense because it directly re-
lates to the energy arguments that are used to establish uniqueness of
solutions [13, Thm. 2.4]. Lemma 4 provides strong versions of the radia-
tion condition.
Lemma 4. The following radiation conditions are equivalent to (38), un-
der the assumption of uniformity for R→∞:
|(γRN − ikγRD)ω|X = o(R−(n−1)/2),
|nRω|X = o(R−(n−1)/2),
}
(39)
|indω − ikω|ιX = o(R−(n−1)/2). (40)
For the latter condition see also [19, eq. (1)].
Proof. The Euclidean measure Sn(R) of a sphere of radius R in n dimen-
sions is O(Rn−1) for R→∞. This proves the validity of (39).
For a smooth p-form ω it holds on a smooth submanifold that
t inω = (−1)pqt in ∗ ∗ω = (−1)pq(−1)q ∗ t ∗ ω
= (−1)pq(−1)q(−1)(p−1)q ∗−1 t ∗ ω
= nω. (41)
For the second equality see [22, eq. (32)]. With the decomposition tech-
niques from [22] it can easily be shown that the Pythagoras’ theorem
|ω|2ιX = |tω|2X + |nω|2X holds pointwise, where the moduli on the right
hand side refer to the induced metric, and therefore |tω|X , |nω|X ≤ |ω|ιX .
Condition (40) can be inferred from (39) with the help of (41), and vice
versa.
uunionsq
Condition (40) encompasses the Sommerfeld radiation condition for
p = 0,
∂u
∂r
− iku = o(R−(n−1)/2),
and the Silver-Mu¨ller radiation condition for p = 1, n = 3,
|curl u× n− iku| = o(R−1).
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The following corollary will be useful in Section 5.1.
Corollary 1. Let ω ∈ Xp(Ωc ∩ ΩR). Then for k 6= 0 the Dirichlet and
Neumann traces fulfill
|γRDω|L2(ΓR) = O(1), |γRNω|L2(ΓR) = O(1), (42)
i.e. the Dirichlet and Neumann traces on the far boundary are bounded as
R→∞.
Proof. Substituting ω by dω, ω ∈ HΛp(δd, Ω) in (31) on Ωc ∩ ΩR and
using the fact that ω is a Maxwell solution yields
−b(γcNω, γcDη)+〈γRNω, γRDη〉L2(ΓR) = 〈dω,dη〉L2(Ωc∩ΩR)−k2〈ω,η〉L2(Ωc∩ΩR).
Note that on the far boundary ΓR we encounter sufficient regularity so to
work with the L2 inner product rather than the sesquilinear form b(·, ·).
We set η = ω, multiply by k and take the imaginary part,
−=m(kb(γcNω, γcDω))+ =m(k〈γRNω, γRDω〉L2(ΓR))
= −(=m k)(〈dω,dω〉L2(Ωc∩ΩR) + |k|2〈ω,ω〉L2(Ωc∩ΩR)).
From the radiation condition we obtain
o(1) = |γRNω − ikγRDω|2L2(ΓR)
= |γRNω|2L2(ΓR) + |k|2|γRDω|2L2(ΓR) − 2=m
(
k〈γRNω, γRDω〉L2(ΓR)
)
.
Combining both equations yields
=m(kb(γcNω, γcDω)) = (=m k)(|dω|2L2(Ωc∩ΩR) + |k|2|ω|2L2(Ωc∩ΩR))
+ 12
(|γRNω|2L2(ΓR) + |k|2|γRDω|2L2(ΓR))+ o(1). (43)
The left hand side is bounded, due to the continuity of the trace operators
and of b(·, ·). Since we required =m k ≥ 0, we know that the right hand
side consists of four non-negative terms, each of which must be bounded
for R→∞. This proves the claim (42). uunionsq
Remark 9. This result generalizes the case p = 0 that is discussed in [26,
eq. (9.17)-(9.19)].
2. Case k = 0. The decay condition readsDecay condition
|ω|ιX
{
= O(R2−n) n ≥ 3,
≤ ∣∣b ln Rr0 ∣∣+O(R−1) n = 2, (44)
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uniformly for R → ∞, where b ∈ C and r0 > 0 are constants. For a
motivation, see [26, Thm. 8.9]. Condition (44) implies the same asymptotic
behaviour for the Dirichlet and normal traces γRDω and n
Rω, respectively.
It can be shown that ω ∈ X(Ωc ∩ΩR) subject to (44) also fulfills
|dω|ιX
{
= O(R1−n) n ≥ 3,
≤ |b|R−1 +O(R−2) n = 2, (45)
uniformly for R → ∞. The proof of this assertion is based on the theory
of generalized spherical harmonics. For p = 0 it can be found in [26], as
part of the proof of Thm. 8.9. We skip the general case, while pointing out
that the required background can be found in [36]. Condition (45) implies
the same asymptotic behaviour for the Neumann trace γRNω.
For p = 0, the above conditions (44) and (45) are sharp. For p > 0 it can
even be shown that by condition δω = 0 we gain one order of decay, i.e.
|ω|ιX = O(R1−n) and |dω|ιX = O(R−n), n ≥ 2.4 This implies b = 0 for
p = 1.
Remark 10. The asymptotic conditions guarantee that a representation for-
mula for Maxwell solutions exists without extra terms due to the far bound-
ary. It must be noted that the conditions do not generally ensure that the
forms decay rapidly enough for Xp(Ωc) ⊂ L2Λp(Ωc) to hold. For the scope of
this paper, we circumvent the problem by using the spaces L2locΛ
p(Ωc). How-
ever, if one is aiming at variational formulations in the domain Ωc, the issue
generally has to be remedied by replacing L2Λp(Ωc) with Beppo-Levi-type
weighted spaces L2sΛ
p(Ωc) [28], and building the theory in terms of weighted
Sobolev spaces. 5
4.3 Representation Formula for Maxwell Solutions
We define the jump of some trace γX of a form ω as
JγXKω = γcXω − γXω,
and refer to the definitions of the single- and double-layer potentials in Sec-
tion 2.4.
The boundary data (β, γ, ϕ) of forms ω ∈ Xp(Ω ∪Ωc) are defined as Boundary data
4 For n = 3, p = 1 see [1], proof of Proposition 3.1.
5 For the vectorial case n = 3, p = 1, s = −1 see [16, 17].
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β = JγDKω ∈ H−1/2⊥ Λp(d, Γ ),
γ = JγNKω ∈ H−1/2‖ Λp(δ, Γ ),
ϕ = JnKω ∈ H−1/2‖ Λp−1(δ0, Γ ).
(46a)
(46b)
(46c)
Theorem 1. A Maxwell solution ω ∈ Xp(Ω ∪ Ωc) can be represented inRepresentation formula
terms of integral transformations of its boundary data by
ω = −ΨSL γ + ΨDL β − dΨSLϕ. (47)
Remark 11. We note that the Neumann data obey the additional restriction
δγ = −k2ϕ, δϕ = 0. (48)
Consider the surface current density k ∈ H−1/2(divΓ , ∂Ω) and the
surface charge density σ ∈ H−1/2(∂Ω). For p = 1, (k, σ) can be defined
as vector and scalar proxies of the differential forms (γ,ϕ), respectively.
The first equation in (48) then translates into
divΓk + iωσ = 0,
the continuity equation, where ω is the angular frequency. Therefore,
(48) is called generalized continuity equation.
For the proof we proceed in three steps: First, we derive in Lemma 5 rep-
resentation formulae for smooth forms on Ω, Ωc ∩ ΩR, and (Ω ∪ Ωc) ∩ ΩR,
respectively. Second, we show in Lemma 6 that the terms related to the
far boundary vanish for R → ∞, provided that the smooth forms fulfill the
asymptotic condition. Third, Lemma 7 demonstrates that the layer potentials
are well-defined for boundary data in the relevant Sobolev spaces.
Lemma 5. Forms ω ∈ Y p(Ω) ∩ Fp(Ω) can be represented by
ω = ΨSL (γNω)− ΨDL (γDω) + dΨSL (nω). (49)
Forms ω ∈ Y p(Ωc ∩ΩR) ∩ Fp(Ωc ∩ΩR) can be represented by
ω = −ΨSL (γcNω) + ΨDL (γcDω)− dΨSL (ncω) +Mω, (50)
where the term Mω contains integral transformations of Dirichlet and Neu-
mann data on the far boundary ΓR. Eventually, forms ω ∈ Y p((Ω ∪ Ωc) ∩
ΩR) ∩ Fp((Ω ∪Ωc) ∩ΩR) can be represented by
ω = −ΨSL γ + ΨDL β − dΨSLϕ+Mω. (51)
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Proof. Representation Formula on Ω
For smooth forms ψ ∈ Fp+1(Ω), η ∈ Fp(Ω), we start from the integration by
parts formula
〈δψ,η〉L2(Ω) − 〈ψ,dη〉L2(Ω) = −〈nψ, tη〉L2(Γ ). (52)
Substituting ψ by dω, ω ∈ Fp(Ω), yields Green’s first identity Green’s first identity
〈δdω,η〉L2(Ω) − 〈dω,dη〉L2(Ω) = −〈ndω, tη〉L2(Γ ).
We insert the k2 term, rewrite the equality with arguments swapped, and Green’s second
identitiesthen subtract both equations. We thus find Green’s second identity of the
so-called curl curl type
〈(δd− k2)ω,η〉L2(Ω) − 〈ω, (δd− k2)η〉L2(Ω)
= 〈γDω, γNη〉L2(Γ ) − 〈γNω, γDη〉L2(Γ ). (53)
For completeness and further reference we also give Green’s second identity
of the so-called grad div type,
〈dδω,η〉L2(Ω) − 〈ω,dδη〉L2(Ω) = 〈tδω,nη〉L2(Γ ) − 〈nω, tδη〉L2(Γ ). (54)
Now, replacing η by the fundamental solution (15), equation (53) becomes
an integral transformation between p-forms. Moreover, we require that ω is
a solution of (34) and obtain
ω − 〈ω,dδGp〉L2(Ω) = 〈γNω, γDGp〉L2(Γ ) − 〈γDω, γNGp〉L2(Γ ). (55)
The second term can be decomposed via integration by parts (52),
〈ω,dδGp〉L2(Ω) = 〈δω, δGp〉L2(Ω) + 〈nω, tδGp〉L2(Γ ). (56)
The domain integral on the right-hand side vanishes due to the gauge condi-
tion (35).
With (55) and (56) we can write down a first version of the representation
formula for ω ∈ Y p(Ω) ∩ Fp(Ω),
ω = 〈γNω, γDGp〉L2(Γ ) − 〈γDω, γNGp〉L2(Γ ) + 〈nω, tδGp〉L2(Γ ).
The p-form ω is not defined for observation points X ′ on the boundary ∂Ω.
With the help of (11c, d) we obtain a second version of the representation
formula,
ω = 〈γNω, tGp〉L2(Γ ) − δ〈γDω,nGp+1〉L2(Γ ) + d 〈nω, tGp−1〉L2(Γ ), (57)
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which effectively constitutes a Hodge decomposition of ω for k = 0. Finally,
with the definitions (21), and with (22), the representation formula (57) can
be cast into the compact form (49),
ω = ΨSL (γNω)− ΨDL (γDω) + dΨSL (nω).
The definition of the layer potentials can be extended to Ω ∪Ωc, admitting
observation points X ′ ∈ Ωc as well. By construction, ω = 0 for X ′ ∈ Ωc.
Representation Formula on Ωc ∩ΩR
The same line of reasoning can be applied to the bounded exterior domain
Ωc ∩ΩR, which yields (50) for X ′ ∈ Ωc ∩ΩR
ω = −ΨSL (γcNω) + ΨDL (γcDω)− dΨSL (ncω) +Mω.
The extra term Mω collects the boundary integrals on the far boundary ΓR,
Mω = 〈γRNω, γRDGp〉L2(ΓR) − 〈γRDω, γRNGp〉L2(ΓR) + 〈nRω, tRδGp〉L2(ΓR).
(58)
By construction, ω = 0 for X ′ ∈ Ω.
Representation Formula on (Ω ∪Ωc) ∩ΩR
Adding up (49) and (50), we obtain the representation formula (51) which is
valid for X ′ ∈ (Ω ∪Ωc) ∩ΩR,
ω = −ΨSL γ + ΨDL β − dΨSLϕ+Mω.
uunionsq
Remark 12. If ω ∈ Y p(Ω ∪ Ωc) ∩ Fp(Ω ∪ Ωc), then Mω is independent of
the exact location and shape of ΓR. This can be seen by introducing another
ΩR˜ c ΩR, and applying Green’s identities on the annulus ΩR˜ \ΩR.
Lemma 6. If ω ∈ Xp(Ω ∪Ωc) ∩ Fp(Ω ∪Ωc), i.e., ω satisifies the radiation
condition (40) for k 6= 0 or the decay condition (44) for k = 0, then |Mω|X′ =
o(1) for all X ′ ∈ Ωc ∩ΩR as R→∞. Consequently, the far-boundary terms
in (50) and (51) vanish.
To prove Lemma 6 we need the following corollary about norms of the Green
kernel. Consider some trace of the form γRXGp. For a fixed observation point
X ′ this expression gives a covector-valued form on ΓR. To define a norm, we
first take the point-wise norm of the covector anchored in X ′. This leaves
us with an ordinary form on ΓR, whose L2 norm we will then consider. We
therefore define ∣∣γRXGp∣∣X′L2(ΓR) = ∣∣|γRXGp|X′ ∣∣L2(ΓR).
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Equivalently,∣∣γRXGp∣∣X′L2(ΓR) = sup∣∣γRX 〈Gp,η〉X′∣∣L2(ΓR) = sup∣∣γRX (gnη)∣∣L2(ΓR),
where the supremum is taken here and subsequently over all covariantly con-
stant p-forms η ∈ Fconst,p(Ω ∪ Ωc) subject to |η|X′ = 1. The last equation
follows with (8) and (15).
Corollary 2. The norms of traces of the Green kernel on the far boundary
are bounded by the norms of traces of the scalar fundamental solution,
|γRDGp|X
′
L2(ΓR) ≤ |γRDG0|X
′
L2(ΓR), (59a)
|(γRN − ikγRD)Gp|X
′
L2(ΓR) ≤ |(γRN − ikγRD)G0|X
′
L2(ΓR) + |dγRDG0|X
′
L2(ΓR). (59b)
The inequality for the Neumann trace features an additional term, which
involves tangential derivatives.
Proof. We denote the unit volume form on ΓR by µ and consider(|γRDGp|X′L2(ΓR))2 = sup |γRD(gnη)|2L2(ΓR) = sup |(γRDgn)(γRDη)|2L2(ΓR)
= sup
∫
ΓR
|γRDgn|2 |γRDη|2 µ
≤
∫
ΓR
|γRDgn|2 µ =
(|γRDG0|X′L2(ΓR))2, (60)
where we used |γRDη|X ≤ |η|ιX = 1. This proves (59a).
To derive an estimate for the Neumann trace of the Green kernel, we first
have to consider
γRN (gnη) = γ
R
D ind(gnη) = γ
R
D in(dgn ∧ η)
= γRD(indgn ∧ η − dgn ∧ inη)
= (γRNgn)(γ
R
Dη)− dγRDgn ∧ nRη,
where we used (41), and therefore
(γRN − ikγRD)(gnη) =
(
(γRN − ikγRD)gn
)
(γRDη)− dγRDgn ∧ nRη.
We now tackle
|(γRN − ikγRD)Gp|X
′
L2(ΓR) = sup |(γRN − ikγRD)(gnη)|L2(ΓR)
= sup |((γRN − ikγRD)gn)(γRDη)− dγRDgn ∧ nRη|L2(ΓR)
≤ sup |((γRN − ikγRD)gn)(γRDη)|L2(ΓR)
+ sup |dγRDgn ∧ nRη|L2(ΓR).
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Recall that the supremum is taken over all covariantly constant p-forms η ∈
Fconst,p(Ω ∪ Ωc) subject to |η|X′ = 1. Along the same line as in (60) we
obtain for the first term
sup |((γRN − ikγRD)gn)(γRDη)|2L2(ΓR) ≤(|(γRN − ikγRD)G0|X′L2(ΓR))2.
For the second term,
sup |dγRDgn ∧ nRη|2L2(ΓR) = sup
∫
ΓR
|dγRDgn ∧ nRη|2X µ
≤ sup
∫
ΓR
|dγRDgn|2X |nRη|2X µ
≤
∫
ΓR
|dγRDgn|2X µ =
(|dγRDG0|X′L2(ΓR))2,
where we used that for a 1-form ν it holds that |ν ∧ ω|X ≤ |ν|X |ω|X , and
|nRη|X ≤ |η|ιX = 1. This proves (59b). uunionsq
Proof (Lemma 6). It has been shown in [26, Lemma 7.11, Thms. 8.9 and 9.6]
for the case p = 0 that the asymptotic conditions (40) and (44) imply Mω = 0
for R → ∞, and vice versa. In what follows we generalize the proof of the
first implication to arbitrary p, i.e., we demonstrate that the representation
formula works without extra terms due to the far boundary. For the converse
implication see Remark 15.
To this end, we write (58) in a particular form. From (4) and (37b) we
infer t δ = − ∗−1 γN∗. Taking this into account yields
Mω =
〈
(γRN − ikγRD)ω, γRDGp
〉
L2(ΓR)
− 〈γRDω, (γRN − ikγRD)Gp〉L2(ΓR)
+ (∗−1)′〈(γRN − ikγRD) ∗ ω, γRDGq〉L2(ΓR)
− (∗−1)′〈γRD ∗ ω, (γRN − ikγRD)Gq〉L2(ΓR), (61)
where we used (11a), (28) and (35), i.e. γRN ∗ ω = 0.
Consider an integral transformation of the form ω = 〈ωˆ, γRXGp〉L2(ΓR),
and a covariantly constant p-form η ∈ Fconst,p(Ω∪Ωc), subject to |η|X′ = 1.
Then it holds that
|ω|X′ = sup〈ω,η〉X′ = sup
〈
ωˆ, γRX 〈Gp,η〉X′
〉
L2(ΓR)
≤ |ωˆ|L2(ΓR) sup
∣∣γRX 〈Gp,η〉X′ ∣∣L2(ΓR) = |ωˆ|L2(ΓR) ∣∣γRXGp∣∣X′L2(ΓR),
where we used the Cauchy-Schwarz inequality. The supremum is taken over
all admissible η, compare Corollary 2. Then, from (61) with the triangle
inequality it follows that
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|Mω|X′ ≤
∣∣(γRN − ikγRD)ω∣∣L2(ΓR) ∣∣γRDGp∣∣X′L2(ΓR)
+
∣∣γRDω∣∣L2(ΓR) ∣∣(γRN − ikγRD)Gp∣∣X′L2(ΓR)
+
∣∣iknRω∣∣
L2(ΓR)
∣∣γRDGq∣∣X′L2(ΓR)
+
∣∣nRω∣∣
L2(ΓR)
∣∣(γRN − ikγRD)Gq∣∣X′L2(ΓR), (62)
where we used t ∗ = ∗n, see (28).
We will demonstrate that |Mω|X′ = o(1) for all X ′ ∈ Ωc∩ΩR as R→∞.
Since Mω is actually independent of the exact location and shape of ΓR, this
implies Mω = 0. We leverage this freedom and pick a large ball with radius
R centered at a fixed point in Ω. Three cases need to be distinguished:
1. Case k 6= 0. It holds that∣∣(γRN − ikγRD)ω∣∣L2(ΓR) = o(1),∣∣γRDω∣∣L2(ΓR) = O(1),∣∣nRω∣∣
L2(ΓR)
= o(1),
 (63)
for R →∞, see (38) and (42), respectively. The scalar fundamental solu-
tion gn enjoys the properties
gn = O(r−(n−1)/2),(
∂
∂r − ik
)
gn = o(r
−(n−1)/2),
∂
∂rgn = O(r−(n−1)/2),
 (64a)
see [26, eq. (9.10), (9.13)]. Note that for X ∈ ΓR and fixed X ′ ∈ Ωc ∩ΩR∣∣dγRDG0∣∣X = ∣∣dR ∧ dgn∣∣ιX = ∣∣dR ∧ dr∣∣ιX ∣∣ ∂∂rgn∣∣
= O(r−1)O(r−(n−1)/2) = o(r−(n−1)/2). (64b)
We win one order of decay for the tangential derivatives by the spherical
symmetry of the fundamental solution. In fact, if the ball ΩR happened
to be centered in X ′ we would have r = R and dR ∧ dr = 0. 6
By standard asymptotics for Hankel functions it can be confirmed that
the asymptotic orders in (64) stay the same if we replace r by R. It follows
then from (59) and (64) that∣∣γRDGp∣∣X′L2(ΓR) = O(1),∣∣(γRN − ikγRD)Gp∣∣X′L2(ΓR) = o(1),
 (65)
6 For n = 3, p = 1, the expression dR ∧ dgn corresponds to n× grad g3, see [13, p. 161].
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for R→∞. Finally, (63) and (65) in connection with (62) yield the asser-
tion.
2. Case k = 0, n ≥ 3. The asymptotic conditions for the traces of ω are given
by (44) and (45), respectively. The decay behaviour of the fundamental
solution with k = 0 is obvious from (14). While the third term on the right
hand side of (62) vanishes, it is easy to see that the three remaining terms
are of order O(R2−n) for R→∞.
3. Case k = 0, n = 2. For p = 0 see [26, Thm. 8.9]. For p = 1, there holds
b = 0 in (44) and (45), respectively. We can argue like in the previous case.
The first term in (62) is of order O(R−1 lnR), the other two non-zero terms
are of order O(R−1), for R→∞.
uunionsq
Lemma 7. The representation formula
ω = −ΨSL γ + ΨDL β − dΨSLϕ
is well defined for boundary data according to
β = JγDKω ∈ H−1/2⊥ Λp(d, Γ ),
γ = JγNKω ∈ H−1/2‖ Λp(δ, Γ ),
ϕ = JnKω ∈ H−1/2‖ Λp−1(δ0, Γ ),
where ω ∈ Xp(Ω ∪Ωc) is a Maxwell solution.
Proof. Taking into account the regularity of the Green operator and the
mapping properties of the trace operator, it can be shown along the same
lines as in [16, eq. 5.5, Thm. 5.1] that ΨSL can be extended to a linear
continuous operator
ΨSL : H
−1/2
‖ Λ
p(Γ )→ H1locΛp(M). (66)
If we restrict its domain to H
−1/2
‖ Λ
p(δ, Γ ) then (23a) is well defined and
yields that δΨSL is in H
1
locΛ
p−1(M) ⊂ HlocΛp−1(d,M). Therefore we know
that ΨSL is then even in HlocΛ
p(dδ,M). From (23b), which holds in Ω and
Ωc separately, we see that
ΨSL : H
−1/2
‖ Λ
p(δ, Γ )→ H1locΛp(M) ∩HlocΛp(δd, Ω ∪Ωc) (67)
is continuous. Moreover, from (67),
dΨSL : H
−1/2
‖ Λ
p(δ0, Γ )→ HlocΛp+1(d0,M) ∩HlocΛp+1(δ,Ω ∪Ωc). (68)
The definition (21b) of the double layer potential, or, equivalently, (23c),
extends to a linear and continuous operator
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ΨDL : H
−1/2
⊥ Λ
p(Γ )→ HlocΛp(δ,M).
If we restrict its domain to H
−1/2
⊥ Λ
p(d, Γ ), then (23e) is well defined in Ω
and Ωc separately and yields that dΨDL is in HlocΛ
p+1(δ,M). From this we
find that
ΨDL : H
−1/2
⊥ Λ
p(d, Γ )→ HlocΛp(δ,M) ∩HlocΛp(δd, Ω ∪Ωc) (69)
is continuous. We conclude that all boundary-integral operators in the rep-
resentation formula are well defined for the respective boundary data. uunionsq
Proof (Theorem 1). The proof of Theorem 1 follows directly from the Lem-
mata 5, 6, and 7. uunionsq
Remark 13. If we dispense with the requirements (δd−k2)ω = 0 and δω = 0,
and the asymptotic condition, the most complete statement of the represen-
tation formula for forms in HlocΛ
p(δd, Ω ∪Ωc) ∩HlocΛp(δ,Ω ∪Ωc) reads
ω = −ΨSL γ + ΨDL β − dΨSLϕ+Mω
+〈(δd− k2)ω,Gp〉L2(Ω) + d 〈δω,Gp−1〉L2(Ω).
Both (δd−k2)ω and δω have to be compactly supported. Then Ω can always
be enlarged such that it contains their supports, which has been assumed in
the above representation formula.
We proceed to show that individual terms of the representation formula lie in
Xp(Ω∪Ωc). This is a prerequisite for indirect methods, where some Maxwell
solution is represented in terms of either single or double layer potential rather
than combining them into the representation formula. Lemma 8 shows that
the relevant terms lie in Y p(Ω ∪ Ωc), and Lemma 9 proves the asymptotic
properties.
Lemma 8. Let (β,γ,ϕ) be boundary data according to (46) and fulfilling
(48). For k 6= 0 it holds that (ΨSLγ + dΨSLϕ) and ΨDLβ are each elements
of Y p(Ω ∪ Ωc). For k = 0 it holds that ΨSLγ, dΨSLϕ, and ΨDLβ are each
elements of Y p(Ω ∪Ωc).
Proof. From (69) it follows that (23d, g) are well defined, which shows that
ΨDLβ ∈ Y p(Ω ∪Ωc). We note in passing that also (23f) is well-defined pro-
vided that its domain is chosen as H
−1/2
⊥ Λ
p(d, Γ ). Consider now
ω = ΨSLγ + dΨSLϕ,
with (γ,ϕ) ∈ H−1/2‖ Λp(δ, Γ )×H−1/2‖ Λp−1(δ0, Γ ) obeying to (48). From (67)
and (68) we know that ω ∈ HlocΛp(δ,Ω ∪Ωc) ∩HlocΛp(δd, Ω ∪Ωc). We can
therefore calculate
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(δd− k2)ω = −dΨSLδγ − dΨSLk2ϕ
= −dΨSL(δγ + k2ϕ) = 0,
δω = ΨSLδγ + k
2ΨSLϕ− dΨSLδϕ
= ΨSL(δγ + k
2ϕ)− dΨSLδϕ = 0,
where we used (23a, b). We have thus shown that ΨSLγ + dΨSLϕ ∈ Y p(Ω ∪
Ωc). The case k = 0 follows from the above formulae and (23a). uunionsq
Lemma 9. Let (β,γ,ϕ) be boundary data according to (46) and fulfilling
(48). For k 6= 0 it holds that (ΨSLγ + dΨSLϕ) and ΨDLβ each satisfy the
radiation condition (40). For k = 0 it holds that ΨSLγ, dΨSLϕ, and ΨDLβ
each satisfy the decay condition (44).
Proof.
1. Case k 6= 0. We rely on [19, Lemma 3.2], which tells us that ω = ΨSLγ as
well as its derivatives d and δ satisfy the following radiation condition
|indω + jdRδω − ikω|ιX′ = o(R−(n−1)/2), (70)
uniformly for R → ∞. Note the extra term jdRδω that controls the
coderivative, which is non-zero, in general. Let us define the linear maps
that correspond to the conditions (40) and (70), respectively,
f(ω) = indω − ikω,
g(ω) = indω + jdRδω − ikω.
Both maps coincide on Y p(Ω∪Ωc). From Lemma 8 we know that ΨSLγ+
dΨSLϕ and ΨDLβ lie in Y
p(Ω ∪ Ωc). Moreover, it is easy to see that
g(∗ω) = ∗g(ω). We can therefore argue
|f(ΨSLγ + dΨSLϕ)|ιX′ = |g(ΨSLγ + dΨSLϕ)|ιX′
≤ |g(ΨSLγ)|ιX′ + |g(dΨSLϕ)|ιX′
= o(R−(n−1)/2),
|f(ΨDLβ)|ιX′ = |g(ΨDLβ)|ιX′ = | ∗ g(dΨSL ∗−1 β)|ιX′
= |g(dΨSL ∗−1 β)|ιX′ = o(R−(n−1)/2),
where we used (21b). This completes the proof for k 6= 0.
2. Case k = 0, except for n = 2, p = 1. The boundary integral operators
decay at least as fast as the fundamental solution, compare (14) with (44),
for k = 0.
3. Case k = 0, n = 2, p = 1. Define the abbreviations A = ΨSLγ, B =
dΨSLϕ and C = ΨDLβ. All terms obey at least condition (44), with
b 6= 0, according to the previous case. Terms B and C can be expressed
each in terms of the exterior derivative of a scalar single layer potential,
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which yields O(R−1) decay for R→∞, i.e. b = 0. It remains to deal with
term A.
As a corollary, we consider the more general case k = 0, p = n − 1, and
let ω = ΨSLγ. γ is required to be coclosed, δγ = 0, therefore ∗γ is a
closed 0-form, and must be constant on each connected component of Γ .
Since we assumed a trivial topology, we can for linearity reasons simply
set γ = ∗−11. Now it is a well-known result from potential theory that
ΨDL1 = 0 on the exterior domain Ω
c, taking into account (44), which
prohibits a constant at infinity. But then with (21b)
0 = − ∗−1 ΨDL1 = dΨSL(∗−11)
= dΨSLγ = dω. (71)
Thus, with (23a) we have dω = δω = 0 in Ωc.
Now returning to the case n = 2 we apply Stokes’ theorem in the annulus
Ωc ∩ΩR to dω and d ∗ω, respectively. We infer that the contour integrals
of the tangential and radial components of ω along the circle ΓR must
be constant, as R → ∞. This proves that neither of the components can
involve a logarithmic singularity, nor can the modulus, thus b = 0 in (44)
for term A as well.
uunionsq
Remark 14. In 2-D electromagnetics, (71) has an intuitive interpretation. If γ
is seen to model a surface current that flows in circumferential direction along
Γ , then ω would be its vector potential. Equation (71) says that the magnetic
flux density in the exterior domain vanishes. In other words, (71) states that
the magnetostatic field of a densely wound cylindrical coil is entirely confined
to its interior.
Remark 15. The converse of Lemma 6 states that Mω = 0 for R→∞ implies
that ω fulfills the asymptotic condition. This can be seen easily, since from
Mω = 0 it follows from (51) that ω can be represented solely in terms of the
layer potentials. Then from Lemma 9 we know that ω satisfies the asymptotic
condition.
Equation (34) encompasses the Helmholtz equation for p = 0 and the
curl curl equation for p = 1. The following table lists the translation
into classical calculus for n = 3, p = 0, 1.
p Translation (δd− k2)ω = 0 γD ω γN ω
0 u = Υ 0ω (∆s + k
2)u = 0 γ u γn gradu
1 u = Υ 1ω (curl curl− k2) u = 0 piτ u γτ curl u
The representation formula (49) for n = 3 encompasses and general-
izes the classical Kirchhoff (p = 0) and Stratton-Chu (p = 1, [31, Sec.
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4.15]) representation formulae in three dimensions, which read in vector
notation
u =
∫
∂Ω
(
g3
∂u
∂n
− ∂g3
∂n
u
)
dΓ,
u =
∫
∂Ω
g3 curl u× n dΓ + curl′
∫
∂Ω
g3 u× n dΓ + grad′
∫
∂Ω
g3 u · n dΓ.
Note that for p = 0 the last term in (49) vanishes.
Equation (48) motivates the definition of the Maxwell single layer potentialMaxwell single-layer
potential for k 6= 0
Ψ˜SL : H
−1/2
‖ Λ
p(δ, Γ )→ Xp(Ω ∪Ωc) : γ 7→ (ΨSL − 1
k2
dΨSLδ)γ, (72)
so that the representation formula (47) can be written equivalently
ω = −Ψ˜SL γ + ΨDL β. (73)
From (23a) and (23b) it follows that the Maxwell single layer potential can
also be written as Ψ˜SL = k
−2δdΨSL.
We proceed to show the mapping properties of Ψ˜SL. From (67) and (68)
it can be inferred that
Ψ˜SL : H
−1/2
‖ Λ
p(δ, Γ )→ HlocΛp(δ,Ω ∪Ωc) ∩HlocΛp(δd, Ω ∪Ωc) (74)
is continuous. The Maxwell single layer potential has the following properties,
which are obvious from the proof of Lemma 7,
δΨ˜SL = 0, (75a)
(δd− k2)Ψ˜SL = 0. (75b)
Moreover, from Lemma 9 it follows immediately that the Maxwell single layer
potential satisfies radiation condition (40). This confirms in connection with
(74) and (75) the mapping property that is stated in definition (72).
Remark 16. Representation formula (73) without the extra Neumann data
ϕ can also be derived following a different route. For k 6= 0, the Maxwell-
type operator in (34) admits a fundamental solution, which is defined by the
Maxwell Green kernel double p-form
G˜p =
(
1− 1
k
2 dδ
)
Gp.
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Plugging this kernel into Green’s second identity (53) yields, after a few
manipulations, directly the modified representation formula (73). The disad-
vantage of this derivation is that the case k = 0 is lost.
4.4 Jump Relations of the Layer Potentials
Lemma 10. All relevant jump relations on the interface between Ω and Jump relations
Ωc are collected in the subsequent table for data γ ∈ H−1/2‖ Λp(δ, Γ ), β ∈
H
−1/2
⊥ Λ
p(d, Γ ), and ϕ ∈ H−1/2‖ Λp(δ, Γ ).
Potential JγNK · JγDK · JnK ·
ΨSLγ −γ 0 0
ΨDLβ 0 β 0
dΨSLϕ 0 0 −ϕ
Remark 17.
1. The mapping properties (67) and (69) of the layer potentials together with
those of the trace operators (37) ensure that all combinations displayed in
the table are well defined.
2. The top left 2x2 block of the table reveals that these jump relations coin-
cide with those of the standard single and double layer potentials in the
scalar case.
3. In the sequel we call dΨSL the exact potential, to distinguish it from
single- and double-layer potentials.
Proof. The nine proofs are given below:
Dirichlet and normal traces of the single layer potential
Obvious, due to the H1-regularity of the potential, see (67).
Neumann trace of the single layer potential
Write Green’s second identity (53) for the domains Ω and Ωc separately.
Recall the extension of the L2 inner product 〈·, ·〉L2(Γ ) to the sesquilinear
form b(·, ·) according to (31). Be aware that all boundary terms carry an
additional minus sign in the case of Ωc, because the boundary Γ was chosen
to be consistently oriented with Ω. Assume η = Φ ∈ DΛp(M), which renders
all traces of Φ continuous. Adding both equations yields
〈(δd− k2)ω,Φ〉L2(Ω∪Ωc) − 〈ω, (δd− k2)Φ〉L2(Ω∪Ωc)
= −b(γNΦ, JγDKω) + b(JγNKω, γDΦ). (76)
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In a similar way we obtain from Green’s second identity (54)
〈dδω,Φ〉L2(Ω∪Ωc)−〈ω,dδΦ〉L2(Ω∪Ωc) = −b(nΦ, JtKδω) + b(JnKω, tδΦ). (77)
Add up (76) and (77),
〈(∆− k2)ω,Φ〉L2(Ω∪Ωc) − 〈ω, (∆− k2)Φ〉L2(Ω∪Ωc)
= −b(γNΦ, JγDKω) + b(JγNKω, γDΦ)− b(nΦ, JtKδω) + b(JnKω, tδΦ).
There are no contributions from the far boundary ΓR, since Φ is compactly
supported. Pick ω = ΨSLϕ, ϕ ∈ H−1/2‖ Λp(δ, Γ ). We already know thatJγDKω = 0 and JnKω = 0. From (23a) in connection with (66) it follows
that δω ∈ H1locΛp−1(M). The H1-regularity implies JtKδω = 0. Eventually,
(23b) eliminates the first domain integral. We are left with
− 〈ω, (∆− k2)Φ〉L2(Ω∪Ωc) = b(JγNKω, γDΦ). (78)
Check that
〈(∆− k2)Φ,Gp〉L2(Ω∪Ωc) = 〈Φ, (∆− k2)Gp〉L2(Ω∪Ωc) = Φ˜.
The first equation is justified by the self adjointness of the Laplace-Beltrami
operator, the second by (17). Note that Φ˜ is not defined on the boundary
∂Ω, but can be continuously extended to yield Φ. Then〈
ΨSLϕ, (∆− k2)Φ
〉
L2(Ω∪Ωc) =
〈
b(ϕ, tGp), (∆− k2)Φ
〉′
L2(Ω∪Ωc)
= b
(
ϕ, t〈(∆− k2)Φ,Gp〉′L2(Ω∪Ωc)
)
= b(ϕ, γDΦ),
and with (78)
b(JγNKω + ϕ, γDΦ) = 0.
Density of tDΛp(M) in H−1/2‖ Λp(δ, Γ ) completes the proof,
JγNKΨSLϕ = −ϕ.
Dirichlet trace of the double layer potential
This jump can be related to the Neumann trace of the single layer potential.
Consider
γD ∗ d = t ∗ d = ∗n d = ∗γN,
therefore
γDΨDLϕ = − ∗ γNΨSL(∗−1ϕ), (79)
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which is well defined for ϕ ∈ H−1/2⊥ Λp(d, Γ ). The jump relation for the Neu-
mann trace of the single layer potential gives us immediately the desired
result, JγDKΨDLϕ = ϕ.
Neumann trace of the double layer potential
Consider
γNΨDLϕ = ∗−1t ∗ dΨDLϕ
= ∗−1t((−1)pdΨSL(∗ dϕ) + k2ΨSL(∗ϕ))
= −δ ∗−1 tΨSL(∗ dϕ) + k2 ∗−1 tΨSL(∗ϕ), (80)
where (23f) has been used. For ϕ ∈ H−1/2⊥ Λp(d, Γ ), we know that the tangen-
tial traces of the above single layer potentials are continuous. Thus we have
shown JγNKΨDLϕ = 0.
Dirichlet trace of the exact potential
Because of t d = d t the jump of the Dirichlet trace of the exact potential is
related to the jump of the Dirichlet trace of the single layer potential, which
yields JγDKdΨSLϕ = 0
for ϕ ∈ H−1/2‖ Λp(δ, Γ ).
Normal trace of the double layer potential
Equation (23c) shows that the normal trace of the double layer potential is
related to the Dirichlet trace of the exact potential as follows
nΨDLϕ = ∗−1t ∗ ΨDLϕ
= (−1)p+1 ∗−1 t dΨSL(∗ϕ).
We therefore conclude JnKΨDLϕ = 0
for ϕ ∈ H−1/2⊥ Λp(d, Γ ).
Neumann trace of the exact potential
Trivial, since this trace vanishes.
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Normal trace of the exact potential
The normal trace of the exact potential coincides with the Neumann trace of
the single layer potential. Therefore
JnKdΨSLϕ = −ϕ,
for ϕ ∈ H−1/2‖ Λp(δ, Γ ). This completes the proof of Lemma 10. uunionsq
5 Boundary Integral Operators
In this section, we introduce boundary-integral operators, and discuss their
properties with respect to the sesquilinear form (31).
We denote the average of some trace γX of a form ω across Γ byBoundary integral
operators
{γX}ω = 12 (γcXω + γXω),
and define the following boundary integral operators
V = γDΨSL : H
−1/2
‖ Λ
p(δ, Γ ) → H−1/2⊥ Λp(d, Γ ),
V˜ = γDΨ˜SL : H
−1/2
‖ Λ
p(δ, Γ ) → H−1/2⊥ Λp(d, Γ ), k 6= 0,
K† = {γN}ΨSL : H−1/2‖ Λp(δ, Γ ) → H−1/2‖ Λp(δ, Γ ),
K = {γD}ΨDL : H−1/2⊥ Λp(d, Γ )→ H−1/2⊥ Λp(d, Γ ),
D = −γNΨDL : H−1/2⊥ Λp(d, Γ )→ H−1/2‖ Λp(δ, Γ ),
W = nΨSL : H
−1/2
‖ Λ
p(δ, Γ ) → H−1/2‖ Λp−1(δ, Γ ),
(81a)
(81b)
(81c)
(81d)
(81e)
(81f)
where V denotes the single layer operator, V˜ the Maxwell single layer op-
erator, K the double layer operator, K† the conjugate adjoint double layer
operator, and D the hypersingular operator. Inspecting the mapping proper-
ties of the trace operators and of the layer potentials shows that the boundary
integral operators are well defined and continuous.
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Lemma 11. The boundary integral operators have the following properties:
(i) ∗K† = −K∗, (82a)
(ii) δK† −K†δ = −k2W, (82b)
(iii) dK −Kd = (−1)p+1k2 ∗−1 W∗, (82c)
(iv) D = ∗−1dV δ ∗ −k2 ∗−1 V ∗ . (82d)
For k 6= 0 it also holds that
(v) V˜ = V − 1
k2
dV δ, (82e)
(vi) D = −k2 ∗−1 V˜ ∗ . (82f)
Remark 18.
1. Properties (ii) and (iii) show that the double-layer operator and its adjoint
respect the respective de Rham sequence for k = 0.
2. Properties (iv) and (vi) connect the hypersingular operator D to the
weakly singular operator V , by using integration by parts. For the Laplace
case this goes back to Maue [25, p. 604], and there is a paper by Ne´de´lec
[27] on related representations for different second order partial differential
equations. This provides a way of avoiding the evaluation of hypersingular
integrals in Galerkin boundary element methods. For example, from (iv)
we find
b(Dω,η) = b(δ ∗ η, V δ ∗ ω)− k2b(∗η, V ∗ ω),
ω,η ∈ H−1/2⊥ Λp(d, Γ ).
Proof. Property (i) is an immediate consequence of (79). Property (ii) can
be seen as follows:
δK† = δndΨSL = −nδdΨSL
= −n(k2 − dδ)ΨSL = ndΨSLδ − k2nΨSL
= K†δ − k2W,
where we used (23a), (23b), (30), (81c), and (81f). Equation (iii) can be seen
as follows:
dK = −d ∗K†∗−1 = (−1)q ∗ δK†∗−1
= (−1)q ∗ (K†δ − k2W )∗−1 = − ∗K† ∗−1 d− (−1)qk2 ∗W∗−1
= Kd− (−1)pk2 ∗−1 W∗,
where we used (4), (82a), and (82b). Eventually, (iv) follows from (80) with
(4), and (81e). Properties (v) and (vi) follow from (72) with (27). uunionsq
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The ordinary scalar and vectorial boundary integral operators in three
dimensions follow from (81) by means of the translation isomorphisms.
For the vectorial operators we adopt the conventions of [17, Thm. 9].
(81) p = 0, scalar operators p = 1, vectorial operators
V V: H−
1
2(∂Ω)→ H 12(∂Ω) A: H− 12(divΓ , ∂Ω) → H− 12(curlΓ , ∂Ω)
K† K†: H−
1
2(∂Ω)→ H− 12(∂Ω) B: H− 12(divΓ , ∂Ω) → H− 12(divΓ , ∂Ω)
K K: H
1
2(∂Ω) → H 12(∂Ω) −C: H− 12(curlΓ , ∂Ω)→ H− 12(curlΓ , ∂Ω)
D D: H
1
2(∂Ω) → H− 12(∂Ω) N: H− 12(curlΓ , ∂Ω)→ H− 12(divΓ , ∂Ω)
Equation (82d) yields for p = 0 (compare [26, Thm. 9.15])
Dβ = curlΓ A curlΓβ − k2
∫
∂Ω
β(X)g3(X,X
′)n(X) · n(X ′) dΓ (X),
where the integral extends to β ∈ H1/2(∂Ω). For p = 1, the same equa-
tion yields
N = curlΓ V curlΓ + k
2R A R,
where the rotation operator R was defined in (33). This generalizes
Lemma 6.3 in [16]7.
We state some useful relations that stem from (i) – (iii) for k = 0:
(i); p = 1 : n× B = C n× ·,
(i), (ii); p = 1 : curlΓC = K
†curlΓ ,
(iii); p = 0 : gradΓK = −C gradΓ ,
(i), (iii); p = 0 : curlΓK = −B curlΓ .
5.1 Symmetry Properties
Lemma 12. If k 6= 0, the boundary integral operators exhibit the followingSymmetry properties
symmetry properties with respect to the sesquilinear form b(·, ·):
(i) b(γ, V γ ′) = b(γ ′, V γ), (83a)
7 Be aware that the operators B, C, and N are defined slightly differently in [16] compared
to [17]. In particular, N bears an additional minus sign.
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(ii) b(γ, V˜ γ ′) = b(γ ′, V˜ γ), (83b)
(iii) b(Dβ′,β) = b(Dβ,β′), (83c)
(iv) b(K†γ,β) = b(γ,Kβ), (83d)
for all β,β′ ∈ H−1/2⊥ Λp(d, Γ ) and γ,γ ′ ∈ H−1/2‖ Λp(δ, Γ ). The single layer
operators V , V˜ and the hypersingular operator D are complex symmetric,
while K† is the conjugate adjoint of K. 8
Relationships (i), (iii), and (iv) hold in the case k = 0 as well, provided
γ,γ ′ are restricted to the space H−1/2‖ Λ
p(δ0, Γ ). The conjugations are just
irrelevant, so that V and D are symmetric, and K† is the adjoint of K.
To prove Lemma 12, we need the following corollary.
Corollary 3. We exclude the case k = 0, n = 2, p = 0. In all other cases,
for ω,η ∈ Xp(Ω ∪Ωc), we can use the following equality:
b(JγNKω, {γD}η) + b({γN}ω, JγDKη) = b(JγNKη, {γD}ω) + b({γN}η, JγDKω).
(84)
Proof. Substituting ω by dω, ω ∈ HΛp(δd, Ω), in (31) yields
b(γNω, γDη) = 〈dω,dη〉L2(Ω) − 〈δdω,η〉L2(Ω).
We may assume that ω ∈ Xp(Ω) is a Maxwell solution, to obtain
b(γNω, γDη) = 〈dω,dη〉L2(Ω) − k2〈ω,η〉L2(Ω). (85)
The same arguments can be applied to the exterior domain Ωc ∩ΩR, where
ω ∈ Xp(Ωc ∩ΩR), η ∈ HΛp(d, Ωc ∩ΩR), from which we conclude
−b(γcNω, γcDη)+〈γRNω, γRDη〉L2(ΓR) = 〈dω,dη〉L2(Ωc∩ΩR)−k2〈ω,η〉L2(Ωc∩ΩR).
(86)
Note that on the far boundary ΓR we encounter sufficient regularity so to
work with the L2 inner product rather than the sesquilinear form b(·, ·). By
combining (85) and (86) we find for ω ∈ Xp((Ω ∪Ωc) ∩ΩR))
b(γNω, γDη)− b(γcNω, γcDη) + 〈γRNω, γRDη〉L2(ΓR)
= 〈dω,dη〉L2((Ω∪Ωc)∩ΩR) − k2〈ω,η〉L2((Ω∪Ωc)∩ΩR). (87)
Rearranging terms and substituting η by η yields
8 Compare with [17, Thm. 10]. Note that Hiptmair defines the rotation operator as R =
−n×· rather than R = n×·, which yields an additional minus sign in the definition of the
double layer potential and consequently in Hiptmair’s Thm. 10.
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−b(JγNKω, {γD}η)− b({γN}ω, JγDKη) + 〈γRNω, γRDη〉L2(ΓR)
= 〈dω,dη〉L2((Ω∪Ωc)∩ΩR) − k2〈ω,η〉L2((Ω∪Ωc)∩ΩR). (88)
We may assume that η ∈ Xp(Ω ∪ Ωc) is a Maxwell solution as well, ex-
change the roles of ω and η, and subtract both equations. This eliminates
the sesquilinear L2 inner products over the domain. The sesquilinear L2 inner
products
x = 〈γRNω, γRDη〉L2(ΓR) − 〈γRNη, γRDω〉L2(ΓR)
over the far boundary ΓR vanish for R → ∞, which we show in the sequel.
We need to distinguish three cases:
1. Case k 6= 0. Rewrite
x = 〈γRNω − ikγRDω, γRDη〉L2(ΓR) − 〈γRNη − ikγRDη, γRDω〉L2(ΓR).
From the triangle inequality we obtain
|x| ≤ ∣∣〈γRNω − ikγRDω, γRDη〉L2(ΓR)∣∣+∣∣〈γRNη − ikγRDη, γRDω〉L2(ΓR)∣∣,
and from the Cauchy-Schwarz inequality∣∣〈γRNω − ikγRDω, γRDη〉L2(ΓR)∣∣ ≤ ∣∣γRNω − ikγRDω∣∣L2(ΓR)∣∣γRDη∣∣L2(ΓR) = o(1),
where we used (38) and (42). Therefore, |x| = o(1) for R→∞.
2. Case k = 0, n ≥ 3. From (44) and (45) we obtain∣∣〈γRNω, γRDη〉L2(ΓR)∣∣ = O(R2−n). (89)
Together with the triangle inequality this yields |x| = o(1) for R→∞.
3. Case k = 0, n = 2, p = 1. Taking into account b = 0, (44) and (45) yield∣∣〈γRNω, γRDη〉L2(ΓR)∣∣ = O(R−2), (90)
for R→∞, and we can proceed like in the previous case.
We conclude that for ω,η ∈ Xp(Ω ∪Ωc)
b(JγNKω, {γD}η) + b({γN}ω, JγDKη) = b(JγNKη, {γD}ω) + b({γN}η, JγDKω).
uunionsq
Proof (Lemma 12). The case k = 0, n = 2, p = 0 is covered by the formally
self-adjoint case in [26, eq. (7.3), (7.4)]. In all other cases we choose ω,η in
(84) according to the representation formula (47) as
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ω = −ΨSL γ + ΨDL β − dΨSLϕ,
η = −ΨSL γ ′ + ΨDL β′ − dΨSLϕ′.
To prove (83a), we pick β = β′ = 0. With Lemma 10, (48), and definition
(81a) we obtain
b(γ, V γ ′ + dVϕ′) = b(γ ′, V γ + dVϕ),
b(γ, V γ ′) + b(δγ, Vϕ′) = b(γ ′, V γ) + b(δγ ′, Vϕ),
b(γ, V γ ′)− k2b(ϕ, Vϕ′) = b(γ ′, V γ)− k2b(ϕ′, Vϕ),
which proves (83a) for k = 0. Otherwise restrict γ,γ′ to H−1/2‖ Λ
p(δ0, Γ ).
This eliminates the second and forth terms, since (48) then implies ϕ = ϕ′ =
0. From the remaining terms we can conclude that (83a) holds at least on
H
−1/2
‖ Λ
p(δ0, Γ ). From this we infer with ϕ,ϕ′ ∈ H−1/2‖ Λp−1(δ0, Γ ) that the
second and forth terms always cancel, which means that the first and third
terms imply (83a) even for γ,γ ′ ∈ H−1/2‖ Λp(δ, Γ ).
Property (83c) is seen setting γ = γ ′ = 0, ϕ = ϕ′ = 0. With Lemma 10
and definition (81e) we obtain
b(Dβ,β′) = b(Dβ′,β),
which proves (83c).
For (83d), we pick β = 0, γ ′ = 0, ϕ′ = 0. With Lemma 10 and the
definitions (81c), (81d) we obtain
b(γ,Kβ′)− b(K†γ,β′) = 0,
which proves (83d).
Finally, we have
b(γ, 1k2 dV δγ
′) = 1k2 b(δγ, V δγ
′)
= 1k2 b(δγ
′, V δγ) = b(γ ′, 1k2 dV δγ),
where we used (83a). Together with (82e) this proves (83b). uunionsq
5.2 Ellipticity Properties
Lemma 13. The boundary integral operators in connection with the sesquilin- Ellipticity properties
ear form b(·, ·) exhibit the following ellipticity properties for =m k > 0:
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|b(γ, V γ)| ≥ c =m k|k| min
(
1,
1
|k|2
)|γ|2
H
−1/2
‖ Λ
p(δ,Γ )
∀γ ∈ H−1/2‖ Λp(δ0, Γ ),
(91a)
|b(γ, V˜ γ)| ≥ c =m k|k| min
(
1,
1
|k|2
)|γ|2
H
−1/2
‖ Λ
p(δ,Γ )
∀γ ∈ H−1/2‖ Λp(δ, Γ ),
(91b)
|b(Dβ,β)| ≥ c =m k|k| min(1, |k|
2) |β|2
H
−1/2
⊥ Λ
p(d,Γ )
∀β ∈ H−1/2⊥ Λp(d, Γ ),
(91c)
with positive generic constants c, that depend only on the boundary.9 For
k = 0 it holds that
b(γ, V γ) ≥ c |γ|2
H
−1/2
‖ Λ
p(δ,Γ )
∀γ ∈ H−1/2‖ Λp(δ0, Γ ), (91d)
while b(Dβ,β) ≥ 0 on H−1/2⊥ Λp(d, Γ ). In the case n = 2, p = 0 the parameter
r0 in the fundamental solution (14) has to be large enough, see [26, Thm.
8.16].
Remark 19.
1. The estimates (91) are useful to establish well-posedness of boundary in-
tegral equations based on the above operators, by leveraging the Lax-
Milgram theorem. This carries over to conforming Galerkin discretiza-
tions, and quasi-optimal error estimates in the norms of the trace spaces
are available from Cea’s lemma [16, 17].
2. For k ∈ R+, the estimates (91) no longer hold true. Still, the well-posedness
of boundary integral equations based on the above operators can be es-
tablished, based on a generalized G˚arding inequality and Hodge decompo-
sitions [5, 9, 11, 12].
Proof. To show the ellipticity properties (91), we need to distinguish three
cases:
1. Case =m k > 0. We proceed like in the derivation of (43), but consider
the domain (Ω∪Ωc)∩ΩR rather than Ωc∩ΩR. We find for ω ∈ Xp((Ω∪
Ωc) ∩ΩR))
=m(kb(JγNKω, {γD}ω) + kb({γN}ω, JγDKω))
=(=m k)(|dω|2L2((Ω∪Ωc)∩ΩR) + |k|2|ω|2L2((Ω∪Ωc)∩ΩR))
+ 12
(|γRNω|2L2(ΓR) + |k|2|γRDω|2L2(ΓR))+ o(1).
Pick ω = ΨDLβ and let R→∞, which yields
9 Estimates for the real part instead of the modulus can be derived as well [17], under the
prerequisite <e k2 ≤ 0. When comparing with [17], κ2 = −k2 has to be taken into account.
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−=m(kb(Dβ,β)) ≥ (=m k)(|dω|2L2(Ω∪Ωc) + |k|2|ω|2L2(Ω∪Ωc)) ≥ 0,
where we used Lemma 10 and definition (81e). Next, consider
|k|2|b(Dβ,β)|2 = |kb(Dβ,β)|2 ≥ =m (kb(Dβ,β))2,
and therefore
|k||b(Dβ,β)| ≥ −=m(kb(Dβ,β))
≥ (=m k)(|dω|2L2(Ω∪Ωc) + |k|2|ω|2L2(Ω∪Ωc)).
Finally,
|b(Dβ,β)| ≥ =m k|k| min(1, |k|
2)
(|dω|2L2(Ω∪Ωc) + |ω|2L2(Ω∪Ωc))
≥ 1
2
=m k
|k| min(1, |k|
2)|ω|2HΛp(d,Ω∪Ωc), (92)
where we used a2 + b2 ≥ (a+ b)2/2.
On the other hand, from the continuity of the tangential trace operator
we have
|β|
H
−1/2
⊥ Λ
p(d,Γ )
= |JtKω|
H
−1/2
⊥ Λ
p(d,Γ )
≤ c|ω|HΛp(d,Ω∪Ωc), (93)
with c > 0 that depends only on Γ . Combining (92) with (93) proves (91c).
Equation (91b) follows immediately with (82f), if we let γ = ∗β. For k 6= 0
(91a) is obvious, since V coincides with V˜ on H
−1/2
‖ Λ
p(δ0, Γ ).
2. Case k = 0, n = 2, p = 0. See [26, Thm. 8.16] for V and [26, Thm. 8.21]
for D.
3. Case k = 0, all other n and p. Consider the same domain as in the case
k 6= 0, but with (87) as starting point. We rearrange as in (88), with
η = ω, k = 0, let R→∞ and take into account (89) or (90), respectively,
− b(JγNKω, {γD}ω)− b({γN}ω, JγDKω) = 〈dω,dω〉L2(Ω∪Ωc). (94)
Pick ω = ΨSL γ, γ ∈ H−1/2‖ Λp(δ0, Γ ), which yields
b(γ, V γ) = |dω|2L2(Ω∪Ωc), (95)
where we used Lemma 10 and definition (81a). On the other hand, from
the continuity of the normal trace operator we have
|γ|
H
−1/2
‖ Λ
p(δ,Γ )
= |[n]dω|
H
−1/2
‖ Λ
p(δ,Γ )
≤ c|dω|HΛp+1(δ,Ω∪Ωc), (96)
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with c > 0 that depends only on Γ . Since δdω = 0 in Ω ∪Ωc it holds that
|dω|HΛp+1(δ,Ω∪Ωc) = |dω|L2(Ω∪Ωc), and combining (95) and (96) yields
(91d).
Finally, if we pick ω = ΨDL β, (94) yields the positive semidefiniteness
b(Dβ,β) = |dω|2L2(Ω∪Ωc) ≥ 0,
where we used Lemma 10 and definition (81e).
Remark 20. The proof of (91d) critically hinges on the fact that δdω = 0.
In the light of (23a) and (23b), this requires γ ∈ H−1/2‖ Λp(δ0, Γ ) rather
than γ ∈ H−1/2‖ Λp(δ, Γ ). uunionsq
6 Boundary Integral Equations
In this section we discuss Caldero´n projectors and their properties under
dual transformations. To study the case k = 0 we introduce quotient spaces
with respect to exact forms on the space of Maxwell solutions and the space
of Dirichlet data, respectively. In a slight abuse of notation, we work with
representatives of the equivalence classes as if they were actual elements of
the quotient spaces.
6.1 Caldero´n Projector for Interior and Exterior
Problems
Up to now, we have considered the representation formula for the domain
Ω ∪Ωc. The boundary data have been defined in terms of the jumps on Γ of
Dirichlet, Neumann, and normal traces, respectively. In this section, we treat
the interior domain Ω and the exterior domain Ωc separately.
An interior problem is a Maxwell-type problem with the additional re-Interior and exterior
problems quirement that ω = 0 in Ωc. The solution space effectively reduces to X(Ω).
For an exterior problem we require that ω = 0 in Ω, and its solutions there-
fore lie in X(Ωc). Hence the boundary data acquire status of Cauchy data
for the respective problem.
Applying the Dirichlet trace γD and the Neumann trace γN, respectively,Caldero´n projector
to the representation formula (47) yields the Caldero´n equations
(
γD
γN
)
ω = P
γDγN
n
ω (97)
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for the interior problem, where
P = 12I +A.
For the exterior problem, all traces in (97) have to be replaced by the exterior
traces, and P reads
P = 12I −A.
We have
I =
(
Id 0 0
0 Id 0
)
,
A =
({γD}
{γN}
)(−ΨDL ΨSL dΨSL) = (−K V dVD K† 0
)
.
To arrive at the usual square form of P , the extra Neumann data nω needs
to be eliminated. P is then called the Caldero´n projector. We distinguish two
cases:
1. Case k 6= 0. The goal is achieved by leveraging (48) and using the Maxwell
single layer potential. With Z = H
−1/2
⊥ Λ
p(d, Γ )×H−1/2‖ Λp(δ, Γ ) we obtain
A =
(−K V˜
D K†
)
: Z → Z. (98)
2. Case k = 0. We eliminate the extra Neumann data by projecting the first
Caldero´n equation onto the quotient space
[H
−1/2
⊥ Λ
p(d, Γ )] = H
−1/2
⊥ Λ
p(d, Γ )/dH
−1/2
⊥ Λ
p−1(d, Γ ). (99)
Exact forms are mapped to zero, therefore the term containing the extra
Neumann data vanishes. Inspection of (82c) and (82d) reveals that K and
D are well defined on the quotient space. Moreover, from (48) we know
that γ ∈ H−1/2‖ Λp(δ0, Γ ). Let Z0 = [H−1/2⊥ Λp(d, Γ )]×H−1/2‖ Λp(δ0, Γ ), to
obtain
A0 =
(−K V
D K†
)
: Z0 → Z0. (100)
The mapping property of the second equation can be seen from (82b) and
(82d).
Galerkin boundary element methods are based on a variational formulation
of the Caldero´n projector. Again, we distinguish the two cases:
1. Case k 6= 0. Following [11, Sec. 3.4]10, we introduce the antisymmetric
bilinear form
10 When comparing with [11], the following identifications hold: γD → ∗γD, kγN → −γN,
b(v,w)→ −b(ν, ∗ω), M → K†, C → −k ∗ V˜ , m→ ∗β, kj→ −γ.
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B : Z × Z → C :
((
β
γ
)
,
(
β′
γ ′
))
7→ 1
k
(
b(γ,β
′
)− b(γ ′,β)),
where the factor 1/k is conventional. The related variational form of the
boundary integral operator A is
A : Z × Z → C : (α,α′) 7→ B(Aα,α′).
As a consequence of (83) we note that
A(α,α′) = A(α′,α)
holds, which generalizes [11, Thm. 3.9].
2. Case k = 0. We introduce the symmetric form
B0 : Z0 × Z0 → C :
((
β
γ
)
,
(
β′
γ ′
))
7→ b(γ,β′) + b(γ ′,β),
which is non degenerate, since [H
−1/2
⊥ Λ
p(d, Γ )] and H
−1/2
‖ Λ
p(δ0, Γ ) are
dual spaces with respect to the sesquilinear form b(·, ·). The related vari-
ational form of the boundary integral operator A0 is
A0 : Z0 × Z0 → C : (α,α′) 7→ B0(A0α,α′).
It holds that
A0(α,α) ≥ c(|dβ|2
H
−1/2
⊥ Λ
p+1(d,Γ )
+ |γ|2
H
−1/2
‖ Λ
p(δ,Γ )
) ∀α = (β
γ
)
∈ Z0,
as a consequence of (83) and (91), which is useful for establishing coerciv-
ity.
The boundary integral operator in its variational form A0 is a major build-
ing block for the Galerkin boundary element methods presented in [16, 17].
6.2 Equivalent Maxwell-Type Problems, Dual
Transformations
There is an inherent symmetry in the solution set Xp(Ω ∪ Ωc) that can
be exploited by so-called dual transformations. To show this, we need to
distinguish the cases k 6= 0 and k = 0:
1. Case k 6= 0.The dual transformation is defined byDual transformation,
k 6= 0
Φ : ω 7→ 1ik ∗ dω. (101)
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Lemma 14. The dual transformation (101) constitutes an isomorphism
Xp(Ω ∪Ωc)→ Xq−1(Ω ∪Ωc).
Proof. We first show that Φ : Xp(Ω ∪ Ωc) → Y q−1(Ω ∪ Ωc) is injective,
and then, that the image of Φ fulfills the radiation condition and hence
lies in Xq−1(Ω ∪Ωc).
Let ω˜ = Φω. Since ω ∈ Xp(Ω ∪ Ωc) we know at least that ω˜ ∈
HlocΛ
q−1(d, Ω ∪Ωc) and can compute
(−1)p+1 ∗−1 dω˜ = 1ik δdω = −ikω ∈ HlocΛp(δd, Ω ∪Ωc). (102)
We are therefore entitled to apply ∗d to find
δdω˜ = k2ω˜,
which implies ω˜ ∈ Y q−1(Ω ∪Ωc). From (102) we read off
ω = (−1)p(q−1) 1ik ∗ dω˜,
which shows that
Φ2ω = (−1)p(q−1)ω, ω ∈ Xp(Ω ∪Ωc),
that is, Φ is injective.
It is of advantage to introduce a slightly different form of the radiation
condition in connection with the above dual transformation. The condition
is stated in terms of both, ω and ω˜, and reads [28, Def. 3.2 (iii)]11
|in ∗−1 ω˜ − ω|ιX = o(R−(n−1)/2),
|in ∗ ω − (−1)pω˜|ιX = o(R−(n−1)/2).
}
(103)
X denotes an arbitrary point on ΓR. The condition is invariant un-
der dual transformations. Indeed, if we replace (ω, ω˜) by Φ(ω, ω˜) =(
ω˜, (−1)p(q−1)ω), and p by q − 1, then the equations (103) just exchange
their roles.
The first equation in connection with (101) is identical to (40). To investi-
gate the second equation let us study its tangential and normal traces on
ΓR, more specifically
(−1)p+1ik ∗−1 tR (in ∗ ω − (−1)pω˜) = (γRN − ikγRD)ω, and
ik ∗−1 nR(in ∗ ω − (−1)pω˜) = dγRDω.
While the tangential part is equivalent to the first equation of (39), the
normal part gives an additional condition. We have thus shown that (103)
11 When comparing with [28], the correct identifications are (ω, ω˜) = (E,−∗H). Moreover,
ω ∈ L2,p
>− 1
2
(Ω) is a weak version of |ω|ιX = o(R−(n−1)/2).
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is equivalent to (39) plus
|dγRDω|X = o(R−(n−1)/2), (104)
which fixes the asymptotic behaviour of the tangential derivatives. How-
ever, it can be shown that solutions of the Maxwell-type equation subject
to radiation condition (40) necessarily fulfill (104), so that we see that no
additional constraint has been introduced. This is related to the asympotic
behavior (64b) of the fundamental solution. 12
It follows from the equivalence of (103) and (40) and from the invariance
of (103) under dual transformations, that Φ maps to Xq−1(Ω ∪Ωc). uunionsq
Remark 21. For n = 3, p = 1, the dual transformation (101) describes
the symmetry between electric and magnetic fields encountered in the
propagation of harmonic waves in simple media.
Let (E,H) denote the vector proxies of the 1-forms (ω, ω˜). Then (101)
and (103) read
H =
1
ik
curl E
and
|H× n−E|ιX = o(R−1),
|E× n + H|ιX = o(R−1),
respectively, compare [13, Thm. 6.4, Def. 6.5]. This is yet another way
to state the Silver-Mu¨ller radiation conditions.
We introduce an adapted set of trace operators
γ˜D = ikγD : HΛ
p(d, Ω) → H−1/2⊥ Λp(d, Γ ),
γ˜N = ∗γN : HΛp(δd, Ω)→ H−1/2⊥ Λq−1(d, Γ ).
It is easy to see from the definitions that these trace operators fulfill
γ˜D = (−1)p(q−1)γ˜NΦ, (105a)
γ˜N = γ˜DΦ. (105b)
In sum, Φmaps Maxwell solutions onto Maxwell solutions and interchanges
the roles of the adapted boundary data, up to sign.
This symmetry can be exploited to render (98) in the following symmetric
form
12 Compare also [13, p. 163], which says that both equations (103) are equivalent for n = 3,
p = 1.
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1
2
(
γ˜Dω
γ˜Nω
)
=
(−K (−1)p(q−1)C
C −K
)(
γ˜Dω
γ˜Nω
)
, (106)
where we introduced a boundary integral operator C according to
C = ikV˜ ∗ : H−1/2⊥ Λp(d, Γ )→ H−1/2⊥ Λq−1(d, Γ ), k 6= 0,
and used (82a) and (82f).
From (105) it can be inferred that the Caldero´n equation (106) is invariant
under dual transformations (101), up to sign.
Remark 22.
1. This result implies that electric field and magnetic field based formu-
lations share the same Caldero´n equation (106), up to sign of the off-
diagonal elements.
2. The analysis of Maxwell transmission problems in Lipschitz domains in
[11, p. 468] is essentially based on the Caldero´n projector in (106). 13
2. Case k = 0. We first define a quotient space on Xp(Ω ∪Ωc) by
Xp0 (Ω ∪Ωc) = Xp(Ω ∪Ωc) ∩ dHΛp−1(d, Ω ∪Ωc),
[Xp(Ω ∪Ωc)] = Xp(Ω ∪Ωc)/Xp0 (Ω ∪Ωc). (107)
The dual transformation Dual transformation,
k = 0
Φ0 : [Xp(Ω ∪Ωc)]→ [Xq−2(Ω ∪Ωc)] : ω 7→ ω˜
can be defined implicitly, in two equivalent ways:
1. The dual transform fulfills
dω˜ = ∗dω. (108)
Extend the definition (46) of the boundary data (β,γ) to the quotient
spaces (99) and (107). Applying JtK and JnK, and using (27) and (28),
it can be seen that (108) implies a transformation
[H
−1/2
⊥ Λ
p(d, Γ )]×H−1/2‖ Λp(δ0, Γ )
→ [H−1/2⊥ Λq−2(d, Γ )]×H−1/2‖ Λq−2(δ0, Γ ) :
(β,γ) 7→ (β˜, γ˜)
so that
13 The formulation in [11] can be stated in H
−1/2
‖ Λ
1(δ, Γ ) with the help of the translation
isomorphisms. The following identifications hold: ikγD → ∗γ˜D, kγN → ∗γ˜N, C → i∗C∗−1,
M → − ∗−1 K∗.
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dβ˜ = ∗γ,
γ˜ = (−1)p+1 ∗ dβ.
}
(109)
2. Building on (109), we may also define the dual transformation by
ω˜ = ΨSLγ˜ − ΨDLβ˜. (110)
Lemma 15. The two definitions (108) and (110) of the dual transforma-
tion are well defined; they are equivalent and constitute an isomorphism.
Proof. We first show that (110) is well defined and implies (108). Check
that for ω ∈ [Xp(Ω ∪ Ωc)] the boundary data (β,γ) in (109) are well
defined. Since ∗γ is closed, it can be represented by a potential β˜. In
general, there might be a contribution from cohomology as well, which can
be discarded, since we restricted ourselves to trivial topology. Existence
of the potential is guaranteed from the exact sequence property (26). The
potential is defined up to exact forms, so it corresponds to exactly one
element of the quotient space [H
−1/2
⊥ Λ
q−2(d, Γ )].14 The last equation in
(109) poses no further difficulties.
Equation (110) results from the representation formula (47), when ap-
plied to (β˜, γ˜) and projected onto the quotient spaces. The exact potential
dΨSLϕ lies in the zero class and therefore does not appear in (110). In
the light of (23e), a different choice of the representative β˜ in (109) leads
to a different representative ω˜ in (110). However, the map is well defined
in terms of the quotient spaces. The definition via the representation for-
mula ensures that ω˜ ∈ [Xq−2(Ω∪Ωc)]. We have thus shown that the dual
transformation Φ0 based on (109) and (110) is well defined.
To show that ω˜ fulfills (108) we first represent ω in terms of its boundary
data (β,γ), in analogy to (110), and apply ∗d. We obtain
∗dω = ∗dΨSLγ − ∗dΨDLβ
= −ΨDL ∗ γ + (−1)p+1dΨSL ∗ dβ,
where we used (21b) and (23f). When we plug in (109) this yields
∗dω = d(ΨSLγ˜ − ΨDLβ˜) = dω˜,
which proves the assertion.
Next we show that (108) is well defined and implies (110). Existence of ω˜
is guaranteed from the first part of the proof. Uniqueness can be seen as
follows: We know that (108) implies (109). If there were several solutions
for ω˜, their boundary data (β˜, γ˜) had to coincide, because we know from
14 We consider (109) as a mere theoretical device, but it has also profound practical
implications. For n = 3, p = 1 β˜ is a scalar potential. In [16, Ch. 8], a scalar stream
function β˜h is employed on the discrete level to span solenoidal surface Raviart-Thomas
covector fields γh. This provides a discrete subspace of H
−1/2
‖ Λ
1(δ0, Γ ).
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the first part of the proof that (109) fixes (β˜, γ˜) for given (β,γ). But from
Theorem 1 we know that elements of [Xq−2(Ω ∪ Ωc)] can be uniquely
represented in terms of their boundary data. Therefore ω˜ is unique and
coincides with the solution obtained from (110).
It remains to show that Φ0 constitutes an isomorphism. To that end we
apply the map (109) to the boundary data twice, which yields
(
˜˜
β, ˜˜γ) = (−1)(p+1)(q−1)(β,γ).
Arguing like in the second part reveals
(Φ0)2ω = (−1)(p+1)(q−1)ω, ω ∈ [Xp(Ω ∪Ωc)], (111)
which concludes the proof. uunionsq
We introduce yet another set of trace operators
γ˜ 0D = dγD : HΛ
p(d, Ω) → H−1/2⊥ Λp+1(d, Γ ),
γ˜ 0N = γ˜N = ∗γN : HΛp(δd, Ω)→ H−1/2⊥ Λq−1(d, Γ ).
Note that γ˜ 0D and γ˜
0
N are well defined on [X
p(Ω]. From (108) and (111) it
is immediate that these trace operators fulfill
γ˜ 0D = (−1)(p+1)(q−1)γ˜ 0NΦ0, (112a)
γ˜ 0N = γ˜
0
DΦ
0. (112b)
Equation (100) can be rearranged in the following symmetric form
1
2
(
γ˜ 0Dω
γ˜ 0Nω
)
=
(−K (−1)(p+1)(q−1)B
B −K
)(
γ˜ 0Dω
γ˜ 0Nω
)
, (113)
p = degω, where we introduced a boundary integral operator B according
to
B = (−1)pdV ∗ : H−1/2⊥ Λp(d, Γ )→ H−1/2⊥ Λq(d, Γ ),
and used (82a), (82c) and (82d). From (112) it can be inferred that
Caldero´n equation (113) is invariant under dual transformations (108),
up to sign.
For n = 3, p = 1 this invariance means that magnetostatic vector-
potential and scalar-potential formulations share basically the same
Caldero´n equation (113). This confirms the observation in [16, Sec.
9] which states that the boundary integral operators associated with
the curl curl equation are structurally equal to those of scalar second
order elliptic problems.
66 7. Conclusions
Let γnB ∈ H−1/2(∂Ω) be the normal trace of the magnetic flux den-
sity, and γτH ∈ H−1/2(divΓ 0, ∂Ω) the tangential trace of the mag-
netic field. Equation (113) translates for n = 3, p = 1 into
1
2
(
γnB
γτH
)
=
(
K† curlΓA
curlΓV B
)(
γnB
γτH
)
. (114)
The flux density can be represented by a magnetic vector potential
A, where piτA ∈ H−1/2(curlΓ , ∂Ω), γnB = γncurlA = curlΓpiτA.
Moreover, for a trivial topology, the magnetic field can be repre-
sented by a magnetic scalar potential ψ, where γψ ∈ H1/2(∂Ω),
γτH = γτgradψ = curlΓ γψ. Equation (114) may be expressed in
terms of these potentials in different ways. The operators curlΓ and
curlΓ inherit L
2 adjointness from d and δ, which is useful to proceed
to variational forms of the equations.
All the formulations have in common that they are built upon the
scalar and vectorial single and double layer operators, plus straightfor-
ward surface curl operators. Hence only this set of boundary-integral
operators needs to be implemented to cover both, scalar and vector
potential formulations.
7 Conclusions
We have shown that the theory of boundary-integral equations for Maxwell-
type problems can be formulated entirely in the framework of differential-form
calculus. The basic toolkit is given by Sobolev spaces on the problem domain
and their traces on the domain’s Lipschitz boundary, as well as by integral
transformations and fundamental solutions of Maxwell-type equations. The
presented proofs concerning the representation formula, layer potentials, and
boundary-integral operators follow the strategies of classical vector-analysis
literature. Their scope, however, extends beyond scalar- or vector-potential
formulations in dimensions two and three. Nonetheless, it is the authors’
opinion that the main advantage of employing differential-form calculus in
this field of applied mathematics does not lie in the prospect of extending
the theory beyond three dimensions; it lies in the emphasis that is put on
structural considerations and abstract viewpoints. For instance consider the
properties of layer potentials and boundary integral operators that are pre-
sented in Lemmata 3 and 11, respectively. As a further example, we have
presented the invariance of the Caldero´n projectors under dual transforma-
tions, which not only strikes us by its elegance, but also has a direct impact
on our implementation of the boundary-element method for magnetostatics:
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in three dimensions, a single set of boundary integral operators covers both,
the scalar- and the vector-potential case.
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