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Abstract 
 
Reversible data hiding is a technique that embeds additional information into some distortion-unacceptable cover media, such as 
military images, in a reversible manner so that the original cover image can be restored after extraction of the hidden information. 
This work extends a recently proposed reversible data hiding (RDH) scheme of Qu et al. which is based on pixel-based pixel- 
value-ordering(PPVO) and prediction-error expansion. In Qu et al.’s method, each pixel is predicted using its sorted context pixels. 
In this work, the pixel neighborhood of each pixel is expanded to optimize the embedding performance in terms of capacity- 
distortion behavior. This can better exploit image redundancy; achieve superior embedding performance and low distortion. Thus, 
the proposed method is able to embed adequate data into a cover image with limited distortion. The superiority of this predictor is 
verified through extensive experimental results. The proposed method outperforms prior works in terms of PSNR. The PSNR of a 
modified image versus its original one is guaranteed to be above 57.0 dB. 
 c 2016 The Authors. Published by Elsevier Ltd. 
Peer-review under responsibility of the organizing committee of ICETEST - 2015. 
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1. Introduction 
 
Data hiding is an important technique for identification, authentication, and copyright protection. In most cases of 
data hiding, due to the existence of the hiding information, the host media will inevitably experience some distortion 
which cannot be corrected. Although the distortion resulting from data hiding can be made imperceptible to the human 
visual system, it may still be unacceptable for some types of images in special applications, such as medical images, 
military images, remote sensing images and artwork preservation. For example, in medical images, some prerequisite 
information about the patient is hidden in it while transmitting and at reception we need to have both, the original 
image and that information to be recovered lossless [1]. Consequently, to restore the cover work to its original form 
became a strong need. In such circumstances, reversible data hiding techniques are designed to embed data into an 
image in a reversible manner. 
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Reversible data hiding (RDH), also known as lossless data hiding, allows full extraction of the embedded informa- 
tion along with the complete restoration of the cover work. Due to its reversible nature, this technique is also known 
as distortion-free, invertible, lossless or erasable data hiding techniques. 
 
 
2. Related Works 
 
Various RDH methods have been proposed in recent years. Among them, difference expansion (DE) [2] and his- 
togram shifting(HS) [3] are two fruitful approaches. DE expands the difference between one pair of pixels to embed 
one bit of data.  A location map is needed for recording which pixel pair has been used for expansion.  Thus, the 
true embedding capacity is reduced significantly due to the large size of the location map. Thodi and Rodriguez [4] 
proposed an important extension of DE which is called prediction error expansion (PEE). PEE uses each pixel’s pre- 
diction error to embed data, so that the embedding capacity is doubled compared with DE. Another advantage of PEE 
is that complex predictors can generate much smaller prediction errors than the simple pixel difference used in DE, 
which reduces the embedding distortion. In fact, pixel difference can be regarded as the simplest prediction method. 
Another method, HS, modifies the image histogram to embed data. Then, a pair of a peak bin (which has the largest 
number of pixels) and a zero bin (which does not have pixels) in the histogram is identified. The pixels in the peak bin 
are then shifted by one or kept unchanged to embed bit ‘1’ or ‘0’ respectively. HS can produce high-quality marked 
images because the maximum pixel value changed is one. 
Recently, Li et al. [9] proposed a high-fidelity reversible data hiding method.  A pixel value ordering (PVO) 
predictor was combined with PEE, and impressive performance was achieved. PVO makes predictions in a block-by- 
block manner. For each image block, the pixels are sorted into a pixel vector, then the smallest pixel is predicted by 
the second smallest pixel, and the largest pixel is predicted by the second largest pixel.  To embed data, prediction 
errors 1 and -1 are used by PVO, whereas prediction error 0 is kept unchanged. Peng et al. [10] highlighted the fact 
that 0 is the peak of the histogram in most cases and should be used to embed data. They proposed an improved PVO 
(IPVO) method in which the prediction error 0 is used for embedding.  IPVO is shown to have higher embedding 
capacity. Another improvement of PVO is proposed in [11] named as PVO-K. All maximum-valued (or minimum- 
valued) pixels are taken for embedding data. It is shown that PVO is a special case of PVO-K when K is 1, that is, 
PVO-1. 
All the above mentioned methods, PVO, IPVO and PVO-K, partition the cover image into blocks. Predictions are 
made in a block-by-block manner. The maximum embedding capacity for each block is therefore atmost two bits. 
In this paper, a pixel-based PVO (PPVO) is slightly modified.  Unlike PVO, IPVO and PVO-K, PPVO calculates 
predictions of a pixel in a pixel-by-pixel manner. Thus, there is a significant increase in the embedding capacity. 
 
 
3. Proposed Method 
 
3.1. Pre-processing:  Addressing the overflow/underflow problem 
 
The overflow and underflow problem happens when the value of the marked pixel is out of the intensity range 
of the host image, e.g.,[0,255] for an eight bit gray-scale image.  In the proposed reversible data hiding method, 
the embedding procedure modifies each pixel value by atmost 1. Thus, the overflow and underflow problem can be 
addressed, if 255 and 0 are modified to 254 and 1 before embedding. A location map (LM) is needed to keep note of 
those modifications to maintain the reversibility. A bit 1 in LM implies that a pixel value of 255 is modified to 254 
or a pixel value of 0 is modified to 1; a bit 0 implies that the 254 or 1 is the original pixel value (no modification). 
All the other pixels do not need the LM. LM is then losslessly compressed using arithmetic coding and is denoted as 
CLM. The length of CLM is denoted as lCLM. The CLM is concatenated with the payload data and embedded into 
the cover image. 
 
3.2. PPVO-I Prediction Scheme 
 
From the literature survey it can be concluded that, if the sorted pixel vector can be used for prediction and there is 
no block constraint at the same time, a better embedding performance can be achieved. For each pixel, the neighboring 
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pixels can be grouped together as a block, and can be termed as context pixels as in figure 1 below. The number of 
context pixels is denoted as CP. These context pixels form a context pixel vector CV. The current pixel x can be 
predicted according to Algorithm 1. 
 
 
 
Fig. 1. The context pixels of pixel x (with CP set to 24) in PPVO, which are from c1 to c24 . 
 
   Algorithm 1 : Prediction [7] 
Input  : The current pixel: x, context pixel vector CV 
Output: Predicted value: xˆ 
if max(CV) ≠ min(CV ) 
then if x ≤ min(CV ) 
then 
xˆ = min(CV ); —— Case 1 —— 
else if x ≤ min(CV ) then 
xˆ = max(CV ); —— Case 2 —— 
 
 
else 
else  
Skip; —— Case 3 —— 
if C = 254 then /* Since the context pixel vector have same values, it is denoted as C*/ 
if x = C then 
xˆ = C; —— Case 4 —— 
 
 
else 
else  
Skip; 
 
 
else 
if  x ≤ C then 
xˆ = C; —— Case 5 —— 
 
return xˆ 
Skip; 
 
3.3. Embedding Procedure 
 
For the pixel that obtains its prediction value, a bit b is tried to be embedded according to Algorithm 2. 
 
Algorithm 2 : Embedding [7] 
Input  : The current pixel: x, the predicted value : xˆ, context pixel vector CV, the to-be-embedded bit b 
Output: The marked pixel: x¯ 
if max(CV ) ≠ min(CV ) then   
 i f  x ≤ min(CV ) then 
if x = xˆ then 
x¯ = x − b; 
else if x < xˆ then 
x¯ = x − 1; 
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else 
else if x ≥ max(CV ) then 
if x = xˆ then 
x¯ = x + b; 
else if x > xˆ then 
x¯ = x + 1; 
 
if C = 254 then 
x¯ = x + b; 
else 
 
 
 
 
 
return x¯ 
 
if  x = xˆ then 
x¯ = x − b; 
else if x < xˆ then 
x¯ = x − 1; 
 
 
3.4. Extraction Procedure 
 
For the pixel that obtains its prediction value, a bit b is extracted and each image pixel is restored according to 
Algorithm 3. 
 
 
Algorithm 3: Extraction [7] 
Input: The marked pixel: x¯, context pixel vector C  
Output: The recovered pixel value : x, the extracted bit : b 
if max(CV ) ≠ min(CV ) then 
if x¯ ≤ min(CV ) then 
if x¯ = xˆ then 
x = x¯; b = 0; 
else if x¯ = xˆ − 1 then 
x = x¯ + 1; b = 1; 
else  
x = x¯ + 1; /* No bit is extracted */ 
else if x¯ ≥ max(CV ) then 
if x¯ = xˆ then 
x = x¯; b = 0; 
else if x¯ = xˆ + 1 then 
x = x¯ − 1; b = 1; 
 
 
else 
else  
x = x¯ − 1; /* No bit is extracted */ 
if C = 254 then 
if x¯ = xˆ then 
x = x¯; b = 0; 
else if x¯ = xˆ + 1 then 
x = x¯ − 1; b = 1; 
else  
if x¯ = xˆ then 
x = x¯; b = 0; 
else if x¯ = xˆ − 1 then 
x = x¯ + 1; b = 1; 
else 
1321 Neethu Thomas and Shiney Thomas /  Procedia Technology  24 ( 2016 )  1317 – 1324 
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Sample images of Kodak Image data set 
 
 
 
return x,b 
x = x¯ + 1; /* No bit is extracted */ 
 
3.5. Embedding and Extracting Overhead Information 
 
Some overhead information needs to be transmitted to the extracting side for blind extraction: the length of com- 
pressed location map lC LM (log2 (W × H) bits, context pixel number CP (8 bits), the location of the last embedded pixel 
L (log2 (W × H) bits). In order to provide an additional security, we have encrypted the overhead information and the 
overhead information is embedded into the pixel’s LSB of the cover image. A simple bit-xor encryption is used in this 
work. 
 
3.5.1. Bit-xor encyption 
The idea behind exclusive-OR encryption is that it is impossible to reverse the operation without knowing the value 
of any of the two arguments. The XOR encryption method doesn’t make use of a public-key, such as RSA. Instead 
both the people that encrypt the file as well as the people that want to decrypt the file need to have the encryption key. 
The encryption algorithm, while extremely simple, is nearly unbreakable. 
The exclusive-OR encryption makes use of the Boolean algebra function XOR. The XOR function is a binary 
operator, which means that it takes two arguments when you use it.  If either of the two arguments is true then the 
XOR function will return true. For example, if you XOR two variables of unknown values, you cannot tell from the 
output what the values of those variables are. For example, if you take the operation A XOR B, and it returns TRUE, 
you cannot know whether A is FALSE and B is TRUE, or whether B is FALSE and A is TRUE. Furthermore, even if 
it returns FALSE, you cannot be certain if both were TRUE or if both were FALSE. 
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Table 1. Comparison of SIPI-Image data set in terms of PSNR(dB) with the payload of 10,000 bits. 
 
Test Image Proposed Work [5] [6] [7] [8] [9] [10] [11] 
Lena 66.69 58.1 58.4 60.3 59.6 60.3 60.5 60.6 
F16 65.56 61.2 61.1 63.7 63.7 62.0 62.9 63.3 
Baboon 69.39 54.0 52.5 54.2 55.2 53.5 53.6 54.5 
Boat 65.82 55.5 55.9 58.4 57.4 58.1 58.3 58.2 
Peppers 65.39 56.1 55.4 58.8 56.1 58.9 59.0 59.2 
Elaine 65.34 56.7 55.4 58.7 58.0 56.8 57.3 57.4 
Tiffany 65.08 56.0 59.5 60.6 59.4 60.1 60.6 60.3 
Average 66.18 56.8 56.88 59.24 58.48 58.52 58.88 59.07 
 
 
Table 2. Comparison of SIPI-Image data set in terms of PSNR(dB) with the payload of 20,000 bits. 
 
Test Image Proposed Work [5] [6] [7] [8] [9] [10] [11] 
Lena 63.33 54.8 55.1 56.7 56.2 56.2 56.5 56.6 
F16 62.51 56.8 58.5 59.9 60.1 58.1 59.0 59.3 
Boat 64.74 52.4 52.2 54.2 53.3 53.3 53.9 53.7 
Peppers 62.04 52.5 52.1 55.0 52.8 54.7 54.7 54.9 
Elaine 62.44 51.6 52.3 53.7 52.9 52.4 52.6 52.7 
Tiffany 62.23 53.9 56.0 57.2 56.4 56.3 56.7 56.7 
Average 62.88 53.67 54.36 56.11 55.28 55.16 55.56 55.65 
 
 
 
3.6. Experimental Results 
 
The proposed algorithm was tested on images obtained from the USC-SIPI database [15] and Kodak image data 
set [16]. To objectively quantify achieved performance, different criteria have been considered: 
 
•   t h e  embedding capacity C and 
•  the Peak Signal to Noise Ratio (PSNR), where PSNR is the evaluation standard of the reconstructed image 
quality, and is an important measurement feature. 
 
PSNR is measured in decibels (dB) and is given by: 
                                                           
where d corresponds to the image depth and N and M to the image dimensions. Higher the PSNR value is, better the 
reconstructed image is. 
In this section, we validate the performance of the proposed PPVO compared with PVO, IPVO and PVO-K using 
two criteria: the embedding capacity and the peak signal-to-noise ratio (PSNR)value. The test images in the SIPI image 
database and Kodak image database are all eight-bit images with size 512 × 512. All experiments were performed 
with Matlab. All payloads used in the experiment were random binary bit stream. 
Li et al. [9] proposed a high-fidelity reversible data hiding method where a pixel value ordering (PVO) predictor 
was combined with PEE, and impressive performance was achieved.  PVO makes predictions in a block-by-block 
manner. For each image block, the pixels are sorted into a pixel vector, then the smallest pixel is predicted by the 
second smallest pixel, and the largest pixel is predicted by the second largest pixel. To embed data, prediction errors 
1 and -1 are used by PVO, whereas prediction error 0 is kept unchanged. Peng et al. [10] highlighted the fact that 0 is 
the peak of the histogram in most cases and should be used to embed data. They proposed an improved PVO (IPVO) 
method in which the prediction error 0 is used for embedding. IPVO is shown to have higher embedding capacity. 
Another improvement of PVO is proposed in [11] named as PVO-K. All maximum-valued (or minimum-valued) pixels 
are taken for embedding data. It is shown that PVO is a special case of PVO-K when K is 1, that is, PVO-1. 
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Table 3. Comparison of Kodak Image data set in terms of PSNR(dB) with the payload of 10,000 bits. 
 
Test Image Proposed Method [7] [8] [9] [10] [11] 
kodim01 67.48 64.23 63.64 57.98 61.59 61.44 
kodim02 60.34 64.49 64.23 64.06 61.97 62.83 
kodim03 64.44 65.11 65.04 63.84 65.37 63.57 
kodim04 65.26 64.17 63.79 62.00 63.62 63.46 
kodim05 63.50 62.51 63.38 59.64 61.61 54.62 
kodim06 64.90 66.05 66.70 61.36 65.02 60.62 
kodim07 64.33 64.83 64.42 63.64 65.12 63.06 
kodim08 65.26 57.83 57.04 52.73 56.23 63.50 
kodim09 63.46 63.34 61.73 62.79 63.72 62.68 
kodim10 62.69 62.68 60.98 61.90 63.11 60.32 
kodim11 64.37 65.42 64.83 62.46 65.19 62.66 
kodim12 64.79 64.75 64.45 63.00 64.50 62.96 
kodim13 64.64 58.20 58.46 52.16 54.53 53.95 
kodim14 63.98 62.62 62.83 59.51 61.35 62.86 
kodim15 63.74 62.86 61.10 62.35 64.46 62.06 
kodim16 63.77 65.06 64.81 63.03 64.98 63.42 
kodim17 61.82 64.52 62.91 62.03 63.76 60.36 
kodim18 60.70 61.02 59.36 59.63 60.74 63.96 
kodim19 63.62 63.19 62.03 62.53 63.36 62.57 
kodim20 64.88 57.76 52.26 61.14 65.54 60.74 
kodim21 65.47 63.58 61.78 62.54 63.71 63.22 
kodim22 64.91 63.00 61.43 61.36 62.59 63.74 
kodim23 63.76 64.35 63.16 63.21 64.58 56.47 
kodim24 66.05 62.22 56.93 58.80 62.20 62.88 
Average 64.09 63.08 61.97 60.34 62.96 61.55 
 
 
Table 4.  Comparison of Kodak Image data set in terms of PSNR(dB) with the payload of 20,000 bits.  The average PSNR value is calculated 
without kodim05, kodim08 and kodim13 due to incomplete data. 
 
Test Image Proposed Method [7] [8] [9] [10] [11] 
kodim01 64.37 60.47 59.87 53.36 56.37 55.52 
kodim02 57.81 61.37 60.82 58.76 60.52 58.57 
kodim03 61.93 62.42 61.88 60.16 62.00 59.04 
kodim04 61.74 60.85 60.33 58.02 59.99 59.89 
kodim05 61.12 58.94 59.96 55.10 57.53 NA 
kodim06 62.11 63.45 63.32 56.47 61.45 56.27 
kodim07 61.61 62.03 61.20 60.05 61.81 59.90 
kodim08 62.38 55.10 54.63 NA 51.98 59.91 
kodim09 62.45 60.50 58.36 59.09 60.23 58.89 
kodim10 60.36 59.98 58.13 58.24 59.71 56.24 
kodim11 61.04 62.63 61.48 57.38 61.23 58.93 
kodim12 62.00 61.80 61.09 58.98 61.03 59.47 
kodim13 61.64 53.76 53.38 NA NA NA 
kodim14 61.88 58.68 58.99 55.28 57.27 59.09 
kodim15 60.87 61.99 59.51 58.30 61.32 58.22 
kodim16 61.56 62.22 61.42 58.55 61.52 60.10 
kodim17 59.04 61.17 59.63 58.07 59.99 56.87 
kodim18 57.39 54.82 56.60 54.82 56.47 60.56 
kodim19 61.23 60.14 58.87 58.71 59.82 58.90 
kodim20 62.08 58.15 51.94 56.95 62.40 56.42 
kodim21 63.31 60.87 58.59 58.66 60.17 58.50 
kodim22 62.29 59.56 58.40 57.15 58.66 60.23 
kodim23 60.90 61.61 60.35 59.68 61.12 53.06 
kodim24 63.45 60.49 56.14 54.81 58.59 59.23 
Average 61.40 60.85 59.15 57.69 60.08 58.28 
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In this work, the context pixel vector that generates a cover image with low distortion (highest PSNR value) is used. 
Here, the candidate number of context pixels is from 1 to 24, therefore, the embedding should be conducted 24 times 
for each payload. 
It was found out that for most of the practical applications, the embedding capacity of PVO [11] is sufficient. How- 
ever, a higher embedding capacity is sometimes desired. Since the proposed method has higher embedding capacity 
without reducing the PSNR value, it can be applied in more number of applications. Table 1 and Table 2 depicts the 
performance values of different methods.  The methods in [5],[6] are capable of embedding large payload and are 
not optimized for the moderate size payload. [8], [9], [10] and [11] targets the moderate size payload, therefore, we 
further compare the proposed method with these four methods using a larger image dataset: the Kodak. The Kodak 
image dataset contains 24 color images with a size of 512 × 768 or 768 × 512. All test images are transformed into 
gray-scale and embedded with 10,000 and 20,000 random bits. The comparison is shown in Tables 3 and 4. 
In terms of PSNR value, this work has higher PSNR values in most cases. The superiority of PPVO predictor is 
clearly demonstrated with large payload size. To compare with other state-of-the-art methods, 10,000 and 20,000 bits 
are embedded using PPVO predictor. 
 
 
4. Conclusion 
 
In this work, we have slightly modified the pixel-based PVO predictor. Extended PPVO was demonstrated to have 
a larger embedding capacity and higher marked image quality than PPVO, PVO, IPVO and PVO-K. The experiments 
also showed that this method using modified PPVO outperformed four other state-of-the-art methods with moder- 
ate payloads.  The proposed modified PPVO achieved very impressive embedding performance and is suitable for 
applications that require high-quality marked images. 
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