Simulation study. To obtain the tree used for simulations, we used the coding regions of 236 whole-genome sequences (14535 bp) of the Ebola virus from patients in Guinea, sampled over a period of 10 months. These data have previously been described in (1) and (2). We removed three sequences without district annotations from the dataset presented in (2) (KR817068, KR817107 and KR817121). For the analysis in Beast2 (3) we used an uncorrelated lognormal relaxed clock in conjunction with independent HKY substitution models across two partitions (first and second codon positions in partition 1 and third codon positions in partition 2). Site-specific rates were scaled by relative rates in the two partitions. A birthdeath skyline model (4) with three intervals for the effective reproductive number (Re) and the sampling proportion was used as a tree prior. The mean clock rate was given a lognormal prior with mean 0.01 (in real space) and standard deviation 2. A lognormal prior with mean 0 and standard deviation 1.25 was used for R, while Beta(2,10) and Gamma(19.734, 1.36) priors were used for the sampling proportion and becoming noninfectious rate, respectively. All other priors were left at the default values defined in Beauti2. We ran the chain for 100 million steps and discarded 10% as burn-in. We used treeannotator to create the maximum clade credibility (MCC) tree, shown in Fig. 1a .
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We used the sequence simulator included in Beast2 and a Jukes-Cantor model (JC69) (5) with a fixed clock rate of 0.1 substitutions/site/year (s/s/y) to simulate sequences of length 100, 500, 1000 and 15000 base pairs (bp) along the MCC tree. For each sequence length we performed 10 independent simulations. We also repeated the experiment with fixed clock rates of 0.01 s/s/y and 0.001 s/s/y.
We used the alignments obtained from the simulations as input to a Beast2 analysis using a JC69 substitution model, a strict clock and a constant size coalescent tree prior. We chose a normal distribution with standard deviation of 0.02 around the true value of 0.1 as a prior for the clock rate and a lognormal distribution with M = 0 and S = 0.5 for the population size of the constant size coalescent tree prior. To test the effect of the clock rate prior on posterior estimates we repeated the experiment with standard deviations of 0.05 and 0.1. We further used different coalescent and birth-death priors to check the robustness of our findings. The specific settings are highlighted in the respective figure captions. Chains were run for 10 8 steps, except for the alignment of length 15000 for which chains were run for 6 × 10 7 steps.
We used R (6) and the coda package (7) to analyse posterior samples of the clock rate, tree height, tree length and total divergence (defined as the product of clock rate and tree length) after discarding 10% as burn-in and verifying that the effective sample size was above 200 for all parameters. Figures were created in R using the package ggplot2 (8) . Finally, we used the treespace tool (9) to visualise the posterior distribution of trees. The tool turns the topologies of a set of labelled trees into a real valued vector representation, computes the pairwise Euclidean distance between all these vectors and then performs a principal co-ordinate analysis to project the trees onto two-dimensional Euclidean space (10) .
Empirical Ebola virus study. In the empirical Ebola virus study we used the Guinea dataset presented above (coding regions of 236 sequences, 14535 bp) as well as a Sierra Leone dataset (81 whole-genome sequences, 18,961 bp) (11) .
For the analyses in Beast2 we used a strict clock and the HKY substitution model (12) without site heterogeneity for all models. We used six different tree priors: Constant rate S2 . The empirical tree used to simulate sequences in the simulation study (a), the MCC tree from the tree prior (b), MCC tree estimated from 100 bp sequences (c), and the MCC tree estimated from 15000 bp sequences (d). It can be seen that the MCC tree from the tree prior (b) is very different to the tree used to simulate sequence data (a). However, even a small amount of sequence data results in a tree that looks substantially more similar to the empirical tree (c). 
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bias ± the standard deviation across 10 replicates. The relative bias is calculated as the difference between the median estimate and the true value, divided by the true value. (g)-(i) The distribution of topologies of posterior tree samples for analyses of simulated datasets of different sequence lengths using the treespace plotting tool. The red cross marks the true tree. Note that (a) is identical to Fig. 1b and (d) is identical to Fig. 1c . Sequence length Fig. S3a -c above with the addition of results for sequences of length 0 (i. e. analyses that did not use any sequence data but only tip dates and the prior). For these analyses, the chain length was increased to 6 × 10 8 steps.
Möller et al. Sequence length Sequence length Sequence length Sequence length . Median values and 95% HPD intervals for key parameters estimated from sequences simulated from the tree prior. We simulated 10 trees under the constant size coalescent, and then simulated 10 sequence alignments on each simulated tree. This was done for all 4 sequence lengths, resulting in 400 sequence alignments. The dashed lines indicate the true values used in the simulations. To simulate trees under the constant coalescent tree prior we fixed the clock rate and the population size to 0.1 and sampled from the prior. Parameters were estimated using the same model used in Fig. 1 for each of the 10 simulated trees (a)-(j). Only 22 and 19 out of 400 HPD intervals (5.5 and 4.75%) for the clock rate and tree length, respectively, do not contain the true value. Furthermore, the observed biases are much smaller than in Fig. 1b , and the estimates become unbiased with very small 95% HPD intervals for sequences of length 500 or longer.simulated sequences (a)-(c) , on the relative bias (d)-(f) and on the distribution of topologies of posterior tree samples (g)-(i). This was tested by increasing the standard deviation of the clock rate prior from 0.02 (a,d,g) to 0.05 (b,e,h) and 0.1 (c,f,i). As the standard deviation of the prior is increased, the HPD intervals when using no sequence data (see Fig. S8 below) and sequences of length 100 are bigger, however for sequences longer than 500 estimates are not dependent on the precision of the clock rate prior. Note that (a) and (d) are identical to Fig. S3a and d . Sequence length (a) σ = 0.02 Sequence length . S8. Fig. S7a-c above with the addition of results for sequences of length 0 (i. e. analyses that did not use any sequence data but only tip dates and the prior). For these analyses, the chain length was increased to 6 × 10 8 steps.Fig. 1b and c, but for analyses using an exponential growth coalescent model with the growth rate fixed to two different values, 0.001 (a,d,g) and 4.0 (b,e,h) for the slow and fast growth rate, or estimated as a free parameter (c,f,i).Fig. 1b and c, but for analyses using a serially sampled birth death model with Re fixed to two different values:
1.000001 (a,d,g) and 3.0 (b,e,h) for the small and large value, or estimated as a free parameter (c,f,i).Fig. 1b , but for analyses with the topology fixed to the true topology (i. e. only branch lengths are estimated on the tree). To initialise the branch lengths we sampled from the prior under a fixed topology. Although the biases are somewhat smaller, the overall pattern remains the same. (b)
The relative bias for the results shown in (a). The figure shows the mean relative bias ± the standard deviation across 10 replicates (c) The distribution of branch-lengths of posterior tree samples for the analyses using the treespace plotting tool to project the real valued vector representations of the branch lengths of each tree to two-dimensional Euclidean space. The red cross marks the true branch-lengths. 
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Fig. S14. Median and 95% HPD intervals for clock rate, tree height, tree length and total divergence inferred for the Sierra Leone dataset under the structured coalescent. From left to right, using the deme assignment as described in the Methods section, assigning sequences randomly to 4 evenly sized demes (10 replicates) and assigning sequences randomly to 4 demes of the same size as the original assignment (10 replicates). Results should be interpreted with caution as the parameters for the migration model mix poorly.
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