A new cross theorem for separately holomorphic functions by Jarnicki, Marek & Pflug, Peter
ar
X
iv
:0
91
0.
11
76
v2
  [
ma
th.
CV
]  
20
 O
ct 
20
09
A NEW CROSS THEOREM FOR SEPARATELY HOLOMORPHIC
FUNCTIONS
MAREK JARNICKI AND PETER PFLUG
Abstract. We prove a new cross theorem for separately holomorphic func-
tions.
1. Introduction. Main result
Throughout the paper we will work in the following geometric context — details
may be found in [Jar-Pfl 2007].
We fix an integer N ≥ 2 and let Dj be a (connected) Riemann domain over C
nj ,
j = 1, . . . , N . Let ∅ 6= Aj ⊂ Dj be locally pluriregular, j = 1, . . . , N .
We will use the following conventions: A′j := A1 × · · · × Aj−1, j = 2, . . . , N ,
A′′j := Aj+1 × · · · ×AN , j = 1, . . . , N − 1. Analogously, a point a = (a1, . . . , aN ) ∈
D1 × · · · × DN may be written as a = (a
′
j , aj , a
′′
j ), where a
′
j := (a1, . . . , aj−1),
a′′j := (aj+1, . . . , aN ) (with obvious exceptions for j ∈ {1, N}).
We define an N–fold cross
X = X((Dj , Aj)
N
j=1) :=
N⋃
j=1
A′j ×Dj ×A
′′
j .
One may easily prove that X is connected.
We say that a function f : X −→ C is separately holomorphic on X (we write
f ∈ Os(X)) if for any j ∈ {1, . . . , N} and (a
′
j , a
′′
j ) ∈ A
′
j × A
′′
j , the function Dj ∋
zj 7−→ f(a
′
j , zj, a
′′
j ) ∈ C is holomorphic in Dj.
Let hAj,Dj denote the relative extremal function of Aj in Dj , j = 1, . . . , N .
Recall that hA,D := sup{u ∈ PSH(D) : u ≤ 1, u|A ≤ 0}, A ⊂ D (cf. [Kli 1991],
§ 4.5). Put
X̂ := {(z1, . . . , zN ) ∈ D1 × · · · ×DN : h
∗
A1,D1(z1) + · · ·+ h
∗
AN ,DN (zN ) < 1},
where ∗ stands for the upper semicontinuous regularization. One may prove that
X̂ is connected and X ⊂ X̂.
The classical cross theorem is the following result:
Theorem 1.1 ([Sic 1969a], [Sic 1969b], [Zah 1976], [Sic 1981a], [Ngu-Sic 1991],
[Ngu-Zer 1991], [Ngu-Zer 1995], [NTV 1997], [Ale-Zer 2001], [Zer 2002]). For each
f ∈ Os(X) there exists exactly one f̂ ∈ O(X̂) such that f̂ = f on X and
sup bX |f̂ | = supX |f |.
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The aim of this note is to extend the above theorem to a class of more general
objects, namely (N, k)–crosses XN,k defined for k ∈ {1, . . . , N} as follows:
XN,k = XN,k((Aj , Dj)
N
j=1) :=
⋃
α1,...,αN∈{0,1}
α1+···+αN=k
Xα,
where
Xα := X1,α1 × · · · ×XN,αN , Xj,αj :=
{
Dj, if αj = 1
Aj , if αj = 0
.
Notice that N–fold crosses are just (N, 1)–crosses in the above terminology. Ob-
viously, XN,N = D1 × · · · × DN . Thus, if N = 2, then in fact we have only
X2,1.
Recall that the theory of extension of separately holomorphic functions had
been first developed for N = 2. Then the N–fold case (obtained via induction) was
considered as a natural generalization of X2,1. In our opinion, each of the crosses
XN,k may be considered as a natural generalization of X2,1. Consequently, one
should try to find an analogous of the cross theorem for all (N, k)–crosses.
We say that a function f : XN,k −→ C is separately holomorphic (f ∈ Os(XN,k))
if for all a = (a1, . . . , aN ) ∈ A1 × · · · × AN and α = (α1, . . . , αN ) ∈ {0, 1}
N with
|α| = k, the function
Dα :=
∏
j∈{1,...,N}:
αj=1
Dj ∋ z 7−→ f(ia,α(z))
is holomorphic, where ia,α : D
α −→ Xα,
ia,α(z) := (w1, . . . , wN ), wj :=
{
zj, if αj = 1
aj , if αj = 0
.
Put
X̂N,k = X̂N,k((Aj , Dj)
N
j=1) :
=
{
(z1, . . . , zN) ∈ D1 × · · · ×DN :
N∑
j=1
h∗Aj ,Dj (zj) < k
}
.
Note that X̂N,N = D1 × · · · ×DN .
Let ϕj : Dj −→ D˜j be the envelope of holomorphy (cf. [Jar-Pfl 2000], Definition
1.8.1). Observe that since ϕj is locally biholomorphic, the set A˜j := ϕj(Aj) ⊂ D˜j
is locally pluriregular, j = 1, . . . , N . Let
X˜N,k := XN,k((A˜j , D˜j)
N
j=1),
̂˜
XN,k := X̂N,k((A˜j , D˜j)
N
j=1).
Put
ϕ : D1 × · · · ×DN −→ D˜1 × · · · × D˜N , ϕ(z1, . . . , zN ) := (ϕ1(z1), . . . , ϕN (zN )).
Note that:
• ϕ(XN,k) ⊂ X˜N,k,
• ϕ(X̂N,k) ⊂
̂˜
XN,k (because h
∗
eAj , eDj
◦ ϕj ≤ h
∗
Aj,Dj
, j = 1, . . . , N).
Our main result is the following cross theorem for (N, k)–crosses.
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Theorem 1.2. For every f ∈ Os(XN,k) there exists exactly one f̂ ∈ O(
̂˜
XN,k)
such that f̂ ◦ ϕ = f on XN,k and sup beXN,k
|f̂ | = sup
XN,k
|f |.
The proof will be presented in § 5 and will be based on Theorem 1.1 and the
following technical lemmas (which might be also useful in other applications).
Lemma 1.3. Let G be a Riemann domain over Cn, let D ⊂⊂ G be a Riemann
domain of holomorphy, and let A ⊂ D be non-pluripolar. Put
∆(µ) := {z ∈ D : h∗A,D(z) < µ}, 0 < µ ≤ 1.
Then
h∗∆(r),∆(s) = max
{
0,
h∗A,D − r
s− r
}
on ∆(s), 0 < r < s ≤ 1.
Lemma 1.4. Assume additionally that D1, . . . , DN are Riemann domains of holo-
morphy. Then
h∗bXN,k−1, bXN,k
(z) = max
{
0,
N∑
j=1
h∗Aj ,Dj (zj)− k + 1
}
,
z = (z1, . . . , zN ) ∈ X̂N,k, k ∈ {2, . . . , N}.
We do not know whether Lemmas 1.3, 1.4 are true for arbitrary Riemann do-
mains.
2. Basic properties of (N, k)–crosses
Remark 2.1. (a) A1 × · · · ×AN ⊂XN,k ⊂ X̂N,k.
(b) XN,k−1 ⊂XN,k, X̂N,k−1 ⊂ X̂N,k, k = 2, . . . , N .
(c) XN,k = (XN−1,k−1 ×DN ) ∪ (XN−1,k ×AN ), k = 2, . . . , N − 1, N ≥ 3.
(d) XN,k and X̂N,k are connected.
(e) If (Dj,k)
∞
k=1 is a sequence of subdomains of Dj such that Dj,k ր Dj, Dj,k ⊃
Aj,k ր Aj , j = 1, . . . , N , then XN,k((Aj,k, Dj,k)
N
j=1)րXN,k and
X̂N,k((Aj,k, Dj,k)
N
j=1)ր X̂N,k.
(f) If D1, . . . , DN are domains of holomorphy, then X̂N,k is a domain of holomor-
phy.
3. Proof of Lemma 1.3
Let
L := h∗∆(r),∆(s), R := max
{
0,
h∗A,D − r
s− r
}
.
Put ∆[r] := {z ∈ D : h∗A,D(z) ≤ r}. It is clear that
L = h∆(r),∆(s) ≥ h
∗
∆[r],∆(s) ≥ h∆[r],∆(s) ≥ R,(*)
L = R = 0 on ∆(r), R = 0 on ∆[r].
Step 1. Reduction to the case s = 1.
Suppose that 0 < r < s < 1. Observe that ∆(s) is a Riemann region of holo-
morphy. Moreover, h∗A∩∆(s),∆(s) = (1/s)h
∗
A,D on ∆(s).
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Indeed, it obvious that h∗A∩∆(s),∆(s) ≥ (1/s)h
∗
A,D on ∆(s). Let u ∈ PSH(∆(s)),
u ≤ 1, u ≤ 0 on A ∩ ∆(s). Observe that for every z0 ∈ D ∩ ∂(∆(s)) we have
lim supz→z0 u(z) ≤ 1 ≤ (1/s)h
∗
A,D(z0). Thus, the function
v :=
{
max{su, h∗A,D} on ∆(s)
h∗A,D on D \∆(s)
is plurisubharmonic on D. It is known that there exists a pluripolar set P ⊂ A such
that h∗A,D = 0 on A \ P (cf. [Kli 1991]). Hence, A \ P ⊂ ∆(s), v ≤ h
∗
A\P,D = h
∗
A,D,
and therefore, h∗A∩∆(s),∆(s) ≤ (1/s)h
∗
A,D on ∆(s).
In particular, A ∩ S is not pluripolar for every connected component S of ∆(s).
Hence,
L = h∆(r),∆(s) = h{h∗
A,∆(s)
<r/s},∆(s), R = max
{
0,
h∗A,∆(s) − r/s
1− r/s
}
.
Thus the problem for (D,A, r, s) reduces to (S,A∩S, r/s, 1), where S is a connected
component of ∆(s).
From now on we assume that s = 1.
Step 2. Approximation. Let Aν ր A, Dν ր D, where Aν ⊂ Dν is non-
pluripolar, ν ∈ N. Suppose that the formula holds for each (Dν , Aν , r). Then it
holds for (D,A, r).
Indeed, we know that h∗Aν ,Dν ց h
∗
A,D. Hence {h
∗
Aν,D
< r} ր ∆(r). Thus
h∗{h∗
Aν,D
<r},D ց h
∗
∆(r),D.
Step 3. The case where D is hyperconvex, A is compact, and h∗A,D is continuous.
Let u ∈ PSH(D), u ≤ 1, u ≤ 0 on ∆[r]. Using continuity of h∗A,D and [Kli 1991],
Proposition 4.5.2, we easily conclude that ∆[r] is compact. Let U := D \ ∆[r].
Observe that for z0 ∈ ∂U we get
lim inf
U∋z→z0
(h∗A,D(z)− (1− r)u(z)− r) ≥ 0.
Hence, by the domination principle (cf. [Kli 1991], Corollary 3.7.4), (1− r)u+ r ≤
h∗A,D in U . This shows that h∆[r],D ≤ R. Thus, by (*), we get h
∗
∆[r],D ≡ R for all
0 < r < 1. Observe that ∆[rν ]ր ∆(r) for 0 < rν ր r. Consequently, L ≡ R.
Step 4. The case where D is hyperconvex and A is compact.
Let A(ε) :=
⋃
a∈A P̂(a, ε), where P̂(a, ε) stands for the “polydisc” in the sense of
the Riemann domain D (A(ε) is defined for small ε > 0). By [Kli 1991], Corollary
4.5.9, we know that hA(ε),D = h
∗
A(ε),D
is continuous. Thus, using Step 3 and (*),
we have
h{h
A(ε),D
≤r},D = max
{
0,
hA(ε),D − r
1− r
}
, 0 < ε≪ 1.
By [Kli 1991], Proposition 4.5.10, we have hA(ε),D ր hA,D as εց 0. In particular,
{hA(ε),D ≤ r} ց {hA,D ≤ r} as εց 0.
Hence, once again by [Kli 1991], Proposition 4.5.10,
h{h
A(ε),D
≤r},D ր h{h
A(ε),D
≤r},D as εց 0.
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Consequently,
h{hA,D≤r},D = max
{
0,
hA,D − r
1− r
}
≤ R.
Thus h∗{hA,D≤r},D ≤ R. Observe that the set {hA,D ≤ r} \ ∆[r] is pluripolar.
Consequently, h∗∆[r],D ≤ R. We finish the proof as in Step 3.
Step 5. The case where A is open.
We use Step 4 and approximation (Step 2) with Aν ր A, Dν ր D, where
Aν ⊂⊂ Dν is compact non-pluripolar and Dν is hyperconvex, ν ∈ N.
Step 6. The case where D is hyperconvex and A ⊂⊂ D is non-pluripolar.
By Step 5 we get
h∗{h∗
∆(ε),D
<r},D = max
{
0,
h∗∆(ε),D − r
1− r
}
, 0 < ε < 1.
By [B lo 2000], we get
h∗A,D − ε
1− ε
≤ h∗∆(ε),D ≤ h
∗
A,D,
in particular, h∗∆(ε),D ր h
∗
A,D as εց 0. Moreover,
{h∗∆(ε),D <
r − ε
1− ε
} ⊂ ∆(r) ⊂ {h∗∆(ε),D < r}, 0 < ε < r.
Consequently,
max
{
0,
h∗∆(ε),D −
r−ε
1−ε
1− r−ε1−ε
}
= h∗
{h∗
∆(ε),D
< r−ε1−ε},D
≥ h∗∆(r),D ≥ h
∗
{h∗
∆(ε),D
<r},D = max
{
0,
h∗∆(ε),D − r
1− r
}
, 0 < ε < r.
Letting εց 0, we get the required formula.
Step 7. The general case.
We use Step 6 and approximation (Step 2) with Aν ր A, Dν ր D, where
Aν ⊂⊂ Dν is non-pluripolar and Dν is hyperconvex, ν ∈ N.
The proof of Lemma 1.3 is completed.
4. Proof of Lemma 1.4
By Remark 2.1(e), we may assume that Aj ⊂⊂ Dj ⊂⊂ Gj , where Gj is a
Riemann domain over Cnj , j = 1, . . . , N . Fix 2 ≤ k ≤ N . Let
hj := h
∗
Aj ,Dj , j = 1, . . . , N, h(z1, . . . , zN ) := h1(z1) + · · ·+ hN (zN ).
Let
LN,k := h
∗
bXN,k−1, bXN,k
, RN,k(z) = max
{
0,
N∑
j=1
h∗Aj ,Dj (zj)− k + 1
}
,
z = (z1, . . . , zN ) ∈ X̂N,k.
It is clear that LN,k ≥ RN,k and LN,k = RN,k = 0 on X̂N,k−1. Fix an a =
(a1, . . . , aN) ∈ X̂N,k \ X̂N,k−1. We may assume that h1(a1) ≤ · · · ≤ hN (aN ).
Suppose that h1(a1) = · · · = hs(as) = 0 and hs+1(as+1), . . . , hN(aN ) > 0 for an
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s ∈ {0, . . . , N}. Since h(a) ≥ k − 1, we see that in fact s ≤ N − k ≤ N − 2. In
particular, if N = 2, then s = 0.
Let Ŷ N−s,p = X̂N−s,p((Aj , Dj)
N
j=s+1), p ∈ {k − 1, k}. Observe that
{a1, . . . , as} × Ŷ N−s,p ⊂ X̂N,p, p ∈ {k − 1, k}.
Consequently,
h∗bXN,k−1, bXN,k
(a) ≤ h∗bY N−s,k−1, bY N−s,k
(as+1, . . . , aN ).
Thus, if we know that LN−s,k(as+1, . . . , aN ) ≤ RN−s,k(as+1, . . . , aN ), then
LN,k(a) ≤ RN−s,k(as+1, . . . , aN) = RN,k(a).
This reduces the proof to the case s = 0, i.e. hj(aj) > 0, j = 1, . . . , N .
Put
∆j,t := {zj ∈ Dj : hj(zj) < t}, j = 1, . . . , N.
Take 0 < rj < sj ≤ 1, j = 1, . . . , N , such that r1 + · · · + rN = k − 1 and
s1 + · · ·+ sN = k. Observe that
∆1,r1 × · · · ×∆N,rN ⊂ X̂N,k−1, ∆1,s1 × · · · ×∆N,sN ⊂ X̂N,k.
Hence, using the product property for the relative extremal function (cf. [Edi 2002],
Theorem 4.1) and Lemma 1.3, we get
LN,k(z) ≤ h
∗
∆1,r1×···×∆N,rN ,∆1,s1×···×∆N,sN
(z)
= max{h∗∆1,r1 ,∆1,r1 (z1), . . . , h
∗
∆N,rN ,∆N,rN
(zN )}
= max
{
0,
h1(z1)− r1
s1 − r1
, . . . ,
hN (zN )− rN
sN − rN
}
,
z = (z1, . . . , zN) ∈ ∆1,s1 × · · · ×∆N,sN .
Observe that there exist numbers s1, . . . , sN ∈ (0, 1] such that s1 + · · · + sN = k
and
hj(aj) < sj <
hj(aj)
h(a)− k + 1
, j = 1, . . . , N.
Indeed, since the case where h(a) = k − 1 is trivial, we may assume that h(a) >
k − 1. Note that hj(aj) <
hj(aj)
h(a)−k+1 , j = 1, . . . , N . Suppose that
hj(aj)
h(a)− k + 1
≤ 1, j = 1, . . . , σ,
hj(aj)
h(a)− k + 1
> 1, j = σ + 1, . . . , N,
for a σ ∈ {0, . . . , N}. Observe that
N∑
j=1
hj(aj)
h(a)− k + 1
=
h(a)
h(a)− k + 1
> k,
so the case σ = N is simple. Thus, assume that σ ≤ N − 1. We only need do show
that ( σ∑
j=1
hj(aj)
h(a)− k + 1
)
+N − σ > k.
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The case where σ ≤ N − k is obvious. Thus assume that σ ≥ N − k + 1. We have
to show that
σ∑
j=1
hj(aj) > (h(a)− k + 1)(k −N + σ)
= (k− 1−N + σ)h(a) +
( σ∑
j=1
hj(aj)
)
+
( N∑
j=σ+1
hj(aj)
)
+(−k+1)(k−N + σ),
or equivalently,
(k − 1−N + σ)h(a) +
( N∑
j=σ+1
hj(aj)
)
< (k − 1)(k −N + σ).
We have
(k − 1−N + σ)h(a) +
( N∑
j=σ+1
hj(aj)
)
< (k − 1−N + σ)k +N − σ ≤ (k − 1)(k −N + σ),
which gives the required inequality.
Now, define
rj :=
hj(aj)− sj(h(a)− k + 1)
k − h(a)
, j = 1, . . . , N.
Then:
• rj > 0 because sj <
hj(aj)
h(a)−k+1 ,
• rj < sj because hj(a) < sj ,
• r1 + · · ·+ rN = k − 1,
•
hj(aj)−rj
sj−rj
= h(a)− k + 1, j = 1, . . . , N .
Thus
LN,k(a) ≤ max
{
0,
h1(a1)− r1
s1 − r1
, . . . ,
hN(aN )− rN
sN − rN
}
= max{0, h(a)− k + 1} = RN,k(a).
The proof of Lemma 1.4 is completed.
5. Proof of Theorem 1.2
First we prove that for each function f ∈ Os(XN,k) there exists exactly one
f˜ ∈ Os(X˜N,k) such that f˜ ◦ ϕ ≡ f and sup eXN,k |f˜ | = supXN,k |f |.
Indeed, fix an f ∈ Os(XN,k). Take a = (a1, . . . , aN ), b = (b1, . . . , bN) ∈ A1 ×
· · · × AN and α = (α1, . . . , αN ), β = (β1, . . . , βN ) ∈ {0, 1}
N with |α| = |β| = k. To
simplify notation, suppose that α = (1, . . . , 1, 0, . . . , 0).
Observe that if ϕj(aj) = ϕj(bj), j = k + 1, . . . , N , then f(·, ak+1, . . . , aN ) ≡
f(·, bk+1, . . . , bN) on D1 × · · · ×Dk.
Indeed, since ϕj : Dj −→ D˜j is the envelope of holomorphy, for each gj ∈ O(Dj),
there exists a g˜j ∈ O(D˜j) such that gj ≡ g˜j ◦ ϕj . In particular, if ϕ(zj) = ϕ(wj),
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then gj(zj) = gj(wj). Take arbitrary cj ∈ Aj , j = 1, . . . , k. Then
f(c1, . . . , ck, ak+1, . . . , aN ) = f(c1, . . . , ck, bk+1, ak+2, . . . , aN )
= · · · = f(c1, . . . , ck, bk+1, . . . , bN).
Thus f(·, ak+1, . . . , aN ) = f(·, bk+1, . . . , bN) on A1×· · ·×Ak. It remains to use the
identity principle.
Recall that
(ϕ1 × · · · × ϕk) : D1 × · · · ×Dk −→ D˜1 × · · · × D˜k
is the envelope of holomorphy (cf. [Jar-Pfl 2000], Proposition 1.8.15 (b)). Conse-
quently, the function
f˜α(·, ϕk+1(ak+1), . . . , ϕN (aN )) := ((ϕ1 × · · · × ϕk)
∗)−1(f(·, ak+1, . . . , aN))
is well defined on
X˜α := D˜1 × · · · × D˜k × A˜k+1 × · · · × A˜N
with f˜α ◦ ϕ = f on Xα and supeXα |f˜α| = supXα |f |.
In particular, f˜α ◦ ϕ = f = f˜β ◦ ϕ on A1 × · · · × AN . Hence, by the identity
principle, f˜α = f˜β on X˜α ∩ X˜β .
Thus, we may replace ((Dj , Aj)
N
j=1,XN,k,
̂˜
XN,k) by ((D˜j , A˜j)
N
j=1, X˜N,k,
̂˜
XN,k)
and we may assume Dj is a domain of holomorphy and ϕj = id, j = 1, . . . , N .
Moreover, by Remark 2.1(e), we may assume that Aj ⊂⊂ Dj ⊂⊂ Gj , where Gj
is a Riemann domain over Cnj , j = 1, . . . , N .
The case k = N is trivial. The case k = 1 is the classical cross theorem (Theorem
1.1). In particular, there is nothing to prove for N = 2. We apply induction on N .
Suppose that the result is true for N − 1 ≥ 2.
Now, we apply finite induction on k. The case k = 1 is known. Suppose that
the result is true for k − 1 with 2 ≤ k ≤ N − 1.
Fix an f ∈ Os(XN,k) and let C := supXN,k |f |. Recall that
XN,k = (XN−1,k−1 ×DN ) ∪ (XN−1,k ×AN ).
For each zN ∈ DN the function f(·, zN) belongs to Os(XN−1,k−1). By the induc-
tive assumption there exists a gzN ∈ O(X̂N−1,k−1) such that gzN = f(·, zN) on
XN−1,k−1 and sup bXN−1,k−1 |gzN | ≤ C. Analogously, for each zN ∈ AN there exists
an hzN ∈ O(X̂N−1,k) such that hzN = f(·, zN) on XN−1,k and sup bXN−1,k |hzN | ≤
C. Recall that X̂N−1,k−1 ⊂ X̂N−1,k and A1× · · · ×AN−1 ⊂XN−1,k−1 ∩XN−1,k.
Since the set A1 × · · · × AN−1 is not pluripolar, we get gzN = hzN on X̂N−1,k−1
for zN ∈ AN .
Consider the 2–fold cross
Y := X(X̂N−1,k−1, AN ; X̂N−1,k, DN) = (X̂N−1,k−1 ×DN ) ∪ (X̂N−1,k ×AN )
and let F : Y −→ C,
F (z′, zN) :=
{
gzN (z
′), if (z′, zN ) ∈ X̂N−1,k−1 ×DN
hzN (z
′), if (z′, zN ) ∈ X̂N−1,k ×AN .
.
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Obviously, sup
Y
|F | ≤ C. To see that F ∈ Os(Y ), we have to prove that for each
z′ ∈ X̂N−1,k−1, the function DN ∋ zN 7−→ F (z
′, zN ) is holomorphic. We know
that F (·, zN ) is holomorphic for each zN ∈ DN . Let
ZN−1,k−1 := XN−1,k−1((Aj , Dj)
N
j=2).
Analogously as above, for each z1 ∈ D1 there exists a ϕz1 ∈ O(ẐN−1,k−1) such
that ϕz1 = f(z1, ·) on ZN−1,k−1. Thus
F (z1, . . . , zN ) = f(z1, . . . , zN ) = ϕz1(z2, . . . , zN),
(z1, . . . , zN) ∈ (XN−1,k−1 ×DN ) ∩ (D1 ×ZN−1,k−1) ⊃ A1 × · · · ×AN−1 ×DN .
Consequently, F (z′, ·) ∈ O(DN ) for z
′ ∈ A1×· · ·×AN−1 and hence, using Terada’s
theorem (cf. e.g. [Pfl 2003]), we conclude that F ∈ O(X̂N−1,k−1 ×DN ).
Now, by the classical cross theorem (Theorem 1.1) with N = 2, there exists an
f̂ ∈ O(Ŷ ) such that f̂ = F on Y (in particular, f̂ = f on XN,k) and sup bY |f̂ | ≤ C.
Recall that
Ŷ = {(z′, zN ) ∈ X̂N−1,k ×DN : h
∗
bXN−1,k−1, bXN−1,k
(z′) + h∗AN ,DN (zN ) < 1}.
Thus, to remains to apply Lemma 1.4.
The proof of Theorem 1.2 is completed.
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