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Abstract 
The Hückel Hamiltonian is an incredibly simple tight-binding model famed for its 
ability to capture qualitative physics phenomena arising from electron interactions 
in molecules and materials. Part of its simplicity arises from using only two types 
of empirically fit physics-motivated parameters: the first describes the orbital 
energies on each atom and the second describes electronic interactions and bonding 
between atoms. By replacing these traditionally static parameters with dynamically 
predicted values, we vastly increase the accuracy of the extended Hückel model. 
The dynamic values are generated with a deep neural network, which is trained to 
reproduce orbital energies and densities derived from density functional theory. 
The resulting model retains interpretability while the deep neural network 
parameterization is smooth, accurate, and reproduces insightful features of the 
original static parameterization. Finally, we demonstrate that the Hückel model, 
and not the deep neural network, is responsible for capturing intricate orbital 
interactions in two molecular case studies. Overall, this work shows the promise of 
utilizing machine learning to formulate simple, accurate, and dynamically 
parameterized physics models. 
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I. INTRODUCTION 
An accurate understanding of interacting electrons and nuclei is required in materials 
and chemistry research1. Quantum mechanical (QM) many-body calculations for 
solving the Schrödinger equation (SE) provide a generally accurate and reliable 
method for obtaining descriptions of such interactions. Development of efficient 
approximate methods for solving the SE remains a grand challenge.2 Such 
approximate methods are in high demand by the fields of molecular biology, 
materials science and pharmaceutical science, which require the consideration of 
extended and complex systems. It is well known that the computational cost of 
solving the SE through the variational procedure grows exponentially with the 
number of electrons. The most accurate methods (e.g. configuration interaction (CI) 
or coupled-cluster (CC) methods) hit an exponential wall with only 10s of atoms, 
making such calculations intractable. For large molecular systems (102-103 atoms) 
the explicit calculation of the many-electron wavefunction can be replaced by 
density functional theory (DFT)3,4, which scales cubically (O(N3)) with the number 
of orbitals. The DFT single-particle energies in practice give a reasonable 
approximation to the actual electronic structure of a molecule. However, self-
consistent DFT calculations are still too computationally demanding for some 
applications, such as the computation of properties from molecules with more than 
104 atoms or millions of independent molecules for high throughput screening 
applications.  
A common approach that scales better for large molecular systems is to use semi-
empirical effective Hamiltonians, such as the tight-binding formulation5–8. In 
particular, the Hückel method, originally designed for π-orbitals, established 
important chemical insights to conjugated hydrocarbon systems. The method was 
generalized to the Extended Hückel Method (EHM), with landmark work by 
Helmholz9 and Hoffman10 in the context of generic organic and inorganic systems. 
Despite some limitations11,12, numerous studies have employed the Extended Hückel 
framework as a compromise between accuracy and speed that allows for inspection 
of quantum phenomena at a qualitative level13–21. However, due to the simplicity of 
the extended Hückel Hamiltonian, constant parameterizations will never result in a 
generally applicable and quantitatively accurate model. While others have explored 
the possibility of extended Hückel parameterization schemes that depend on bond 
distance, accuracies in the kcal/mol range will require parameterizations that are 
more complicated functions of the atomic environment22. This need calls for 
automated parameterization algorithms using modern data science approaches. 
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In the last decade, machine learning methods have become increasingly popular for 
predicting properties obtained by solutions to the Schrödinger equation, e.g. 
potential energy23–28, forces29–31, electronic multipole moments32, atomic charges33,34 
or even multiple of these properties35,36. These methods aim to directly predict 
properties with linear computational scaling, bypassing the need for solving the 
Schrödinger equation. However, since these methods avoid the Schrödinger 
equation they lack any quantum description of the molecular physics, preventing 
inspection of the electronic structure of a given system. Providing a quantum 
description of molecular physics provides a richer understanding of model 
predictions, and is an emerging avenue of research. For example, recent research 
from Li et al. uses a neural network model to predict the parameters of a density 
functional TB Hamiltonian for a given set of atomic coordinates, which allows 
accurate prediction of reference QM data37. Welborn et al. deployed a machine 
learning model to predict the correlation energy computed by accurate yet expensive 
post-Hartree-Fock methods using less expensive Hartree-Fock intermediate 
quantities as descriptors38.  
In this article, we introduce a machine learning-based semi-empirical TB scheme 
based-on the extended Hückel model. The key idea of the scheme is to learn the 
matrix elements of a one-electron Hamiltonian as a function of local atomic 
environments. To the best of our knowledge, this is the first study of ML models 
used within the context of extended Hückel theory. Using the HIP-NN25 neural 
network architecture, we predict a Hückel model Hamiltonian that is responsive to 
a specific molecular geometry. Our model, dubbed EHM-ML, accurately reproduces 
DFT electronic structure calculations with many orders of magnitude speedup over 
DFT. It generates transferable parameters and provides a computational tool for 
carrying out calculations on large molecular systems. Moreover, we show via case 
studies that the wavefunctions of our EHM-ML Hamiltonian reflect the same 
physical processes that take place in DFT reference calculations. The key advance 
in this work is the demonstration that the effective Hamiltonian, and not the ML 
model, performs most of the work associated with capturing the orbital physics 
observed in these molecular systems.  
We detail the EHM-ML model architecture and training procedure in Section 2. In 
Section 3, we demonstrate that HIP-NN effectively learns to parameterize extended 
Hückel theory and test the EHM-ML model on the COMP639 benchmark of large 
organic molecules. In Section 4, the inner workings of the EHM-ML model are 
explored in a pair of case studies. The first study discusses the implementation of 
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our EHM-ML Hamiltonian on a methane molecule and explores the behavior of the 
EHM parameterization over a bond vibration. The second case study examines 
internal rotation around single bonds in butadiene and aza-butadiene. Finally, we 
conclude in Section 5. 
II. EHM-ML FRAMEWORK 
2.1 the Extended Hückel model 
Like all Hückel method 40–42 counterparts, the EHM calculations employ a simplistic 
tight-binding form of the Hamiltonian, which is taken as a sum of  single-electron 
interactions. Linear Combinations of Atomic Orbitals (LCAOs) (|𝜑⟩ =
∑ 𝑐𝜇
𝑁
𝜇=1 |𝜒𝜇⟩) are further used to represent molecular orbitals (MOs) without an anti-
symmetrization operator, where the basis set is limited to the valence AOs of the 
constituent chemical elements. Traditionally, Hückel theory solves the 
Schrödinger’s equation in a non-orthonormal basis, thus requiring a generalized 
eigensolver algorithm to address the following matrix diagonalization problem, 
where S is an overlap matrix between the basis functions |𝜒𝜇⟩.  
 𝐻Ψ = 𝐸𝑆Ψ (1) 
Specifically, the definition of the Hückel theory Hamiltonian H is given by  
 𝐻 =
[
 
 
 
 
 𝛼11
1
2
𝐾‡(𝛼22 + 𝛼11)𝑆21
1
2
𝐾‡(𝛼11 + 𝛼22)𝑆12 𝛼22
⋯
1
2
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1
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⋮ ⋮
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𝐾‡(𝛼11 + 𝛼𝑁𝑁)𝑆1N
1
2
𝐾‡(𝛼22 + 𝛼𝑁𝑁)𝑆2N
⋱ ⋮
⋯ 𝛼𝑁𝑁 ]
 
 
 
 
 
 (2) 
where N is the total number of basis functions and 𝐻𝜇𝜇 = 𝛼𝜇𝜇 is an orbital energy. 
For the remainder of the paper μ and ν will refer to indices over Hamiltonian 
elements while I and J will refer to atomic indices. The off-diagonal elements 
𝐻𝜇𝜈 are computed with the Wolfsberg-Helmholtz formula
9  
 𝐻𝜇𝜈 = ⟨𝜒𝜇|?̂?|𝜒𝜈⟩ = 𝛽𝜇𝜈 =
1
2
𝐾‡(𝐻𝜇𝜇 + 𝐻𝜈𝜈)𝑆𝜇𝜈  (3) 
where 𝐾‡ is an empirically fit parameter. In the construction of the Hamiltonian, S 
is not assumed to be the identity and the overlap integrals are computed, for example,  
using the Slater form of the valence basis functions |𝜒𝜇⟩ as is done in the 
YAeHMOP43 code (extended Hückel calculation and visualization package). 
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Choice of 𝜶𝝁𝝁. Traditionally, the diagonal 𝛼𝜇𝜇 energy parameters in the EHM 
method are the negative of the ionization energies (IE) of valence state for the 
appropriate isolated atom, as given by Koopmann’s theorem44. However, this 
approximation neglects the fact that an atom may have several electronic valence 
states. For example, in the isolated carbon atom, the lowest-energy states are 
associated with the configuration 1s22s22p2. In a saturated molecule such as methane, 
carbon shares electrons with four hydrogens and behaves as though it were in the 
2sp3 configuration. Various authors recommend slightly different sets of valence IEs 
45,46. Furthermore, the proper valence state for carbon in methane differs from that 
in ethylene, which in turn differs from that in acetylene. Generally, this is ignored in 
the EHM approach and a compromise set of valence state IEs is selected for use over 
an entire range of molecules.  
Choice of  𝐾‡. The coefficient 𝐾‡ is an additional dimensionless empirical fitting 
parameter which depends on the state of matter being studied. 47 For molecules, the 
EHM model was found to agree with experiment best when 𝐾‡ = 1.75, while for 
solids a value of 2.3 is optimal. Despite 𝐾‡ being constant, the inclusion of overlaps 
in off diagonal elements (𝐻𝜇𝜈) of the Hamiltonian enforce that well separated 
orbitals do not directly interact.  
2.2 Improvement of EHM with Machine Learning 
Interfacing ML with the above Hamiltonian is accomplished by replacing the static 
parameters 𝛼𝜇𝜇 and 𝐾
‡ with their ML predicted counterparts. For instance, due to 
the dependence of 𝛼𝜇𝜇 on the valence state of an atom as discussed in Section 2.1, it 
would be desirable to have an orbital energy parameter depend on the atomic 
environment. Having non-constant Hückel parameters is not a new idea. For 
example, Calzaferri and coworkers 19,48 suggested corrections to coefficient K; 
thereafter the proposed weighted distance-dependent expression was widely used.22 
However, distance alone is an insufficient modulator for 𝐾‡ as the properties of a 
bond depend substantially upon higher-order features of the entire chemical 
environment of each atom, e.g. bond order, conjugation, and hybridization. It would 
be nearly impossible to imagine all features of the chemical environment 
contributing to a bond parameter and simplify them into a mathematical expression 
for 𝐾‡. Fortunately, determining such an unknown functional form is the forte of a 
deep neural network.  
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ML frameworks for quantum chemistry attempt to capture the chemical 
environment24,25,49,50 around an atom and use this information to assign a value 
(frequently atomic contribution to total energy) to each atom. Instead of using a pre-
defined functional form to make this value assignment, the deep neural network is 
allowed to learn the implicit functional form, subject to a few constraints such as 
continuity and differentiability. Thus, instead of trying to develop a functional form 
for 𝛼𝜇𝜇 and 𝐾
‡ manually, a deep neural network will determine these parameters 
automatically, taking into account the current chemical. 
2.3 HIP-NN implementation of EHM-ML 
Figure 1 illustrates the general scheme of the present EHM-ML model used for 
predicting electronic properties of molecules. The input (Fig 1, left) is the molecular 
configuration, which uses a simple representation that is symmetric with respect to 
translation, rotation, and permutation of atoms. The Hierarchically Interacting 
Particle Neural Network (HIP-NN) generates the set of parameters {𝛼𝑖𝑖 , 𝐾
‡} (blue 
boxes), accounting for the complete chemical environment of each atom and atom 
pair, to create an effective extended Hückel Hamiltonian. It is important to 
emphasize that, in contrast to the original EHM formulation, the parameters 
{𝛼𝑖 , 𝐾
‡}𝑖
𝑘 are continuously varying with molecular geometry. HIP-NN is a message 
passing neural network written in Theano and Lasangna51,52 designed to make 
accurate predictions of quantum mechanical properties on molecules.25  Green boxes 
denote interaction layers, which mix information between atoms. Red boxes denote 
on-site layers, which process the atomic features of a single atom. A detailed 
description of HIP-NN can be found in the original paper.25 
 
Figure 1: Scheme of the EHM-ML model. HIP-NN uses the atomic coordinates RI and atomic numbers ZI to 
generate custom EHM Hamiltonian matrix elements, {𝛼, 𝛽}. 
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Due to limitations in the Theano framework, a generalized eigensolver was not 
avalable.51 Therefore, in the matrix diagonalization step, and only in this step, we 
assume that S is the identity matrix. This approximation is not unprecedented as there 
are a large body of neglect of differential overlap (NDDO) effective Hamiltonian 
methods, such as AM1 and PM3, that successfully utilize the same appoximation.53–
55 Additionally, the learned parameters  have the ability to account for S, since left 
multiplying Eq. 1 by S-1 shows that the elements of the overlap matrix can be whole 
numbers combined with the learned {𝛼𝑖𝑖 , 𝐾
‡}.  
2.4 Augmentation of HIP-NN for 𝑲‡ 
HIP-NN has been used to predict atomic energies,25 charges,34 and dipoles32 in terms 
of local atomic charge or energy approximations. To predict 𝐾‡, a quantity that 
describes the interaction of two atoms in the off-diagonal elements in Eq. 1, we 
introduce a new type of layer into the HIP-NN framework. The pair regression layer 
produces outputs for each pair of atoms in the system. At every hierarchical level ℓ, 
there is a learnable matrix as a function of distance  𝑢𝑎𝑏
ℓ (𝑟), where the a and b indices 
contract over the pair of atomic features: 
 𝑢𝑎𝑏
ℓ (𝑟) = ∑ 𝑈𝜏,𝑎𝑏
ℓ 𝑠𝜏
ℓ(𝑟)𝜈  (4) 
The sensitivity functions 𝑠 are parameterized as in the Interaction Layers (Ref 25, 
eq. 10), and 𝜏 indexes the sensitivity functions. 𝑈𝜈,𝑎𝑏
ℓ  is a three dimentional tensor 
of learnable parameters. The pair-valued 𝐾𝐼𝐽
‡ℓ
is computed as a bilinear function in 
the atomic features 𝑧, symmetrized to impose the Hermitivity of the Hamiltonian: 
 𝐾𝐼𝐽
‡ℓ = ∑ ∑ 𝑧𝐼,𝑎
ℓ 𝑢𝑎𝑏
ℓ (𝑟𝐼𝐽)𝑧𝐽,𝑏
ℓ
𝑏𝑎 + (𝐼 ↔ 𝐽) (5) 
Here, 𝑎 and 𝑏 index feature vectors on atoms 𝐼 and 𝐽 respectively. The prediction 
for 𝐾𝐼𝐽
‡
 is constructed by summing over the contributions from each hierarchical 
block ℓ : 
 𝐾𝐼𝐽
‡ = ∑ 𝐾𝐼𝐽
‡ℓ
ℓ  (6) 
The predicted 𝐾𝐼𝐽
‡
 matrix exists over atom pairs; whereas the 𝐾𝜇𝜈
‡
 needed for EHM 
exists over orbital pairs. To resolve this dimension mismatch, the predicted 𝐾𝐼𝐽
‡
 is 
expanded over the orbital indices such that all orbital pairs that share atom centers 
also share the same 𝐾𝜇𝜈
‡
 parameter. The learning algorithms are set up to reproduce 
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the DFT reference orbital energies and respective densities for organic molecules 
containing four atom types: H, C, N, and O, as outlined in the next subsection. HIP-
NN utilizes a DFT labeled training dataset to automatically learn representations of 
local atomic environments without requiring any feature engineering 25.  
2.5  Loss function for training 
We train the EHM-ML model by varying the neural network parameters to minimize 
a loss which quantifies the error of a model in performing a task. Since our goal with 
the EHM-ML model is to learn quantum mechanics-based molecular physics, we 
train it to reproduce properties of DFT calculated molecular orbitals. We start by 
including an error term corresponding to the molecular orbital energy spectrum. 
However, our DFT data and EHM model are defined over different basis sets. In 
order to define a matching between the two sets of orbitals, we examine the 
molecular orbitals surrounding the occupation threshold. We take X occupied 
orbitals and Y virtual orbitals, order them by energy, and compute the difference 
between EHM-ML and DFT squared:  
 𝑂𝑟𝑏𝑖𝑡𝑎𝑙 𝐸𝑛𝑒𝑟𝑔𝑦 𝐸𝑟𝑟𝑜𝑟 (𝑂𝐸𝐸) = ∑ (𝜀𝑗
𝐷𝐹𝑇 − 𝜀𝑗
𝐻?̈?𝑐𝑘𝑒𝑙)
2𝐿𝑈𝑀𝑂+𝑌−1
𝑗=𝐻𝑂𝑀𝑂−𝑋+1  (7) 
where index 𝑗 labels the orbitals. However, such a loss term does not fully constrain 
the EHM-ML model; a Hamiltonian may reproduce the eigenspectrum of DFT 
without reproducing the distribution of the electronic density over MOs. This is 
particularly important when preserving the orbital identities when their energies 
cross depending on molecular conformation. We address the orbital density 
distribution by defining an Orbital Occupation Fractions (OOF) for orbital 𝜌 on 
atom I: 
 𝑞𝑗,𝐼 =
Σ𝜇∈{𝐼}𝐶𝑗,𝜇
2
Σ𝜇𝐶𝑗,𝜇
2  (8) 
The notation 𝜇 ∈ {𝐼} denotes that the sum in the numerator runs over all atomic 
orbitals associated with atom I; the sum in the denominator runs over all atomic 
orbitals in the molecule. This definition provides positive-definite atom-local charge 
densities for each molecular orbital, which can be compared between basis sets of 
different sizes. The sum-squared error of the OOF is the Density Error: 
 𝐷𝑒𝑛𝑠𝑖𝑡𝑦 𝐸𝑟𝑟𝑜𝑟 (𝐷𝐸) =  ∑ ∑ (𝑞𝑗,𝐼
𝐷𝐹𝑇 − 𝑞𝑗,𝐼
𝐻?̈?𝑐𝑘𝑒𝑙)
2𝑁𝑎𝑡𝑜𝑚
𝐼
𝑁𝑜𝑟𝑏
𝑗  (9) 
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The full loss function ℒ is a combination of OEE, DE, and an L2 regularization 
penalty using importance factors λ: 
 ℒ = 𝜆𝑂𝐸𝐸 × 𝑂𝐸𝐸 + 𝜆𝐷𝐸 × 𝐷𝐸 + 𝜆𝐿2 × ℒ𝐿2 (10) 
The ℒ𝐿2 regularization penalizes large weight values and promotes smoothness of 
the network. We implement this with eq. 16 of ref 25. λ values were chosen 
empirically to be λOEE=1.0, λDE=10-3, λL2=10-6.   Interestingly, the inclusion of the 
DE term during training actually results in better minimization of the OEE term 
when compared to a model trained without DE. We take this as evidence that the 
inclusion of DE successfully promotes the construction of physically meaningful 
Hamiltonians that correctly track the character of MOs. 
2.6  Training Data Set 
To train the HIP-NN neural network model to predict the EHM-ML model 
parameters, we use a small fraction of the ANI-1x dataset39 of non-equilibrium small 
organic molecule conformations containing the elements C, H, N, and O. The ANI-
1x dataset was previously generated in an active learning process with ANI neural 
network model potential24. The final dataset contains approximately 5 million DFT 
(wB97x/6-31g*) calculations, each computed with a neutral charge state and singlet 
spin state. These quantum calculations, along with all other quantum calculations 
done in this work were performed with Gaussian09.56 All molecules in this data set 
are obtained from a variety of sources: GDB-1157,58, ChEMBL59, and tripeptides 
generated from RDKit cheminformatic software package60. Multiple methods for 
sampling are used in non-equilibrium sampling for molecules in the data set, 
including normal mode sampling, molecular dynamics sampling, and molecular 
dynamics dimer sampling. Details about the dataset can be found in our previous 
publication.39 
A fundamental limitation of the model is that it cannot back propagate through a 
system with degenerate orbitals, due to the computation of the backward gradient 
involving the difference of eigenvalues in the denominator. Therefore, this model is 
unable to train on molecules with symmetry enforced degenerate orbitals, though 
prediction is not effected. In practice, degenerate orbitals only occur in ANI-1x in 
atomic dimers, where the two rotationally symmetric p-orbitals are perfectly 
degenerate. This is because ANI-1x was generated through random vibrational 
perturbations from equilibrium structures and molecules with symmetry are very 
sparse in the space of all molecules. For this reason, all dimer molecules were 
10 
 
excluded from ANI-1x before training or testing, though in principal the model could 
predict on dimer molecules.  
Once the atomic dimers were trimmed, all molecules from ANI-1x with five atoms 
or less were forced to be included in the training set. This was found to aid ML in 
producing realistic parameters for the EH model. In addition to these molcules, a 
random sample of the remaining molecules with 18 atoms or fewer was added to the 
training set with no biases on the size or type of molecule. 18 atoms were used as  a 
cutoff for the training set due to poor scaling of the training code to larger system 
sizes, since overlap matrices were zero-padded to the largest possible Hamiltonian 
size. Three distinct models were trained, each to a different number of occupied and 
virtual orbitals. The final sizes of the training datasets and target orbitals are given 
in Table 1. Section 1 of the SI contains histograms of the sizes of molecules found 
in all of the datasets used in this paper.  
Table 1: Training set sizes for the three models explored in this paper.  
Model Training Orbitals Molecules in Training Set 
4-Occ 2-Virt HOMO-3 to LUMO+1 172,588 
4-Occ 0-Virt HOMO-3 to HOMO 210,933 
2-Occ 2-Virt HOMO-1 to LUMO+1 210,652 
 
III. RESULTS AND DISCUSSION 
3.1 Test set accuracy 
Fig. 2 compares the accuracy of three EHM-ML models with different orbital 
configurations. The comparison is performed by predicting on the remainder of ANI-
1x (described in Sec. 2.6) with 20 atoms or fewer. The size limit was imposed so 
that we would have a measure of how well the models perform on molecules similar 
to those in the training set. Perhaps unsurprisingly, the “4-Occ 0-Virt” model has the 
best predictive performance on the remaining ANI-1x data. It can predict the 
energies of the four highest occupied orbitals in training set with a MAD of 0.092eV. 
This model is completely unable to predict the band gap of organic molecules (fig. 
2h) which is anticipated since it was never trained to virtual orbitals. Models trained 
to virtual orbitals (“4-Occ 2-Virt” and “2-Occ 2-Virt”) show a lower accuracy when 
predicting orbital energies (fig. 2a,c). This is likely due to the EHM lacking explicit 
coulomb and exchange terms, making the model insufficiently complex to describe 
both the occupied and virtual orbitals of Density Functional Theory. Despite this, 
the “4-Occ 2-Virt” model can predict band gaps to about 0.2 eV (fig. 2i). None of 
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the three models have true quantitative accuracy when predicting orbital densities. 
This is likely due to the reduced importance in the loss function for orbital densities. 
It is still important to note that there is roughly an order of magnitude more points 
near the diagonal of the orbital density correlation plots than there are near the edges. 
This indicates that the EHM-ML model learned some properties of the orbital shapes 
qualitatively.   
 
Figure 2: Predictions of EHM-ML on the remaining ANI-1x data that were not included in the training 
sets. This includes some large molecules than were intentionally left out of training. While the 4-Occ 0-
Virt model makes excellent occupied orbital predictions (b), it is entirely unable to predict the band gap 
(h). Other models trained to virtual orbitals give worse predictions on orbital energies (a,b), but are able 
to make predictions on the band gap (g,i). While all of the models have outliers in the orbital density 
predictions (d,i,f), there are are order of magnitude more predictions near the diagonal than there are 
qualitatively wrong predictions. 
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3.2 Validation on COMP-6 
 
Figure 3 Prediction of the EHM-ML models on the COMP-6 test set. Generally, the models perform well 
on all subsets except drugbank. Even tripeptides, which contain molecules up to 69 atoms in size, is well 
reproduced (j,k,l). 
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Fig. 3 shows the performance of our EHM-ML model on a portion of the COMP6 
benchmark39 to validate the model’s ability to extend its predictions to molecular 
systems larger than those in the training dataset. The portion tested consists of five 
separate benchmarks: GDB 7-9, GDB 10-13, s66x8, Tripeptide, and DrugBank. The 
GDB benchmarks are randomly subsampled molecules from the GDB-13 
benchmark containing the number of heavy atoms within the range given in the test 
sets name. Each benchmark contains a few thousand different molecules. Normal 
mode sampling is used to generate tens of thousands random conformations from 
those chosen molecules. The s66x8 benchmark61 is an existing benchmark for 
measuring the interaction of dimer molecules. The tripeptide benchmark contains 
248 3-amino acid peptide chains, which were randomly generated using the RD-Kit 
chemiformatics package. Normal sampling was used to generate approximately 
2,000 non-equilibrium conformations. The DrugBank benchmark was built by 
randomly subsampling the DrugBank database62 then carrying out normal mode 
sampling to generate 13,000 conformations. All test sets are described in more detail 
in the previous work39. 
Generally, the performance of our EHM-ML model is very good. Orbital predictions 
on the subsets that are most similar to ANI-1x, GDB 7-9 and GDB 10-13, by the “4-
Occ 0-Virt” have mean absolute deviations of 0.089 and 0.13 eV, respectively. 
Additionally, while performance degrades by roughly a factor of 2 when applying 
the model to the much larger systems found in tripeptides. Another interesting 
comparison is between the “4-Occ 2-Virt” and “2-Occ 2-Virt” networks. While the 
“2-Occ 2-Virt” network performs slightly better on the GDB datasets, which are 
similar to the training set, the “4-Occ 2-Virt” does significantly better on the 
tripeptides dataset. This is especially pronounced in the band gap predictions, which 
can be found in Section 3 of the SI, where the “4-Occ 2-Virt” has errors 3 times 
smaller than the “2-Occ 2-Virt” model. This is likely due to the “2-Occ 2-Virt” 
model having fewer constraints during fitting, allowing it to be more accurate on 
similar data. However, the additional physics provided by the extra occupied orbitals 
allows the “4-Occ 2-Virt” model to extend to larger systems better. Finally, the poor 
performance of all networks on the DrugBank dataset is likely due to the lack of 
aromatic rings in the training data. The structures producing the highest error in the 
s66x8, tripeptides, and DrugBank datasets, of which nearly all contain ring 
structures, can be seen in Section 4 of the SI.  
Fig. 4 shows histograms of the parameters generated by the “4-Occ 0-Virt” model 
when predicting on COMP-6. These are the 𝛼𝑖𝑖 values for s-orbitals fed into the 
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EHM model. One interesting point of agreement between the neural network and the 
original Hückel theory is the prediction of the hydrogen s-orbital energy. In extended 
Hückel theory, this parameter was taken from the ionization energy of Hydrogen, 
which is 13.6 eV. By training the neural network on molecular orbital energies, the 
“4-Occ 0-Virt” network produces an average hydrogen s-orbital energy of 12.5 eV, 
which is very close to the extended Hückel theory value. Another interesting 
observation is that the sequence of orbital energies (O<N<C<H) is in line with the 
expected sequence from simple electrostatic arguments. While not shown, the 
predictions of 𝐾‡ are also in line with the original EHM parameterization, which 
HIP-NN producing a bifurcated distribution with an average value of 1.54, which is 
similar to the original Hückel parameterization of 1.75. Figures detailing predictions 
made by the other networks as well as the distribution of 𝐾‡ are shown in Section 2 
of the SI.  
 
Figure 4: Histogram of ML predicted Hückel theory parameters for the “4-Occ 0-Virt” model over the 
COMP-6 test set. The hydrogen s-orbital energy (a,b,c) is in remarkable agreement with the original Hückel 
theory assignment of -13.6 eV even though the ML model was given no artificial bias to this value. 
Additionally, the ordering of the orbital energies follows electrostatic arguments, with carbon having the 
highest atomic orbital energy of the heavier elements having the lowest.   
IV. REPRESENTATIVE MOLECULAR CASE STUDIES 
4.1 Molecular Orbital View of C-H stretching in methane 
The orbital shapes and energies of valence electrons are of crucial importance to 
obtaining a wide variety of quantum mechanical properties. Example uses of these 
orbital shapes and energies are Kenichi Fukui’s frontier electron orbital theory of 
reactivity63 and the Woodward-Hoffmann rules64, where information on orbital 
distributions and phase is required (not just total electron density). Effective  
Hamiltonian models that correctly describe the behavior of valence electrons are 
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required for such applications. In this section, we examine the accuracy of our EHM-
ML model on describing the orbital structure of a C-H stretch of a methane molecule. 
The “4-Occ 0-Virt” model was employed to find the orbital energies and 
wavefunctions of the four highest energy molecular orbitals of methane. In testing, 
we found that only this model was able to capture the interesting orbital physics 
detailed below. This is likely due to the simplicity of the Hückel Hamiltonian; it is 
unable to make simultaneous quantitative predictions on occupied and virtual 
orbitals. In Fig. 5a we plot the EHM-ML predicted orbital energies 𝛼𝜇𝜇 along with 
the original parametrization used by Pople and Segal46. The original approach uses 
static parameters, whereas our EHM-ML model reacts smoothly to the bond stretch. 
The dissociating hydrogen (Ha) 1S orbital increases as the hydrogen is extracted. As 
a result of increasing site energy, one would expect the hydrogen to decouple from 
the lowest energy molecular orbitals, reflecting a dissociation of bonding between 
the hydrogen and the CH3 fragment. At the same time the carbon 2S orbital energy 
decreases by a similar amount, while the carbon 2P orbital energies are 
approximately constant. Near the equilibrium bond distance (~1.09Å for our 
reference DFT), all on-site energies are roughly static. This provides strong evidence 
that static formulations of Extended Hückel Theory are only appropriate near 
equilibrium geometries.  
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Figure 5: EHM-ML parameterization (a) and orbital energies (b) as a function of hydrogen extraction 
coordinate. Partial MO diagram (c) which illustrates how the frontier MO (FMO) change in the process of 
C-Ha bond stretching. The two grey areas on the diagrams indicate the FMO crossings between HOMO-2 
and HOMO-1, HOMO and HOMO-1. Frames d-f depict the OOF on carbon and extracted hydrogen for 
the highest lying frontier orbitals. 
In Fig. 5 we show that the dynamic EHM-ML parameters correctly reproduce the 
changes in electronic structure witnessed in the source DFT throughout the hydrogen 
extraction coordinate. This is shown through MO energies and charge occupation 
via the OOF 𝑞𝜌,𝐼 (Eq. 8). Critically, Fig. 5b indicates that both DFT and EHM-ML 
produce two orbital crossings throughout the methane dissociation coordinate: one 
at ≈0.9 Å between HOMO-2 and HOMO-1 and one at ≈1.0 Å between HOMO-1 
and HOMO. By plotting the DFT orbitals (Fig. 5c), it is clear that the HOMO-2 
orbital at a C-H distance of 0.85 Å becomes the HOMO orbital when the C-H 
distance is 1.15 Å. Meanwhile, the HOMO and HOMO-1 orbitals at a C-H distance 
of 0.85 Å are shifted downward but maintain their order as the C-H bond is 
extended.  
The correspondence between orbital energy and orbital character as determined by 
the OOF is of particular interest. As the HOMO-2 and HOMO-1 orbitals approach 
in energy near a C-H separation of ≈0.9 Å, the character of these two orbitals switch 
𝜑2 
𝜑3 
𝜑4 
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as indicated by Fig. 5e, and f. The HOMO-1 Ha OOF starts near zero and transitions 
to 0.5 e-. The opposite is observed for the HOMO-2 Ha OOF, indicating that around 
0.9 Å these two orbitals switch character. At 1.0 Å, another closer crossing between 
the HOMO and HOMO-1 orbitals appears. Correspondingly, a more abrupt 
exchange of orbital character, as indicated by the Ha OOFs, is shown in Fig. 6d and 
f near 1.0 Å. Both the gentle crossing at ≈0.9 Å and the abrupt crossing at ≈1.0 Å 
are captured by the EHM-ML model without rapid changes in EHM parameters, as 
shown in Fig. 5a. This example illustrates how the NN and EHM pieces of EHM-
ML can harmonize to capture orbital physics across large changes in geometry; 
EHM can capture rapid changes in orbital physics using diagonalization, and the NN 
parameters provide soft modulation of the underlying Hamiltonian.  
 
4.2 Internal rotation in conjugated systems 
The key success of the original Hückel model was the predictions it made on the 
behavior of conjugated π systems in electrocyclic reactions. This became the 
theoretical background for the Woodward-Hoffman rules and the subject of the 1981 
Nobel Prize in Chemistry. While limitations in the training dataset preclude the 
application of our model to reactive systems, it can be applied to bond rotations in 
conjugate π systems. To illustrate this we apply our EHM-ML model to the rotation 
about the center bond in 1,3-butadiene and 2-aza-1,3-butadiene. While these two 
systems have the same number of electrons, aza-butadiene has one fewer core s-
orbital. Thus, the LUMO in butadiene becomes the HOMO in aza-butadiene with a 
similar shift happening between all valence orbitals. This can be clearly seen when 
examining the π system on the right side of Fig. 6.  We have already checked that a 
change in EHM-ML energy of FMO reflects certain changes in calculated OOF 
populations of corresponded AOs. We now consider the internal rotation in 
conjugated systems to check that such an EHM-ML FMO energy change agrees 
directly with the structural changes of the molecular system.  
Orbital correlation between s-trans/s-cis-1,3-butadiene. In this section the s-cis-
1,3-butadiene and cis-2-aza-1,3-butadiene conformers with a torsion angle Θ 
rotation from 180° to 0° is considered. The ground electronic states of s-trans- and 
s-cis-1,3-butadiene and 2-aza-1,3-butadiene conformers have closed shells with 15 
doubly occupied orbitals. There are four core orbitals and four inner valence orbitals; 
the remaining seven orbitals are outer valence orbitals. Here we will apply our “4-
Occ 0-Virt” EHM-ML model to predict the behavior of the 4 highest lying occupied 
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orbitals in both butadiene and aza-butadiene as they undergo a torsional bond 
rotation. In cis-butadiene, the 4 highest orbitals have the following symmetry: 
X1A1: (6b2)(7a1)(1b1)(1a2) 
While in trans-butadiene, the symmetries of the highest orbitals are: 
X1Ag: (6bu)(7ag)(1au)(1bg) 
Rotation of the torsion causes the butadiene to lose a mirror plane and gain an 
inversion center, causing the point group to change from C2h to C2v. Additionally, 
when the bond rotates, orbitals that were symmetric under the mirror plane will 
transform into orbitals that are symmetric under inversion, with the same holding 
true for orbitals that are anti-symmetric under reflection and inversion. This simple 
symmetry argument predicts a crossing between the HOMO and HOMO-1 in 
butadiene as the molecule undergoes a torsional rotation. As seen in Fig. 6, both 
DFT and EHL-ML find that the HOMO and HOMO-1 orbitals cross when butadiene 
undergoes a torsional rotation, and the EHL-ML model remains in quantitative 
agreement with the energy levels of DFT. For an analysis of the on-site orbital 
parameters constructed by HIP-NN, which change very little over the course of the 
rotation, please see Section 5 of the SI. 
A very similar event happens in aza-butadiene, only now it is the HOMO-1 and 
HOMO-2 that are anticipated to cross. Generally, aza-butadiene is a much more 
complicated case and does not lend itself to a simple molecular orbital description 
as was done with butadiene.65  Nonetheless, the EHM-ML model remains in 
quantitative agreement with the underlying DFT throughout the torsional rotation.  
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Figure 6: EHM-ML FMO energies (right) and partial FMO diagram (left) which illustrates the orbital 
changes in the process of internal rotation around central single bond for 1,3-butadiene (A) and 2-aza-
1,3-butadiene (B). 
V. CONCLUSIONS 
Machine learning is rapidly proving to be a powerful tool for computational 
chemists. In the past, accurate QM calculations were prohibitively expensive, 
preventing their application to many interesting problems. By training an ML model 
to replicate these results, it is now possible to compute high level QM properties at 
a rate of microseconds per atom. However, results produced from pure ML models 
are still difficult to interpret. By interfacing ML with a physics-based effective 
Hamiltonian model for electrons in molecules, namely Hückel theory, we can retain 
the accuracy of ML, the interpretability of ab-initio calculations, and the speed of a 
reduced dimensionality description of quantum mechanics. Moreover, mapping the 
original quantum mechanical problem into a simple model Hamiltonian seemingly 
provides a viable approach to address the spatial locality challenge for conventional 
ML schemes targeting individual molecular properties. The later frequently have an 
empirically determined spatial cut-off radius of 3-6Å24,25,35,50,66, and may utilize 
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physics models (e.g. electrostatics) to extend beyond this range67,68. In contrast, such 
interactions are naturally introduced through physically transparent terms of the 
Hamiltonian.  
The EHM-ML model provides many surprising and promising results. First, the ML 
model recovered many of the original parameters used in the EHM. Examples of this 
include the hydrogen s-orbital energy, as well as the empirical 𝐾‡ parameter used to 
modify the off-diagonal elements of the EHM Hamiltonian. Additionally, the EHM-
ML model recovered many of the orbital signatures seen in both the h-vibration on 
methane and the bond rotation on butadiene and aza-butadiene. This was 
accomplished with HIP-NN rapidly reparametrizing the extended Hückel 
Hamiltonian as the molecule passed through regions of orbital crossings.  Taken in 
whole, these features strongly point to the EHM-ML model learning and utilizing 
the underlying physics represented in the EHM to reproduce the quantum effects 
observed in the electrons of these systems.  
The largest shortcoming of this model is the lack of explicit coulomb and exchange 
terms in the underlying EHM. Neglecting these terms significantly simplified 
training, as electron density did not need to be iterated to self-consistency. However, 
their absence also implied that total energy for the EHM-ML model is simply a sum 
of orbital energies. This is not true for DFT, which prevented multi-objective 
training to both total molecular energy and valence orbital energy.  
Future work should focus on interfacing ML models with more complex effective 
Hamiltonian representations of Quantum Mechanics, as well as targeting more QM 
properties in multi-objective training. More complex effective Hamiltonian models 
(AM1, PM series, MOx, ect.) will facilitate training to total molecular energy, 
valence orbital energy, and molecular orbital density simultaneously. Possibly, even 
excitation energies could become a target for training. These more complicated 
models will also facilitate accurate training to valence orbitals, something that not 
fully accomplished here without partly destroying the physics encoded in the model. 
This all points to a very promising future for ML enhanced physics models in 
quantum chemistry.  
 
ACKNOWLEDGMENTS 
This work was done in part at the Center for Nonlinear Studies (CNLS) and the 
Center for Integrated Nanotechnologies (CINT) at Los Alamos National Laboratory 
21 
 
(LANL). Funding for this work was provided for by the LANL Laboratory Directed 
Research and Development (LDRD) program. We also acknowledge the LANL 
Institutional Computing (IC) program and ACL data team for providing 
computational resources. J.S.S. thanks the Advanced Simulation and Computing 
(ASC) program for the Nicholas C. Metropolis Postdoctoral Fellowship. O.I. thanks 
CNLS for their support and hospitality. O.I. acknowledges support from DOD-ONR 
(N00014-16-1-2311), NSF CHE-1802789. O.I. and T.Z. acknowledge support from 
NSF EPSCoR RII Grant No. OIA-1632899 
REFERENCES 
1 R. M. Martin, Electronic Structure, Cambridge University Press, Cambridge, 
2004. 
2 H. R. Petras, G. Daniel, S. K. Ramadugu, J. D. Goodpaster and J. J. 
Shepherd, arXiv, 2019, Preprint at: https://arxiv.org/abs/1906.03699. 
3 W. Kohn and L. J. Sham, Phys. Rev., 1965, 140, A1133–A1138. 
4 E. Engel and R. M. Dreizler, Density Functional Theory, Springer Berlin 
Heidelberg, Berlin, Heidelberg, 2011. 
5 J. C. Slater and G. F. Koster, Phys. Rev., 1954, 94, 1498–1524. 
6 W. A. Harrison, Electronic structure and the properties of solids: the physics 
of the chemical bond, Dover Publications, 1989. 
7 R. M. Nieminen, M. J. Puska and M. Manninen, Eds., Many-Atom 
Interactions in Solids, Springer-Verlag Berlin Heidelberg, 1st edn., 1989. 
8 G. Dearnaley, Phys. Bull., 1980, 31, 359–359. 
9 M. Wolfsberg and L. Helmholz, J. Chem. Phys., 1952, 20, 837–843. 
10 R. Hoffmann, J. Chem. Phys., 1963, 39, 1397–1412. 
11 J. Lowe and K. Peterson, in Quantum Chemistry, Academic Press, 3rd 
Editio., 2005, p. 728. 
12 V. P. Gupta, in Principles and Applications of Quantum Chemistry, Elsevier, 
2016, pp. 127–153. 
13 R. Hoffmann and W. N. Lipscomb, J. Chem. Phys., 1962, 36, 2179–2189. 
14 J. H. Ammeter, H. B. Buergi, J. C. Thibeault and R. Hoffmann, J. Am. Chem. 
Soc., 1978, 100, 3686–3692. 
22 
 
15 V. Magnasco, in Elementary Methods of Molecular Quantum Mechanics, 
Elsevier, 2007, pp. 255–361. 
16 V. Magnasco, in Elementary Molecular Quantum Mechanics, Elsevier, 2013, 
pp. 533–598. 
17 M. B. Hall and R. F. Fenske, Inorg. Chem., 1972, 11, 768–775. 
18 B. L. Kalman, J. Chem. Phys., 1973, 59, 5184–5188. 
19 G. Calzaferri, L. Forss and I. Kamber, J. Phys. Chem., 1989, 93, 5366–5371. 
20 A. B. Anderson and R. Hoffmann, J. Chem. Phys., 1974, 60, 4271–4273. 
21 P. G. Jambrina and J. Aldegunde, in Computer Aided Chemical Engineering, 
2016, vol. 39, pp. 583–648. 
22 L. Rincón, A. Hasmy, C. A. Gonzalez and R. Almeida, J. Chem. Phys., 2008, 
129, 044107. 
23 G. Montavon, M. Rupp, V. Gobre, A. Vazquez-Mayagoitia, K. Hansen, A. 
Tkatchenko, K.-R. Müller and O. Anatole von Lilienfeld, New J. Phys., 2013, 
15, 095003. 
24 J. S. Smith, O. Isayev and A. E. Roitberg, Chem. Sci., 2017, 8, 3192–3203. 
25 N. Lubbers, J. S. Smith and K. Barros, J. Chem. Phys., 2018, 148, 241715. 
26 K. Lee, D. Yoo, W. Jeong and S. Han, Comput. Phys. Commun., 2019, 242, 
95–103. 
27 B. Kolb, B. Zhao, J. Li, B. Jiang and H. Guo, J. Chem. Phys., 2016, 144, 
224103. 
28 O. Isayev, C. Oses, C. Toher, E. Gossett, S. Curtarolo and A. Tropsha, Nat. 
Commun., 2017, 8, 15679. 
29 L. Zhang, J. Han, H. Wang, R. Car and E. Weinan, Phys. Rev. Lett., 2018, 
120, 143001. 
30 V. Botu, R. Batra, J. Chapman and R. Ramprasad, J. Phys. Chem. C, 2017, 
121, 511–522. 
31 A. P. Thompson, L. P. Swiler, C. R. Trott, S. M. Foiles and G. J. Tucker, J. 
Comput. Phys., 2015, 285, 316–330. 
32 A. E. Sifain, N. Lubbers, B. T. Nebgen, J. S. Smith, A. Y. Lokhov, O. Isayev, 
A. E. Roitberg, K. Barros and S. Tretiak, J. Phys. Chem. Lett., 2018, 9, 4495–
23 
 
4501. 
33 P. Bleiziffer, K. Schaller and S. Riniker, J. Chem. Inf. Model., 2018, 58, 579–
590. 
34 B. Nebgen, N. Lubbers, J. S. Smith, A. Sifain, A. Lokhov, O. Isayev, A. 
Roitberg, K. Barros and S. Tretiak, J. Chem. Theory Comput., 2018, 148, 
DOI: 10.1021/acs.jctc.8b00524. 
35 R. Zubatyuk, J. S. Smith, J. Leszczynski and O. Isayev, Sci. Adv., 2019, 5, 
eaav6490. 
36 K. Yao, J. E. Herr, D. W. Toth, R. Mcintyre and J. Parkhill, Chem. Sci., 
2017, 9, 2261–2269. 
37 H. Li, C. Collins, M. Tanha, G. J. Gordon and D. J. Yaron, J. Chem. Theory 
Comput., 2018, 14, 5764–5776. 
38 M. Welborn, L. Cheng and T. F. Miller, J. Chem. Theory Comput., 2018, 14, 
4772–4779. 
39 J. S. Smith, B. Nebgen, N. Lubbers, O. Isayev and A. E. Roitberg, J. Chem. 
Phys., 2018, 148, 241733. 
40 E. Hückel, Zeitschrift für Phys., 1933, 83, 632–668. 
41 E. Hückel, Zeitschrift für Phys., 1931, 72, 310–337. 
42 E. Hückel, Zeitschrift für Phys., 1932, 76, 628–648. 
43 G. Landrum and W. Glassey, Extended Huckel calculation and visualization 
package. 
44 T. Koopmans, Physica, 1934, 1, 104–113. 
45 J. Hinze and H. H. Jaffe, J. Am. Chem. Soc., 1962, 84, 540–546. 
46 J. A. Pople and G. A. Segal, J. Chem. Phys., 1965, 43, S136–S151. 
47 J. Cerdá and F. Soria, Phys. Rev. B, 2000, 61, 7965–7971. 
48 G. Calzaferri and R. Rytz, J. Phys. Chem., 1995, 99, 12141–12150. 
49 J. Behler and M. Parrinello, Phys. Rev. Lett., 2007, 98, 146401. 
50 K. T. Schütt, H. E. Sauceda, P. J. Kindermans, A. Tkatchenko and K. R. 
Müller, J. Chem. Phys., 2018, 148, 241722. 
51 R. Al-Rfou, G. Alain, A. Almahairi, C. Angermueller, D. Bahdanau, N. 
24 
 
Ballas, F. Bastien, J. Bayer, A. Belikov, A. Belopolsky, Y. Bengio, A. 
Bergeron, J. Bergstra, V. Bisson, J. Bleecher Snyder, N. Bouchard, N. 
Boulanger-Lewandowski, X. Bouthillier, A. de Brébisson, O. Breuleux, P.-L. 
Carrier, K. Cho, J. Chorowski, P. Christiano, T. Cooijmans, M.-A. Côté, M. 
Côté, A. Courville, Y. N. Dauphin, O. Delalleau, J. Demouth, G. Desjardins, 
S. Dieleman, L. Dinh, M. Ducoffe, V. Dumoulin, S. Ebrahimi Kahou, D. 
Erhan, Z. Fan, O. Firat, M. Germain, X. Glorot, I. Goodfellow, M. Graham, 
C. Gulcehre, P. Hamel, I. Harlouchet, J.-P. Heng, B. Hidasi, S. Honari, A. 
Jain, S. Jean, K. Jia, M. Korobov, V. Kulkarni, A. Lamb, P. Lamblin, E. 
Larsen, C. Laurent, S. Lee, S. Lefrancois, S. Lemieux, N. Léonard, Z. Lin, J. 
A. Livezey, C. Lorenz, J. Lowin, Q. Ma, P.-A. Manzagol, O. Mastropietro, 
R. T. McGibbon, R. Memisevic, B. van Merriënboer, V. Michalski, M. 
Mirza, A. Orlandi, C. Pal, R. Pascanu, M. Pezeshki, C. Raffel, D. Renshaw, 
M. Rocklin, A. Romero, M. Roth, P. Sadowski, J. Salvatier, F. Savard, J. 
Schlüter, J. Schulman, G. Schwartz, I. V. Serban, D. Serdyuk, S. Shabanian, 
É. Simon, S. Spieckermann, S. R. Subramanyam, J. Sygnowski, J. Tanguay, 
G. van Tulder, J. Turian, S. Urban, P. Vincent, F. Visin, H. de Vries, D. 
Warde-Farley, D. J. Webb, M. Willson, K. Xu, L. Xue, L. Yao, S. Zhang and 
Y. Zhang, arXiv, 2016, Preprint at: https://arxiv.org/abs/1605.0. 
52 S. Dieleman, J. Schlüter, C. Raffel, E. Olson, S. K. Sønderby, D. Nouri, D. 
Maturana, M. Thoma, E. Battenberg, J. Kelly, J. De Fauw, M. Heilman, D. 
M. de Almeida, B. McFee, H. Weideman, G. Takács, P. de Rivaz, J. Crall, G. 
Sanders, K. Rasul, C. Liu, G. French and J. Degrave, Lasagne: First release, 
2015. 
53 T. Clark, J. Mol. Struct. THEOCHEM, 2000, 530, 1–10. 
54 M. J. S. Dewar, E. G. Zoebisch, E. F. Healy and J. J. P. Stewart, J. Am. 
Chem. Soc., 1985, 107, 3902–3909. 
55 J. J. P. Stewart, J. Comput. Chem., 1989, 10, 209–220. 
56 M. J. Frisch, G. W. Trucks, H. B. Schlegel, G. E. Scuseria, M. A. Robb, J. R. 
Cheeseman, G. Scalmani, V. Barone, B. Mennucci, G. A. Petersson, H. 
Nakatsuji, M. Caricato, X. Li, H. P. Hratchian, A. F. Izmaylov, J. Bloino, G. 
Zheng, J. L. Sonnenberg, M. Hada, M. Ehara, K. Toyota, R. Fukuda, J. 
Hasegawa, M. Ishida, T. Nakajima, Y. Honda, O. Kitao, H. Nakai, T. 
Vreven, J. A. Montgomery Jr., J. E. Peralta, F. Ogliaro, M. Bearpark, J. J. 
Heyd, E. Brothers, K. N. Kudin, V. N. Staroverov, R. Kobayashi, J. 
Normand, K. Raghavachari, A. Rendell, J. C. Burant, S. S. Iyengar, J. 
Tomasi, M. Cossi, N. Rega, J. M. Millam, M. Klene, J. E. Knox, J. B. Cross, 
25 
 
V. Bakken, C. Adamo, J. Jaramillo, R. Gomperts, R. E. Stratmann, O. 
Yazyev, A. J. Austin, R. Cammi, C. Pomelli, J. W. Ochterski, R. L. Martin, 
K. Morokuma, V. G. Zakrzewski, G. A. Voth, P. Salvador, J. J. Dannenberg, 
S. Dapprich, A. D. Daniels, Ö. Farkas, J. B. Foresman, J. V Ortiz, J. 
Cioslowski and D. J. Fox, Gaussian∼09 Revision E.01, 2009. 
57 T. Fink and J. L. Raymond, J. Chem. Inf. Model., 2007, 47, 342–353. 
58 T. Fink, H. Bruggesser and J. L. Reymond, Angew. Chemie - Int. Ed., 2005, 
44, 1504–1508. 
59 A. P. Bento, A. Gaulton, A. Hersey, L. J. Bellis, J. Chambers, M. Davies, F. 
A. Krüger, Y. Light, L. Mak, S. McGlinchey, M. Nowotka, G. Papadatos, R. 
Santos and J. P. Overington, Nucleic Acids Res., 2014, 42, D1083–D1090. 
60 G. Landrum, RDkit: Open-source Cheminformatics. 
61 J. Řezáč, K. E. Riley and P. Hobza, J. Chem. Theory Comput., 2011, 7, 
3466–3470. 
62 V. Law, C. Knox, Y. Djoumbou, T. Jewison, A. C. Guo, Y. Liu, A. 
Maciejewski, D. Arndt, M. Wilson, V. Neveu, A. Tang, G. Gabriel, C. Ly, S. 
Adamjee, Z. T. Dame, B. Han, Y. Zhou and D. S. Wishart, Nucleic Acids 
Res., 2014, 42, D1091–D1097. 
63 K. Fukui, in Quantum chemistry, a scientific melting pot: a symposium 
sponsored by the Quantum Chemistry Group to mark the 500th anniversary 
of the University of Uppsala, held 31 August through 4 September 1977, eds. 
P. O. Löwdin, O. Goscinski and J.-L. Calais, Wiley, 1978, p. 277. 
64 R. B. Woodward and R. Hoffmann, The Conservation of Orbital Symmetry, 
Verlag Chemie and Academic Press, Weinheim and New York, 1971. 
65 Z. Neiman, J. Chem. Soc. Perkin Trans. 2, 1972, 12, 1746–1749. 
66 J. Behler, J. Chem. Phys., 2011, 134, 074106. 
67 O. T. Unke and M. Meuwly, J. Chem. Theory Comput., 2019, 15, 3678–
3693. 
68 T. Morawietz, V. Sharma and J. Behler, J. Chem. Phys., 2012, 136, 064103. 
 
 
Supplementary Material for “Machine Learned Hückel Theory: Interfacing Physics and Deep 
Neural Networks” 
1. Relative Sizes of Molecules in Data Sets 
 
Figure S1: Histograms depicting the sizes of molecules found in training and testing sets used throughout this paper.  
Fig. S1 shows the relative molecular sizes of systems found in the training and testing datasets. We 
would like to emphasize that while the GDB 7-9 and GDB 10-13 subsets are very similar to the 
underlying training data, the Tripeptides and DrugBank datasets are significantly larger. The success in 
replicating orbital energies and densities on the Tripeptides dataset shows extensibility.  
2. HIP-NN Hückel parameter generation for COMP-6 
Fig. S2 shows histograms of the parameterizations generated by HIPNN when predicting on 
COMP-6. Of the 3 trained models, This figure makes it clear that the “4-Occ 0-Virt” model has 
the clearest distinction between atom types, with each atom type in Fig. 4b having a clearly distinct 
distribution. The incorporation of virtual orbitals into the training procedure makes the 
distributions of parameter predictions indistinct, with all atom types having s-orbital energies over 
roughly the same range (Fig. 4c). One critical point of agreement between the neural network and 
Figure S2: Histograms of ML predicted Hückel theory parameters. The hydrogen s-orbital energy (a,b,c) is in remarkable 
agreement with the original Hückel theory assignment of -13.6 eV even though the ML model was given no artificial bias to this 
value. Additionally, though the off diagonal factor is bifurcated in the ML predictions (h,i,j), the average value is in very good 
agreement with the original parameter used in extended Hückel theory of 1.75. 
the original Hückel theory is the prediction of the hydrogen s-orbital energy. In extended Hückel 
theory, this parameter was takes from the ionization energy of Hydrogen which is 13.6 eV. By 
training the neural network on orbital energies, the “4-Occ 0-Virt” network produces an average 
hydrogen s-orbital 12.5 eV, which is very close to the extended Hückel theory value. Additionally, 
the distribution of off-diagonal matrix elements (denoted K in fig. 1) is in good agreement with 
the empirical value of 1.75 originally used in extended Hückel theory. While there are two maxima 
in the distribution of predicted K values, these maxima do not correlate with atom types in the pair 
to which the K value is assigned. The reason for these two maxima requires further investigation. 
3. COMP-6 density and gap predictions 
Fig. S3 shows the OOF predictions of the three models on the five computed subsections of the 
COMP-6 benchmark dataset. The models perform about as well on the two GDB sets as they do 
on the ANI-1x held out validation set. The models perform significantly worse the s66x8 dataset 
likely due to unusual bonding configurations between molecules not sufficiently covered by the 
training set. In addition, there is a drop in performance on the Tripeptides dataset, which is 
likely due to molecular size; as more possible sites (orbitals) are added to a molecule, correctly 
assigning density to those sites for a specific orbital becomes a more difficult problem.  
Fig. S4 shows the HOMO-LUMO energy gap predictions for the three models on the COMP-6 
benchmark. The performance of these models at predicting the band gap reflects the 
performance observed elsewhere.  Predictably, the “4-Occ 0-Virt” model, which was not trained 
to replicate any virtual orbital properties, fails to predict the band gap entirely. One interesting 
phenomena is that, while the “4-Occ 2-Virt” model generally has slightly worse predictions on 
the two GDB sets and s66x8 versus the “2-Occ 2-Virt” model, it does significantly better on the 
Tripeptides dataset. This may indicate that adding more orbitals to the training set allows the 
Hückel model to capture more physics and thus generalize to new data better. More 
investigation into this phenomena is required.  
 Figure S3: Density predictions of the three models on the 5 computed COMP-6 subsets.  
 Figure S4: HOMO-LUMO gap predictions of the three models on the 6 computed COMP-6 subsets. Since the “4-Occ 0-Virt” 
model was not trained on virtual orbitals, it is unsurprising that it fails at HOMO-LUMO gap predictions.  
  
4. Outlier Structures 
 
Figure S5: Poorest performing molecular structures by network and dataset for COMP-6. The GDB sets were not included due to 
the consistently high accuracy of the networks on those datasets.  
In Fig. S5 we show the worst performing structure by network and COMP-6 dataset. With one 
exception, every structure has a ring system and such structures are known to be under 
sampled in the training set. Future work should focus on augmenting the training set with more 
organic ring structures, specifically aromatic and anti-aromatic structures.  
  
 5. Butadiene predicted orbital parameters. 
 
Figure S6: Atomic site parameters for butadiene as it undergoes internal rotation. 
Fig.  S6 shows the atomic site parameters for butadiene as the molecule undergoes internal 
rotation. Interestingly, unlike in the methane case, these parameters are very nearly constant. 
This is likely due to rotations not representing significant changes in molecular environment 
according to HIP-NN. Despite this fact, the Hückel models still shows quantitative accuracy 
when predicting the 4 highest lying occupied orbitals of butadiene, further indicating that much 
of the physics occurring in these molecules is captured by the Hückel model.  
