Abstract-The methods of extracting image features are the key to many image processing tasks. At present, the most popular method is the deep neural network which can automatically extract robust features through end-to-end training instead of hand-crafted feature extraction. However, the deep neural network currently faces many challenges: 1) its effectiveness is heavily dependent on large datasets, so the computational complexity is very high; 2) it is usually regarded as a black box model with poor interpretability. To meet the above challenges, a more interpretable and scalable feature learning method, i.e., deep image feature learning with fuzzy rules (DIFL-FR), is proposed in the paper, which combines the rule-based fuzzy modeling technique and the deep stacked learning strategy. The method progressively learns image features through a layer-by-layer manner based on fuzzy rules, so the feature learning process can be better explained by the generated rules. More importantly, the learning process of the method is only based on forward propagation without back propagation and iterative learning, which results in the high learning efficiency. In addition, the method is under the settings of unsupervised learning and can be easily extended to scenes of supervised and semi-supervised learning. Extensive experiments are conducted on image datasets of different scales. The results obviously show the effectiveness of the proposed method.
I. INTRODUCTION
MAGE feature learning is the basic research content in the field of computer vision and machine learning, which is very important to meet with the requirements of practical applications and has been concerned by many researchers in related fields. The various tasks in computer vision, such as image classification, object detection, scene segmentation, etc., all treat the feature learning as the initial step through various feature learning methods, followed by other techniques to achieve their goals. The design and construction of image features not only affect the performance on the tasks, but also affect the feasibility and effectiveness of the models. In addition, it is non-trivial to design an effective method for image feature learning, since the robustness of learned features can be affected by various factors, such as occlusion, distortion and scaling. Therefore, it is important to devise an effective image representation method. At present, the methods to extract image features are mainly divided into two types: one is based on handcraft through feature extractors, and another is based on learning through machine learning or deep learning methods.
The handcraft-based methods can extract both global and local features. The global features usually contain all the information including the region of interest and the background. The most representative global feature extractors are HOG [1] , LBP [2] , color histograms, etc. The local features can flexibly describe the internal information and details of images. A series of methods based on the bag of words [3] has been proposed to extract the local features, such as soft quantization algorithm [4, 5] , locality-constrained linear coding algorithm [6] , spatial pyramid algorithm [7] and so on.
The learning-based methods can automatically get features without elaborately designed feature extractors. Compared with the handcraft-based methods, it can learn features directly from image data and can better reveal the intrinsic information of the data. Currently, the learning-based methods are mainly based on techniques of matrix decomposition and deep learning. The methods based on matrix decomposition is to find a mapping to transform high-dimensional image data into low-dimensional space and utilize the potential geometric structure information of the data. Researchers believe that high-dimensional image data is actually embedded in low-dimensional manifold in the high-dimensional space. Common matrix decomposition methods include vector quantization (VQ) [8] , QR decomposition [9] , singular value decomposition (SVD) [10] , and nonnegative matrix factorization (NMF) [11] . Turk proposed the eigenface method [12] , which applied principal component analysis (PCA) [13] to face recognition. Ronald proposed Fisherface [14] , which used linear discriminant analysis (LDA) [15] to find the projection direction that maximizes the between-class scatter and minimizes the withinclass scatter. The methods based on deep learning have received extensive attention in recent years. These methods extract more abstract and effective high-level information by combining low-level features to discover different feature representations of data [16] . Various deep learning models and structures has been proposed by researchers. Hinton et al. proposed deep belief networks (DBN) [17] , which is a generative model that can extract high-level visual features of images. Christian et al. proposed convolutional neural networks (CNN) [18] , which have the advantages of less network parameters and simplified training. One key factor for success of CNNs in image tasks is the use of convolutional architectures. To learn a filter bank in each stage of CNNs, a variety of techniques has been proposed, (e.g., regularized autoencoders or their variations [19] ).
The handcraft and learning based methods have their distinctive advantages in various image processing tasks. However, they have some common defects, mainly in the following aspects: on the one hand, the handcraft-based methods tend to ignore the target object information in the image, and is too sensitive to target occlusion, distortion and scaling. Furthermore, image data has some characteristics such as huge data volume, high dimension, unstructured data shape, and uncertainty. These characteristics make the handcraft-based methods not only time-consuming and laborious, but also difficult to design and extract features. Hence, it cannot be directly applied to high-dimensional image analysis and processing [19] . On the other hand, the learning-based methods, such as the DNNs, have strong hypothesis space and need to be driven by a large size of data. When the amount of data is small, neural networks often fail to achieve satisfactory performance and are easy to fall into the local optimum, which leads to poor generalization ability of the model. In addition, neural networks usually need to use the back propagation [20] algorithm to train. When the number of network layers is large, the vanishing gradient problem occurs, which leads to a long training time to convergence for the model. In general, such a network are typically learned by stochastic gradient descent (SGD) [21] method. However, the performance of the resulting model seriously depends on expertise of parameter tuning and some ad hoc tricks. In particular, neural networks are generally considered to be a black box model with poor interpretability.
In order to overcome the above drawbacks of the existing image feature methods, this paper proposes the deep image feature learning with fuzzy rules (DIFL-FR). This method effectively combines the interpretability advantages of rulebased fuzzy systems and layer-wise features extraction of deep learning. Specifically, the rule-based TSK fuzzy system (TSK-FS) [22] [23] [24] is firstly taken as a feature learning model, which is intuitive and easy to interpret. Then, the parameters of TSK-FS are optimized by specific feature learning objective so as to obtain the feature extraction model that can be interpreted by rules. Further, by means of layer-wise learning, image features are extracted layer by layer.
DIFL-FR has the following advantages. Firstly, compared with the handcraft-based methods, DIFL-FR can automatically learn features from the data. Secondly, compared with DNN, the training of DIFL-FR does not rely on large-scale data, and the results show the effectiveness on the datasets with different scales. Thirdly, DIFL-FR is based on rules and fuzzy inference to achieve feature extraction, so the process of feature extraction has better interpretability.
The main contributions of the paper are summarized as follows:
1) Different from the classic TSK-FS, which is usually used for classification and regression tasks, TSK-FS is regarded as a feature extraction model for image feature extraction in this paper. And then a novel deep image learning method based on fuzzy rules (DIFL-FR) is proposed.
2) By using the stack structure and sliding window strategy of deep learning, a deep TSK-FS image feature learning method with layer-wise image feature extraction capability is proposed.
3) Extensive experiments are conducted on the image datasets with different scales. The experimental results obviously show the effectiveness and superiority of the proposed method.
The remainder of this paper is organized as follows. The related work of the proposed method is given in Section Ⅱ, including the fundamentals of convolutional neural network and TSK-FS. The details of the proposed method are illustrated in Section Ⅲ. In Section Ⅳ, the experimental results and the analysis are given. Finally, the conclusions are presented in Section Ⅴ.
II. RELATED WORK
The relevant knowledge of convolutional neural networks for image feature learning are reviewed first in this section. And then the fundamentals of the TSK FS are described briefly.
A. Convolution Neural Network
Deep learning methods are good at extracting abstract feature representations from raw data, which have hierarchical structures that includes multi-layer nonlinear transformations. As one of the classic deep learning models, convolutional neural networks (CNNs) [17, [25] [26] [27] have been the most widely used structures in the field of image processing. Local receptive field, shared weights and pooling in CNNs can reduce the complexity of the network. CNNs are non-sensitive to the occlusion, distortion and scaling to some extent, which results in its robustness and fault tolerance.
CNNs are mainly composed of convolutional layers, pooling layers and fully connected layers. The convolutional layer is the core of the convolutional neural network. It imitates the mechanism of local receptive field. The convolutional operation is widely used in the field of image processing. Different convolutional kernels can extract different features such as edges, textures or corners, etc. In deep convolutional neural networks, different types of features, from simple to complex, can be extracted by different convolutional operations from the original image. In general, the outputs of the convolutional layer will be activated by the nonlinear functions and then the feature maps are formed by the activated results. The commonly used activation functions contain the sigmoid function and the ReLU function that has been widely used in recent years. The pooling layer, also called the subsampling layer, conducts the partial down-sampling on the feature maps of the former layer. The commonly used manners contain maximum pooling and average pooling. Through the pooling operation, the complexity of the model can be compressed, which also results in the non-sensitivity to the translation and rotation of the images. The fully connected layer is equivalent to the hidden layer in a traditional feedforward neural network. It is usually built at the end of the CNN. The purpose of the fully connected layer is to map the features learned by the network into the label space of the samples. In some CNNs, the function of the full connection layer can be partially replaced by global average pooling [28] .
B. TSK Fuzzy System
Fuzzy System [29] is a model based on fuzzy rules and fuzzy logic. By using fuzzy sets [30] and fuzzy membership functions, fuzzy system can directly transform human natural semantics into machine languages that can be recognized by computers. Fuzzy system is increasingly being applied to various fields of artificial intelligence due to its powerful learning ability and good interpretability, such as pattern recognition, intelligent control, data mining, image processing and so on. TSK FS [29, 31] is one of the most popular fuzzy system models. We will explore the image feature learning based on the TSK FS in this paper, which is described as follows.
TSK FS contains a fuzzy rule base, in which the k-th fuzzy rule can be formulized as follows:
A is the fuzzy set [32] for the i-th feature in the k-th rule, and ∧ denotes the fuzzy conjunction operator. The final output can be calculated as follows:
where:
x is the membership of the i x to fuzzy set
If the multiplication is used as the conjunction operator, the firing level of the k-th rule of each sample can be formulated as (2.2b) and its normalized form as that in (2.2c). The Gaussian membership function is used in this paper:
) are called antecedent parameters and can be estimated using different approaches, e.g., fuzzy cmeans clustering algorithm [33] and deterministic clustering algorithm [34] .
Once the antecedent parameters are obtained, TSK-FS can be represented as a linear model in a new feature space. The details are explained as follows. Let:
Then, the output of TSK-FS in (2.2a) can be re-expressed in (2.3f)
where, Remark: TSK-FS has been widely used in classification and regression tasks. Using labeled datasets and supervised learning methods to train the TSK-FS system, the interpretable discriminative model based on rules can be obtained. Different from the construction of the classification and regression models by using the classic TSK-FS, in this paper, TSK-FS is used for feature extraction tasks in order to implement interpretable image feature extraction based on rules.
III. DEEP IMAGE FEATURE LEARNING WITH FUZZY RULES
This section proposes DIFL-FR, a novel deep image feature learning method based on fuzzy rules. The model is a cascaded structure consisting of basic components, i.e., multi-layer TSK-FS image feature learning, weight binarization, and block-wise histograms. The proposed method realizes nonlinear transformation by the antecedent part of the multi-output TSK-FS to generate hidden features. The transformation of the hidden feature space provides a nonlinear feature learning ability like the activation functions in the classic CNNs, while also having good interpretability. DIFL-FR generates different new features through multiple-group consequent parameters which is similar to the convolution kernels in CNNs. The multilayer TSK-FS image feature learning can extract deeper image features in a progressive way.
The rationales of proposed DIFL-FR are described through five parts as follows. The overall structure of DIFL-FR is shown in Section Ⅲ-A. The first and s-th layers of TSK-FS image feature learning are presented in Section Ⅲ-B and Section Ⅲ-C respectively. The details of the output layer are given in Section Ⅲ-D.
A. The Architecture of Deep Image Feature Learning based on Fuzzy Rules
The proposed DIFL-FR is an end-to-end learning method that automatically learns features from raw data without handcraft. DIFL-FR consists of two parts, i.e., the multi-layer TSK-FS image feature learning and a feature output layer respectively. The architecture of DIFL-FR with two layers TSK-FS image feature learning is illustrated in Fig. 1 .
B. The First Layer of DIFL-FR
The feature space construction is fundamental in feature learning. TSK-FS image feature learning consists of three steps: patch sliding process, feature generation in the hidden space, and feature transformation in the hidden space. 
where
Therefore, for all the input training images   1
N i i

I
, the vector set can be represented as (3.2).
2) Hidden Space Feature Generation
Based on the principle of TSK-FS, the fuzzy membership in the antecedent part of fuzzy rules can be generated according to (2.2a)-(2.2d). Fuzzy c-means (FCM) is a common method to obtain the antecedent parameters of TSK-FS, but its stability is poor due to the random initialization of FCM. Therefore, in the proposed method DIFL-FR, a deterministic clustering algorithm Var-Part is adopted to obtain the antecedent parameters. For the details of Var-Part, please see Part B of the Supplementary Martials section.
Once the fuzzy membership is known, according to (2.3a)-(2.3c), the original features can be mapped from the original feature space X to the hidden feature space, and the dataset G of the new hidden feature space is obtained.
where G is the concatenated data of i G for all images in the dataset after all the images are converted into i G . i G is the matrix concatenated by , 
3) Hidden Space Feature Transformation
If the data transformed by the antecedent part of the multioutput TSK-FS is viewed as a hidden feature representation in the high-dimensional space, the consequent part of the multioutput TSK-FS can be viewed as a linear dimensional reduction of the hidden feature representation space. In order to preserve the geometric properties of the data during dimensional reduction, the PCA is used by maximizing the variance for the data in the hidden feature space to optimize the consequent parameters P of TSK-FS. The optimization objective of consequent parameters P can be formulized as follows:
where G is the matrix obtained by centralizing the hidden
Specifically, for each input training image I i , the following centralization matrix can be obtained: 
I
, the centralization matrix of the dataset can be obtained by
.The Lagrange multiplier method is used to optimize (3.4a).
Therefore, the optimization problem in (3.4a) is transformed into the following problem of eigenvalue decomposition:
Λ is a diagonal matrix composed of the first 1 L largest eigenvalues of 1 C , i.e.,
P is the matrix composed of the corresponding eigenvectors as follows:
represents the 1 l -th eigenvector, that is, the consequent parameters corresponding to the 1 l -th output of the multi-output TSK-FS.
Once the consequent parameters P are determined, the new feature data learned by TSK-FS can be obtained easily. 
z is the result of the j-th block in the ith image, which is obtained by the 1 l -th group of consequent parameters. It represents the features of each block. For each training image I i , the number of results obtained by the 1 l -th group of consequent parameters is mn. These results can be reconstructed into an image of the same size as the original training image. There are 1 L groups of consequent parameters in the first layer, so that each image has 1 L new feature images. Thus, the feature image of the first layer is formed as (3.7).
For all input training images   1
N i i
I
, the matrix corresponding to the set of feature images can be expressed as follows: Besides the PCA feature transformation criteria defined in (3.4a), other more complicated criteria can be also used to optimize the consequent parameters P. The PCA optimization criteria adopted in this paper is only a viable option.
C. The s-th Layer of DIFL-FR
The process of constructing the s-th ( 2) s s  layer of DIFL-FR are basically the same as those of the first layer of DIFL-FR. The steps are briefly described below.
1) Block column vectorization
Refer to the steps of block column vectorization in the first layer, and use the output of the (s-
each pixel point takes a patch of size 1 2  h h , and the information of all points is concatenated through block vectorization to obtain (3.9). 
3) Hidden Space Feature Transformation
By centralizing the hidden space s G , (3.13a) can be obtained as follows: As with the first layer of DIFL-FR, the PCA optimization criterion is used to solve the consequent parameters 1 2 , 
  
The above feature image set s I can be represented as the following matrix form: 
D. Output Layer
The output layer of DIFL-FR first performs weight binarization on the feature image extracted by the previous multiple cascaded TSK-FSs, and then converts it into a block histogram statistical vector as the final features extracted by the model.
1) Weight Binarization
The output layer first binarizes the feature image obtained by the s-th layer, and the binarization function is defined as follows: 
All integer-valued feature images corresponding to all training images can be expressed as the following matrix:
2) Block-wise Histograms
This paper use a block of size 1 2 h h  to slide the integer- 
Therefore, the original image dataset   1
N i i
I
can be transformed into the feature matrix (3.19).
Finally, the extracted features can be put into a common classifier for learning. For the details of multi-output TSK-FS, please see Part C of the Supplementary Martials section. Table S1 in the part D of the Supplementary Materials section gives a specific algorithm description of the proposed DIFL-FR method.
IV. EXPERIMENTS
The extensive experiments are conducted to evaluate the effectiveness of the proposed image extraction method DIFL-FR. Specifically, the performance of the proposed method on small-scale and larger-scale image datasets is discussed. In this section, DIFL-FR with two layers is selected for experiments. If there is no specific description of layers, DIFL-FR with two layers is selected for experiments in this section.
In order to evaluate the classification performance, a classifier is required that is trained based on the extracted image features, and then the classification accuracy is used as the indicator to evaluate the performance. In our experiments, the multi-class linear SVM [35] is selected as the classifier.
A. Small-scale datasets
In this section, the proposed method DIFL-FR is evaluated on two small-scale face recognition datasets [36] [37] [38] , i.e., ORL dataset and Extended Yale B dataset.
In the experiments, two handcraft-based methods and three learning-based methods with matrix decomposition are used as the comparative algorithms. Due to the small size of the adopted datasets, DNNs perform poorly on them, and therefore the algorithms related with DNNs are not included for comparison in this section. Meanwhile, the original image is treated as the benchmark algorithm (represented as Raw), where the original pixels of the image are directly used for the classifier without feature extraction. Two handcraft-based methods are block histogram (BlockHist) and local binary pattern (LBP) respectively. Three learning-based methods are principal component analysis (PCA), kernel principal component analysis (KPCA) and Fisherface respectively.
The five-fold cross-validation is adopted to search the optimal settings of the parameters for all comparative algorithms, and the maximum mean accuracy is reported. Fisherface, the dimension of subspace is fixed to the number of categories -1.
For the proposed method DIFL-FR, the block size of each pixel is set as 5 5  , the overlap ratio Cr in the output layer is set as 0.5. For DIFL-FR with two layers of TSK-FS, the two important parameters are the number of rules for each layer and the number of groups for calculating the consequent parameters in each feature learning phase. They are optimally set by searching grid   , , , ,
In order to comprehensively verify that DIFL-FR can achieve good performance when the amount of training data is small, the training set and test set are divided into different proportions, and the details of datasets are shown in Part E of the
Supplementary Materials section 1) ORL Database
The ORL face dataset consists of 400 face images taken by the AT&T Lab from April 1992 to April 1994, with a total of 40 distinct subjects. All the images were taken at the situations of different times, varying lighting, different facial expressions (open / closed eyes, smiling / not smiling) and different facial details (glasses / no glasses). For each subject, 10 images were taken in an upright, frontal position (with tolerance for some side movement). ORL dataset is the most widely used benchmark face dataset. In this section, the size of each image is resized to 32 32  pixels, with 256 grey levels. Table Ⅰ In order to verify whether the DIFL-FR has good robustness to noise, we added some typical noises (e.g., Salt & Pepper noise and Gaussian noise) in the training set and test set of ORL_Train_8 (see Fig. 2 ). The experimental classification results are shown in Table Ⅱ , which shows that DIFL-FR is more robust to noise than the comparative methods.
In order to explore whether DIFL-FR is robust to occlusion, this section uses the same training set in ORL_Train_8, but a different test set, where an unrelated image is used to replace the randomly located region of the images to simulate the contiguous occlusion of various levels degrees from 20% to 60% (some images are shown in Fig. 3 ). It can be seen from the experimental results in Table Ⅲ that DIFL-FR is superior to other comparison algorithms under different levels of occlusion. With 20% of pixels occluded, the accuracy of DIFL-FR achieves astonishing 99.75%, and still maintains 82.25% even when the occlusion increases as 60%. It can be concluded that DIFL-FR is not only noise-insensitive, but also has strong robustness to occlusion.
2) Extended Yale B dataset
Extended Yale B dataset consists of 2414 images with a total The experimental results are shown in Table Ⅳ . It can be seen that the classification accuracy of DIFL-FR is superior to other comparative algorithms. On EYaleB_Train_50, the DIFL-FR achieves 99.46% accuracy, and it can be concluded that DIFL-FR has strong robustness to illumination.
B. Larger-scale datasets
In this section, the proposed method DIFL-FR is evaluated on the larger-scale datasets. Specifically, the experiments are conducted on MNIST dataset [25] and Fashion-MNIST dataset [39] .
1) MNIST dataset
In this section, MNIST, i.e., a handwritten digital set created by the AT&T Lab, is used for experiments. It contains 60,000 training images and 10,000 test images. The dataset is composed of handwritten digit (0 to 9) images. All digit images have been size-normalized as 28 28  pixels, with 256 grey levels.
In order to effectively evaluate the performance of the proposed method DIFL-FR, in addition to using the same comparative methods on small-scale datasets, some methods of DNNs are also concerned. This section first evaluates a very simple CNN (6-2-16-2) structure. It consists of two convolutional layers, two pooling layers and two fullyconnected layers. Each convolutional layer has 6 and 12 convolutional kernels of size 5 5  respectively. The mean square error is selected as the loss function and the sigmoid function is selected as the activation function. The SGD algorithm is used to optimize the network and the number of training epochs is set as 100. This section also compares a classic CNN structure, i.e., LeNet-5 and a generative model DBM [40] . DBM is a Boltzmann machine with multiple hidden layers. Since DIFL-FR is an unsupervised deep feature learning method, we also select a unsupervised deep network, StrongNet [41] , for comparison. StrongNet is an unsupervised backpropagation-free architecture with three-layer, and its tail layer is trained through a simple linear classifier. Table Ⅴ shows the classification accuracies of these methods on the MNIST dataset. It can be seen that the proposed method DIFL-FR performs best in these methods.
The MNIST homepage (http://yann.lecun.com/exdb/mnist/) includes both the dataset itself and an extensive list of results achieved with different methods. Since this paper evaluates a DIFL-FR with two-layer of image feature learning and an output layer, its performance is compared with the two/threelayer models. The classification errors of fourteen different two/three-layer neural networks in the list ranges from 4.7% to 0.7%, and the proposed DIFL-FR error is 0.61%, which has achieved the best results in the two/three-layer models.
2) Fashion-MNIST dataset
In this section, the proposed method DIFL-FR is evaluated on the Fashion-MNIST image dataset. Fashion-MNIST is an alternative image dataset of the MNIST dataset. The dataset consists of 70,000 images of different items in 10 categories (T- shirts, trousers, pullovers, skirts, sneakers, etc.). The size, format, and training set/test set partitioning of Fashion-MNIST are identical to the MNIST. Similarly, on the Fashion-MNIST dataset, in addition to the same comparative algorithms aforementioned, a DNN with three hidden layers was also evaluated where the hidden layer structure is 256-128-100. We select loss function as the mean square error, the activation function as the tanh function, the optimization algorithm as the SGD, and the number of epochs as 100. In addition, a CNN framework with more layers, i.e., VGG 16 is compared. In the experiment, the standard structure of VGG 16 is adopted, where the cross-entropy loss, ReLU activation function, Adam optimization algorithm are adopted, and the number of epochs is set as 100. Table Ⅵ shows the accuracies of these methods. DIFL-FR is superior to the traditional feature extraction methods and the two/three-layer neural networks, but a little inferior to VGG 16. However, the proposed method is more interpretable than VGG 16 due to the introduction of rules in it. Moreover, the performance of the proposed method can be further enhanced when the improved criterion, such as semi-supervised objective is adopted to learning the parameters of fuzzy rules.
For the Effectiveness Analysis of Fuzzy System Feature Extraction Module in DIFL-FR, please see Part F of the Supplementary Martials section. Moreover, a more comprehensive parameters analysis of the proposed DIFL-FR method is also presented in Part G of the Supplementary Materials section.
V. CONCLUSIONS
The paper proposes a deep image feature learning method with fuzzy rules which is a stacked feature learning structure based on TSK-FS. The experimental results show that the proposed method is superior to traditional hand-crafted feature extraction method. Compared with DNNs that tend to over-fit when there are few data in training sets, the proposed method achieves satisfactory results on small datasets. On the largerscale datasets, the results of the proposed method are comparable to those of deep neural networks. In particular, feature learning with fuzzy rules in DIFL-FR not only provides the ability of nonlinear feature learning to enhance the learning ability, but also brings good interpretability.
In the future, we will make in-depth research into deep image feature learning based on TSK-FS from the following aspects. In the proposed DIFL-FR, the depth of the network structure will be explored to further increase the capacity of the model. Furthermore, this paper uses PCA to preserve the data geometric properties in the feature learning phase of each layer, which can only preserve the global structure of the data and is under the unsupervised settings. In the future study, we will try to use techniques that can preserve the local structure of the data and add supervised learning strategies to further improve the performance. In the comparative experiment, KPCA has no experimental result because the latitude of the construction kernel matrix is too large to exceed the memory. The experimental results of Lenet-5, DBM and StrongNet are quoted from the results of [25] , [40] , [41] respectively. 
Consequent Part A random subset with 2 images per individual was taken to form the training set, and the rest of the database was considered to be the testing set. The size of the divided training set/testing set is 80/320.
ORL_Train_5
A random subset with 5 images per individual was taken to form the training set, and the rest of the database was considered to be the testing set. The size of the divided training set/testing set is 200/200.
ORL_Train_8
A random subset with 8 images per individual was taken to form the training set, and the rest of the database was considered to be the testing set. The size of the divided training set/testing set is 320/80.
Extended Yale B EYaleB_Train_10
A random subset with 10 images per individual was taken to form the training set, and the rest of the database was considered to be the testing set. The size of the divided training set/testing set is 380/2034.
EYaleB_Train_30
A random subset with 30 images per individual was taken to form the training set, and the rest of the database was considered to be the testing set. The size of the divided training set/testing set is 1140/1274.
EYaleB_Train_50
A random subset with 50 images per individual was taken to form the training set, and the rest of the database was considered to be the testing set. The size of the divided training set/testing set is 1900/514.
Part F: Effectiveness Analysis of Fuzzy System Feature Extraction Module in DIFL-FR
In order to verify the effectiveness of the feature learning module based on TSK-FS in the proposed method DIFL-FR, the following comparison is conducted between two methods. The first method is named as DIFL-FR+SVM, for which the multi-layer TSK-FS feature learning is used before the block-wise histograms feature extraction in the output layer. The second method is named as BlockHist+SVM, for which only the block-wise histogram is used for feature extraction on the original image. These two feature extraction methods are then combined with linear SVM to classify different datasets. Fig. S4 shows that the accuracy of DIFL-FR+SVM on four different datasets is much higher than the accuracy of BlockHist+SVM. Therefore, it can be concluded that the TSK-FS feature learning module in DIFL-FR significantly improves the feature learning ability. 
Part G: Parameters Analysis of DIFL-FR
Three parameters of DIFL-FR are analyzed to study the sensitivity of the proposed method to these parameters, i.e., the number of layers of TSK-FS, the number of fuzzy rules of each layer of TSK-FS, and the number of groups of consequent part. The smallscale face datasets (i.e., ORL dataset and Extended Yale B dataset) and the larger-scale datasets (i.e., MNIST dataset and Fashion-MNIST dataset) are used for analyzing the parameters. ORL_Train_8 and EYaleB_Train_50 are selected from ORL dataset and Extended Yale B dataset respectively.
1) Impact of The Number of The Layers in DIFL-FR
In order to study the impact of the number of layers on the method, this section uses DIFL-FR with one layer (DIFL-FR_1), two layers (DIFL-FR_2), and three layers (DIFL-FR_3) for comparison. Each model is optimized by grid search on all parameters to obtain the best classification accuracy. The experimental results are shown in Fig. S5. Fig. S5 illustrates that the accuracy of the DIFL-FR with two layers shows great superiority compared with only one-layer structure, and the accuracy of the three-layer structure is almost the same with that of the two-layer structure, sometimes even worse. Therefore, it is reasonable to select the two-layer structure in the previous experiments.
2) Impact of The Number of Fuzzy Rules
In order to study the impact of the number of fuzzy rules on the performance of the two-layer DIFL-FR, the number of fuzzy rules is set from 2 to 15 with the interval as 1 in the experiments and the number of rules for each layer is set to be the same. The other parameters are fixed, i.e., the block size of each pixel point is set as 7 7  ,and the number of groups of consequent parameters with each layer is set as 8. Fig. S6 shows that the promising accuracy are achieved on these datasets when the number of rules is 2 or 3. As the number of rules increases, the accuracy decreases with fluctuations. For high-dimensional image datasets, the number of parameters of the model increases rapidly with the increase of the number of fuzzy rules. Therefore, it can be concluded from Fig. S6 that good performance can be obtained with only a few fuzzy rules on the high-dimensional datasets.
3) Impact of The Number of Groups of The Consequent Part
In order to study the impact of the number of groups of the consequent part on the performance of the two-layer DIFL-FR, the number of groups of the consequent part is set from 4 to 15 with the interval as 1 in the experiments and the number of rules for each layer is set to be the same. The other parameters are fixed, i.e., the block size of each pixel point is set as 7 7  , and the number of fuzzy rules with each layer is set as 3. Fig. S7 shows that the accuracy of these datasets increases with the increasing number of groups of the consequent part. For two small-scale datasets, the accuracy tends to be stable when the number is larger than 8. 
