Abstract. Let G be a bounded region with simply connected closure G and analytic boundary and let µ be a positive measure carried by G together with finitely many pure points outside G. We provide estimates on the norms of the monic polynomials of minimal norm in the space L q (µ) for q > 0. In case the norms converge to 0, we provide estimates on the rate of convergence, generalizing several previous results. Our most powerful result concerns measures µ that are perturbations of measures that are absolutely continuous with respect to the push-forward of a product measure near the boundary of the unit disk. Our results and methods also yield information about the strong asymptotics of the extremal polynomials and some information concerning Christoffel functions.
1. Introduction 1.1. Background. Consider a finite and positive measure µ of compact and infinite support supp(µ) ⊆ C. Given such a measure and any q > 0, we can define the sequence of monic polynomials {P n (z; µ, q)} ∞ n=0 by letting P n (z; µ, q) be any monic polynomial satisfying P n (z; µ, q) L q (µ) = inf{ Q n L q (µ) : Q n = z n + lower order terms}; a property called the extremal property of the polynomials P n (z; µ, q). For q > 1, the strict convexity of the norm implies such a polynomial is unique, while it need not be when 0 < q ≤ 1 (see page 84 in [35] , see also Proposition 5.1 in the appendix for a treatment of the case q = 1). When the meaning is clear, we will often omit the z, µ, or q dependence of P n (z; µ, q) in our notation. By dividing each P n (µ, q) by its L q (µ) norm, we obtain the sequence of normalized polynomials {p n (µ, q)} ∞ n=0 (we use the word "norm" here loosely as it is not technically a norm when q < 1). In case q = 2, the polynomial p n (µ, q) is just the orthonormal polynomial for the measure µ. For an extensive introduction to the general theory of orthogonal polynomials -especially on the real line and the unit circle -we refer the reader to the references [20, 29, 33, 35, 37, 38] and references therein.
We will consider measures whose support is contained in some compact and simply connected set G along with finitely many points not in G. We will also assume that G is a region with analytic boundary (as defined on page 42 in [7] ) and that the logarithmic capacity (see section 1.2 below) of G is equal to 1. One of our main tools for studying these extremal polynomials is the conformal map ψ mapping the exterior of the closed unit disk D to C \ G and satisfying ψ(∞) = ∞ and ψ (∞) > 0. We will denote the inverse function to ψ by φ. Since G has analytic boundary, the map ψ can be extended to be univalent (that is, holomorphic and injective) on a slightly larger region, namely the exterior of the closed disk of radiusρ for someρ < 1. From now on we will assume that ρ is some fixed number in the interval (ρ, 1).
If we define A r := {z : r ≤ |z| ≤ 1} for every r ∈ [ρ, 1] and define G r := ψ(A r ) then ψ and φ provide a one-to-one correspondence between measures on A ρ and G ρ . Given a measure λ on G ρ , we will denote the corresponding measure κ on A ρ by φ * λ. By this we mean that for all f ∈ C(G), we have Gρ f (z)dλ(z) = Aρ f (ψ(w))dκ(w).
Similarly, we can write λ = ψ * κ. For example, the equilibrium measure for G can written as ψ * ( dθ 2π
) (see Theorem 3.1 in [39] ). Central to the theory of L q extremal polynomials on a smooth Jordan curve is the analog of Szegő's Theorem on the unit circle. This can be stated as the following theorem, which follows from Theorem 7.1 in [8] :
If µ is a finite measure on an analytic Jordan curve Γ having capacity 1, then Any measure for which the right hand side of (1.1) is finite will be called a Szegő measure on ∂D. Szegő's Theorem can also be stated for measures on the real line (see Theorem 1.1 in [4] for a precise statement). We note here that Szegő's Theorem for analytic curves -as we have stated it -does not require µ to be a probability measure.
There has also been considerable research on orthogonal polynomials for measures supported on regions. Substantial results were introduced by Carleman in [3] and major achievements in the field since then include the works of Ullman [40, 41] , Suetin [37] , Lubinsky [13] , Miña-Díaz [16] , Saff [25] , Stylianopoulos [36] , Totik [39] , and Widom [43] among others. Recently, Nazarov, Volberg, and Yuditskii showed in [18] that the appropriate analog of Szegő's Theorem holds when µ can be written as the sum of a measure carried by D = {z : |z| < 1}, a Szegő measure on ∂D with no singular part, and a pure point measure carried by the compliment of D. Their result motivates our investigation in many ways. We provide leading order asymptotics for the monic orthogonal polynomial norms in a related setting. A special case of our main theorem (Theorem 1.2 below) applies to measures similar to those considered in [18] although we allow for a singular component to the measure on ∂D, but we only allow for finitely many pure points outside D.
Our results can also be motivated by the conjecture in [25] . If a measure on D is given by w(z)d 2 z where w > 0 Lebesgue almost everywhere in some annulus with outer boundary ∂D, the conjecture asserts that
uniformly on compact subsets of C \ D. We will settle this conjecture in the affirmative if the weight factors as w(re iθ ) = h(re iθ )f (θ)g(r) with h continuous and non-vanishing on D, f a Szegő weight, and 1 ∈ supp(g(r)dr). Indeed our main theorem considers measures that can be thought of as perturbations of such measures. We consider several different kinds of perturbations, including adding finitely many pure points outside D, allowing a singular component to the angular measure with weight f (θ), and the addition of a measure whose density at the boundary is negligible compared to w(z)d 2 z. Throughout this paper, for a measure γ (on any set), we denote
where we do not insist t ∈ N. We will see that these "moments" provide the appropriate rate of decay of the norms of the extremal polynomials. One of our main results is the following:
(1) h(z) is a continuous function on D that is non-vanishing in a neighborhood of ∂D, (2) σ 2 is a measure carried by A ρ that satisfies lim t→∞ c t (σ 2 )c t (τ ) −1 = 0, (3) ν is a measure on the unit circle such that ν (θ) > 0 Lebesgue almost everywhere, (4) τ is a measure on [ρ, 1] such that 1 ∈ supp(τ ). Let µ be the measure on C be given by
where supp(σ 1 ) ⊆ G, α j , β j > 0, z j ∈ G for all j ∈ {1, . . . , m}, and ζ j ∈ ∂G for all j ∈ {1, . . . , }. Then
Remark. We do not actually need h to be continuous. The proof of Theorem 1.2 will show that h need only satisfy the following conditions:
(
is a contunous funtion of r ∈ [ρ, 1], (3) for any polynomial Φ, any k ∈ N, and any q > 0 it holds that
During the preparation of this manuscript, we discovered the recent results of Baratchart and Saff, which are outlined in [2] . They consider measures on the unit disk that in may ways resemble the measures we consider in Theorem 1.2. They obtain similar results on the asymptotic behavior of the monic orthogonal polynomial norms, though Theorem 1.2 seems to be more general.
The factor of
is exactly what one would expect given the results of [9, 10, 11, 12, 18, 19, 21] . We will call a measure µ as in the statement of Theorem 1.2 a push-forward of a product measure. Let us consider some examples of measures to which we can apply Theorem 1.2.
Example. If we set q = 2, dν = dθ 2π
, dτ = 2rdr, σ 1 = σ 2 = 0, and = m = 0 then we are dealing with measures of the form h(z)d
2 z for a function h continuous and non-vanishing on D. Such measures with an added Hölder continuity assumption on h were considered by Suetin in [37] . Theorem 1.2 recovers the leading term in the conclusion of Theorem 3.1 in [37] .
Example. If we set G = D, τ = δ 1 , and h = 1 then we recover a result similar to that of [18] (when q = 2) that allows for a singular component of the measure on ∂D, but only finitely many pure points outside D. If we further set σ 1 = σ 2 = 0 then we can recover the result from Theorem 2.2 in [9] (for any G with analytic boundary).
Example. Let us set
, h = 1, = m = 0, and σ 2 = σ 1 = 0. If s is a sufficiently large power of 2 then
for some constant C > 0. Theorem 1.2 implies that in this example, the extremal polynomial norms do not decay like O(n −1 ) as n → ∞.
Example. Let us set G = D, τ = (1 − r)dr, dν = dν ac , = m = 0, and σ 2 = σ 1 = 0. In this case, we have dµ(z) = w(z)d 2 z where the weight w vanishes on the boundary. Theorem 1.2 still applies to this measure, and we will see below that we can still derive the asymptotics of the extremal polynomials outside D. Theorem 1.2 provides the asymptotic behavior of the norms of the L q (µ)-extremal polynomials for general q ∈ (0, ∞). We can also deduce the behavior of the extremal polynomials outside the compact set G, i.e. we can prove what is often referred to as strong asymptotics. If µ is of the form considered in Theorem 1.2 with ν a Szegő measure on ∂D then we can prove the following:
(1) there are polynomials {y n } n∈N (depending on P n (µ, q) and q) of degree m and a function S = S q analytic and non-vanishing in C \ D and positive at ∞ so that
uniformly on compact subsets of C \ D, (2) the probability measures |p n (z; µ, q)| q dµ converge weakly to the equilibrium measure for G as n → ∞, (3) for any z ∈ G, we have Item (3) follows from an argument based on Christoffel functions and the associated minimization problem. We will discuss this in more detail in Section 4 and for all values of q > 0. The function S in item (1) will be of the form given in (1.3) below. We will see that the polynomial y n in item (1) has a single zero near each z i for i ∈ {1, . . . , m} and shares all of its zeros with P n (z; µ, q).
Tools and Methods.
In an effort to fix notation and for the reader's convenience, we will now provide a brief summary of the main tools that we will use in our proofs.
In some of our proofs we will make heavy use of the Szegő function, which we now define. For a Szegő measure γ on ∂D with Radon-Nikodym derivative given by γ (θ) we define a function S(z; q), which is analytic on {z : |z| > 1} by
which we will often denote by S(z) if the intended value of q is clear. By the same argument as in the proof of Theorem 2.4.1(ii) in [29] , we know S(z; q) ∈ H q (C \ D). We should mention that different authors have used different definitions of the Szegő function. The one we use was also used in [8, 37] , while [29, 30, 21] prefer to define the Szegő function slightly differently and with domain D. It follows from equation (6.5) in [8] that
We will also need potential theoretic objects such as the equilibrium measure, logarithmic potential, and Green function of a compact set. We refer the reader to the books [7, 23, 26] for additional background in potential theory and to [31, 35] for extensive applications of these ideas to orthogonal polynomials. Given a finite measure γ of compact support, we can define its logarithmic potential
though for some values of z, the integral may be +∞. We define the equilibrium measure of a compact set K as the unique probability measure ω K satisfying
provided the right hand side is finite. In this case we call the left hand side the logarithmic energy of ω K and denote it by E(ω K ). It is always true that the support of the equilibrium measure ω K is contained in the boundary of K (see Theorem 3.7.6 in [23] ). We define the logarithmic capacity of the compact set K as e −E(ω K ) and denote it by cap(K). In this paper, we will always assume that cap(G) = 1 and consequently (with ψ defined as in Section 1.1) ψ (∞) = 1. In this case, we can write
A measure γ with compact support is called a regular measure if
). The equilibrium measure will play an important role in Section 3. We will mention regularity again in Section 2 and it is a major topic throughout [35] .
Armed with the notions of equilibrium measure and capacity, we can define the Green function with pole at infinity of a compact set K (of positive capacity) as
It follows from Theorem 4.4.4 in [23] that the Green's function is conformally invariant, i.e. if K 1 and K 2 are simply connected compact sets in the plane and F is the conformal map that sends the compliment of K 1 to the compliment of K 2 mapping ∞ to itself and having positive derivative there, then
We also include here a brief discussion of Faber polynomials (see [15] for extensive background and references). We will denote these polynomials by F n (z) and they are defined as the polynomial part of the Laurent expansion of φ n (z) around ∞. Since we are assuming cap(G) = 1, we recover from formula (1.4) in [15] the following two facts:
(1) F n (z) is a monic polynomial of degree n, (2) for ρ < |z| ≤ 1 we have
where the implied constant is uniformly bounded from above in the annulus considered. In case G = D, we have F n (z) = z n . Many of the proofs in [37] and the proof of the main theorem in [18] rely heavily on generalized Faber polynomials. We will use Faber polynomials to obtain upper bounds on the L q norms of the extremal polynomials.
The remainder of the paper is organized as follows. In Section 2, we prove Theorem 1.2. One key step will be to use Faber polynomials and look at weak limits of the measures
. In Section 3 we will discuss strong asymptotics of the extremal polynomials for measures of the form considered in Theorem 1.2. In Section 4 we will discuss Christoffel functions and their behavior on the set G, especially inside the region G. A major theme throughout will be the many similarities with the theory of orthogonal polynomials on the unit circle (OPUC). Many of our results produce interesting corollaries and we will point these out as we go. Throughout this paper, we will let Γ r be the contour given by {ψ(z) : |z| = r} for r >ρ and G r will denote the region bounded by Γ r .
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Push-Forward of Product Measures on the Disk
In this section, we will derive norm asymptotics for the extremal polynomials corresponding to measures of the form considered in Theorem 1.2. We will use the Faber polynomials in conjunction with the extremal property to eventually derive an upper bound in the proof of Theorem 1.2 and we will use subharmonicity of appropriate functions to derive a lower bound. For the remainder of this section, we will let q > 0 be fixed but arbitrary and we will denote P n (z; µ, q) by P n (µ) and P n (µ) L q (µ) by P n (µ) µ when there is no possibility for confusion. We begin with the following crude estimate:
Proof. We will in fact show that µ satisfies Widom's criterion (see Section 4.1 in [35] ) from which regularity immediately follows by Theorem 4.1.6 in [35] .
For each r ∈ (ρ, 1], the equilibrium measure of the curve Γ r is absolutely continuous with respect to arc-length measure with continuous derivative bounded above and below by positive constants (see Theorem II.4.7 in [7] ; the constants are allowed to depend on r). Let C be a carrier of µ (i.e. µ(C) = µ(C)). Since ν (θ) > 0 Lebesgue almost everywhere, we conclude that
for τ almost every r ∈ (ρ, 1] where λ r is arc-length measure on Γ r and (Γ r ) is the length of the curve Γ r . It follows that there is a sequence r n → 1 such that ω Γr n (C) = 1 while clearly cap(Γ rn ) → 1. This shows µ satisfies Widom's criterion.
We will now begin developing the ideas necessary to prove the more refined estimate of P n (µ) q µ given in Theorem 1.2. We begin with a lemma that immediately highlights the importance of Faber polynomials to our results.
Lemma 2.1. Let N ⊆ N be a subsequence such that
where γ is a measure on ∂G and {a n } n∈N is a sequence of positive real numbers satisfying lim n→∞ a n a −1 n+1 = 1. Then for any fixed k ∈ N, we have
Proof. Recall our notation G ρ = {ψ(z) : ρ ≤ |z| ≤ 1}. It is clear from our earlier discussion of Faber polynomials (specifically fact (2)) that all weak limits in question are measures on ∂G and that F n has no zeros in G ρ for all sufficiently large n. Now, let f be a continuous function on G ρ . We have
Our next lemma will identify some ideal choices for the sequence {a n } n∈N of Lemma 2.1.
Lemma 2.2. Let γ be a probability measure on the unit interval [0, 1], let c n denote the n th moment of γ. The following are equivalent:
Proof. It is obvious that (1)⇒(2) and (3)⇒(1) so we need only prove that (2) converge weakly to the point mass at 1 as n → ∞, which implies the desired conclusion. Now we can prove the following lemma, which will be of critical importance in our proof of Theorem 1.2. Lemma 2.3. Let κ be a measure on G and γ a measure on ∂D and let N ⊆ N be a subsequence such that
where {a n } n∈N is as in Lemma 2.1. Then
Proof. By the extremal property, we have P n (κ)
for every k > 0. Since k here is arbitrary, we can take the infimum over all k, which is no larger than the limit as k tends to infinity. The result now follows from Theorem 1.1.
As a second preparatory step for the proof of Theorem 1.2, we need to understand how to deal with pure points outside of G. The following lemma is a consequence of the remark following the statement of Theorem 1 in [27] (although Theorem 1 in [27] is only stated for the orthonormal polynomials (q = 2), the same proof works for the extremal polynomials in any L q (µ) space).
Lemma 2.4.
[27] Let µ be a finite measure carried by G {z 1 , . . . , z m } where G is simply connected and each z i ∈ G. Then for any δ > 0, there is N δ such that if n > N δ then {u : |u − z i | < δ} has at least one zero of P n (µ) for each i = 1, 2, . . . , m.
Remark. We will refine Lemma 2.4 later in this section (see Corollary 2.6).
It is also shown in [27] that pure points of µ inside G need not attract zeros of P n (µ). The case of pure points on the boundary of G is more subtle (see Section 10.13 in [30] for more results on point perturbation).
The following calculation will be useful also.
Proof. First, consider the case when x ∈ G. It is clear that cap(G r ) = r. Define ψ r (z) = ψ(rz) on {z : |z| >ρr −1 }. Then we calculate
The first line follows from Example 0.5.7 in [26] . The second line is just the definition of the logarithmic potential. The third line then follows from (1.4) above and the fact that D has logarithmic capacity 1. The fourth line then follows from the conformal invariance of the Green's function (see Section 1.2). The fifth line follows as the third did from the first. Finally, the last line follows from the definition of equilibrium measure as given in Theorem 3.1 in [39] .
The case x ∈ ∂G follows by dominated convergence as in Example 0.5.7 in [26] .
Before we proceed with the proof of Theorem 1.2, we need to make an observation. The upper bound will be obtained using the above lemmas, while for the lower bound we will invoke subharmonicity of a particular integrand. This is simple enough when q ≥ 1 because every H 1 function is the Poisson integral of its boundary values (see Theorem 17.11 in [24] ). However, some care is required when 0 < q < 1. We simply note here that Theorem 17.11(c) in [24] combined with a well-known L q inequality (see page 74 in [24] ) imply that if
Now we are ready to prove Theorem 1.2.
Proof of Theorem 1.2. For now, let us assume that = m = 0 in our definition of µ. For any k ∈ N, we have
It follows that the measures
dµ converge weakly to d(ψ * (hν)) as measures on G. The upper bound in this case now follows from Lemma 2.3.
If we add finitely many pure points outside G, we get the desired upper bound by placing a single zero at each z i and ζ i . More precisely, if we define the polynomials y ∞ (z) and
we have
and then proceed as in the case when = m = 0 and apply Proposition 2.2. For the lower bound, Lemma 2.4 implies that for each z i , we can choose a sequence {w i,n } n∈N so that P n (w i,n ; µ) = 0 and lim n→∞ w i,n = z i (we will establish later that such a sequence has a unique tail, but we do not need this now). Define
(so that y n (z) → y ∞ (z) pointwise). We now can calculate
For |z| > 1 and r ∈ [ρ, 1], define the functions
By our discussion in Section 1.2, we can rewrite (2.4) as
(notice that we arbitrarily added a factor of e −i(n−m)θ to the integrand, which is acceptable since it is inside the absolute value bars). For each fixed r, we invoke the subharmonicity of the integrand (or equation (2.1)) to obtain
Since w j,n converges to z j as n → ∞ for each j (by construction), we find that
by Proposition 2.2. This is the desired lower bound. 2
The proof of Theorem 1.2 produces several interesting corollaries. The first of these shows that certain parts of the measure µ contribute only negligibly to the norm of the extremal polynomial. The following corollary is reminiscent of Theorem 2.4.1(vii) in [29] .
Proof
The proof of Theorem 1.2 shows that the left hand side of (2.6) and the first term on the right hand side of (2.6) both converge to the right hand side of (1.2). This shows that everything except µ 0 contributes only negligibly to the norm of p n (z; µ). To show that the pure points outside G contribute only negligibly to the norm, we keep our definition of w 1,n from the proof of Theorem 1.2 and we write µ 0 = µ
which implies the desired conclusion for z 1 . An identical proof works for each z j for j = 2, 3, . . . , m.
Remark. As a consequence of Corollary 2.5, we see that if K ⊆ G is compact, then
An additional consequence of Theorem 1.2 is the following corollary, which is a refinement of Lemma 2.4. Corollary 2.6. Let µ be as in Theorem 1.2 with ν a Szegő measure on ∂D. There exists a δ > 0 and N ∈ N such that for all n ≥ N , the polynomial P n (µ) has a single zero in {u : |u − z i | < δ} for each i ≤ m. If we denote this zero by w i,n , then there is an a > 0 so that |w i,n − z i | ≤ e −an for all large n.
Proof. Lemma 2.4 establishes the existence of at least one zero of P n (µ) in {u : |u − z i | < δ} for all i and all large n. Now, fix > 0 (but small) and let {w 1 , . . . , w t(n) } denote the collection of zeros of P n (µ) outside Γ 1+ .
Define for |z| > 1 the functions
As in the proof of Theorem 1.2, we calculate
where we used Proposition 2.2. From this expression, it follows that n−t(n) tends to infinity as n → ∞, for if it did not, then since |φ(w j )| > 1 + for every j ≤ t(n), we would have P n (z; µ) 1/n µ > 1 + for all n in some subsequence N ⊆ N, which violates the fact that cap(G) = 1 and µ is regular (see Theorem III.3.1 in [26] ).
Since n − t(n) → ∞, the first factor in (2.7) converges to exp
as n → ∞ while the left hand side has limit given by the right hand side of (1.2). If for each i ∈ {1, . . . , m} we pick a sequence {w i,n } n∈N as in the proof of Theorem 1.2 then the corresponding factor in the product (2.7) converges to |φ(z i )| q as n → ∞. Therefore, it must be that lim sup
However, each factor in this product is larger than (1 + ) q . We conclude that t(n) = m for all sufficiently large n. This implies P n (µ) has a single zero near each z j for j = 1, . . . , m when n is sufficiently large.
The proof of the exponential attraction now proceeds exactly as in the last portion of the proof of Theorem 8.1.11 in [29] .
Remark. Corollary 2.6 tells us that the polynomial P n (µ, q) has a single zero extremely close to z i for each i ∈ {1, . . . , m} and the remaining n − m zeros are placed so as to minimize the L q (µ) norm with respect to a varying weight. It would be interesting to look at the measure µ on D ∪ {z 1 , . . . , z m } given by dµ = d 2 z + m j=1 δ z j (where d 2 z refers to area measure on the unit disk) and see if the results from [16] continue to hold in this case, where the polynomial weight would be y ∞ (z) (see (2.2) above).
The upper bound in the proof of Theorem 1.2 came from Lemma 2.3, which applies to arbitrary finite measures (not just product measures). We can also state the lower bound used in the proof of Theorem 1.2 in a more general form. Proposition 2.3. Letμ be a measure on G so thatμ ≥ µ and µ is the push-forward (via ψ) of the measure w(re iθ ) dθ 2π dτ (r) where 1 ∈ supp(τ ) and w ∈ L 1 ( dθ 2π
⊗ dτ (r)). Then
Remark. The statement here is very general because we do not insist on any continuity of w.
Proof. By the inequality of the measures and the extremal property, we have
q µ , so it suffices to put the desired bound on P n (µ) q µ . Let X ⊆ [0, 1] be the collection of all r so that w(re iθ ) dθ 2π
is a Szegő measure on ∂D. The proposition is trivial unless τ (X) > 0. Therefore, we assume this is the case, and for r ∈ X we define S r (z) = exp − 1 2qπ 2π 0 log w(re iθ ) e iθ + z e iθ − z dθ , |z| > 1 and write
as in (2.5) . This is the desired lower bound.
We conclude this section with an example showing how one can apply Lemma 2.3 to a region without analytic boundary.
Example. Let G be the region {z : |z 3 − 1| < 1} and assume q > 1. Notice that G has capacity 1 since φ(z) 3 = z 3 − 1 (see the example in Section 3 of [15] ). Define the polynomials Q n for n a multiple of 3 by Q 3m (z) = (z 3 − 1) m . Let τ be a probability measure on (0, 1) with 1 ∈ supp(τ ). The region G can be decomposed into level sets Ξ r where Ξ r = z : |z 3 − 1| = r and r runs from 0 to 1. Let ν r be arc-length measure on each component of Ξ r and let h(z) be a function that is continuous on G and is invariant under rotations by 2π 3 so that φ * (hν 1 ) has Z 3 symmetry as a measure on ∂D as in Example 1.6.14 in [29] . Let us define µ by
Consider the measure hν 1 on ∂G. If m ∈ N is fixed, then by the extremal property we have that for any choice of complex numbers a 0 , . . . , a m−1 and a m = 1
Following the proof of the upper bound in Theorem 7.1 in [8] we get
for any m ≤ n and any choice of constants γ 1 , . . . , γ m . The assumed Z 3 symmetry of the measure implies that P 3m (z; φ * (hν 1 ), q) = R m (z 3 ) for some monic polynomial R m of degree m (this follows from the uniqueness of the extremal polynomial in the case q > 1; see Example 1.6.14 in [29] ). Therefore, we can choose γ 1 , . . . , γ m appropriately so that the right hand side of (2.8) is equal to P 3m (φ * (hν 1 ), q) q φ * (hν 1 ) . The reasoning of Lemma 2.3 then implies lim sup
Now, as in Lemma 2.3, we calculate (for f ∈ C(G))
c qm (τ )
as m → ∞. Therefore, the measures
dµ converge weakly to hdν 1 and the reasoning of Lemma 2.3 implies
In the next section, we explore more detailed asymptotic properties of the polynomials P n (z; µ, q) and p n (z; µ, q).
Strong Asymptotics for Extremal Polynomials
The main idea of Theorem 1.2 is that the asymptotic behavior of the extremal polynomial norms is comparable to the behavior of the L q norms { φ(z) n L q (µ) } n∈N . It should not be surprising then that in some cases we can make a stronger statement about the extremal polynomials' resemblance to φ(z) n in certain regions of the plane, and this is what we call strong asymptotics. Theorems 3.1 and 3.3 will provide us with detailed information about the behavior of P n (z; µ, q) outside of G and near the boundary of G. In Section 4 we will see how P n (z; µ, 2) behaves inside G (see Corollary 4.4).
In the previous section we established that the polynomial P n (µ, q) has a single zero near each pure point of µ outside of G (for large n) and asymptotically, all other zeros tend to G. If we label the zero of P n (µ, q) near z j as w j,n,q , let us recall the definition
(z − w j,n,q ), which can be uniquely defined for all sufficiently large n by Corollary 2.6. It will be convenient for us to define Λ n (z; µ, q) = P n (z; µ, q) y n (z; q) (3.1) for all sufficiently large n. We also recall the definition
for r ∈ [ρ, 1] and z ∈ C \ D. We begin by considering the behavior of P n (z; µ, q) when z ∈ G and q > 0. We will prove a result reminiscent of the convergence result in Theorem 2.4.1(iv) in [29] and the corollary in [18] .
Theorem 3.1. Let S r,n (z; q) be defined as in (3.2) . If µ is a measure as in Theorem 1.2 with ν a Szegő measure on ∂D and q > 0 then
as n → ∞ uniformly on compact subsets of C \ D.
Proof. Let q > 0 be fixed throughout this proof and denote S r,n (z; q) by S r,n (z) and Λ n (z; µ, q) by Λ n (z; µ). We showed in Section 2 (see equation (2.1)) that if r ∈ [ρ, 1] then
for all r ∈ [ρ, 1]. Let us fix some t < 1. If we divide both sides of (3.3) by c qn (τ ) and then integrate in the variable r from t to 1 with respect to τ , then both sides converge to S 1,∞ (∞) q as n → ∞ (by Theorem 1.2). Therefore, (3.3) is optimal in that we cannot multiply the right hand side by a factor smaller than 1 and have the inequality remain valid for all r ∈ [t, 1] when n is sufficiently large. It follows that for any > 0, there exists a sequence {r n } ∞ n=1
converging to 1 from below as n → ∞ so that
By a standard argument, we can choose our sequence {r n } ∞ n=1 converging to 1 from below so that (3.4) remains true for some sequence n tending monotonically to 0 from above. Let a n := Λ n (ψ(r n e iθ );
) . By using (3.3) and (3.4) we see that
Clearly f n H q (C\D) = 1 for all n so we can find a subsequence N ⊆ N so that f n converges uniformly on compact subsets of C \ D to some (analytic) functionf (by a normal families argument and Lemma 1.1 in [9] ). Equation (3.5) shows thatf (∞) = 1 while f H q (C\D) ≤ lim sup n∈N f n H q (C\D) = 1 (see Lemma 1.2 in [9] ). However, clearly f
= 1 for all r ≥ 1. Furthermore, the proof of Corollary 2.6 and the Hurwitz Theorem implyf is non-vanishing in C \ D and so f q is an analytic function on this domain. This implies
and it follows easily thatf ≡ 1. The same argument applies to any subsequence of {f n } n∈N so f n converges to 1 uniformly on compact subsets of C \ D. Equations (3.3) and (3.4) show that a n = (1 + δ n )r (n−m) n S rn,n (∞) with δ n → 0 as n → ∞. Therefore, if |z| > 1, we have
and the convergence is uniform on compact subsets of C \ D.
Now choose w ∈ D. Notice that the function H(z) = (e iθ + z)(e iθ − z) −1 is a conformal map from C \ D to the left half-plane. Therefore, H(z/r n ) converges to H(z) as n → ∞ and the convergence is uniform on compact subsets of C \ D and uniform in θ. This observation and Dominated Convergence imply
as n → ∞ and the convergence is uniform on compact subsets of C \ D. By plugging in z = w/r n into (3.6) and using the uniformity of convergence on compact subsets we recover
which proves convergence. To prove the uniformity, let K ⊆ C\D be a compact set. There is a compact set K 1 ⊆ C\D such that for all sufficiently large n, every x ∈ K can be written as r n x
We have already shown in (3.6) that the first factor in (3.8) tends to 1 uniformly on compact subsets as n → ∞. Similarly, we have shown in (3.7) that the second factor in (3.8) tends to 1 uniformly on compact subsets as n → ∞.
Remark. One can in fact conclude that in the proof of Theorem 3.1, the functions f n converge to 1 in
Theorem 3.1 yields the following Corollary, which says that the strong asymptotic behavior of the polynomials P n (µ, q) is in some sense independent of τ . Corollary 3.2. Let µ be as in Theorem 3.1 and let κ be the measure on ∂G given by |y ∞ | 2 ψ * (hν). Uniformly on compact subsets of C \ G we have
Proof. By Theorem 3.1 above and Theorem 2.1 in [9] , both Λn(z;µ,q) φ(z) n−m and
−1 uniformly on compact subsets of C \ G so the claim follows.
Now that we have some information about the behavior of P n (z; µ, q) outside G, we will consider what happens close to the boundary of G. Our next result is motivated in part by Theorem 9.3.1 in [30] . As in Theorem 3.1, we will consider all q > 0. 
as measures on C.
Proof. Let q > 0 be fixed and denote by p n the polynomial p n (z; µ, q). Corollary 2.5 and the remark following it imply that any weak limit of the measures {|p n | q dµ} n∈N must be a measure on ∂G and that we may without loss of generality assume that σ 1 = σ 2 = 0, = 0, and ν is purely absolutely continuous with respect to Lebesgue measure. Let us recall the definition of S r,n (z) = S r,n (z; q) from (3.2) for r ∈ [ρ, 1] and z ∈ C \ D.
We showed in Theorem 1.2 that
as n → ∞.
For fixed n ∈ N and r ∈ [ρ, 1], let {u 1 , . . . , u ηn(r) } be the zeros of Λ n (ψ(rz)) (η n ∈ N 0 ) lying outside of D, each listed a number of times equal to its multiplicity as a zero. We may then define the Blaschke product
With this notation, we may define J r,n (z) so that
From (3.10), we know that J r,n (z) is analytic and non-vanishing in C \ D so we may write
+ g r,n (z), (3.11) where g r,n (z) is in H 2 (C \ D) and is orthogonal to the constant functions in
If we plug (3.11) into (3.9), we get
as n → ∞. However, B r,n (∞) −q > 1 and the second term is always non-negative, so we conclude that the first term in (3.12) has integral tending to 1 as n → ∞ and hence
as n → ∞. If we send n to infinity, the first term in (3.15) converges to 0 since k ∈ N. The second term in (3.15) can be bounded from above in absolute value by (3.16) which tends to 0 by (3.13) . By applying the Schwartz inequality, the third term in (3.15) can be bounded from above in absolute value by
The first factor tends to 1 as n → ∞ (as in (3.12)). After applying Jensen's inequality to the second factor, we can bound it from above by twice the square root of (3.16) . Therefore the integral (3.14) tends to 0 as n → ∞. We conclude that if γ is a weak limit point of the measures {|p n (µ)| q dµ} n∈N , then for every k ∈ N we have
This implies that γ is induced (via ψ) by a measure κ on ∂D with no non-trivial moments, i.e. dκ = dθ 2π
and it follows that γ is the equilibrium measure for G (see Theorem 3.1 in [39] ). Theorem 3.3 yields the following corollary, which can be interpreted in terms of the Christoffel functions discussed in Section 4 (see (4.5) below). 
as measures on C where K n (z, w) = n j=0 p j (z; µ, 2)p j (w; µ, 2) is the reproducing kernel for the measure µ and polynomials of degree at most n.
Remark. Since µ is regular, one can use a polynomial approximation argument, Corollary 2.5, and the results in [32] to arrive at a different proof of Corollary 3.4. Theorem 3.3 is of course much stronger.
In the next section, we will consider the behavior of the Christoffel functions on G.
Christoffel Functions
In this section we will turn our attention to an interesting minimization problem. For each n ∈ N and q > 0, let us define the Christoffel function λ n (z; µ, q) by
For z ∈ C fixed, λ n (z; µ, q) is obviously non-increasing (as n → ∞) and positive, so we may define λ ∞ (z; µ, q) = lim n→∞ λ n (z; µ, q). It is clear that
The behavior of λ ∞ (z; µ, q) is particularly easy to describe when z ∈ ∂G.
Proposition 4.1. If µ is any measure with support in G and G has analytic boundary then λ ∞ (x; µ, q) = µ({x}) for all x ∈ ∂G and all q > 0.
Remark. For Proposition 4.1, we do not need to assume cap(G) = 1.
Proof. Fix x ∈ ∂G. It is obvious that λ n (x; µ, q) ≥ µ({x}) for every n ∈ N, so it remains to show the reverse inequality holds in the limit. Since ∂G is analytic, we can define a conformal map ϕ : G → D satisfying ϕ(x) = 1. By a well-known argument, this map ϕ has an analytic continuation to some open set U ⊇ G. Define
. By Theorem 2.5.7 in [28] there exists a sequence of polynomials {W n } n∈N so that W n −f n L ∞ (G) < n −1 (we do not assume W n has degree n). It follows that for each n ∈ N there is a constant a n = 1 + o(1) (as n → ∞) so that a n W n (x) = 1. Then (with E n = W n − f n )
by Dominated Convergence.
Remark. For results producing more precise asymptotics of λ n (z; µ, 2) for z ∈ ∂G under stronger hypotheses on µ, see [13, 39] . Now let us focus on x ∈ G. For measures supported on the unit circle, it is known (see Theorem 2.5.4 in [29] ) that if ν is a Szegő measure then λ ∞ (z; ν, q) > 0 for all z ∈ D and q ∈ (0, ∞). We will prove an analog for the kinds of measures considered in Theorem 1.2. Before we can do this, we need to define some auxiliary notation. For x interior to Γ 1 , define
For each r ∈ [ξ(x), 1], let χ r,x be the conformal map from D to G r that sends 0 to x and satisfies χ r,x (0) > 0. Denote the inverse to χ r,x by ϕ r,x . The following lemma will be useful:
Lemma 4.1. With the above notation, it holds that ϕ r,x converges to ϕ 1,x uniformly on some open set containing G as r → 1 and there is an s ∈ (ξ(x), 1) and positive constants λ 1 and λ 2 such that
for all r ∈ [s, 1] and z ∈ G.
Remark. The proof of the lemma will actually show that when r is sufficiently close to 1, ϕ r,x is defined on all of G so the statement of the lemma makes sense.
Proof. By the Carathéodory Convergence Theorem (see Theorem 3.1 in [6] ), the maps ϕ r,x converge to ϕ 1,x uniformly on compact subsets of G as r → 1 − (see also Theorem 3 in [34] ). Since G has analytic boundary, a simple argument shows that each ϕ r,x can be univalently continued outside of G when r is sufficiently close to 1 and in fact all such ϕ r,x have a common domain of holomorphy containing G. A normal families argument then implies ϕ r,x converges to ϕ 1,x uniformly on some open set containing G as r → 1. We can then use the Cauchy integral formula to conclude that ϕ r,x converges to ϕ 1,x on a smaller open set containing G. This means that when r is sufficiently close to 1, we have ϕ r,x L ∞ (Γ 1 ) ≤ 2 ϕ 1,x L ∞ (Γ 1 ) . The same arguments can be applied to {χ r,x } r∈[ξ(x),1] , which proves the claim.
As a final preparatory step, we will need the following lemma, which is a slight refinement of Lemma 1.1 in [9] . Lemma 4.2. If q ∈ (0, ∞) and w ∈ G r then there is a constant β w so that for every f ∈ H q (G r ),
Furthermore, the constant β w may be taken uniform for all r sufficiently close to 1 (but perhaps depending on w).
Proof. The inequality follows from Lemma 1.1 in [9] and the equivalence of the spaces E q (G r ) and H q (G r ) (see Chapter 10 in [5] ), so we need only focus on the uniformity. If q ≥ 1, then this is a simple consequence of Jensen's inequality and the fact that H 1 functions are the Cauchy integral of their boundary values (see Theorem 10.4 in [5] ), so we need only focus on the case 0 < q < 1. To this end, let g be the function harmonic in G r satisfying g(ψ(re iθ )) = |f (ψ(re iθ ))| q almost everywhere on Γ r . Let ω r,w by the harmonic measure for the region G r and the point w. Then by the subharmonicity of f , we have
We can now apply Lemma 4.1 with x = w to provide uniformity in the constant β w .
Now we are ready to prove the main theorem of this section.
Theorem 4.3. If µ and G are as in Theorem 1.2 with ν a Szegő measure on ∂D, then λ ∞ (z; µ, q) > 0 for all z ∈ G and q ∈ (0, ∞).
Proof. Since h is bounded from below and λ n (z; µ, q) increases as we increase µ, we may assume that µ = ν ac ⊗ τ . In the region G ρ we may write (for f continuous)
wherew is a weight on G ρ . In fact, we can write explicitlỹ
(we identify ν (e iθ ) and ν (θ)). As in [14] , define ∆ r,q (z) by
for each r ∈ [ρ, 1] so that |∆ r,q (ζ))| q =w(ζ) for almost every ζ ∈ Γ r ((4.2) implies the integral in (4.3) converges). Now fix y ∈ G and let Q(z) be any polynomial so that Q(y) = 1 (we make no assumptions on the degree of Q). Let s ∈ (ρ, 1) be so that y is interior to Γ s and so the constant β y of Lemma 4.2 may be chosen independently of t ∈ [s, 1]. We calculate
by Lemma 4.2. The function ∆ t,q (y) is expressed as an exponential so the fact that ν is a Szegő measure on ∂D implies ∆ t,q (y) is never equal to 0 for any t. Therefore, |∆ t,q (y)| q is not the zero function and so the integral on the far right on (4.4) is not equal to zero. We have therefore obtained a lower bound for the far left hand side of (4.4) that is independent of the degree of Q. Taking the infimum over all such Q proves the theorem.
Recall the definition of K n (z, w) from Corollary 3.4. By equation (2.16.6) in [33] , one has λ n (z; µ, 2) = 1 K n (z, z; µ) . 
Now that we have some understanding of λ ∞ (x; µ, q) for all x ∈ G when µ is of the form considered in Theorem 1.2, we want to try to calculate it exactly. Our next result will show that one can reduce the problem to considering only measures on G = D and only the point x = 0. Indeed, take any x 0 ∈ G and let ϕ be the conformal map of G to D sending x 0 to 0 and satisfying ϕ (x 0 ) > 0. By the injectivity of ϕ on G (we used Carathéodory's Theorem here; see Theorem I.3.1 in [7] ), we can push any measure µ on G forward via ϕ to get a measure ϕ * µ on D as in Section 1. With this notation, we can prove the following result: Proposition 4.2. With x 0 , µ and ϕ as above, we have λ ∞ (x 0 ; µ, q) = λ ∞ (0; ϕ * µ, q) for all q ∈ (0, ∞).
Remark. We do not exclude the possibility that G = D and ϕ is an automorphism of the disk.
Remark. If τ = δ 1 , the resulting measure ϕ * µ may not be of the form considered in Theorem 1.2.
Proof. Fix q ∈ (0, ∞). Given > 0, let T be a polynomial so that T q L q (ϕ * µ) < λ ∞ (0; ϕ * µ, q)+ and T (0) = 1. ThenQ := T • ϕ is a function on G satisfying Q q L q (µ) = T q L q (ϕ * µ) and Q(x 0 ) = 1. Now let Q be a polynomial satisfying |Q| q − |Q| q L ∞ (G) < and Q(x 0 ) = 1 (such a Q exists by the same reasoning as in the proof of Proposition 4.1). It follows at once that λ ∞ (x 0 ; µ, q) ≤ λ ∞ (0; ϕ * µ, q) + 2 and one direction of the inequality follows by sending → 0. The reverse inequality follows by an argument symmetric to the one just given.
Remark. If we set τ = δ 1 , Proposition 4.2 can be used to provide a new proof of Proposition 2.2.2 in [29] and a new proof of Theorem 2.5.4 in [29] . Proposition 4.2 allows us to calculate λ ∞ (x; µ, q) by considering only measures on D and only the point 0. If µ happens to be supported on ∂G, then ϕ * µ is supported on ∂D so that λ ∞ (0; ϕ * µ, q) is in fact independent of q (see Theorem 2.5.4 in [29] ) so the same must be true of λ ∞ (x; µ, q). However, the following example shows that the value of λ ∞ (0; µ, q) is in general not as easily calculated when supp(µ) ∂G.
Example. Let us consider the special case of Corollary 4.4 where G = D, h = 1, and z = 0. Let us further assume τ and ν are both probability measures. Fix any N ∈ N and let Q N (z) be a polynomial of degree at most N satisfying Q N (0) = 1. Then for any r < 1 we have because Q N (rz) is still a polynomial of degree N in z that is equal to 1 at 0. Integrating both sides in the variable r with respect to τ from 0 to 1, we obtain λ N (0; µ, 2) ≥ λ N (0; ν, 2). Sending N → ∞ we obtain λ ∞ (0; µ, 2) ≥ λ ∞ (0; ν, 2) > 0 (see equation (2.2.3) in [29] ). However, if 0 ∈ supp(τ ) then the reverse inequality is false unless dν = dθ 2π
(we still assume ν is a Szegő measure on ∂D), i.e. it is true that λ ∞ (0; µ, 2) > λ ∞ (0; ν, 2). To see this, recall Proposition 2.16.2 in [33] , which tells us that Q n,z (w) := K n (z, w; µ)K n (z, z; µ) −1 satisfies Q n,z (z) = 1 and Q n,z (z) 2 µ = λ n (z; µ, 2). Corollary 4.4 tells us that {Q n,0 (w)} n∈N is uniformly bounded on {z : |z| ≤ r 1 } for any r 1 < 1. By Montel's Theorem this is a normal family so we may take n → ∞ through some subsequence N ⊆ N so that {Q n,0 (w)} n∈N converges uniformly to a function Q ∞,0 (w), which is analytic in {z : |z| < r 1 } and Q ∞,0 (0) = 1. By continuity and the fact that if dν = dθ 2π then λ ∞ (0; ν, 2) < 1, it must be that 2π 0 |Q ∞,0 (re iθ )| 2 dν(θ) > 1 + λ ∞ (0; ν, 2) 2 for all r sufficiently small (say r < r 0 ). By Dominated Convergence, the same must be true for all Q n,0 (z) for n sufficiently large and n ∈ N . We conclude that for sufficiently large n ∈ N , we have λ n (0; µ, 2) = Q n,0 (z) Since λ n (0; µ, 2) is decreasing in n, τ ([0, r 0 ]) > 0 and λ ∞ (0; ν, 2) < 1, the desired conclusion follows. 2
Appendix

5.1.
Non-uniqueness when q = 1. On page 84 in [35] , it is stated that one does not have uniqueness of the L q -extremal polynomial when 0 < q < 1. This is a correct statement, but we show here that this can be extended to include the case q = 1. Proof. Suppose for contradiction that P 2n+1 (µ, 1) can be uniquely defined. By the symmetry of the measure, we must have that P 2n+1 (0; µ, 1) = 0. We may then write P 2n+1 (z; µ, 1) = zQ n (z), for some polynomial Q n of degree 2n and satisfying Q n (x) = Q n (−x) for all x ∈ R. For a ∈ (−1, 1), define P
2n+1 (z) = (z − a)Q n (z) so that P |Q n (z)|dµ(z) = 0, which contradicts our uniqueness assumption.
