














VIRTUAL ADVERSARIAL SIMILAR POINT  
TO IMPROVE GENERALIZATION OF DEEP METRIC LEARNING 
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Deep Metric Learning learns a small dimensional feature representation from input data points which has a 
geometry same as the input data points, in where the distance between similar data points are small and the 
distance between dissimilar datapoint are large. Therefore, it has been widely used in a variety of tasks like 
image retrieval and person re-identification. However, it requires to sample some kind of input data points to 
calculate similarity and dissimilarity to optimize itself but getting difficult to find efficient variations by hard 
example mining during its training. In this paper, we propose a novel deep metric learning method which is 
optimized by a loss function with generated virtual adversarial similar point and a metric loss and evaluate its 
performance in the Zero-shot learning benchmark with CUB-200-2011 and CARS-198 datasets. 

































































（２）Triplet Network と N-pair sampling 
Triplet Network のネットワークモデル図を Fig.1 に示す．




タを共有する) CNN 𝑓(∙)に入力し，特徴ベクトル𝑓(𝑥")，𝑓(𝑥#)，𝑓(𝑥$)を得る．この CNN の学習はこれらの出力を




あり，triple hinge loss 関数では２つの画像データから抽出
した特徴ベクトルのユークリッド距離の２乗を出力する
関数を使用する． 
 𝐿+,-#./+0𝑥", 𝑥#, 𝑥$2 	= max	{0, 𝑑(𝑓(𝑥"), 𝑓(𝑥#)) − 𝑑(𝑓(𝑥") − 𝑓(𝑥$)) +𝑚}     (1) 𝑑(𝑥, 𝑦) = ‖𝑥 − 𝑦‖@@                                (2) 
 







Fig. 1: Triplet Network のモデル図 
 
 
Fig.2: Triplet Network を用いた距離学習の図 
 
Triplet Network は 3 つの画像の組み合わせを学習に使
用する入力データとしてサンプリングしていたが，N-pair 





で，1 つのクラスからサンプリングした Pair ごとに多様
な異なるクラスのデータと学習を行うことができるため，
Triplet Network よりも効率的な深層距離学習を行うこと





Fig.3: N-pair sampling によって作成する学習サンプルデ
ータと N-pair loss の計算法のモデル図．  













学習を行う．本提案手法では式(4)の Triplet loss 𝐿+,-#./+に 
Npair-loss を使用し，敵対的な性質を示す仮想データを類
似画像とみなして距離学習に利用し，学習を行う誤差関





 ℒ = 𝐿0𝑥", 𝑥#, 𝑥$2 + 𝜆𝐿(𝑥", 𝑥K"LK, 𝑥$)              (4) 
 𝑥K"LK = 𝑥 + 𝑟K"LK                              (5) 























スの画像を使用する Zero-shot Learning の枠組みで検証実
験を行う． 
1つ目のデータセットはFig. 3で示すような画像から構
成される Cars196 データセット[9] であり，それぞれ異な
る 196 種類 の車の画像 16,000 枚から構成される．Zero 
shot learning で使われる実験プロトコルに従い最初の 98 
種類のクラスの画像を学習用データとして，後半の 98 種
類のクラスに属する画像をテスト用データとしてラベル
を予測する．2 つ目は Fig. 4 で示すような画像から構成さ
れる CUB-200-2011 データセット[8]であり，このデータ
セットは 200 種類の鳥の画像 12,000 枚から構成される．





習に使用する CNN は VGG16-BN[2, 13]最適化手法
optimizer は momentum SGD とし，momentum の重みは





ズ 32 のミニバッチ学習を行い，Cars-196 データセット
と CUB-200-2011 は 20,000 イテレーション，Online 
Product は 200,000 イテレーションの学習を行った．
optimizer の初期学習率 leraning rate は CUB-200-2011 で
1e-3，cars196 データセットで 1e-2，Online Product で 2e-3 
とした．GDML[12]の実験設定に基づき，VGG Net の最終












Fig. 6 において，ϵ の値が 2 から 10 の範囲で高い精度
が出ていることがわかる．Car196 データセットにおいて
ϵ の値を変えて提案手法を学習させ，テストデータに対
する Recall@1 の値を算出した．この結果を Fig. 7 として




行研究の画像検索の精度 Recall@1 の結果を Table. 4.1 に
示す． Table. 4.1 より，提案手法は Recall@1 の評価指標
において，layer pool5.3 の出力特徴ベクトルでも，layer fc6 
の出力特徴ベクトルでもベースラインとなる先行研究










































Method Network Dim Cars-196 CUB-200-2011 
Lifted structure GoogLeNet 64/64/512 53.0 47.2 
Facility Inception v1 BN 64 58.1 48.2 
Angular Loss GoogLeNet 512 71.4 54.7 
Proxy-NCA GoogLeNet 64 73.2 49.2 
ABE 8 Heads Ensemble 512 85.2 60.6 
Baseline(rebuild GDML) VGG16-BN(pool5.3) 512 87.9 67.2 
Baseline(rebuild GDML) VGG16-BN(fc6) 512 80.7 63.4 
Our method VGG16-BN(pool5.3) 512 88.17 68.8 












がある． Fig. 4.5 は pool5.3 の Recall@1 の結果がϵに影
響を受けず，ほどんど同じ結果となった．一方で，fc6 の
Recall@1 の値より7 < ϵ < 32 の範囲で精度の向上が見ら
れるため，提案手法の敵対的仮想類似データを用いた学
習は全結合層の fc6 の過学習を防いでいると考えられる．










スのデータとみなして学習を行うことが Deep Metric 
Learning の学習に有益な学習をもたらすとわかる．提案
手法は Deep Metric Learning の positive データを擬似的に







された同じ粒度の画像から構成される Fine-grained Image 
recognition と Zero-shot learning の枠組みの中で検索シス
テムの性能向上を達成した．Deep Metric Learning という
データ群から特徴を抽出する際に，よりクラスラベルご
とに偏るようなクラスタを形成する手法に，敵対的な性
質を示す擬似的なデータ Virtual point を生成し，あるデ
ータに対して学習すべき hard positive データとして用い
ることで汎化性能を向上させた．本報告では提案手法が
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