Abstract. We derive "numerical" criteria for the existence of embeddings of representations of finite dimensional algebras.
Introduction
By a classical result of M. Auslander [1, 2] , a finite dimensional representation M of a finitely generated algebra A is determined up to isomorphism by the dimensions of homomorphism spaces to it, that is, two such representations M and N of A are isomorphic if and only if dim Hom(U, M ) = dim Hom(U, N ) for all (indecomposable) representations U of A.
In light of this fact, one can ask for "numerical" criteria for representation-theoretic properties. One example is the characterization of degenerations [3] M ≤ deg N of representations of algebras of finite representation type by the condition dim Hom(U, M ) ≤ dim Hom(U, N ) for all U [13] .
The aim of the present paper is to prove numerical criteria for situations related to embeddings of representations. This question is motivated by a study of quiver Grassmannians for representations of Dynkin quivers, for which specific geometric properties can be expected (in contrast to arbitrary quiver Grassmannians, see [11] ). The first step in this direction is a criterion for nonemptyness of a quiver Grassmannian, which will be proven in the following form: Not directly related, but in the same spirit, we find a quite general sufficient criterion for irreducibility of a Dynkin quiver Grassmannian:
Theorem 1.2. Given a dimension vector e and a representation M as before such that the following inequalities hold:
(i) dim Hom(M, U ) ≤ e, dim U for all non-injective indecomposable U , (ii) dim Hom(U, M ) ≤ dim U, dim M − e for all non-projective indecomposables U , the quiver Grassmannian Gr e (M ) is irreducible of dimension dim Gr e (M ) = e, dim M − e .
Both results were predicted by extensive numerical experiments for a type A 3 quiver in the first named author's master thesis [7] .
The other main topic of this paper concerns the much finer problem to numerically characterize embeddings between two given representations. In this direction, we prove 
Note that the numerical condition (1.1) is insensitive to multiplicities, so that one cannot expect to characterize existence of an actual embedding N ⊂ M in general.
In fact, in Section 3, we will exhibit a (low-dimensional) example of representations N and M over the three-arrow Kronecker quiver such that N 2 can be embedded into M 2 , but N cannot be embedded into M . It is rather natural to ask for which algebras the conditon (1.1) already characterizes embeddings N ⊂ M ; at least this holds for an equioriented type A quiver, see Section 3. Theorem 1.3 will be proved in Section 2 using a linear algebra lemma which will be derived in Section 6 from a slight generalization of a theorem of W. Crawley-Boevey. We complement this result by examples and remarks in Section 3. Theorems 1.1 and 1.2 will be proved in Section 4 and Section 5, respectively.
Proof of Theorem 1.3
In this section we prove Theorem 1.3 stated above using a linear algebra result, Lemma 2.1, which will be proved in Section 6.
The third statement of Theorem 1.3 is a special case of the second one. The first statement implies the second as follows:
we construct a diagram of spaces of homomorphisms (abbreviating Hom(X, Y ) by (X, Y )):
resulting in a left exact sequence
The estimate (1.1) follows. To prove that the third statement implies the first, we borrow the following result from the appendix: N ) . We would like to apply Lemma 2.1 and define V = Hom(S, N ), W = Hom(S, M ) and Z as the image of the natural map
given by composition. We show that the assumption of Lemma 2.1 is fulfilled: let U be a subspace of Hom(S, N ), spanned by, say, g 1 , . . . , g l . We consider the exact sequence
where
Applying Hom( , N ) we get an exact sequence
By definition, the image of α contains U . On the other hand, we have an exact sequence
and the image of γ by definition equals l i=1 Hom(N, M )g i , which in the above notation can be rewritten as Z(U ).
By the assumption (iii) applied to the surjection N l →N , we have the following estimate:
Applying Lemma 2.1, we conclude existence of a map F : N r → M r for large enough r ≥ 1 such that the induced map (given by composition) from Hom(S, N r ) to Hom(S, M r ) is injective. This implies that the intersection of the kernel of F with I r is zero.
Examples and remarks
The guiding question for this section is: 
for all i ≤ j, where n i,j (resp. m i,j ) denotes the multiplicity of U i,j as a direct summand of N (resp. M ). Given these conditions, an embedding N → M can be constructed already as an appropriate direct sum of the embeddings U i+1,j → U i,j .
Now we turn to counterexamples. Let Q be the three-arrow Kronecker quiver, that is, Q has vertices i and j and three arrows from i to j. Let P i be the indecomposable projective attached to the source i, which is of dimension vector (1, 3) . Let M be the representation of dimension vector (3, 3) such that the arrows are represented by the following matrices: 
(note that it has a quiver of typeÃ 5 as coefficient quiver).
Then P i does not embed into M : in a map f from P i to M , if f i is given by a vector with coordinates a, b and c, the map f j is necessarily given by the matrix 
which has zero determinant. But P 2 i embeds into M 2 , for example via the map g given by the matrices Via the translation to a problem about (semistable) representations of generalized Kronecker quivers in the appendix, this example was found using the description of semiinvariants for representations of Q of dimension vector (3, 3) in [6] ; namely, the semiinvariant
A C of triples of 3 × 3-matrices is algebraically independent from polarizations of the determinant, that is, from the semiinvariants arising as coefficients of x, y and z in det(xA + yB + zC).
Next we remark that assumptions on the ground field play an essential role for Question 3.1. Consider the path algebra of the following quiver of type D 4 :
Then, for any field k with at least three elements, the indecomposable projective P 1 embeds into the five-dimensional indecomposable X, which is not true for k = F 2 . But the numerical condition (1.1) is always fulfilled due to independence of the representation theory of a Dynkin quiver from the ground field. As remarked by C. M. Ringel, it is also easy to see that, similarly to the previous example, P 2 1 admits an embedding into X 2 even over F 2 .
Passing from A to A op , we have an obvious dual statement to Theorem 1.3 characterizing the existence of surjections. Namely, for given representations U and V , there exists a surjection U r → V r for large enough r ≥ 1 if and only if
for all embeddings N ⊂ M . Now we reinterprete Theorem 1.3 and Question 3.1 in the language of cones in split Grothendieck groups. Let Λ be a lattice, and let C ⊂ Λ be a cone. C is called saturated if rx ∈ C for some r ≥ 1 inplies x ∈ C. The saturationĈ of C is defined as the set of all x ∈ Λ such that rx ∈ C for some r ≥ 1. Define Inj as the set of all pairs (N, M ) in the product K 0 ( mod A) × K 0 ( mod A) of split Grothendieck groups such that N embeds into M . Then Question 3.1 is equivalent to asking for which algebras A this cone is saturated.
A somewhat related (but much deeper) saturation result is the following: let
] be the ring of formal power series; thus isomorphism classes of finite dimensional representations of A are parametrized by partitions. Under this identification, the cone of triples (N, X, N ) in K 0 (mod A) 3 fitting into a short exact sequence 0 → N → X → N → 0 equals the Littlewood-Richardson cone by [9] , which is proved to be saturated in [8] .
Given lattices Λ and Λ ′ and a (biadditive) pairing ( , ) : Λ × Λ ′ → Z, we call cones
Define Surj as the cone of all pairs (U, 
Non-emptyness of quiver Grassmannians
In this section, we assume Q to be a Dynkin quiver with set of vertices Q 0 and Euler form , and recollect some known results on generic properties of representations of Q.
For a dimension vector e ∈ NQ 0 , let G e be the unique (up to isomorphism) representation of dimension vector e with vanishing group of selfextensions, or, in other words, the unique representation with an open orbit in its variety of representations. Using this notation, we can reformulate a theorem of A. Schofield [12] as: G d admits a subrepresentation of dimension vector e if and only if Ext 1 (G e , G d−e ) = 0.
We also recall the concept of generic extensions from [10] : given representations M and N of Q, there exists a unique (up to isomorphism) representation M * N which is an extension of M by N , and has minimal dimension of its endomorphism ring with this property; in other words, it has a dense orbit in the subvariety (of the corresponding representation variety) consisting of all extensions of M by N . The representation M * N is called the generic extension of M by N .
The following is proven in [10] : if M degenerates to M ′ and N degenerates to N ′ , and X is an extension of M ′ by N ′ , then M * N degenerates to X. Using this result and the fact that there is no proper degeneration to a representation G e , we see that Schofield's result implies: We can now formulate the main result of this section:
Theorem 4.2. The following are equivalent for a representation M and a dimension vector e for the Dynkin quiver Q:
Proof: The first statement implies the second as follows: if N ⊂ M and dimN = e, then
The implications from the second to the third and from the third to the fourth statement are trivial, and we will prove that the fourth statement implies the first by induction over e, the case e = 0 being trivial. The assumption of the fourth statement being fulfilled in particular for U = G e , we have dim Hom(G e , M ) ≥ e, e ≥ 1 since Q is Dynkin, thus there exists a non-zero map f : G e → M . We define K, I and C as the kernel, image and cokernel of f , respectively, and denote dim K by e ′ . Thus e ′ < e, and by induction, the theorem already holds for e ′ . Let U be a subrepresentation of G e ′ . From Ext 1 (G e , G e ) = 0 we easily deduce Ext 1 (K, I) = 0 since Q is hereditary, and thus Ext 1 (G e ′ , G e−e ′ ) = 0. By the above lemma, we find G e ′ ⊂ G e and thus U ⊂ G e , which implies dim Hom(U, M ) ≥ dim U, e by assumption. We also easily derive Ext 1 (U, I) = 0. Combination of these facts yields the estimate
This implies that the fourth assumption of the theorem is fulfilled for the dimension vector e ′ and the representation C; by the inductive assumption, there exists a subrepresentation K ′ ⊂ C of dimension vector e ′ . The inverse image of K ′ under the projection π in the exact sequence
is thus a subrepresentation of M of dimension vector dim I + dim K ′ = e, proving the theorem.
Remark:
The second assumption of the theorem can easily be verified in practice, since it consists of finitely many inequalities which can be formulated entirely in terms of the Euler form of Q. The theorem can also be interpreted as an exact criterion for non-emptyness of the quiver Grassmannian Gr e (M ).
Irreducibility of quiver Grassmannians
Again we assume Q to be a Dynkin quiver. The following result is not immediately related to the previous sections, but arises naturally from the point of view of quiver Grassmannians:
Theorem 5.1. Given a dimension vector e and a representation M as before, suppose the following inequalities holds:
all non-projective indecomposables U . Then the quiver Grassmannian Gr e (M ) is irreducible of dimension
dim Gr e (M ) = e, dim M − e .
Proof:
We divide the proof into three steps.
(i) First, we prove that that the conclusion of the theorem holds if there exists an exact sequence
with P projective, I injective and e = dim P . This is a slight generalization of [ Since M degenerates to P ⊕ I and P degenerates to N , we can estimate
If equality holds, then in particular dim Hom(N, P ) = dim End(N ) and thus N ≃ P , again by [3, Theorem 2.4]. We thus conclude that S [P ] is the unique irreducible component of Gr e (M ).
(ii) Second, we prove that existence of an exact sequence (5.2) is equivalent to the conditions 
, and similarly for the dual statement. This finishes the proof.
Appendix: A theorem of W. Crawley-Boevey and a linear algebra application
We review the main results of [5] . Let now Q be an arbitrary finite quiver with set of vertices Q 0 and Euler form , , let M be a finite dimensional representation of kQ, and let e ∈ NQ 0 be a dimension vector for Q.
We view e as a functional on the Grothendieck group of kQ via e(M ) = dimM, e . The representation M is called e-semistable if e(M ) = 0 and e(N ) ≥ 0 for all subrepresentations N ⊂ M .
We denote by hom(M, e) the generic (that is, minimal possible) dimension of the space of homomorphisms from M to a representation of dimension vector e, and by f M,e ∈ NQ 0 the generic (that is, maximal possible) rank of a map from M to a representation of dimension vector e. Similarly to the above, we denote by Gr e (M ) the Grassmannian of subrepresentations of M of codimension e. Then the following holds: More precisely, the sequence ( 1 r hom(M, r · e)) r converges to its infimum, which is the right hand side.
(iii) If M is e-semistable, then hom(M, r · e) = 0 for some r ≥ 1.
We will use these results (and some of the methods of their proofs) to deduce:
for all large enough r.
Proof: First we reduce to the case where e(N ) > 0 for all non-zero proper subrepresentations N ⊂ M . Namely, suppose that e(M ′ ) = 0 for a non-zero subrepresentation M ′ ⊂ M , and consider the sequence 
for all i ≥ 1. Taking limits of both sides, we see that
. Additionally choosing U such that dim Hom(M, U ) = r · (dim W − dim V ), we see that the map F : V r → W r in this sequence, which is given by a matrix with entries being linear combinations of the f i , or, in other terms, F ∈ M r×r (Z), is injective.
