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CONSTRUCTION OF MAXIMAL FUNCTIONS ASSOCIATED
WITH SKEWED CYLINDERS GENERATED BY
INCOMPRESSIBLE FLOWS AND APPLICATIONS
JINCHENG YANG
Abstract. We construct a maximal function associated with a family of
skewed cylinders. These cylinders, which are defined as tubular neighbor-
hoods of trajectories of a mollified flow, appear in the study of fluid equations
such as the Navier-Stokes equations and the Euler equations. We define a
maximal function subordinate to these cylinders, and show it is of weak type
(1, 1) and strong type (p, p) by a covering lemma. As an application, we give
an alternative proof for the higher derivatives estimate of smooth solutions to
the three-dimensional Navier-Stokes equations.
Keywords. Maximal Function, Covering Lemma, Incompressible Flows, La-
grangian/Eulerian representation, Partial Regularity.
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1. Introduction
When studying the motion of a fluid, there are two different but deeply connected
descriptions to work with. The Eulerian formulation records physical quantities
such as velocity, temperature, and pressure at fixed positions, while the Lagrangian
formulation builds the frame of reference following each moving fluid parcel, and
describes their motion and trajectories by a flow map. The transport phenomenon
is easier to describe in the Lagrangian formulation, while the diffusion usually suits
the Eulerian description better. Let us refer to the works of Constantin ([Con01]),
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Kukavica and Vicol ([CKV16]) for the connection and distinction between these
two descriptions in the context of Euler equations.
For the purpose of both mathematical study and numerical simulation, some-
times it is necessary to switch between two descriptions. For instance, in compu-
tational fluid dynamics, “vortex particle method” treats the fluid as a collection
of vortex particles, moving along the trajectories generated by the velocity field,
which is in turn recovered from vortex particles. It was early developed by Chorin
on the study of the two dimensional Navier-Stokes equations ([Cho73]). The va-
lidity and convergence of this vortex method in three and two dimensions are con-
firmed by Beale and Majda in [BM82a, BM82b]. We refer interested readers to the
books of Raviart ([Rav85]), of Cottet and Koumoutsakos ([CK00]) and of Majda
and Bertozzi ([MB02]) for detailed bibliographies. Majda and Bertozzi also used
the particle-trajectory method to show existence and uniqueness results for Euler
equations. Even recently, hybrid numerical schemes are still a very active area
([KSLH13]). To avoid singularities in the computation, a mollification is applied
to the velocity field. Therefore, particles are in fact moving along approximated
trajectories of this mollified flow. Let us be more specific with this idea.
Fix a spatial function ϕ ∈ C∞c (B1) satisfying
´
ϕdx = 1, ϕ ≥ 0. Here B1 ⊂ Rd
is a unit ball with dimension d ≥ 1. Define the usual mollifier function ϕε :=
ε−dϕ (·/ε) ∈ C∞c (Bε). We denote a universal constant by C if it depends only on
ϕ and d. Its value may change from line to line.
Definition 1.1 (Mollified Flow). Let u(t, ·) be a vector field in Rd during t ∈ (S, T )
for some finite or infinite initial and terminal time −∞ ≤ S < T ≤ ∞. Assume for
some 1 ≤ p ≤ ∞, u ∈ L1loc(S, T ; W˙ 1,p(Rd)). Define the spatially mollified velocity
uε(t, x) := [u(t, ·) ∗ ϕε](x) =
ˆ
Rd
u(t, x− y)ϕε(y) dy.
By convolution, uε ∈ L1loc(S, T ;C1(Rd)). We give uε zero extension before time S
and after T if finite. For fixed (t, x) ∈ R × Rd we can define the mollified flow
Xε(t, x; s) to be the unique solution to the following initial value problem,{
X˙ε(t, x; s) = uε (s,Xε(t, x; s)) ,
Xε(t, x; t) = x,
where the dot means to take derivative in the last argument s.
Mollification is also needed for this Lagrangian formulation when the velocity
field doesn’t have enough regularity to define trajectories and flow maps, for in-
stance, weak solutions to Navier-Stokes equations or Euler equations. This paper
studies sections of tubular neighborhoods of these mollified trajectories, which we
call skewed cylinders. We also define a maximal function with respect to this family
of cylinders.
Definition 1.2 (Skewed Cylinder, Maximal Function). A skewed parabolic 1
cylinder with center (t, x) ∈ R× Rd and radius ε > 0 is defined as
Qε(t, x) :=
{
(s, y) : |s− t| < ε2, |y −Xε(t, x; s)| < ε
}
.
1 Parabolic scaling—ε2 in time versus ε in space—will not be important in this paper. We
only employ it because of its applications on Navier-Stokes equations, but all the results can be
generalized to other time-space scaling.
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Let Qη denotes the set of η-admissible cylinders (see Definition 2.2). For any locally
integrable function f ∈ L1loc((S, T )× Rd), for every (t, x) ∈ (S, T )× Rd we define
MQ(f)(t, x) := sup
ε>0
{ 
Qε(t,x)
|f(s, y)| ds dy : Qε(t0, x0) ∈ Qη
}
.
The main result of this paper is the following.
Theorem 1.3. Let η < η0 for some small universal constant η0 > 0. If u is
divergence-free, and M(∇u) ∈ Lq((S, T )× Rd) for some 1 ≤ q ≤ ∞ 2 , then MQ
associated with η-admissible cylinders generated by u satisfies the following.
(1) MQ is of strong type (∞,∞), i.e. for f ∈ L∞,
‖MQf‖L∞ ≤ ‖f‖L∞.
(2) MQ is of weak type (1, 1), i.e. for f ∈ L1, λ > 0, the Lebesgue measure of
superlevel set satisfies
µ ({(t, x) : (MQf)(t, x) > λ}) ≤ C1
λ
‖f‖L1.
(3) MQ is of strong type (p, p) for any 1 < p ≤ ∞, i.e. for f ∈ Lp,
‖MQf‖Lp ≤ Cp‖f‖Lp.
Heuristically speaking, these skewed cylinders are objects appearing in the La-
grangian formulation but written in Eulerian coordinates. Essentially, they are
following the flow and capturing particles which are close to the center trajectories.
The difficulty of working with these cylinders, same as the difficulty of bridging two
formulations, comes from the lack of control on the distortion. Without a uniform
control on the velocity field, these skewed cylinders following different flows may
look very different from each other. Luckily, the maximal function will provide us
a way to overcome this difficulty.
Let us now explain why we are interested in these skewed cylinders and the
maximal function related to them. In many scaling-invariant partial differential
equations, it is a common technique to zoom in near a point and do a local study in
its neighborhood, then use the obtained local information to deduce global results.
This type of arguments usually consists of two parts. One is a local theorem, which
handles the rescaled problem near a point. The other is a local-to-global step, which
gives some global information. For instance, the 3D Navier-Stokes equations
∂tu+ u · ∇u+∇P = ∆u, div u = 0(1.1)
are scaling invariant. In particular, uλ and Pλ defined by
uλ(t, x) = λu(λ
2t, λx), Pλ(t, x) = λ
2P (λ2t, λx)
are also solutions to (1.1). In [CKN82], Caffarelli, Kohn and Nirenberg investigated
the partial regularity of suitable weak solutions to the Navier-Stokes equations by
zooming into a so-called “parabolic cylinder”, where “parabolic” refers to the fact
that spatial scale is λ while temporal scale is λ2. They showed that if a suitable
solution u satisfies
lim sup
r→0
1
r
ˆ t+ 18 r2
t− 78 r
2
ˆ
Br(x)
|∇u|2 dxdt ≤ η
2
M is the spatial Hardy-Littlewood maximal function in Rd, see (2.2).
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for some fixed small η, then u is regular at (t, x). From this local theorem, they
used a covering argument to conclude a global result, that the parabolic measure
P1 of the singular set is zero. This was an improvement from Scheffer’s result
([Sch80]) which stated the singular set has at most Hausdorff dimension 53 . The
reason for this improvement is that
˜ |∇u|2 dxdt has a stronger scaling than other
quantities, which is
˜ |∇uλ|2 dxdt = 1λ
˜ |∇u|2 dxdt.
Quantitative global results can also follow from this kind of scaling arguments.
Choi and Vasseur ([Vas10, CV14]) estimated higher derivatives, by locally control-
ling higher derivatives using De Giorgi technique applied to quantities with the
same strong scaling as
˜ |∇u|2. In particular, one must avoid using ˜ |u| 103 , which
has a weaker scaling. However, without controlling the flux, the parabolic regular-
ization cannot overcome the nonlinearity. A natural idea would be to utilize the
Galilean invariance of Navier-Stokes equations and work in a neighborhood follow-
ing the flow. Instead of working on parabolic cylinders, they worked on skewed
parabolic cylinders as we defined above.
The advantage of using such skewed cylinders is that, by taking out the mean
velocity, one can use velocity gradient to control the velocity in the local study. The
maximal function associated with these skewed cylinders then will help us better
bridge the local study to global results.
Let us mention that a similar construction also appears in the recent development
of convex integration for Euler equations by Isett and Oh ([IO16, Ise18]), where
the authors call the mollified flow “coarse scale flow” and skewed cylinders “uε-
adapted Eulerian cylinders”. The difference from the previous definition is that
their apertures of mollification, radii of cylinder bases and length of time spans are
chosen differently from here. The purpose is however the same, which is to kill the
mean velocity, and to obtain estimates that are dimensionally correct.
As an application, see our subsequent paper ([VY20]) which improves second
derivative estimates for three dimensional incompressible Navier-Stokes equations.
In this paper, we only use the maximal function to give an alternative proof for the
results of Choi and Vasseur in [CV14], as an example of using the maximal function
to go from local to global.
Theorem 1.4. Let (u, P ) be a smooth solution to (1.1) in (0, T ) with initial data
u0 ∈ L2, let d ≥ 1, α ∈ [0, 2), denote f = (−∆)α2∇du, p = 4d+1+α . Then
∥∥f1{fp>Cd,αt−2}∥∥pLp,∞((0,T )×R3) ≤ C‖u0‖2L2 .
This paper is organized as follows. Bounds on the maximal function rely on
a Vitali-type covering lemma, which is introduced in Section 2, where we define
admissible cylinders and prove the covering lemma for them. We use this covering
lemma to show some properties of the maximal function in Section 3. Finally, in
Section 4 we use the maximal function to give an alternative proof for the higher
derivative estimates for the Navier-Stokes equations.
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2. Covering Lemma
2.1. Notations and Preliminaries. First, let us introduce some notations. Let
α be an index. Given εα > 0, (t
α, xα) ∈ R× R3, we abbreviate
Xα(t) := Xεα(t
α, xα; t), Bα(t) := Bεα (X
α(t)) ⊂ R3,
Sα := tα − εα2, Tα := tα + εα2,
Qα := Qεα(t
α, xα) = {(t, x) : Sα < t < Tα, x ∈ Bα(t)} .
For λ > 0, we denote the spatial dilation of a cylinder Qα by
λQα := {(t, x) : Sα < t < Tα, x ∈ λBα(t) = Bλεα (Xα(t))} .(2.1)
Notice that different from upright cylinders or cubes, for ε1 < ε2, it is not known
that Qε1(t, x) ⊂ Qε2(t, x), because their center streamlines Xε1,2 solve different
equations. As we will see later, this lack of monotonicity only poses a minor tech-
nical difficulty. For the same reason, note that λQε(t, x) 6= Qλε(t, x), and neither
is necessarily contained in the other.
For any function f ∈ L1loc(Rd), recall the spatial maximal function Mf is
defined as
(Mf)(x) := sup
r>0
 
Br(x)
|f(y)| dy = sup
r>0
1
|Br|
ˆ
Br(x)
|f(y)| dy.(2.2)
We note the following preliminary pointwise estimate on mollified velocity gradient.
Lemma 2.1 (Pointwise Estimate on ∇uε). For (t, x) ∈ (S, T )× Rd, y ∈ Rd,
|∇uε(t, x)| ≤ Cε−d‖∇u(t)‖L1(Bε(x)),(2.3)
|∇uε(t, x)| ≤ Cε−d
( |y − x|
ε
+ 2
)d
‖M (|∇u(t)|) ‖L1(Bε(y)),(2.4)
|∇uε(t, x)| ≤ Cε−d
( |y − x|+ r + ε
r
)d
‖M (|∇u(t)|) ‖L1(Br(y)).(2.5)
Proof. The first estimate follows easily from the scaling,
∇uε(t, x) =
ˆ
Rd
∇u(t, x− y)ϕε(y) dy ≤ ‖∇u(t)‖L1(Bε(x))‖ϕε‖L∞
This shows that by controlling the integral of ∇u in a small ball Bε(x), we can
control the size of mollified gradient at the center x. To control the mollified gra-
dient from elsewhere, we need a maximal function to gather nonlocal information.
For any x′ ∈ Bε(x), y′ ∈ Br(y), we have |y′ − x′| ≤ |y − x| + r + ε =: Kr, so
Bε(x) ⊂ BKr(y′) andˆ
Bε(x)
|∇u(t)| dx ≤
ˆ
BKr(y′)
|∇u(t)| dx = |BKr(y′)|
 
BKr(y′)
|∇u(t)| dx
≤ Kd|Br|M (|∇u(t)|) (y′).
Since this is true for any y′ ∈ Br(y), take the average of right-hand side in Br(y),
we have ˆ
Bε(x)
|∇u(t)| dx ≤ Kd|Br|
 
Br(y)
M (|∇u(t)|) (y′) dy′(2.6)
= Kd‖M (|∇u(t)|) ‖L1(Br(y)).
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Combine this with estimate (2.3), we can show the third estimate. The second
estimate is a special case of the third when r = ε. 
As can be seen here, M(|∇u|) controls how mollified velocity changes in space.
This observation motivates us to introduce the following notion of admissibility.
Definition 2.2 (Admissible Cylinder). For η > 0, Qα = Qεα(t
α, xα) is called η-
admissible if (Sα, Tα) ⊂ (S, T ), that is, Qα doesn’t exceed beyond the horizon of
the flow, and
εα
2
 
Qα
M (|∇u|) dxdt = 1
εαd|Q1|
ˆ
Qα
M (|∇u|) dxdt < η.(2.7)
Let us give a heuristic explanation for the choice of index here. Consider two
skewed cylinders, both with radius of order ε, starting at the same time with dis-
tance also of order ε. If ∇u is of order ε−2η, then their velocities roughly differ
by ε−1η, so in a time span of length ε2, they at most diverge εη further away, and
their distance will remain of order ε. This ensures cylinders don’t go relatively too
far away, and will be crucial in the covering lemma.
Remark 2.3. For 1 < p <∞, (2.7) is weaker than the Lp analogue
εα
2
( 
Qα
[M(|∇u|p)] dxdt
) 1
p
< η.
This is because of Jensen’s Inequality,( 
Qα
M (|∇u|) dxdt
)p
≤
 
Qα
[M (|∇u|)]p dxdt
and
[M (|∇u|)]p(x) = sup
r>0
( 
Br(x)
|∇u| dx
)p
≤ sup
r>0
 
Br(x)
|∇u|p dx = [M(|∇u|p)](x).
2.2. Covering Lemma for Admissible Cylinders. The goal of this section is to
prove a Vitali-type covering lemma for η-admissible Qα’s, provided η is sufficiently
small. The key ingredient is Proposition 2.6, which shows that if two cylinders
intersect, then during their common life span, they are uniformly close to each
other. To show this result, we need two lemmas. See Figure 1 for our strategy. To
begin with, let us discuss trajectories of Xεα that pass through Q
α.
Lemma 2.4. Let Qα be η-admissible. If (t0, x0) ∈ Qα, then at any given time
t ∈ (Sα, Tα), we have
|Xεα(t0, x0; t)−Xα(t)| ≤ 2εα(2.8)
provided η is small enough.
Proof. Denote ∆X(t) = Xεα(t0, x0; t)−Xα(t), then
|∆X(t0)| = |x0 −Xα(t0)| < εα
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because (t0, x0) ∈ Qα so x0 ∈ Bα(t0), thus (2.8) is true at t = t0. For other
t ∈ (Sα, Tα),
∆X(t) = ∆X(t0) +
ˆ t
t0
X˙εα(t0, x0; s)− X˙α(s) ds
= ∆X(t0) +
ˆ t
t0
uεα(s,Xεα(t0, x0; s))− uεα(s,Xα(s)) ds,
where
uεα(s,Xεα(t0, x0; s))− uεα(s,Xα(s))
≤ |∇uεα(s, ξs)||∆X(s)|
≤ Cεα−d
( |ξs −Xα(s)|
εα
+ 2
)d
‖M (|∇u(s)|) ‖L1(Bεα (Xα(s)))|∆X(s)|
≤ C
( |∆X(s)|
εα
+ 2
)d ‖M (|∇u(s)|) ‖L1(Bα(s))
εαd
|∆X(s)|.
Here ξs is between Xεα(t0, x0; s) and X
α(s), and we used estimate (2.4) for x = ξs
and y = Xα(s). So if (2.8) is true up to time t, we should have |∆X(s)| ≤ 2εα and
uεα(s,Xεα(t0, x0; s))− uεα(s,Xα(s))
≤ C (2 + 2)d ‖M (|∇u(s)|) ‖L1(Bα(s))
εαd
|∆X(s)|
= C
‖M (|∇u(s)|) ‖L1(Bα(s))
εαd
|∆X(s)|.
By Gro¨nwall’s inequality, ∀t ∈ (Sα, Tα),
|∆X(t)| ≤ |∆X(t0)| exp
(ˆ t
t0
C
‖M (|∇u(s)|) ‖L1(Bα(s))
εαd
ds
)
≤ εα exp
(ˆ tα+εα2
tα−εα2
C
‖M (|∇u(s)|) ‖L1(Bα(s))
εαd
ds
)
≤ εα exp
(
C
‖M (|∇u|) ‖L1(Qα)
εαd
)
≤ εα exp (Cη) < 2εα
if η is chosen small enough so that exp(Cη) < 2. Thus the conclusion (2.8) follows
for all t ∈ (Sα, Tα) by continuity arguments. 
Next, we discuss two streamlines with different ε that start at the same point.
Lemma 2.5. Let Qα, Qβ be η-admissible with εβ < 2εα. If (t0, x0) ∈ Qα ∩ Qβ,
then at any time t ∈ (Sα, Tα) ∩ (Sβ , T β), we have
|Xεβ (t0, x0; t)−Xεα(t0, x0; t)| ≤ εα.(2.9)
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Proof. Clearly, the left-hand side is 0 when t = t0, so
Xεβ (t0, x0; t)−Xεα(t0, x0; t)
=
ˆ t
t0
X˙εβ (t0, x0; s)− X˙εα(t0, x0; s) ds
=
ˆ t
t0
uεβ (s,Xεβ (t0, x0; s))− uεα(s,Xεα(t0, x0; s)) ds
=
ˆ t
t0
uεβ (s,Xεβ (t0, x0; s))− uεα(s,Xεβ (t0, x0; s)) ds
+
ˆ t
t0
uεα(s,Xεβ (t0, x0; s))− uεα(s,Xεα(t0, x0; s)) ds
=
ˆ t
t0
ˆ εβ
εα
∂
∂ε
uε(s,Xεβ (t0, x0; s)) dε ds(2.10)
+
ˆ t
t0
uεα(s,Xεβ (t0, x0; s))− uεα(s,Xεα(t0, x0; s)) ds.
We will use Qβ to control the first double integral term and use Qα to control the
second integral. Note that
∂
∂ε
uε(t, x) =
∂
∂ε
ˆ
Rd
u(t, x− εy)ϕ(y) dy
=
ˆ
Rd
∇xu(t, x− εy) · −yϕ(y) dy
≤ ε−d‖∇u(t)‖L1(Bε(x))‖yϕ(y)‖L∞
= Cε−d‖∇u(t)‖L1(Bε(x))
≤ Cε−d
(∣∣x−Xβ(t)∣∣+ εβ + ε
εβ
)d
‖M (|∇u(t)|) ‖L1(Bεβ (Xβ(t)))
= C
(∣∣x−Xβ(t)∣∣+ εβ + ε
ε
)d
εβ
−d‖M (|∇u(t)|) ‖L1(Bβ(t)).(2.11)
Here we use (2.6) with r = εβ and y = X
β(t) in the last inequality to control
‖∇u(t)‖L1(Bε(x)). Thanks to Lemma 2.4, |Xεβ (t0, x0; s))−Xβ(s)| ≤ 2εβ, therefore
∣∣Xεβ (t0, x0; s)−Xβ(s)∣∣+ εβ + ε
ε
≤ 3εβ + ε
ε
≤ 7,
because ε is between εβ and εα >
1
2εβ. Set t = s, x = Xεβ (t0, x0; s) in (2.11),
∂
∂ε
uε(s,Xεβ (t0, x0; s)) ≤ Cεβ−d‖M (|∇u(s)|) ‖L1(Bβ(s)).
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Finally
ˆ t
t0
ˆ εβ
εα
∂
∂ε
uε(s,Xεβ (t0, x0; s)) dε ds
≤
ˆ t
t0
ˆ εβ
εα
Cεβ
−d‖M (|∇u(s)|) ‖L1(Bβ(s)) dε ds
≤ |εα − εβ|
ˆ t
t0
Cεβ
−d‖M (|∇u(s)|) ‖L1(Bβ(s)) ds(2.12)
≤ |εα − εβ|Cεβ−d‖M (|∇u|) ‖L1(Qβ)
< |εα − εβ|Cη
< Cηεα
because t, t0 ∈ (Sβ , T β), |εα − εβ | < εα, and Qβ satisfies (2.7). Therefore, as long
as η is small enough, Cη < 12 ,
ˆ t
t0
ˆ εβ
εα
∂
∂ε
uε(s,Xεβ (t0, x0; s)) dε ds <
1
2
εα.(2.13)
The other term in (2.10) can be dealt with a similar strategy as in the last lemma.
If we denote ∆X(t) = Xεβ (t0, x0; t) − Xεα(t0, x0; t), then by plugging (2.13) into
(2.10), we have
|∆X(t)| < 1
2
εα +
ˆ t
t0
|uεα(s,Xεβ (t0, x0; s))− uεα(s,Xεα(t0, x0; s))| ds,
where
|uεα(s,Xεβ (t0, x0; s))− uεα(s,Xεα(t0, x0; s))| ≤ |∇uεα(s, ξs)||∆X(s)|
≤ C ‖M (|∇u(s)|) ‖L1(Bα(s))
εαd
|∆X(s)|
if (2.9) is true up to time t. Apply Gro¨nwall’s lemma,
|∆X(t)| ≤ 1
2
εα exp
(ˆ t
t0
C
‖M (|∇u(s)|) ‖L1(Bα(s))
εαd
ds
)
≤ 1
2
εα exp (Cη) < εα
if η is chosen small enough. Here we use t, t0 ∈ (Sα, Tα), and Qα satisfies (2.7). 
Combining these two lemmas we can deduce the relation of two intersecting
cylinders.
Proposition 2.6. There exists η0 > 0, such that for any pair of intersecting η-
admissible cylinders Qα, Qβ with η ≤ η0, εβ < 2εα, at any t ∈ (Sα, Tα) ∩ (Sβ , T β),
we have Bβ(t) ⊂ 9Bα(t).
That is, if Qα intersects Qβ with εβ < 2εα, then Q
β ∩ {Sα < t < Tα} ⊂ 9Qα.
Recall that λQα is defined as in (2.1).
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Proof. Let η0 be small enough such that Lemma 2.4 and 2.5 holds for η ≤ η0. Take
(t0, x0) ∈ Qα ∩Qβ. Let (t, x) ∈ Qβ with Sα < t < Tα. Then
|x−Xα(t)| ≤ |x−Xβ(t)|
+ |Xβ(t)−Xεβ (t0, x0; t)|
+ |Xεβ (t0, x0; t)−Xεα(t0, x0; t)|
+ |Xεα(t0, x0; t)−Xα(t)|
≤ εβ + 2εβ + εα + 2εα.
Here the first term is because x ∈ Bβ(t), the second and the fourth are due to
Lemma 2.4, and the third term is controlled by Lemma 2.5. Since εβ < 2εα, we
have
|x−Xα(t)| < 9εα.

(Sα, Tα)
(Sβ , T β)
Qα
Qβ
(tα, xα)
(tβ , xβ)
(t0, x0)
Xα(t)
Xεα(t0, x0; t)
Xεβ (t0, x0; t)
Xβ(t)
Figure 1. Qα and Qβ intersect
Remark 2.7. If we take a sharper estimate in each step (and require a smaller η),
the factor 9 can be easily improved to 5 + δ for any δ > 0. 5 is also the factor that
appeared in the original Vitali covering lemma for balls. Recall that in the proof
of Vitali lemma, an important reason why we get a comparable volume is because
if two balls Br1(x1) ∩ Br2(x2) 6= ∅ with r2 < 2r1, then Br2(x2) ⊂ 5Br1(x1).
Unfortunately, this geometric property cannot be realized in our case, because a
cylinder with (2.7) has no control on the past and the future velocities. There is
few hope that we can cover Qβ by a dilation of Qα in space-time. However, this
requirement can be relaxed as the following. See Section 1.1 of [Ste93] for a more
general setting.
Lemma 2.8. Given a fixed Qα and a family of {Qβ}β⊂Λ such that for each Qβ,
Qα ∩Qβ 6= ∅, εβ < 2εα, and they are η-admissible for η ≤ η0. Let Qα∗ =
⋃
β∈ΛQ
β
denote the union of this family. Then
|Qα∗ | ≤ C|Qα|.
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Proof. Without loss of generality, we may assume that {Qβ}β⊂Λ is a finite col-
lection. In the general case, if the inequality holds for the union of any finite
sub-collection, it must also be true for Qα∗ .
For each Qβ, we can break it into Qβ = Qβ+ ∪Qβ− ∪Qβ◦ , where
Qβ+ = Q
β ∩ {t ≥ Tα},
Qβ− = Q
β ∩ {t ≤ Sα},
Qβ◦ = Q
β ∩ {Sα < t < Tα}.
From Proposition 2.6, we can conclude that
⋃
β∈Λ
Qβ◦ ⊂ 9Qα ⇒
∣∣∣⋃
β∈Λ
Qβ◦
∣∣∣ ≤ 9d|Qα|.(2.14)
As mentioned in the remark, we cannot control the size of
⋃
β∈ΛQ
β
+ or
⋃
β∈ΛQ
β
−
directly by Qα, as their center streamlines can diverge away from Xα after Tα.
Luckily, we don’t really need them to be close to Xα, if we can show they are close
to each other.
Let us measure
⋃
β∈ΛQ
β
+. First, we group the cylinders by their radii. Denote
Λi = {β ∈ Λ : 2−iεα ≤ εβ < 2−i+1εα}.(2.15)
Because each εβ < 2εα, we have Λ =
⋃
i∈N Λi, and⋃
β∈Λ
Qβ+ =
⋃
i∈N
⋃
β∈Λi
Qβ+.(2.16)
Now we estimate the size of
⋃
β∈Λi
Qβ+. Clearly we can disregard the empty ones,
and assume Tα < T β for each β ∈ Λi. To begin with, set Q(0) = {Qβ+}β∈Λi. Then
we repeat the following two steps: at the j-th iteration (j ≥ 1),
Step 1. Select some βj such that T
βj = max
{
T β : Qβ ∈ Q(j−1)}.
Step 2. From Q(j−1) we remove any Qβ+ such that Bβ(Tα) ∩ Bβj (Tα) 6= ∅, and
denote the rest by Q(j).
After finitely many iterations, Q(n+1) will be empty, and we have a list of Qβ1+ , ...,
Qβn+ . We claim that
⋃
β∈Λi
Qβ+ ⊂
n⋃
j=1
9Q
βj
+ .(2.17)
To see why this is true, take any Qβ+ ∈ Q(0). It must have been removed from
Q(j−1) at some step j in the above process. This implies Bβ(Tα) ∩Bβj (Tα) 6= ∅,
and T β ≤ T βj . Also, we have εβ < 2εβj , which is actually true for any pair of
cylinders by our selection of Λi according to (2.15). Therefore, by Proposition 2.6
we have Bβ(t) ⊂ 9Bβj (t) at any t ∈ (Sβ , T β)∩(Sβj , T βj). Because Sβ, Sβj ≤ Tα ≤
T β ≤ T βj , we have Qβ+ ⊂ 9Qβj+ and this proves the claim (2.17).
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Note that by our construction, {Bβj(Tα)}nj=1 are pairwise disjoint, and they are
all inside 9Bα(Tα) by the Proposition 2.6. Therefore
n∑
j=1
|Qβj+ | =
n∑
j=1
|Bβj (Tα)|2(εβj )2
≤
n∑
j=1
2 · |Bβj (Tα)| · (2−i+1εα)2
= 2 · 4−i+1εα2
∣∣∣⋃n
j=1
Bβj (Tα)
∣∣∣
≤ 2 · 4−i+1εα2|9Bα(Tα)| = 4−i+1 · 9d|Qα|.
By (2.17), we have∣∣∣⋃
β∈Λi
Qβ+
∣∣∣ ≤ ∣∣∣⋃n
j=1
9Q
βj
+
∣∣∣ ≤ 9d n∑
j=1
|Qβj+ | ≤ 4−i+1 · 92d|Qα|.
Finally by (2.16),∣∣∣⋃
β∈Λ
Qβ+
∣∣∣ ≤ ∞∑
i=0
∣∣∣⋃
β∈Λi
Qβ+
∣∣∣ ≤ ∞∑
i=0
4−i+1 · 92d|Qα| = 16
3
· 92d|Qα|.
The same proof also applies to
⋃
β∈ΛQ
β
−. Therefore combining with (2.14), we have
|Qα∗ | =
∣∣∣⋃
β∈Λ
Qβ
∣∣∣ ≤ ∣∣∣⋃
β∈Λ
Qβ+
∣∣∣+ ∣∣∣⋃
β∈Λ
Qβ−
∣∣∣+ ∣∣∣⋃
β∈Λ
Qβ◦
∣∣∣
≤ 16
3
· 92d|Qα|+ 16
3
· 92d|Qα|+ 9d|Qα| = C|Qα|.

We are finally ready to show the Vitali-type covering lemma.
Lemma 2.9 (Covering Lemma). Let A be an index set and let
Q = {Qα = Qεα(tα, xα) : α ∈ A}
be a collection of η-admissible cylinders, where εα are uniformly bounded. Then
there is a pairwise disjoint sub-collection P = {Qα1 , Qα2 , . . . , Qαn , . . . } (finite or
infinite) such that ∑
j
|Qαj | ≥ 1
C
∣∣∣⋃
α∈A
Qα
∣∣∣ .
Proof. With the help of the previous lemma, the proof of the covering lemma is the
same as the classical one in [Ste70]. We select the sub-collection by the following
procedure. To begin with, set Q(0) = Q. Then repeat the following two steps: at
the j-th iteration (j ≥ 1),
Step 1. Select some αj such that εαj >
1
2 supQα∈Q(j−1){εα}.
Step 2. From Q(j−1) we remove any Qα that intersects with Qαj , and denote the
rest by Q(j).
This procedure may stop after a certain step if Q(n+1) = ∅, or it can continue
indefinitely. We denote the chosen ones by P := {Qα1, . . . , Qαn , . . . } (finite or
infinite). They are pairwise disjoint due to our strategy.
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Suppose that
∑
j |Qαj | < ∞, otherwise the conclusion is automatically true.
Thus either P is a finite collection, or P is infinite and εαj ↓ 0 as j → ∞. In
either case, each Qα must be removed from Q(j) at some iteration, so we have
Qα ∩Qαj 6= ∅, and εα < 2εαj . Therefore
Qα ⊂ Qαj∗ :=
⋃
α∈A
{
Qα ∈ Q : εα < 2εαj , Qα ∩Qαj 6= ∅
}
.
Thus
⋃
α∈AQ
α ⊂ ⋃nj=1Qαj∗ , and∣∣∣⋃
α∈A
Qα
∣∣∣ ≤ ∣∣∣⋃n
j=1
Q
αj
∗
∣∣∣ ≤ n∑
j=1
|Qαj∗ | ≤ C
n∑
j=1
|Qαj |
thanks to Lemma 2.8. 
3. Harmonic Analysis
In this section, we use the covering lemma to generalize some results from the
classical harmonic analysis to our situation. First, we confirm the existence of η-
admissible cylinders centering almost everywhere under some assumptions on u.
Then we prove the main theorem for the maximal function with regard to these
skewed cylinders, and show some related results similar as in the classical case.
3.1. Existence of Admissible Cylinders. To begin with, we need some assump-
tions to guarantee the existence of η-admissible cylinders centering almost every-
where, which are the following. For the entire Section 3, we assume
Assumption 3.1. For some 1 ≤ p ≤ ∞,
(1) M(|∇u|) ∈ Lp((S, T )× Rd).
(2) div u = 0.
Proposition 3.2. Let η > 0. For almost every (t, x) ∈ (S, T ) × Rd, Qε(t, x) is
η-admissible for sufficiently small ε. Moreover,
lim
ε→0
diam(Qε(t, x)) = 0,
where diam refers to the (d+ 1)-dimensional diameter.
Before showing the proof of Proposition 3.2, we first give a general lemma.
Lemma 3.3 (L1 Boundedness). Given any ε > 0, for f ∈ L1(Rd+1), define
fε(t, x) :=
 
Qε(t,x)
f(s, y) ds dy.
Then f 7→ fε is a bounded map from L1(Rd+1) to L1(Rd+1) uniformly in ε, in fact,
‖fε‖L1(Rd+1) ≤ ‖f‖L1(Rd+1).
Proof.ˆ
Rd+1
|fε(t, x)| dt dx =
ˆ
Rd+1
1
|Qε|
∣∣∣∣∣
ˆ
Qε(t,x)
f(s, y) ds dy
∣∣∣∣∣dt dx
≤ 1|Qε|
ˆ
Rd+1
ˆ
Rd+1
|f(s, y)|1{(s,y)∈Qε(t,x)} dt dxds dy
=
1
|Qε|
ˆ
Rd+1
|f(s, y)|µ ({(t, x) : (s, y) ∈ Qε(t, x)}) ds dy.(3.1)
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For any fixed (s, y), we define the following set as a dual Lagrangian cylinder
(see [IO16] for a detailed discussion of these cylinders),
Q˜ε(s, y) := {(t, x) : (s, y) ∈ Qε(t, x)}
=
{
(t, x) : |t− s| < ε2, |Xε(t, x; s)− y| < ε
}
=
{
(t, x) : |t− s| < ε2, x′ := Xε(t, x; s) ∈ Bε(y)
}
=
{
(t, x) : |t− s| < ε2, x′ ∈ Bε(y), x = Xε(s, x′; t)
}
.
Because uε is also divergence free, measure of a set is invariant under the flow, so
we have
µ ({Xε(s, x′; t) : x′ ∈ Bε(y)}) = µ(Bε(y)).
Thus the measure of the dual cylinder is
µ(Q˜ε(s, y)) = µ
({(t, x) : |t− s| < ε2, x′ ∈ Bε(y), x = Xε(s, x′; t)})
=
ˆ s+ε2
s−ε2
µ ({Xε(s, x′; t) : x′ ∈ Bε(y)}) dt
= 2ε2|Bε| = |Qε|.
Plug into (3.1), then we haveˆ
Rd+1
|fε(t, x)| dt dx ≤ 1|Qε|
ˆ
Rd+1
|f(s, y)||Q˜ε| ds dy =
ˆ
Rd+1
|f(t, x)| dt dx.

Proof of Proposition 3.2. If p = ∞ in the Assumption 3.1, the conclusions follow
naturally from the Definition 1.2 and 2.2, as now both the velocity field and its
gradient are locally bounded. We shall only focus on the case p <∞ from now.
Without loss of generality, assume η ≤ η0. For S < t < T , define
F (t, x) := [M(|∇u(t)|)(x)]p ∈ L1((S, T )× R3),
Fε(t, x) :=
 
Qε(t,x)
F dxdt.
Lemma 3.3 imples ‖Fε‖L1 ≤ ‖F‖L1. We want to show that for sufficiently small ε,
Fε(t, x) ≤ ηpε−2p.
By Remark 2.3, this implies that Qε(t, x) is η-admissible. Define the set of non-
admissible points
Ωε =
{
(t, x) ∈ (S + ε2, T − ε2)× Rd : Fε(t, x) > ηpε−2p
}
.
By Chebyshev’s inequality,
|Ωε| ≤ |{Fε > ηpε−2p}| ≤ ‖Fε‖L1
ηpε−2p
≤ ‖F‖L1
ηp
ε2p → 0
as ε → 0. Therefore, | ∩ε>0 Ωε| = 0, that is, the set of points at which no η-
admissible cylinder centers has measure zero. In other words, for almost every
point (t, x), there exists ε > 0 such that Qε(t, x) is η-admissible.
This is not enough to show the conclusion, because Ωε may not be monotone in
ε. To see that Qε(t, x) is η-admissible for all sufficiently small ε, let
Ω′ε =
{
(t, x) ∈ (S + ε2, T − ε2)× Rd : Fε(t, x) > ηp(2d+1ε)−2p
}
.
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Similar as before,
|Ω′ε| ≤
‖F‖L1
ηp
(2d+1ε)2p.
In particular, for each i ≥ 1,
|Ω′2−i | ≤
‖F‖L1
ηp
(2d+12−i)2p.
It is a summable geometric series in i, thus by Borel-Cantelli lemma,∣∣ lim supi→∞Ω′2−i ∣∣ = ∣∣∣⋂
I>0
⋃
i>I
Ω′2−i
∣∣∣ = 0.
That is, for almost every (t, x) ∈ (S, T ) × R3, there exists I > 0 such that for all
i > I, (t, x) /∈ Ω′2−i , i.e., for εi = 2−i,
Fεi (t, x) =
 
Qεi (t,x)
F dxdt ≤ ηp(2d+1εi)−2p.
By Remark 2.3,
ε2i
 
Qεi (t,x)
M(|∇u|) dxdt ≤ ε2i
( 
Qεi (t,x)
[M(|∇u|)]p dxdt
) 1
p
≤ η
4d+1
.
That is, Qεi(t, x) is (4
−d−1η)-admissible.
We claim that if Qεα(t0, x0) is (4
−d−1η)-admissible, then for every εβ within
εα
4 ≤ εβ ≤ εα2 , Qεβ (t0, x0) ⊂ 34Qεα(t0, x0). This can be implied by
|Xεβ (t0, x0; t)−Xεα(t0, x0; t)| ≤
ε
4
, ∀t ∈ (t0 − εβ2, t0 + εβ2)(3.2)
which can be proven by a slight modification of Lemma 2.5. If we proceed the
proof of Lemma 2.5, without knowing Qβ is η-admissible, the only difficulty will
arise after (2.12), but we can make the following change,
ˆ t
t0
ˆ εβ
εα
∂
∂ε
uε(s,Xεβ (t0, x0; s)) dε ds
≤
ˆ t
t0
ˆ εβ
εα
Cεβ
−d‖M (|∇u(s)|) ‖L1(Bβ(s)) dε ds
≤ |εα − εβ|Cεβ−d
ˆ t
t0
‖M (|∇u(s)|) ‖L1(Bβ(s)) ds
≤ |εα − εβ|Cεβ−d‖M (|∇u|) ‖L1(Qα)
< |εα − εβ|Cεβ−dεαd4−d−1η
≤ |εα − εβ|C η
4
≤ 1
4
Cηεα ≤ 1
8
εα
as long as Bβ doesn’t exit Bα. Following the rest of the proof, we conclude (3.2)
in the end.
By this claim, for every ε between εi4 and
εi
2 , we have
Qε(t, x) ⊂ 3
4
Qεi(t, x) ⊂
(
3
4
)2
Qεi−1(t, x) ⊂ · · ·
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which implies diam(Qε(t, x))→ 0 as ε→ 0. Although we don’t have monotonicity
for Qε(t, x) in ε, we have this “monotonicity with gaps”. Moreover, Qε(t, x) ⊂
Qεi(t, x) implies
Fε(t, x) =
1
|Qε|
ˆ
Qε(t,x)
F dxdt ≤ |Qεi ||Qε|
 
Qεi (t,x)
F dxdt ≤ 4d+1ηp(2d+1εi)−2p
≤ ηpε−2pi ≤ ηpε−2p.
Thus (t, x) /∈ Ωε for every ε ∈
[
εi
4 ,
εi
2
]
and for every i > I, that is, for every
ε ≤ 2−I−1. This means Qε(t, x) is admissible for all ε sufficiently small. 
Corollary 3.4 (L1 Convergence). With the same notation as in Lemma 3.3,
fε → f in L1(Rd+1) as ε→ 0.
Proof. For any δ > 0, we can find g ∈ C∞c (Rd+1) such that ‖f − g‖L1 < δ3 . Denote
h = f − g, then ‖h‖L1 < δ3 , and by Lemma 3.3, also ‖hε‖L1 < δ3 . Since g is
uniformly continuous, it is clear that as diam(Qε(t, x))→ 0,
‖g − gε‖L1 ≤
ˆ
Rd+1
 
Qε(t,x)
|g(t, x)− g(s, y)| ds dy dxdt < δ
3
for sufficiently small ε. Thus
‖f − fε‖L1 = ‖g + h− gε − hε‖L1 ≤ ‖g − gε‖L1 + ‖h‖L1 + ‖hε‖L1 < δ
provided ε is small enough. 
3.2. Maximal Function. The existence proposition ensures the maximal function
is well-defined almost everywhere. With the help of covering lemma, we can prove
the bounds for the maximal function. A lot of ideas are borrowed from [Ste70]. We
do not claim any originality for results in this section, but only put them here for
the sake of completeness.
Proof of Theorem 1.3.
(1) This is evident from the definition, since for any (t0, x0), 
Qε(t0,x0)
|f | dxdt ≤ ‖f‖L∞.
(2) For any λ > 0, let Eλ = {(t, x) : (MQf)(t, x) > λ} be the superlevel set.
Then by definition, there is an η-admissible Qε centered at each point
(t, x) ∈ Eλ, such that
|Qε| < 1
λ
ˆ
Qε(t,x)
|f | dxdt.
Their radii are thus uniformly bounded. Thanks to the Covering lemma
2.9, we can choose a pairwise disjoint subcollection {Qεj (tj , xj)}, such that∑
j
|Qεj | ≥
1
C
∣∣∣∣⋃(t,x)∈Eλ Qε(t, x)
∣∣∣∣ .
Therefore
|Eλ| ≤ C
∑
j
|Qεj | ≤
C
λ
∑
j
ˆ
Qεj (t
j ,xj)
|f | dxdt ≤ C
λ
ˆ
(S,T )×Rd
|f | dxdt.
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(3) For the type (p, p) part, we use Marcinkiewicz interpolation. First we ob-
serve that MQ is subadditive: MQ(f + g) ≤ MQ(f) +MQ(g). We can
split f = f1 + f2 where f1 = fχ|f |≤λ2
and f2 = fχ|f |>λ2
. First we apply
the strong type (∞,∞) estimate on f1,
‖MQ(f1)‖L∞ ≤ λ
2
.
Thus
MQ(f) ≤MQ(f1) +MQ(f2) ≤ λ
2
+MQ(f2).
So MQ(f) > λ implies MQ(f2) > λ2 . Then we apply the weak type (1, 1)
estimate on f2,
µ(Eλ) ≤ µ
({
MQ(f2) > λ
2
})
≤ 2C
λ
‖f2‖L1 .
By the layer cake representation,ˆ
(S,T )×Rd
[MQ(f)]p dt dx = p
ˆ ∞
0
µ(Eλ)λ
p−1 dλ
= 2Cp
ˆ ∞
0
1
λ
ˆ
(S,T )×Rd
|f |χ|f |>λ2 λ
p−1 dxdt dλ
≤ 2Cp
ˆ
(S,T )×Rd
|f |
ˆ 2|f |
0
λp−2 dλdxdt
≤ 2Cp · 2
p−1
p− 1
ˆ
(S,T )×Rd
|f |p dxdt = Cp‖f‖pLp .

Now we can go from L1 convergence to a.e. convergence.
Corollary 3.5 (Almost Everywhere Convergence). With the same notation as in
Lemma 3.3, for almost every (t, x) ∈ R× Rd, we have fε(t, x)→ f(t, x) as ε→ 0.
Proof. By Corollary 3.4 L1 convergence, we can find a subsequence which converges
to f almost everywhere. For f ∈ L1, define the oscillation function
Ωf(t, x) = lim sup
ε→0
fε(t, x) − lim inf
ε→0
fε(t, x).
For a uniformly continuous function g, we have Ωg ≡ 0, again using diam(Qε(t, x))→
0. Moreover, notice that as ε→ 0, Qε(t, x) is η-admissible,
lim sup
ε→0
fε(t, x) ≤ lim sup
ε→0
|fε(t, x)| ≤ MQ(f)(t, x),
− lim inf
ε→0
fε(t, x) ≤ lim sup
ε→0
|fε(t, x)| ≤ MQ(f)(t, x),
so Ωf ≤ 2MQ(f). Now we fix λ > 0, for any given δ, we split f = g + h with
g ∈ C∞c (Rd+1) and ‖h‖L1 < δ, and we have
Ωf ≤ Ωh+Ωg = Ωh ≤ 2MQ(h).
By Theorem 1.3, weak type (1, 1) estimate gives
µ({Ωf > λ}) ≤ µ
({
MQ(h) > λ
2
})
≤ 2C
λ
‖h‖L1 =
2C
λ
δ.
18 J. YANG
Set δ → 0 we obtain
µ({Ωf > λ}) = 0.
This is true for any λ > 0, therefore
µ({Ωf > 0}) = 0.
This means, for almost every (t, x) ∈ R× Rd, we have
lim sup
ε→0
fε(t, x) = lim inf
ε→0
fε(t, x) = lim
ε→0
fε(t, x) = f(t, x).

Corollary 3.6. f ≤MQ(f) almost everywhere.
A slightly stronger result than Corollary 3.5 is the following theorem.
Theorem 3.7 (Q-Lebesgue Differentiation Theorem). With the same notation as
in Lemma 3.3, for almost every (t, x) ∈ R× Rd, we have
lim
ε→0
 
Qε(t,x)
|f(s, y)− f(t, x)| ds dy = 0.(3.3)
If (3.3) is true for (t, x), we call it a Q-Lebesgue point of f , and define Q-
Lebesgue set of f to be the set of all Q-Lebesgue points of f .
Proof. Consider any q ∈ Q. Then f − q ∈ L1loc, therefore
|fε − q| → |f − q|, a.e. as ε→ 0.
By taking a countable intersection over q ∈ Q of all the sets where |fε−q| → |f−q|,
we have
|fε − q| → |f − q|, a.e. as ε→ 0 for all q ∈ Q.
By density of rational numbers,
|fε − r| → |f − r|, a.e. as ε→ 0 for all r ∈ R.
In particular,
|fε(t, x) − f(t, x)| → |f(t, x)− f(t, x)| = 0, a.e. as ε→ 0.

4. Application to the Navier-Stokes Equations
In this section, we give an example of how to use the maximal function to bridge
between the local study and global results. Here we provide an alternative proof
for Lp-weak integrability for higher derivative of Navier-Stokes. In Proposition 2.2
of [CV14] (case r = 0), the authors obtained the following local theorem.
Proposition 4.1 (Choi & Vasseur, 2014). Let ϕ ∈ C∞c (B1) be radial, satisfying
0 ≤ ϕ ≤ 1, ´ ϕdx = 1, and ϕ ≡ 1 on B 1
2
. There exists η¯ > 0, such that if
v, p ∈ C∞((−4, 0)× R3) is a solution to
∂tv + (v · ∇)v +∇p = ∆v, div v = 0
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verifying bothˆ
R3
ϕ(x)v(t, x) dx = 0 ∀t ∈ (−4, 0),
ˆ 0
−4
ˆ
B2
(
|M(|M(|∇v|)|q)| 2q + |∇2p|+
d+4∑
m=d
sup
δ>0
∣∣(∇m−1hα)δ ∗ ∇2p∣∣
)
dxdt ≤ η¯
for some integer d ≥ 1, α ∈ [0, 2), q = 12
α+6 , and (∇mhα)δ is defined by
hα(x) :=
ϕ
(
x
2
)− ϕ(x)
|x|3+α , (∇
mhα)δ(x) :=
1
δ3
(∇mhα)
(x
δ
)
,
then
|(−∆)α2∇dv| ≤ Cd,α in
(
− 1
36
, 0
)
×B
(
1
6
)
.
Let u be a smooth solution to the Navier-Stokes equations in (0, T ). Because
the cylinders are centered at the terminal time for the local study, let us change
our notation, and redefine
Qε(t, x) :=
{
(s, y) : t− ε2 < s < t, |y −Xε(t, x; s)| < ε
}
based on the velocity field u, which has L2 gradient and divergence zero. Results for
the covering lemma and the maximal function can all be applied to this family of
skewed cylinders, as we are just re-centering. By Galilean transform, the previous
local proposition implies the following in the global coordinates.
Corollary 4.2. There exists η¯ > 0, such that if u, P ∈ C∞((0, T ) × R3) is a
solution to
∂tu+ (u · ∇)u+∇P = ∆u, div u = 0
verifying for some ε > 0,
1
ε
ˆ
Qε(t,x)
(
|M(|M(|∇u|)|q)| 2q + |∇2P |+
d+4∑
m=d
sup
δ>0
∣∣(∇m−1hα)δ ∗ ∇2P ∣∣
)
dxdt ≤ η¯,
then
|(−∆)α2∇du|(t, x) ≤ Cd,α
εd+α+1
.
Proof. This follows from a change of coordinates
v(s, y) = εu(t+ ε2s,Xε(t, x; t+ ε
2s) + εy)
− ε(u ∗ φε)(t+ ε2s,Xε(t, x; t+ ε2s)),
p(s, y) = ε2P (t+ ε2s,Xε(t, x; t+ ε
2s) + εy)
+ εy∂s[(u ∗ φε)(t+ ε2s,Xε(t, x; t+ ε2s))].

Based on this, let us draw the conclusion using the maximal function MQ.
Proof of Theorem 1.4. Define
F (t, x) = |M(|M(|∇u|)|q)| 2q (t, x) + |∇2P |+
d+4∑
m=d
sup
δ>0
∣∣(∇m−1hα)δ ∗ ∇2P ∣∣ (t, x).
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Because
‖∇u‖L2((0,T )×R3) ≤ ‖u0‖L2(R3),
‖∇2P‖L1(0,T ;H1(R3)) ≤ ‖u0‖2L2(R3),
we conclude
‖F‖L1((0,T )×R3) ≤ C‖u0‖2L2(R3).(4.1)
Denote η := min
{
η¯
|Q1|
, (η0)
2
}
, and define
I(ε) := ε4
 
Qε(t,x)
F (s, y) ds dy =
1
ε|Q1|
ˆ
Qε(t,x)
F (s, y) ds dy.
For all the Q-Lebesgue point (t, x) of F , we claim that there exists a positive
ε = ε(t,x) such that at least one of the following two cases is true:
Case 1. ε(t,x) < t
1
2 , and I(ε(t,x)) = η.
Case 2. ε(t,x) = t
1
2 , and I(ε(t,x)) ≤ η.
The reason is that limε→0 I(ε) = 0
4F (t, x) = 0, and I(ε) is clearly a continuous
function of ε when ε > 0. As ε ranges from 0 to t
1
2 , either I(ε) reaches η at some
ε(t,x) < t
1
2 (Case 1), or it remains smaller than η until ε(t,x) = t
1
2 (Case 2).
At this ε = ε(t,x) level, because
|M(|∇u|)|2 ≤ |M(|M(|∇u|)|q)| 2q ≤ F,
by Jensen we have
ε4
( 
Qε(t,x)
|M (|∇u|) | dxdt
)2
≤ ε4
 
Qε(t,x)
|M (|∇u|) |2 dxdt ≤ I(ε) ≤ η,
which implies Qε(t, x) is actually
√
η-admissible. So when in Case 1,
η = ε4
 
Qε(t,x)
F dxdt ≤ ε4MQF (t, x).
Combining with Case 2, we conclude
ε−4(t,x) ≤ max
{
t−20 ,
MQF (t, x)
η
}
.
Moreover, because |Q1| · I(ε(t,x)) ≤ η¯ in both cases, Corollary 4.2 claims that
|(−∆)α2∇du|(t, x) ≤ Cd,α
εd+α+1(t,x)
,
⇒ fp(t, x) ≤ Cd,αε−4(t,x) ≤ Cd,αmax
{
t−20 ,
MQF (t, x)
η
}
.
Finally, becauseMQ is of weak type (1, 1), ‖MQF‖L1,∞ ≤ C‖F‖L1. Together with
(4.1) we complete the proof of the theorem. 
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