Let Q k,n = {α = (α 1 , · · · , α k ) : 1 ≤ α 1 < · · · < α k ≤ n} denote the strictly increasing sequences of k elements from 1, . . . , n. For α, β ∈ Q k,n we denote by A [α, β] the submatrix of A with rows indexed by α, columns by β. The submatrix obtained by deleting the α-rows and β-columns is denoted by A [α , β ].
Introduction
If the matrix A ∈ IR n×n is nonsingular, then the adjoint formula for its inverse
has a well-known generalization, the Jacobi identity, which relates the minors of A −1 to those of A. Denote the set of strictly increasing sequences of k elements from 1, . . . , n, by Then the Jacobi identity (see [7] ) is: For any α, β ∈ Q k,n , For A ∈ IR m×n r , Moore [11] gave a determinantal formula for the entries of the Moore-Penrose inverse A † , a formula recently rediscovered by Berg [4] . The result was further generalized to matrices defined over an integral domain [1] . We consider here the minors of A † , for A ∈ IR m×n r . Theorem 1 (in § 2) expresses them in terms of the minors of the maximal nonsingular submatrices A IJ of A. A numerical example is given in §3. Theorem 2 (in § 4) is a somewhat surprising result: Every minor of A † is the same convex combination of the corresponding minors of inverses of the A IJ 's. This generalizes Berg's representation [4] of A † as a convex combination of the A IJ 's. Section 5 deals with the nonnegativity of principal minors of the Moore-Penrose inverse, extending some previous results of Mohan, Neumann and Ramamurthy [10] , [12] .
We use the following notation. For any index sets I, J , let A I * , A * J , A IJ denote the submatrices of A lying in rows indexed by I, in columns indexed by J, and in their intersection, respectively. The principal submatrix A JJ is denoted by
be the index sets of maximal sets of linearly independent rows and columns, and of maximal nonsingular submatrices, respectively. For α ∈ Q k,m , β ∈ Q k,n let
Then by [2] N (A) = I(A) × J (A), and therefore, 
. , k).
Finally, the coefficient (−1)
Using the above notation we rewrite (1.8) as
(1.9) and the Jacobi identity as
As in [2] , we define the volume of the m × n matrix A by, 12) and in particular,
The following lemma is used in the sequel:
, and let U ∈ IR m×(m−r) and V ∈ IR n×(n−r) be matrices whose columns form orthonormal bases of N (A T ) and N (A), respectively. Then
is nonsingular, and its inverse is 
by Lemma 1,
The penultimate equality is by the Cauchy-Binet formula, noting that the determinant of any n × n submatrix of (A T , V ) ∈ IR n×(m+n−r) is zero if it consists of more than r columns of A T . The last equality holds since the ma-
has at least one column of zeros, if
I ∈ I(α).
We assume now (and prove later) that for any fixed
Then using (1.16) and (2.3), (2.2) becomes
by (1.9). Finally we prove (2.4). For any fixed I ∈ I(α), the columns of V form also an orthonormal basis of N (A I * ). Let
we take W to be a matrix whose columns form an orthonormal basis of N (C T ), and denote,
Then (2.9) becomes, by Lemma 1 and (1.11),
The penultimate equality is by the Cauchy-Binet formula, noting that, if J ∈ J (β), then the submatrix of (A I * ) T [α ← I β ] whose rows are indexed by J has at least one column of zeros. Finally, (2.4) follows by comparing (2.8) and (2.11).
2 Note that N (α, β) = ∅ is equivalent to linear dependence of either the columns of A * β or the rows of A α * .
As a special case, if α = I ∈ I(A), β = J ∈ J (A), then N (α, β) contains only one element, i.e., (I, J). Now Theorem 1 gives the identity, [2] , 
The volume of A is given by 
Convex decomposition of a matrix and its minors
Berg [4] proved that the Moore-Penrose inverse of A ∈ IR m×n r is a convex combination of ordinary inverses of r × r submatrices
where each A
−1
IJ is an n × m matrix with the inverse of A IJ in position (J, I) and zeros elsewhere, and
By summing (4.1) over I ∈ I(A), one obtains A † as a convex combination of the Moore-Penrose inverses of maximal full column-rank submatrices A * J , see [2] ,
where the convex weights are , and 1 ≤ k ≤ r. Then for any
Proof. From Theorem 1, it follows that
by (1.10). We prove (4.7) by showing that the sum over N (α, β) is the same as the sum over the larger set N (A).
Indeed, if (I, J) ∈ N (A), and either I ∈ I(α) or J ∈ J (β) ,
then there is at least one column, or row, of zeros in A −1
2 Using the same argument we can show that summing (4.7) over I ∈ I(α) gives the same sum as summing over I ∈ I(A). Similarly, summing over J ∈ J (β) and over J ∈ J (A) give the same result. We summarize these observations in:
(4.10)
By applying Berg's formula to A † , it follows from (2.12) that the same weights appear in the convex decomposition of A into ordinary inverses of the submatrices ( 
, then by (2.12) it is necessary A † ∈ P 0 that det A J ≥ 0, ∀J ∈ Q r,n . It is known that A ∈ P 0 does not imply A † ∈ P 0 . Mohan, Neumann and Ramamurthy [10] proved that the Moore-Penrose inverse of a singular irreducible M -matrix is a P 0 -matrix (an M -matrix is a P 0 -matrix with nonpositive off-diagonal elements). Ramamurthy and Mohan [12] extended the above result to n × n M -matrices of rank n − 1 (the rank of any singular irreducible n × n M -matrix is n − 1, see [5] ). However for an n × n M -matrix A of rank less than n − 1, A † is not necessarily in P 0 , see [8] .
We apply here our representation of minors, to give a direct proof for the result of [12] , and generalize to the class of (n − r) th compound M -matrices of rank r, a class including M -matrices of rank n − 1. We show that if A ∈ P 0 , and A is a (n − r) th compound M -matrix of rank r, then A † ∈ P 0 . For any n×n matrix A, the k th compound matrix
is an n k × n k matrix whose elements are determinants of all k × k submatrices of A in lexicographic order. We call a matrix k th compound M -matrix if its k th compound matrix is an M -matrix. The k th supplementary compound of A is defined by, see [9, p.42] ,
In particular, for k = 1, 
Proof. For any permutation matrix
Moreover, A is also an M -matrix. It therefore suffices to show the nonnegativity of leading principal minors, det 
which, together with (5.5), implies (5.4). 2
where I = N\I, and J = N\J. 
Now from C n−r (A N\α ) ≥ 0 it follows, using (5.2), that
which together with (5.7) and (5.9), implies
Suppose B is positive. From the Laplace expansion theorem is also a P 0 -matrix.
