In this paper we propose a new measure for contributions to price discovery based on Russell's (1999) autoregressive conditional intensity model. While previous studies rely on equally spaced high frequency data, we use the information conveyed by quote revision intensities to determine a market's information share. Thereby, we account for the irregular nature of the data. Moreover, in contrast to the lower and upper information share bounds of the commonly applied Hasbrouck (1995) approach, our method delivers a unique measure. Its empirical application to US-listed Canadian stocks supports previous evidence for the home market leadership in price discovery. Based on a cross sectional analysis we further confirm the positive link between liquidity and contributions to price discovery. 
Introduction
According to Coffee (2002) , increasing globalization and improved technology will lead to a decay in the number of securities exchanges around the world. Small national exchanges will lose their share in trading to large international exchanges, which provide a more efficient trading environment. Carpentier et al. (2007) examine this development for the Canadian stock exchanges with respect to the US markets. They report a rapidly growing share of US markets in trades of Canadian stocks up to the point where interlisted stocks are absorbed by the foreign market and delisted on the home market. These developments foreshadow small national stock exchanges as markets for illiquid stocks that fail to attract investors on the large markets (see Gaa et al. 2002) . Thus, within the context of international cross-listed stocks, it is of paramount interest to national stock exchanges that they remain the dominant market with regard to price discovery. 1 The competition among smaller national and the large US markets for the leadership in price discovery has therefore grown immensely and has stirred up an increasing amount of research.
The main contribution of this paper is summarized as follows. We apply Russell's (1999) autoregressive conditional intensity model (ACI) and develop a new information share, i.e. a measure for the home and foreign market contributions to price discovery. By using a bivariate intensity approach, we account for the informational content of durations between consecutive quoted prices within a market and the timing interdependencies between the price processes in both markets. In contrast to the commonly applied Hasbrouck (1995) methodology we exploit the irregularity of the data and deliver a unique information share rather than lower and upper bounds. In an empirical application we 1 For a comprehensive study concerned with cross-listings in stock markets see Karolyi (2006) .
analyze the price discovery process of Canadian stocks that are traded on the Toronto Stock Exchange (TSX) and cross-listed on the New York Stock Exchange (NYSE) and further examine potential determinants of information shares in a cross sectional analysis.
Evidence from previous studies suggests that the main part of price discovery for cross-listed stocks takes place in the home market. Eun and Sabherwal (2003) examine a sample of US listed Canadian stocks based on the relative adjustment of prices in a market to deviations from the equilibrium price. They conclude that the contribution of the US market cannot be neglected, while the home market clearly leads price discovery.
Adjustment coefficients as a measure for price discovery, however, have been criticized, since they do not account for the contemporaneous correlations and variances of market's price innovation and focus only on the price adjustment (see De Jong 2002 , Baillie et al. 2002 . The more commonly applied measure, Hasbrouck's (1995) information share, is defined by the contribution of a market's price innovation to the variance of the efficient underlying price innovations. Grammig et al. (2005) , Hupperets and Menkveld (2002) and Phylaktis and Korczak (2007) use the Hasbrouck (1995) methodology to estimate the home and foreign market share in price discovery for US listed stocks from various countries. They conclude that trading on the home market stock exchanges contributes most to price discovery, while trading on the NYSE primarily takes place to offset arbitrage opportunities.
The main drawback of the Hasbrouck (1995) approach is that it merely delivers upper and lower bounds for an information share. Depending on the sampling frequency the information share bounds can diverge considerably and conclusions concerning the leading market are rather vague (see Hupperets and Menkveld 2002, Phylaktis and Korczak 2007) . Further Hasbrouck's (1995) method requires equidistant sampled data.
However, financial market events occur irregularly in time and the time between consecutive transaction events might convey information (see Dufour and Engle 2000, Frijns and Schotman 2009) . Hence, arbitrary sampling schemes to obtain regular spaced data neglect that part of the price processes' dynamics and induce an undesirable loss of information.
Our method overcomes these difficulties by modeling the arrival rates (intensities) of the price processes in a bivariate intensity model. The intensity roughly gives the probability of a transaction event within the next instant. We use Russell's (1999) ACI model that allows for a flexible interaction between the two markets' conditional intensities. The dynamics of the intensity functions are driven by innovations that affect the conditional intensities on both markets. Since the arbitrage relation between prices in parallel markets force an immediate incorporation of new information arising in one market in the second market's price, we expect positive cross effects of innovations. We argue that the larger the effect of an innovation in one market on the other markets intensity, the more the former contributes to the price discovery process. Our proposed method therefore uses these cross-effects to derive a new unique measure for contributions to price discovery which does not suffer from an identification problem inherent in the Hasbrouck (1995) approach.
We empirically analyze the price discovery process of Canadian stocks, which are traded on the TSX and cross-listed on the NYSE. Our results show a clear leadership of the TSX in the price discovery process. With an average information share of 27%, the contribution of the NYSE is slightly less pronounced than indicated by Eun and Sabherwal (2003) . Further, considering the standard deviation of our proposed price discovery share, we show that the cross effects implied by the intensity model are quite accurately measured. Following Grammig et al. (2005) , Eun and Sabherwal (2003) and Phylaktis and Korczak (2007) we examine potential determinants of a market's contribution to price discovery by conducting a cross sectional regression of the intensity based information share on stock specific factors and trade related variables. Our results show that only liquidity variables as the relative spread, medium trades and trading volume contribute to a market's price determination. This implies that providing an efficient and liquid trading environment, is of special interest for small national stock exchanges that seek to maintain their dominance in the price discovery process of cross-listed stocks.
The remainder of the paper is organized as follows. Section 2 outlines the methodological details of the ACI and introduces the new information share. Section 3 describes the data. In Section 4 we present estimation results, discuss information shares and provide a cross sectional regression analysis. Section 5 concludes.
Methodology

The Autoregressive Conditional Intensity Model
In our empirical application we consider a stock that is simultaneously traded on the TSX and the NYSE. This section introduces a bivariate autoregressive conditional intensity model that is applied to price events on both markets. We start by defining the point process {t s i } n s i=1 as the stochastic sequence of price changes on the market s in calendar time t, where s = 1 corresponds to a price event on the TSX and s = 2 refers to an event on the NYSE. The associated counting functions that count the number of s-type events through t are indexed by N s (t). Pooling and ordering of the arrival times, t 1 i and t 2 i yields a simple point process {t i } n i=1 with counting function N (t). We assume that the arrival times are strictly distinct, 0 < t 1 < t 2 ... < t n . Due to this assumption the individual point processes are strictly orderly, too. Figure 1 gives an illustration of a pooled point process N (t) consisting of two individual processes N 1 (t) and N 2 (t).
[insert Figure 1 about here]
The internal filtration denoted by ℑ t consists of the complete information path of the left continuous counting process N (t). The ℑ t -intensity process that characterizes the evolution of N s (t) is then
∀s = s ′ , where s ′ = 1, 2. Equation (1) can be interpreted as the instantaneous probability that we observe an s-type event conditional on the information set available at t.
The approach adopted here is Russell's (1999) ACI model that defines the s-type conditional intensity function as,
The process in (2) depends on a baseline intensity function given by λ s o = exp(w s ) and ψ s (t) which captures the dynamic structure of the conditional intensity. φ s (t) accounts for diurnal patterns which are common when dealing with high frequency financial data.
The 2 × 1 vector, ψ i = (ψ 1 i , ψ 2 i ) ′ , is parametrized in terms of a vector autoregressive moving average (VARMA(1,1)) process,
with a s as a 2 × 1 coefficient vector, B as a 2 × 2 autoregressive coefficient matrix, and ψ s (t) = exp ψ s N (t) in order to ensure positivity of λ s (t; ℑ t ). y s i denotes an indicator variable that takes on the value one if the i th event of the pooled process comes from the TSX (s = 1) or the NYSE (s = 2) process and zero otherwise. Henceforth, we denote an innovation originating in the home market (TSX) with superscript 1 and the corresponding coefficient vector with a 1 . The first element of a 1 (a 1 1 ) then measures the impact of a TSX innovation on the TSX conditional intensity. The second element (a 1 2 )
gives the cross effect of an innovation in the TSX process on the NYSE conditional intensity. Analogously, we denote NYSE associated shocks with a superscript 2. Following earlier studies (see Russell 1999 , Bauwens and Hautsch 2006 , Hall and Hautsch 2006 , we restrict the autoregressive coefficient matrix B to be diagonal. Then, the diagonal elements of B determine the long run impact of a shock and stationarity of the process is ensured if the eigenvalues of B (i.e. its diagonal elements) lie inside the unit circle.
According to Russell (1999) the specification of the innovation in (3) is based on the integrated intensity which is computed by piecewise integration of λ s (t; ℑ t ),
for j denoting all points with t s i−1 <t j <t j+1 ≤ t s i . Using the random time change theorem any non-Poisson process can be transformed into a standard Poisson process which implies an iid standard exponential distributed integrated intensity, i.e. Λ s (t s i−1 , t s i ) ∼ iid Exp(1) (see Hautsch 2003 , Brémaud 1981 , Bowsher 2007 . Following Bauwens and Hautsch (2006) , we then define the innovation in (3) as logarithm of an iid exponential variate centered by its unconditional expectation, 2
Hence, an innovation in the ACI model has the interpretation of the deviation between the realized number of events and the expected number of events within the interval
. This implies that positive values of ε i indicate an underprediction of arrival rates and negative values an overprediction.
The model parameters are estimated by the method of maximum likelihood. The loglikelihood function of the two-dimensional ACI process can be expressed as
The first term on the right hand side of (6) corresponds to the s-type intensity integrated over (t i−1 , t i ] and the second to the probability of the arrival times in the pooled process. The log-likelihood in (6) can be maximized by standard nonlinear optimization algorithms.
If the model is specified correctly, the resulting s-type residuals,ε s i = Λ s (t s i−1 , t s i ), should be iid unit exponentially distributed. Hence, the dynamic and distributional properties 2 As indicated by Hautsch (2003) 
Impulse Response Functions and Information Shares
In the context of international price discovery we are particularly interested in the cross effects of the conditional intensities associated with prices in the home and foreign market. More precisely, as the prices in both markets refer to the same underlying assets, the law of one price holds and informative price changes originating in one market will subsequently be incorporated into the prices of the other. Consequently, unexpected events in one market should trigger price events in the other market, i.e. increase the other market's conditional intensity implying positive cross effects. Engle and Russell (1998) formalize the intuitive link between the intensity function and the conditional volatility of the underlying price process. 3 Hence, the intensity cross effects in the bivariate model inherit an additional interpretation of intraday volatility transmission between the two markets.
In order to measure the markets' interdependencies we consider the long run impacts of an innovation shock on the conditional intensities. For this purpose, we compute impulse response functions and analyze the cumulated effects of a shock in period i onψ i+h by 3 Engle and Russell (1998) show that the instantaneous volatility can be expressed in terms of the intensity function as follows:
, where c is an exogenous constant and p(t) denotes the price at time t.
iterating the ARMA specification in (3) h periods forward,
To isolate the standard deviation shock σ ε = π 2 /6 in period i, all subsequent shocks are set to their unconditional mean, E [ε s i ] = 0. Further, the unconditional mean E ψ i = 0 is used as a starting value forψ. The impulse response functions are then given by,
where IR 1 denotes the bivariate impulse response function associated with an innovation in the TSX price process and analogously IR 2 gives the bivariate impulse response function associated with a shock in the NYSE price process. Summing up the effects in each period delivers the cumulative impulse response functions,
If the process is stationary, the effect of a shock in any of the markets dies out in the long run. Thus, the cumulative impulse response functions in (8) for h → ∞ converge to a finite vector given below:
We focus on the cumulated cross effects of an innovation in either market (CIR 1 2 and CIR 2 1 ) to determine the contributions to price discovery. Due to the arbitrage relation between prices in both markets, we expect positive spillover effects, i.e. if a positive intensity shock in the first market has a significantly positive impact on the second market's conditional intensity (which implies a positive value CIR 1 2 ), we associated this with an information flow from the first market to the second market's price. A cumulated cross effect of zero (CIR 2 1 = 0) on the other hand indicates that the first market's conditional intensity does not react to unexpected events in the second market.
This can be taken as evidence in favor of the first market leading the price discovery process.
Due to exchange specific characteristics of the trading process on the TSX and NYSE, however, both markets might generally react differently to intensity shock. We therefore suggest to standardize the cumulative cross effects by the cumulative impact of a shock in the own market. Consequently,
denotes the cross effect of a NYSE intensity shock on the TSX conditional intensity, standardized by the impact of a TSX shock on TSX's intensity.
gives the analogue ratio for the NYSE. Considering the equations in (9), it is obvious that this ratio simplifies to 
Equation (10) takes place from 9:30am to 4:00pm. Table 1 gives the stock ticker and company names.
[insert Table 1 about here]
Following Engle and Russell (1997) and Bauwens and Hautsch (2006) , the quote data were thinned based on price marks. 4 In detail, we first compute bid and ask midpoints for each observation and construct cumulative absolute price changes that are retained when they exceed a specific threshold. We set this threshold to 0.025 Canadian Dollars for the TSX returns, which after accounting for the exchange rate and the minimum tick size corresponds to 0.02 US Dollars for the NYSE return series. 5 Since the ACI model introduced in the previous section assigns zero probability to the simultaneous occurrence of two events, quote revisions with the same time stamp within one market are treated as one. Further, selected events with the same time stamp in both markets are deleted.
As visible in Table 2 , sample stocks vary with respect to daily average number of midquote revisions. The average daily number of quotes after the thinning ranges from 14 to 1000 in Toronto and from 16 to 500 at the NYSE across stocks. Quote revisions 4 Price marks are characteristics in the point process that are observed simultaneously with the price arrival times e.g. the size of the price change, bid-ask spread or volume traded (see Engle and Russell 1998). 5 Using the next higher or next lower thresholds do not change our general results and conclusions drawn.
occur on TSX over all stocks on average every 263 seconds and on NYSE every 205 seconds. In the mean a midquote event on TSX takes place every 23 seconds for the most frequent stock and every 21 minutes for the most infrequent stock. Accordingly, the NYSE daily average ranges between 46 seconds and 20 minutes across stocks.
[insert Table 2 . Finally, a diurnally adjusted arrival times series of the pooled process is achieved by setting the first arrival time of the day to zero and cumulating adjusted durations for each day.
[insert Figure 2 about here] Figure 2 shows the quote price durations on of our sample stocks before removing the intraday pattern. As clearly visible from the figure, transaction durations exhibit the typical ∩-shape. The intraday pattern is captured by the estimated intraday effects.
Estimation, Information Shares and Results
Estimation Results and Diagnostics
As outlined in Section 2.1 estimation of our model parameters is done via maximizing the model's likelihood function in (6). Since we cannot allow previous day shocks to affect the next day's intensity, the likelihood function has to be re-initialized each day and becomes the sum of independent day-likelihoods. Therefore, the recursive process for the latentψ in (3) stops at the end of the trading day and is initialized the next morning. Table 3 contains descriptive statistics for the estimated ACI coefficients over 73 stocks which have positive a s estimates and B estimates smaller than one. 6 Stock specific results can be found in Table 7 in Appendix B.
[Insert Table 3 about here]
Considering the estimated baseline intensities we observe small average standard errors and statistically significant estimates at the 1% level of confidence. The cross sectional correlation between the ratio of baseline coefficients,
, and the relative percentage number of quotes on TSX relative to the total number of quotes on TSX and NYSE is 90%. Hence, the baseline function captures the differences in the intensity levels in the two markets.
As seen from Table 7 in Appendix B, the positive parameter estimates for a s s indicate positively autocorrelated intensities. An underprediction of arrival rates in the previous interval of type s consequently increases the conditional intensity of the same type in the next instant. According to Table 3 , the average effect of a shock in the own market tends to be higher than the cross effect of a shock in the other market. The short run impacts of TSX innovations on the NYSE process are on average about twice as large as the effects of NYSE innovations on the TSX intensity. For 72 stocks the innovation effects from the TSX are significant at the 5% level. The spill over effects from NYSE on TSX are significant at the 5% level for 70 stocks. From the duration modeling literature (see e.g. Engle and Russell 1998), we expect and find strong persistence of innovation shocks which is reflected by large significant autoregressive coefficients. Across our sample stocksb 1 is on average 0.927 andb 2 is 0.929.
[Insert Table 4 about here]
Turning to the the test statistics concerning the model specification, the results for the Ljung-Box test in Table 4 for the first autocorrelation of the estimated residuals are mixed. For some stocks the null hypothesis of no autocorrelation cannot be rejected.
Further, the table shows that the mean of the estimated residuals are on average close to one for both markets. Considering the standard deviation of the residuals some excess dispersion is still present.
Information Shares
Figure 3 shows cumulated impulse response functions as derived in (8) for averaged over 73 sample stocks. The left panel depicts the impact of a standard deviation shock in the TSX intensities and its impact on TSX and NYSE processes. Analogously, the right panel illustrates the impact of a NYSE standard deviation shock. As expected, own market's shocks have larger impacts onψ than shocks of the other market. Considering the long run impacts, the permanent effects of a shock in the TSX intensity on the intensity on the NYSE tend to be larger than the effects of a NYSE shock on the TSX intensity.
[Insert Figure 3 about here] Table 5 displays summary results for the unique intensity based information share (IIS) according to (10). We also report Hasbrouck information shares along with the adjustment coefficient ratio (details are outlined in Appendix C). Stock specific results can be found in Table 8 in Appendix B.
[Insert Table 5 about here]
The average home market intensity based information share (IIS 1 ) amounts to 73%, which implies a clear leadership of the TSX in the price discovery process. Considering single stocks, we observe a higher NYSE intensity based information share for only seven out of 73 companies. These results correspond to previous findings by Grammig et al. [Insert Figure 4 about here]
For most, but not all of our sample stocks, we find that IIS shares lie within the HIS upper and lower bounds. However, in most cases the Hasbrouck information shares cannot determine the leading market. For only 33 of our sample stocks the upper as well as the lower bound are both larger or smaller than 50%. For the remaining stocks the HIS bounds do not allow for any conclusion concerning the importance of both trading venues for the formation of the fundamental price. Using our IIS we are able to answer this question for 68 out of 78 stocks. We find 64 stocks for which the TSX dominates price discovery and in only 4 cases we detect a higher NYSE information share. So, despite the slightly larger average standard errors of the intensity based information shares compared to those of the Hasbrouck midpoints, our findings emphasize the need for a unique measure and provide a much more accurate analysis to determine a market's contribution to the price discovery process.
Cross Sectional Regression Analysis
From Figure 4 it is visible that the variation of the price discovery measures among our sample stocks is considerably high. Figure 5 underlines this finding. It shows density plots of all three measures for the TSX contribution.
[Insert Figure 5 about here]
In detail, the distribution of the IIS 1 differs from the Hasbrouck measure as it is shifted to the right and has a higher peak than the distribution of the adjustment coefficient ratios. It is obvious that the adjustment coefficient ratios, the intensity based and the Hasbrouck information shares vary greatly among the sample stocks. An interesting task is therefore to analyze the factors that influence a market's intensity based information share.
In this section we examine the determinants of the intensity based information shares by running cross sectional regressions. We apply a logistic transformation of the dependent variable, ln
1−IIS 1 , to ensure that predicted information shares lie within zero and one. We follow previous studies by Phylaktis and Korczak (2007), Eun and Sabherwal (2003) and Grammig et al. (2005) and select a set of trade related variables and firm specific factors. As trade related variables we consider the relative spread, traded volume and medium sized trades.
The spread variable is given by the percentage quoted spread on the TSX relative to the spread on the NYSE. We hypothesize a negative relationship between the relative spreads and the information share, since relative lower spreads increase the competition between the markets. We measure the relative total volume traded in one stock (T sxV ol)
as the percentage number of shares traded on TSX relative to the total number of shares traded on TSX and NYSE during the three months data period. We interpret relative higher TSX volume as an indicator for higher liquidity and expect a positive relationship between a market's contribution to price discovery and its relative liquidity. Hasbrouck (1995) classifies trades into volume categories and finds that a relative higher number of medium size trades are positively correlated with the relative information share. We compute medium trades M edT rad as the percentage of the medium shares to total shares traded on TSX relative to the percentage of the medium shares to total shares traded on NYSE. 7 7 A medium trade is based on a trade category of 2,501-10,000 shares.
We further control for various firm and sector specific properties. It is conceivable that the home market traders have superior information concerning the particular industry which could originate from a higher regional closeness or a higher monitoring through the domestic press. Therefore, we use sector dummy variables as explanatory variables.
Further, we include the number of years a firm is listed on the NYSE exchange through 2004 (Y earListed). Additionally, we examine and control for the firm size measured by the log of a firm's market capitalization, LM ktCap. 8
[Insert Table 6 about here]
As Spread, M edT rad, and T sxV ol are highly correlated we include them into the regressions one by one. Thus, regression (1)- (3) in Table 6 control for the firm size and include each a proxy for liquidity.
Concerning the Spread, the results reveal a negative and statistically significant coefficient at the one percent level, which implies that a lower relative spread on the home market is linked to a higher TSX information share. The coefficient of the relative proportion of medium trades (M edT rad) in regression (2) is positive and significant on a one percent level and the coefficient for T sxV ol in regression (3) is also positive and highly significant. These results support previous findings by Phylaktis and Korczak (2007) , Eun and Sabherwal (2003) and Grammig et al. (2005) in that there exists a positive link between the relative liquidity on a market and its contribution to price discovery.
As regressions (4) and (5) ). Yet we argue that trade related variables such as liquidity rather than stock specific factors determine a market's dominance and thus it is the market's design that matters for price discovery. As a results, the stock exchange that provides the most efficient trading environment attracts more investors and maintains the dominant market in price discovery. Improving market design, reducing market frictions and transaction costs, might therefore be of major importance to smaller national exchanges in order to compete for international listings and investors.
Conclusion
Investors' decision to invest and companies' intention to list their stocks on a stock exchange depends on the ability of an exchange to provide a prospering trading environment. As a result of an increasing globalization and improved technology, small national exchanges fear to lose their attractiveness for investors and companies. In particular, within the context of international cross-listed stocks, it is of paramount concern for a national stock exchange to remain the dominant market with regard to price discovery.
We propose a new approach to measure the contribution of trading venues to the price discovery process of internationally cross-listed stocks. We use a bivariate intensity ap-proach as an alternative to the commonly applied vector error correction model in order to take the irregularity of the data into account. Based on the autoregressive conditional intensity model of Russell (1999), contributions to price discovery are determined by modeling the interdependencies of the trading processes in both markets. In contrast to the Hasbrouck (1995) approach, our new information share delivers unique results rather than upper and lower bounds. Further, we show that our approach provides a more accurate analysis to determine the leading market in the price discovery process.
In our empirical application we examine Canadian stocks which are listed on the TSX as well as on the NYSE. We find that despite the concern of the TSX to lose its share in price discovery to the NYSE, trading on the TSX still plays the most important role. 
Appendix
A Adjustment of Intraday Effects
In order to diurnally adjust the quote data, we follow Eubank and Speckman (1990) and regress the quote durations of the pooled process on polynomial and trigonometric time functions. The regression equation reads for some integers d ≥ 0 and δ ≥ 0 as follows,
where the duration is τ i = t i − t i−1 . The number of polynomial and trigonometric terms are selected by a generalized cross-validation measure defined as,
where RSS denotes the residual sum of squares and n the number of observations. In order to avoid overfitting we restrict in the selection d and δ to be smaller than three. To compute a typical time-of-day function we select the specification of (A.1) that minimizes the GCV in (A.2). Tables   [insert Table 7 about here]
B Additional
[insert Table 8 about here]
C Hasbrouck Information Share and Adjustment Coefficient Ratio
According to the law of one price, prices in different trading venues that refer to the same underlying asset are cointegrated, meaning that they can only deviate from each other in the short run. Assume that TSX and NYSE price dynamics can be described by a bivariate vector autoregression of order q, we model price changes, ∆p t = p t − p t−1 , as a bivariate vector error correction model (VECM),
where p t = (p 1 t , p 2 t ) ′ , Γ 1 to Γ q−1 are 2 × 2 parameter matrices. u t = (u 1 t , u 2 t ) ′ is a white noise vector with zero means and covariance matrix Σ u . β denotes the 2×1 cointegration vector. The vector α = (α 1 , α 2 ) ′ contains the coefficients associated with the speed of adjustment of each price series to deviations from the equilibrium. The ratio of these coefficients is frequently used in price discovery studies (see e.g. Booth et al. 1999 , Harris et al. 2002 , Eun and Sabherwal 2003 . The adjustment coefficient ratios given by
measure the relative price adjustment in a market to deviations from the equilibrium.
The more a market adjusts, the less it contributes to the price discovery process. Therefore, we denote by Adj 1 the adjustment of NYSE prices reflecting TSX's contribution to price discovery. This holds vice versa for Adj 2 . However, the mere focus on the adjustment of prices neglecting their variances and contemporaneous dependence structure has been criticized in current literature (see Hasbrouck 1995 , Hasbrouck 2002 , De Jong 2002 , Lehmann 2002 , Baillie et al. 2002 .
The cointegration vector β in (A.3) implies that there exists one common stochastic trend, which according to Hasbrouck (1995) can be considered as the stock's underlying efficient price. Hasbrouck's information shares are then derived as the contribution of an innovation in one market's price series to the efficient price innovations' variance.
Since the VECM innovations, u t , tend to be contemporaneously correlated, the shares cannot be uniquely identified. To solve this dilemma, Hasbrouck applies a Cholesky decomposition to the covariance matrix of innovations, Σ u = CC ′ .
With the home market ordered first, Hasbrouck information shares of TSX (HIS 1 ) and NYSE (HIS 2 ) can be computed as,
where ξ ′ C [j] denotes the j th element of the vector ξ ′ C. ξ gives the common row vector in the matrix Ξ which contains the long run impacts of time t idiosyncratic innovations on the efficient price. Ξ is given by
The Cholesky decomposition implies that the contribution of the market ordered first is maximized and that of the market ordered second is minimized. Since there is no theoretical justification for such a hierarchy, the common solution is to permutate the ordering of the markets. This yields upper and lower bounds of information shares denoted by HIS s up and HIS s low , respectively. The main drawback of Hasbrouck's method-ology is that these bounds can diverge considerably, as the contemporaneous correlation between the composite innovations u 1 t and u 2 t tends to increase with decreasing sampling frequency.
In our application to Canadian stocks we choose a one minute sampling frequency using quoted prices. Thereby the US stock prices are converted to Canadian Dollars. After testing for cointegration using the maximum eigenvalue and trace statistic, we confirm the existence of one cointegration relation. Table 5 : Intensity based information shares -descriptives. The table presents descriptives computed over the information shares using an intensity based and the standard Hasbrouck approach in percent. The descriptives are the mean (M ), the standard deviation (Std), the mean of the information share standard error (M (SE)), the 25% quantile (Q25), the 75% quantile (Q75), the minimum (M in) and maximum (M ax) over the cross sectional information shares. The dependent variable is the logistic transformation of the TSX information share, ln " Spread denotes the ratio between the percentage spread on the TSX and percentage spread on the NYSE. M edT rad gives the ratio of proportions of shares traded in Canada and on the NYSE in medium-sized lots of 2,501to 10,000 shares. T sxV ol denotes the ratio between trade volume on the TSX and NYSE denoted in CAD. Y earListed denotes the number of years a company has been listed on the NYSE. The remaining variables are sector dummies. We classify five industry groups. Mining, Manufacturing, Finance, and Transport/Utility are dummies corresponding to four of these groups. The fifth industry group serves as benchmark sector and includes service and retail firms. R i=1 corresponds to price event times on the NYSE. A time sequence {ti} n i=1 containing both event time series is obtained by pooling and ordering the individual event times. As a consequence, an event occurring on the TSX does not depend only on its own history but is allowed to depend on the history of the NYSE process, as well, and vice versa. The figure shows cumulated impulse response functions of (8) for the recursive processψ in (3) averaged across our sample stocks (see Table 1 ). The left panel depicts the impact of a standard deviation shock on the TSX and its impact on the TSX process (solid line) and on the NYSE (dashed line). Analogously, the right panel illustrates the impact of a standard deviation shock on the NYSE on the NYSE process (solid line) and on the TSX (dashed line). 
