Abstract. We consider how the output of the perfect integrate-and-®re (I&F) model of a single neuron is aected by the properties of the input, ®rst of all by the distribution of aerent excitatory and inhibitory postsynaptic potential (EPSP, IPSP) inter-arrival times, discriminating particularly between short-and longtailed forms, and by the degree of balance between excitation and inhibition (as measured by the ratio, r, between the numbers of inhibitory and excitatory inputs). We ®nd that the coecient of variation (CV; standard deviation divided by mean) of eerent interspike interval (ISI) is an increasing function of the length of the tail of the distribution of EPSP inter-arrival times and the ratio r. There is a range of values of r in which the CV of output ISIs is between 0.5 and 1. Too tight a balance between EPSPs and IPSPs will cause the model to produce a CV outside the interval considered to correspond to the physiological range. Going to the extreme, an exact balance between EPSPs and IPSPs as considered in [24] ensures a long-tailed ISI output distribution for which the moments such as mean and variance cannot be de®ned. In this case it is meaningless to consider quantities like output jitter, CV, etc. of the eerent ISIs. The longer the tail of the input inter-arrival time distribution, the less is the requirement for balance between EPSPs and IPSPs in order to evoke output spike trains with a CV between 0.5 and 1. For a given short-tailed input distribution, the range of values of r in which the CV of eerent ISIs is between 0.5 and 1 is almost completely inside the range in which output jitter (standard deviation of eerent ISI) is greater than input jitter. Only when the CV is smaller than 0.5 or the input distribution is a long-tailed one is output less than input jitter [21] . The I&F model tends to enlarge low input jitter and reduce high input jitter. We also provide a novel theoretical framework, based upon extreme value theory in statistics, for estimating output jitter, CV and mean ®ring time.
Introduction
The integrate and ®re (I&F) model is a rudimentary model that underpins the idea of a neuron being a device which accumulates inputs until it reaches a threshold, whereupon it ®res. The model has recently been examined by several authors [1, 24, 25, 28] . Softky and Koch [25] compared the behaviour of the model with data obtained in the visual cortex of the monkey, via theoretical calculations and numerical simulations. They found, with exclusively excitatory postsynaptic potential (EPSP) inputs, that the output of the I&F model is very regular, with the coecient of variation (CV) of the inter-spike interval (ISI, the standard deviation or so-called output jitter divided by the mean) converging to zero at a rate 1a
x th p , as x th becomes large, where x th is the number of EPSPs needed to trigger a spike. Therefore, they concluded that the model cannot account for the phenomena observed in neurones in the visual cortex with a CV between 0X5 and 1X Their results cast doubt on the rate coding assumption of neural computation. In 1994, Shadlen and Newsome [24] reconsidered the same model and claimed that an equal balance between EPSPs and inhibitory PSPs (IPSPs) can get around this dierence between model prediction and experimental data, i.e. that the model is capable of producing suciently variable output. Due to the biologically unprovable assumption about the exact balance between EPSPs and IPSPs in the random walk model treated in [24] , Troyer and Miller [28] turned their attention to modifying the mechanism and showed, mainly by numerical simulations, that the model exhibits physiologically reasonable behaviour, i.e. output CV is between 0.5 and 1, if the after-spike reset voltage is higher than the resting potential.
In another closely related paper, Marsalek, Koch and Maunsell [21] showed that output jitter in the I&F model converges to zero as the number of inputs becomes large if inter-arrival time distributions of EPSPs are normally, uniformly or exponentially distributed. Based upon further extensive numerical simulations on more realistic neuronal models, they then argued that this property of neurones provides one of the biophysical substrates necessary for exploiting the detailed timing information inherent in spike trains [2, 9, 10] .
However, there are several fundamental issues which have not been fully taken into account in the previous discussion on the perfect I&F model (see also [15, 29] ).
The discussion is restricted to the case in which the distribution of inter-arrival times of EPSPs or IPSPs are short-tailed, i.e. the tail goes to zero exponentially, the negative exponential and Gaussian distributions being special cases. This is probably one of the most important models in neural computation [1] . However, as early as 1964, Gerstein and Mandelbrot [12] pointed out that the output distributions of neurones could also be longtailed, where the tail of a distribution tends to zero geometrically, the Pareto distribution being a special case. Additionally, the output of the I&F model can be either long-or short-tailed, as shown in Section 3. A further important consideration is that after the nonlinear, complex manipulation of dendritic trees [19] , it is not at present clear what the distributions of EPSPs and IPSPs are when they reach the point at which integration occurs ± supposed to be the axon hillock ± even assuming that inputs from all distant and proximal synapses are themselves Poisson processes. Therefore, it is safer and probably more illuminating to consider the behaviour of quantities like output jitter, CV, etc. under dierent assumptions about the distributions of interarrival times of EPSPs and IPSPs. In summary, the issue is to consider how the output of a neuron is aected by input variation in the time domain.
The phenomena revealed in the above-mentioned literature are usually based upon results for speci®cally chosen values of each parameter. It seems worthwhile carrying out a complete, thorough investigation for wide ranges of a few physiologically important parameters. Because of the lack of accurate information on r, the ratio between inhibitory and excitatory inputs (see [2, 4] , p. 53 for a discussion about estimation of r), it is reasonable to consider a wide range of possible values of r, re¯ecting dierent degrees of balance between inhibitory and excitatory inputs.
It is critical to consider characteristics of the output like output jitter, mean ®ring time and CV together in a systematic manner rather than separately, as some previous studies have done. In considering the feasibility of a model, all these responses must be in the physiological range. This paper demonstrates that models are assessed dierently when all three aspects of the output are taken into account.
Bearing the above three issues in mind, we thus consider the model with input distributions of dierent tail lengths, and spanning a wide range of values of r. Some basic questions addressed are the following: 
, are independently identically distributed random times, and so are
Hence the arrivals of EPSPs or IPSPs at each synapse behave as a renewal process. Denote t as the membrane potential at time t. As soon as one EPSP arrives, say the ith EPSP from the jth synapse, the potential is depolarized from tÀ to tÀ ; the IPSP has the reverse eect, i.e. it hyperpolarizes the membrane potential by an amount . Once t reaches the threshold thre , an output spike is generated and the membrane potential is reset to rest , the rest potential. More speci®cally, we have
if t` thre . For simplicity of notation, we suppose that a single IPSP has the same magnitude as a single EPSP, 2 0X5 mV. Therefore, the threshold number of EPSPs ensuring the model evokes a spike is x th 40 thre a.
Let be the ®rst time that t reaches threshold, i.e. the time for the membrane to produce a spike commencing from its resting potential. It is given by infft X t ! thre j 0 rest g which represents the inter-spike interval of the output. In this paper we focus on the behaviour of under the following three input distributions:
where s e Á is the indicator function for a set e, i.e. s e t 1 if t P e and 0 otherwise.
is an exponentially distributed random variable, i.e. its density is expÀts ft!0g 2 reto inputX The distribution density of
with a b 0. In this paper we take a 1 and a 2X1 exclusively, and thus we have i 0X91Y r in 4X16 for a 2X1. The longer the tail, the larger the temporal variation of inputs is.
In the following when we speak of Gaussian, Poisson and Pareto distributed inputs, we mean iY1 1 is distributed as (1)±(3), i.e. the inter-arrival times of the EPSPs and IPSPs at each synapse are distributed according to (1)±(3) respectively. The Gaussian and the exponential distributions are short-tailed distributions, while the Pareto distribution has a long tail. We can write them in a uni®ed form expÀf t for a constant , where f t is t 3 a2 for the Gaussian distribution, t for the exponential distribution and a 1 logt 1 for the Pareto distribution. Hence, the Pareto distribution has the longest tail, going slowly to zero at a rate of expÀ log t, whereas the tail of the exponential distribution tends to zero at a rate of expÀt, more slowly than that of the Gaussian distribution, which approaches zero at a rate of expÀt 2 . It should be emphasized here that there is an essential dierence between the Poisson and Gaussian or Pareto inputs. For Poisson inputs, the EPSP and IPSP processes can start from zero again after a spike, as the Poisson process has no memory. For Gaussian or Pareto inputs, we do not have this property.
The mean ®ring time i is the expectation of , and output jitter is de®ned by
provided it makes sense, i.e. i 2`I , and g is given by g r out ai 5
under the condition that 0`i`I. The mean and standard deviation of the exponential distribution (2) are both unity. All properties of the model in this case are scale-independent, so our discussion of this case also includes the more general case in which the mean and standard deviation are not unity. The occurrences of contractive or expanding mappings, denoted by r out ar in b 1 and r out ar in`1 , corresponds for these parameters to r out b 1 and r out`1 , respectively.
Results

Output jitter
We ®rst consider output jitter, which is determined solely by the parameters of the model. It is known [7, 29] that output jitter for Poisson input is (see Fig. 1 )
where r x s ax i , the ratio between the numbers of inhibitory and excitatory synapses, q x th ax i , and r`1. In Fig. 1b we numerically calculate the output jitter at r 0X1Y 0X2Y 0X3Y F F F Y 0X9 for Pareto and Gaussian inputs with x i 100, which is about 37 À 47 of the number of excitatory input synapses of a pyramidal cell in the visual cortex [24] . The output jitter of the Pareto inputs is ®tted, for r`1Y by [see next section for explanation (14) 
From (6), (7) and a study of Fig. 1 , we can make the following observations. The better the balance between inhibitory and excitatory inputs (r getting closer to 1), the larger the output jitter is. For Poisson inputs (Fig. 1a) , when r b 0X8, we see that r out b 1. This implies that under the condition r b 0X8, the processing of the model cell forms an expanding mapping, i.e. r out ar in b 1 rather than a contractive one, i.e. r out ar in`1 . Only when r`0X8 does the cell impose a contractive mapping. In other words, results described in [21] are true only when r`0X8. Figure 1b shows the output jitter with the Pareto distribution inputs with a 1: when r b 0X6, the output jitter is greater than 1. For a given aerent distribution the output jitter is therefore an increasing function of the ratio between inhibitory and excitatory inputs. As soon as an equal balance between inhibitory and excitatory inputs is reached, which means x s x i , the case con-sidered in [24] , output jitter is in®nity for both the Poisson (6) and Pareto inputs (7) . Note that the output jitter for the Poisson input is a multiplication of two terms: ®rst x th p ax i q p a x i p which is related to the ratio q and tends to zero as x i p , a phenomena similar to that of the Central Limit Theorem which has been pointed out by several authors [21, 24, 28] for short-tail inputs; the second term is f r 1 À r p a 1 À r 3 q which re¯ects the in¯uence of the ratio between inhibitory and excitatory synapses. Output jitter is also an increasing function of the weight in the tail of the input distribution. The fatter the tail, the larger the output jitter becomes. For example, when r 0X6, the output jitters of the Gaussian input and Poisson input are less than 0.5, whereas for the Pareto input with a 1, the output jitter is about 1.
CV and mean ®ring time
Before proceeding, let us introduce a notation to facilitate our further discussion. For a given input distribution de®ne g as a function of r denoting g r, the ratio between inhibitory and excitatory inputs.
the threshold of the ratio at which the g is 0X5 and
the threshold of the ratio at which the g is 1. For a given input distribution p , the following quantity In Fig. 2 the g of dierently distributed inputs is plotted vs r, the ratio between inhibitory and excitatory inputs, leading to the following conclusions.
1. For all distributions considered in this paper, g is an increasing function of the ratio between inhibitory and excitatory inputs, although we ®nd both mean ®ring time (see Fig. 3 ) and output jitter (see Fig. 1 ) are also increasing functions of the ratio. 2. There is a range of the values of the ratio, r, in which a physiological g can be produced. It is not necessary to have an equal balance between excitatory and inhibitory inputs as required in [24] . In fact when too tight a balance between IPSPs and EPSPs occurs, the g is too high, i.e. greater than 1, in comparison with cells in the visual cortex (see Fig.  2b : when r 0X9 the g is 3). 3. We see that the thresholds r 0X5 and r 1 are decreasing functions of the weight in the tail. In other words, the fatter the tail, the smaller the threshold is, which implies that less balance is required for producing a When r is about 0.8, the output jitter is larger than 1 for the Poisson input. However, for the Pareto input with a 2X1 we see that the output jitter is always smaller than the input jitter when r 0X9. b Output jitter vs the ratio between the numbers of inhibitory and excitatory inputs for the Pareto distributed input with a 1. Å is obtained via numerical simulations, and the data are ®tted by (7) (solid line). When r is about 0.6, the output jitter is 1 for the Pareto input a physiologically reasonable g in the case of input distributions with long tails.
For an input short-tailed distribution (Gaussian or
Poisson) the threshold of r at which g b 0X5 is inside the range of r where output jitter/input jitter is greater than 1 (see Fig. 1 ). This indicates that as long as r is within a region such that output g is within the physiological range (between 0.5 and 1), output jitter will be larger than input jitter. Output jitter is less than input jitter only when g is less than 0.5. In [21] the authors observed that output jitter is lower than input jitter, and neurones can therefore more easily ®re together in deeper layers of the brain. However, our results simply indicate that, as soon as the ratio is in the region which produces a physiological g , output jitter will augment rather than reduce input jitter (in the case of Poisson and Gaussian inputs).
If there is an exact balance between excitatory and
inhibitory inputs as considered in [24] , the output g will be in®nite. 6. When the input is Poisson, the g , output jitter and mean ®ring time are all composed of two terms. One re¯ects the eect of the ratio between EPSPs and IPSPs, while the other is related to the threshold number and total number of excitatory input synapses. 7. Synaptic inhibitory inputs help the neuron to adjust its ®ring in a signi®cantly dierent manner. For ®xed numbers of excitatory inputs, when the number of inhibitory inputs is high, the neuron will elicit spikes slowly (with high mean ISI) and irregularly (with high output jitter); whereas if the number of inhibitory inputs is low, the neuron will ®re faster (lower mean ISI) and more regularly (lower output jitter). It is well known that a neuron subjected to changed synaptic inputs frequently evokes dierent output spike trains. There is also a large variety of neuronal behaviour, from chattering cells to neurones ®ring slowly and regularly, from individual phasic activity to neurones grouping together to oscillate. Obviously, the I&F model cannot fully account for these phenomena, but it provides an insight, as revealed in this paper, on how synaptic inputs possibly in¯uence the output. Coecient of variation (g ) vs the ratio between inhibitory inputs and excitatory inputs. As in Fig. 1 , we numerically calculate the g at r 0X1Y 0X2Y 0X3Y F F F Y 0X9 with x i 100. There is a parameter region of r in which the g is between 0.5 and 1: for the Pareto input with a 2X1, we have r 0X5 0X7Y r 1 $ 0X89; for the Gaussian input we have r 0X5 0X9. When the balance between inhibitory and excitatory inputs is too tight, the g is greater than 1. a g of the Gaussian, Poisson and Pareto inputs with a 2X1. b g of the Pareto inputs with a 1, the curve (solid line)`g of Pareto' being Fig. 3 . Mean ®ring time of three dierent inputs vs r, the ratio between numbers of inhibitory and excitatory inputs. As before, we numerically calculate i at r 0X1Y 0X2Y 0X3Y F F F Y 0X9 with x i 100. and Å are obtained via numerical simulations of the Gaussian distribution and Pareto distribution with a=1 and x i 100. The curve`Mean of Pareto' is qa1 À r 1X65 higher [28] , since g is a decreasing function of x th . For further discussion on the eect of partial reset or incomplete repolarization, see [6, 17] .
Output distributions
As pointed out in the introduction, it is an intriguing problem to consider the relationship between input and output in terms of distributions. Although it is always possible to calculate the g and output jitter numerically, we run the risk that the numerical results may be meaningless. The output jitter and mean ®ring time may not exist as in the case of Pareto distribution (for a 2 ), and therefore in dierent realizations of the random dynamics of the I&F model, we frequently obtain very dierent values of g and the output jitter. Unfortunately, obtaining, an analytical expression for the output distribution is dicult, and not always possible. The only analytical result we know is for Poisson-distributed inputs, which forms a typical birth-and-death process [8] . The distribution density is where s x th is the modi®ed Bessel function (see [7, 29] ). In particular, when t is large, (10) turns out to be (see [29] , p.134)
This formula tells us that as soon as an exact balance between EPSPs and IPSPs is reached, the output distribution is a long-tail distribution with tail t À3a2 . The mean ®ring time and output jitter of ISIs for the case considered in [24] do not exist. Figure 4 tells us that the weight in the tail of the output distribution is an increasing function of both r, the ratio between inhibitory and excitatory synapses, and the tail length of the input distribution. For Poisson input we know that if and only if an exact balance between EPSPs and IPSPs is reached will the output distribution have a long tail. For the Pareto distribution, we see from Fig. 4b that the tail of the output distribution becomes fatter as r increases. However, it is not easy for us to tell, from numerical results only, whether the output distribution has a long tail or not (see Sect.
2). Here analytical approaches are crucial if we are ever to make sense of the data.
A theoretical framework for estimating CV, output jitter and mean ®ring time
As we pointed out in the previous section, to the best of our knowledge it is not easy to ®nd an analytical expression for the probability density of and, as a consequence, an analytical expression for output jitter and ISI g . The diculty lies in the fact that for Gaussian and Pareto inputs the following property is lacking: the exponential distribution is linear in power, which enables us to carry out the Laplace transformation, and the superposition of Poisson processes is also a Poisson process [7, 29] . From the results presented in the previous section, we see that the g , output jitter and mean ®ring time of Poisson inputs are all products of two factors: one is related to the ratio r, the other to x i Y q. In this section we provide an argument based upon extreme value theory to explain why there is a factor 1a
x i p in the expression for g and output jitter, this factor being similar to that given by the Central Limit Theorem.
Let us ®rst observe the relationship between the extreme values of In general for each random realization of the model, we expect that the neuron will ®re before all synapses evoke an EPSP, which means that there exists kY 1`k`x i such that
Under the condition that 
where Á denotes the integer part of a real number.
The results of Lemma 1 are quite remarkable. It is easy to see the Pareto distribution has in®nite variance for some parameter a b 0, and thus the Central Limit Theorem in the form usually quoted is not applicable. Lemma 1 is more powerful than the usual Central Limit Theorem: it only requires the distribution of iY1 1 to be locally dierentiable and is applicable to a wide range of distribution without the existence of mean and variance.
Lemma 2 For 0`p`1 it we have the following conclusions in Table 1 We omit the proof of Lemma 2 here and only want to emphasize that there is a vanishing term 1a
x i p for the standard deviation 
Discussion
There has been much recent research on the I&F model to clarify a few important aspects of neural computation. In the present paper we provide a systematic approach to the relationship between input and output, in particular, concentrating on the eects of variation in the time domain and on the balance between excitation and inhibition of the input. Some results which have not been elucidated in the literature are presented here to stimulate further research. For a given short-tailed input distribution, in the range of values of r in which the model produces a physiological g , output jitter is in general larger than input jitter. Only when the g is smaller than 0.5 or the input distribution is a long-tailed one will output jitter converge, the phenomenon observed in [21] . Keeping the ratio between inhibitory inputs and excitatory inputs constant, the longer the tail, the smaller the output jitter divided by the input jitter. Output jitter is an increasing function of the ratio between the numbers of inhibitory and excitatory synapses and a decreasing function of the length of the input distribution tail. The I&F model tends to enlarge small input jitter and reduce large input jitter. With equal excitatory and inhibitory inputs as considered in [24] , an output distribution with a long tail will result. ISI g is an increasing function of both tail length and the ratio, r. The longer the tail, the lesser is the requirement of balance between IPSPs and EPSPs for the model to produce a physiologically reasonable g . Les us consider some further aspects. Network or hierarchy behaviour [14] . In this paper we only consider the input-output relationship of a single neuron. A more interesting question is that, if the output of an I&F model is an input of another, or another sequence of I&F models, what will be the behaviour of the ®nal output. It is generally believed that real neurones with dendritic trees form a hierarchy of I&F models. Hence even to understand a single neuron's behaviour, it seems necessary for us to consider the output of the model as the input of another model. As is revealed in the current paper, a short-tailed input, as a result of the balance between excitatory and inhibitory inputs, can result in a long-tailed output, even for the Poisson case. We expect a rich range of behaviour will be observed for the output of networks of I&F models. vekge. We have not included leakage in the model presented here for the following two reasons: we wish to have a convenient comparison with results presented in [21, 24, 25, 28] , and we have analytical results available only for the case of no leakage. What will be the in¯u-ence of leakage on our results? In a sense we could think of leakage as a further inhibitory input, and therefore it might help us to reduce the requirement for balance between inhibitory and excitatory inputs. When the leakage is small, our results certainly still hold true. The I&F model with leakage is called Stein's model and has been intensively studied in the literature for Poisson inputs, mainly numerically. In particular, if we approximate Stein's model by a diusion model ± a traditional route taken to approximate random walks ± we are able to obtain some analytical results related to , the ®rst exit time for the diusion process [11, 22, 23] . There are also corresponding approximations for long tail distributed random walks. The derived Brownian is called fractional Brownian motion [3] . In the future, we hope it will be possible to develop analogous results for the case of a short tail random walk or its approximation, standard Brownian motion.
