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Abstract 
Greenblatt, B. and W.R. Edwards Jr, Semigroup automaton structure by homomorphism and 
domain partition, Discrete Applied Mathematics 34 (1991) 129-143. 
The problem of deciding if a given function of the set of states of a finite automaton A belongs 
to its input semigroup is known to be PSPACE-complete. However, many other decision prob- 
lems with regard to the input semigroup of A have polynomial time solutions. In particular, it 
is decidable whether a given automaton is isomorphic to its own monoid automaton, and whether 
its input semigroup contains an identity, or is a group. 
By analysis of the ranges and domain partitions of input functions of an automaton, combined 
with known necessary and sufficient conditions for homomorphisms on singly generated 
automata, regularity on the structure of the semigroup automaton is established and significant 
improvement is made to decision algorithms for the semigroups of automata. 
1. Introduction 
The input semigroup and monoid of an automaton have been frequently used in 
the literature, as have the semigroup automata constructed from them. The wide in- 
terest in the input semigroup of an automaton, A, is probably due to the wealth of 
information it yields concerning A itself. For example, this semigroup may be viewed 
as a representation of the distinguishing power of A among its input strings, or 
equivalently the power of all possible recognizers which can be built from A by 
specifying initial and final states. It is known that the problem of deciding if a given 
function on the set of states of A belongs to its input semigroup is PSPACE- 
complete. However, many other decision problems with regard to the input semi- 
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group of A have polynomial time solutions. In particular, it is decidable whether 
a given automaton is isomorphic to its own input monoid automaton, and whether 
its input semigroup contains an identity or is a group. 
It is shown that the analysis of the ranges and domain partitions of input func- 
tions of an automaton, combined with existing necessary and sufficient conditions 
for the existence of homomorphisms on singly generated automata, can lead to 
strong theorems on the structure of the semigroup automaton and significant im- 
provement in existing algorithms. 
2. Basic definitions and background 
In this paper, the notation of Bavel [l] is used as follows. An automaton is a 
triple, A = (Q, 2, a), where Q and .Z are finite sets (of states and inputs, respectively), 
such that Z is not empty, and 6 : Q x .Z -+ Q is the transition function, which is ex- 
tended to 6 : Q x .Z* + Q so as to satisfy Vq E Q, Vx, y E Z*, 6(q,xy) = 6(6(q,x), y), 
where Z* is the free monoid over _Z. Z*- (E) is represented by L”. 
IfRcQ,define6(R)={6(q,x): qER, x~Z*},and(R)=@(R),Z,,6).IfR={q}, 
then 6((q)) is written 6(q). A’= (Q’,Z,cS’) is a subautomaton of A =(Q,Z,&, 
(written A’GA) iff Q’r Q, 6’ is the restriction of 6 to Q’xZ*, and G’(q’,x)EQ’, 
Vq’eQ’, VxeZ*. It is easy to show that VR c Q, (R)eA. A subautomaton (q), 
for any q E Q is called singly generated. A subautomaton B of A is a primary of A 
iff 3qEQ such that B=(q), and V~EQ, Be(p) * B=(p), that is, B is a max- 
imal singly generated subautomaton of A. The rank of A is defined to be the 
number of distinct primaries of A. A homomorphism of an automaton A = (Q, C, 6) 
into an automaton B = (R, 2, y) is a mapping f : Q --f R such that Vx E Z*, Vq E Q, 
f@(q,x))=Y(f(q),x). 
If x, y EZ* define x=y iff Vq E Q, 6(q,x) = 6(q, y). The input semigroup of an 
automaton, I_, =_Z+/=, and the input monoid is, Ii =_Z*/=. The input semigroup 
automaton of A is v$(A) = (IA, 2,6), where a([~], y) = [xy], V [x] E IA , Vy E Z’, and 
the input monoid automaton of A is &(A) = (I:, 2, d), where 6 is defined in the 
same way as for &(A). An automaton B is said to be a monoid automaton whenever 
B=&“(A) for some automaton A, and a semigroup automaton whenever Bz&‘(A) 
for some automaton A. 
Bavel and Edwards have shown that there is a homomorphism from &‘(A) to 
each of its singly generated subautomata [2]. The function membership roblem, 
which is described as the question of whether, given A, IA contains a given func- 
tion on Q has been shown to be complete for PSPACE [7]. However, if the function 
in question is a permutation on the set of states, then the problem may be solved 
in deterministic polynomial time [6,8]. While it is the case that function membership 
is a fundamentally hard problem, new information about inherent structure in the 
input semigroup will shed new light on function membership and in turn the entire 
class of PSPACE-complete problems. 
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3. The monoid and semigroup problems 
The monoid problem for automata may be stated: given A = (Q, Z, S), does there 
exist B = (Q’, L’,6’) such that A = H(B)?, and the semigroup problem for automata 
may be stated: given A = (Q, C, a), does there exist B = (Q’, Z, S’) such that A = d(B)? 
In addition to the solution to these problems, it is equally important from the con- 
text of this research, whether or not these questions may be answered in polynomial 
time. It has been shown that it is possible to determine in polynomial time whether 
or not an arbitrary automaton is isomorphic to the input monoid of some other 
automaton [2,11]. This naturally leads to the question of whether or not an ar- 
bitrary automaton is isomorphic to the input semigroup of some other automaton. 
The monoid problem is clearly the easier of the two. Watanabe and Nakamura 
have shown that given A = (Q,Z, S), the monoid problem can be solved in time 
0(max(n3r,n5)), where r= li_Zll, and n = llQl1. However, it is possible to solve the 
monoid problem in time 0(n3r), as follows. A state q is said to be input sensitive 
iff Vx, y EC*, [d(q, x) = B(q, y) * Vq’E Q, 6(q’, x) = 6(q’, y)]. Edwards and Bavel 
have shown that a monoid automaton is characterized as a singly generated auto- 
maton with an input sensitive generator [2]. The following proposition adapted 
from [2] gives an alternate form of input sensitivity. 
Lemma 3.1. Given A = (Q,C,S), q E Q is input sensitive iff VPE Q, there is a 
homomorphism fp from (q) to A, such that fP(q) =p. 
This lemma may be used to give an improved solution method for the monoid 
problem as follows. 
Theorem 3.2. Given A = (Q,.Z,a), the time required to determine if A =.X!“(B) for 
some automaton B is O(n3r). 
Proof. Lemma 3.1 indicates that the monoid problem may be solved by checking 
each pair of states to see if one is a homomorphic image of the other. It is possible 
to find a homomorphism between two states (if one exists) in time = O(nr) as may 
be seen by Bavel’s theorem on homomorphisms of singly generated subautomata [ 11. 
Thus, an n x n matrix of homomorphism tests may be created in time = 0(n3r). If 
an entire row of the matrix contains legal homomorphisms, and the state indicated 
by that row is a generator of A, then A is a monoid automaton. Since the transitive 
closure of a node in a graph, G = (V, E) can be found in time = O(ll VI1 . IlEli), all 
generators of A may be found in time =O(n3r). Therefore, the total time needed 
to solve the monoid problem is 0(n3r). 0 
This is clearly an improvement over the time given by the algorithm of Watanabe 
and Nakamura [l l] of O(max(n 3r, n 5)). Since it is generally the case that r< n, the 
algorithm of Watanabe and Nakamura may be considered to be 0(n5). Also, it has 
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been shown that any semigroup can be generated by an automaton with no more 
than three inputs [lo], and thus, viewing the automaton as a semigroup representa- 
tion, the contribution of r is not significant. 
With a more efficient algorithm for solving the monoid problem, the semigroup 
problem can now be attacked. A monoid automaton is trivially a semigroup 
automaton. Notice that an automaton, not a monoid automaton, is a semigroup 
automaton iff a new generating state can be added and its transitions can be defined 
in such a way that the generating state is input sensitive. This observation can be 
used to define a modification of input sensitivity that will be used to test if automata 
are semigroup automata. A state q is said to be prefix input sensitive (pi sensitive) 
on input o iff Vx, y E Z* [b(q, x) = B(q, y) * Vq’E Q, 6(q’, ox) = 6(q’, oy)]. Since in- 
put sensitivity of a state is testable in time proportional to a polynomial in the 
number of states and inputs of the automaton, it is reasonable to suppose that prefix 
input sensitivity is also testable in polynomial time, which may indeed be shown as 
follows. 
Lemma 3.3. A state q is prefix input sensitive on input o iff for all p in the range 
of or there exists a homomorphism fp from (q) into A, such that fp(q)=p. 
Proof. Suppose that q is pi sensitive on cr. Denote the range of o by R(o). Let 
6(q,x) =6(q, y) for some x, yeZ:*. Then rsx=cry, which implies Vq’ER(a), 
6(q’,x) = 6(q’, y). For each p E R(a), define fp as follows. 
fp(q’) = 
i 
;;, x) 
3 9 
;: ,“::;;, *) 
, . 
fp is uniquely defined iff 6(q,x) = 6(q, y) = 6(p,x) = 6(p, y), and this is guaranteed 
by prefix input sensitivity, since p eR(o). 
Suppose VpgR(o), 3fp a homomorphism from (q) to A, such that fp(q) =p. 
Let &q,x)=d(q,y) for somex,yEZ*, and letpER( Then, &(p,x)=6(f,(q),x)= 
fp(S(q,x)) =fp(8(q, Y)) = d(f,(q), Y) =&p, Y). 0 
Theorem 3.4. It can be determined in time O(n 2r) whether q is prefix input sensitive 
on o, for any state q, and any input rs. 
Proof. Since there are n - 1 calls to determine if a homomorphism exists from q to 
each other state in Q, each of which is completed in time O(nr), the total time con- 
sumed to determine the prefix input sensitivity of a state on an input is 0(n2r). 
Note that R(o) may be found by traversing the appropriate column in the transition 
table of A. 0 
Lemma 3.5. In d(A), [o] is prefix input sensitive on o, Vo E 2‘. 
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Proof. Since 6([o],x) = [ax], and a([~], y) = [cry], Vx, y E-X*, then [a] is pi sensitive 
on o iff [ax] = [a_~] * [azcrx] = [OZOJJ], for any ZE_Z*, and this implication clearly 
holds. 0 
For A = (Q,Z,a), a set Q=c Q is defined to be prefix adequate for A iff Qz 
generates A and there is a mapping of _Z onto Qz. such that, VCJEZ, its image 
q0 E Q, is pi sensitive on o. Since the mapping is onto, IIQ,rII I 1lZll. It is possible 
that no such Q= exists, or that IIQzII < IlCll, if a state is pi sensitive for more than 
one input. The necessary and sufficient conditions for an automaton to be a semi- 
group automaton may be given as follows. 
Theorem 3.6. A = (Q, C, S) is a semigroup automaton iff A is a monoid automaton 
or if there is a Qz c Q such that Qz is prefix adequate, and Vq,, qr E Qz, 6(q,, X) = 
&I,, Y) * [OXI = [CYI E 1,. 
Proof. If A is a semigroup automaton that is not a monoid automaton, then Q,= 
{[a]: o EZ}, by Lemma 3.5. Since C is a generating set for 1,) it must be the case 
that (Qz) =A. If 6([0],x) =a([~], y), then by the definition of &(A), [CTX] =
~([cJ],x)=~([T],~)= [ry], and thus oxzA ry. 
To show the implication in the opposite direction, define A& = (Q U [E], .Z, a’), 
where 
To show that A is a semigroup automaton, it suffices to show that A’ is a monoid 
automaton. This can be done by showing that AC is singly generated with an input 
sensitive generator [2]. A’ = ([E]) is singly generated since A = (Q&, and Q, c 6( [E]). 
sE([&l,,X)=GE([&l,Zy)X,yE~* * &q,,x)=6(q,,y) 
=a [ax] = [TV] E I,. 
Thus, [E] is input sensitive, A’ is a monoid automaton, and A is a semigroup auto- 
maton. 0 
Thus, whether A is a semigroup automaton can be tested by calculating all pi sen- 
sitive states for all inputs, determining prefix adequate subsets if any, and testing 
the agreement of pairs of states in such subsets. Since Q, generates A, it must in- 
clude a generator of each primary of A, but it is not known that it can be chosen 
to consist only of generators of primaries. 
Corollary 3.7. Given A = (Q, Z, a), the time required to determine if A =d(B) for 
some automaton B is 0(n’+3r2). 
Proof. The first condition that must be checked is prefix input sensitivity for each 
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state and each input. The total time for this operation in nr multiplied by n,2r 
which is 0(n3r). Since it may be the case that many states are pi sensitive on many 
inputs, it may be turn out that there are a great many choices for Q=, a candidate 
generator set for A. Since IIQ= 11 I r, the total number of ways that Q= can be 
chosen is bounded above by C(n, r), the number of combinations of n items chosen 
r at a time, which is O(n’). 
For each pair of states in Qz and the pair of subautomata that they generate, the 
size of the intersection of the two subautomata is O(n). For each state in the intersec- 
tion of two singly generated subautomata (p) and (q), there are strings x and y such 
that 6(p,x) = 6(q, y). For each such pair of strings, it must be determined if ax= ry, 
assuming that p is pi sensitive on o and q is pi sensitive on r. This test can be carried 
out in time = 0(n2) since it can be assumed that both llx/l <n and jj y]I <n. This is 
known because p is pi sensitive on o, and if 6(p, x) = 6(p, z), then it must be the case 
that ox=az, and only the shortest representative string for each state in each sub- 
automaton need be examined (similarly for q). The time needed to check each pair 
of subautomata is 0(n3), and since there are C(r, 2) = O(r2) pairs of subautomata 
the time required to test each possible choice for a generating set Q= is 0(n3r2). 
Since there are O(n’) choices, the total time required to determine if a given auto- 
maton is a semigroup automaton is 0(n’+3r2+n3r2)=0(nr+3r2). 0 
Therefore, while it is the case that an automaton can be shown to be a semigroup 
in time polynomial in the number of states of the automaton, it may only currently 
be shown that such an algorithm is exponential in the number of inputs of the 
automaton. 
It is easy to show that if an automaton is made up of more primaries than it has 
inputs, then that automaton is not a semigroup automaton. 
Corollary 3.8. If A = (Q,E,,S) is a semigroup automaton, then rank(A)< IjC). 
Proof. By Theorem 3.6, (Qz> =A, and there is a mapping of z onto Q=. Thus 
rank(A) I 112 II for any semigroup automaton. 0 
4. Domain partitions and ranges 
The input semigroup, IA, is a well-studied object in automata theory, and it is 
well known that the upper bound on the size of the input semigroup of an auto- 
maton with n states is n”, the number of functions from a set of size n to itself. It 
is also known that this upper bound can be attained with as few as three inputs for 
any automaton with n states [lo]. Even though I, gives an indication of the poten- 
tial “power” of the underlying automaton, there have been relatively few attempts 
to identify some structure in lA, except from its properties as a semigroup. It is 
especially helpful to consider members of IA both as states of d(A) and as func- 
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Table 1 
6 0 I 
a b d 
b c c 
c d C 
d a d 
tions on Q. In this section, a great deal of structure inherent to semigroup automata 
is exposed, based on the range and domain partitions of the members of IA. 
The range of a function f is denoted R(f), and the number of distinct elements 
in the range is denoted by IIR(f)ll. De f ine also the domain partition IIf of a func- 
tion f: Q + Q by placing ql, q2 E Q in the same block of “f iff f(ql) =f(q2). It is 
easy to verify that for any J q : Q-P Q, R(f 0 g) c R(g) and nf,, 5 Z7f, where “5’ is 
the partial ordering of partitions of Q by refinement. (We say 17i 5U2 if n, is a 
refinement of fl,, that is every block of n, is contained in some block of Z7,.) 
Inpu 
Equivalence 
Class 
0 
1 
00 
01 
10 
000 
001 
010 
100 
101 
0000 
0001 
0010 
0100 
1000 
1010 
00010 
00100 
01000 
10001 
10100 
000100 
001000 
0001000 
emigroup 
Translation of Q 
abed 
bcda 
deed 
cdab 
ccdd 
adda 
dabc 
cddc 
ddaa 
baab 
dddd 
abed 
ddcc 
daad 
aabb 
cbbc 
aaaa 
aadd 
abba 
bbcc 
cccc 
bbbb 
bbaa 
bccb 
cchh 
Fig. 1. Example of a semigroup automaton. 
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0 1 
Fig. 2. The state diagram of Fig. 1. 
If XEE*, then [x] EZ~ and frXl : Q + Q. However, the symbol “x” will be used 
for the string, the equivalence class of Z,, the function of A, and the state of &(A), 
except where distinction may be needed. Hence, we write “R(x)” and “ZZX” versus 
“R(f,)" and “nfX”. 
Consider the four state, two input automaton whose transition table is given in 
Table 1. The state diagram of its semigroup automaton (Fig. 1) is given in Fig. 2. 
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In a monoid (or semigroup) automaton there are often many singly generated sub- 
automata that appear to be homomorphic or isomorphic. For example, from the 
above automaton there are four distinct singly generated subautomata in the 
monoid automaton, which are (O), (l), (01) and (101). (Recall that the strings 0, 
1, 01, and 101 designate states of d(A) as well as input strings of A.) It is clear by 
inspection that (1) and (01) are isomorphic. Since these subautomata of d(A) all 
originate from the same automaton A, it stands to reason that there should be some 
relationship between them. Indeed, it turns out to be the case that there is a fun- 
damental homomorphic relationship over the singly generated subautomata of the 
monoid automaton. There is also a useful relation from successorship on J(A) to 
the ordering of domain partitions by refinement. 
Theorem 4.1. Let x, y~.2’* be input functions of A and states of ._&(A). 
(i) If R( y) c R(x), then there is an homomorphism f of (x) onto (y) such that 
f(x) =y. (( y> is a homomorphic image of (x).) 
(ii) Zf xE6(y), then 17,r17,. 
Proof. [l, Theorem 6.2.21 implies that there is a homomorphism from (x) to (y) 
mapping x to y iff for each z,z’~,Z’*, S(x,z)=~Y(x,z’)*6(y,z)=6(y,z’). Let 
z, Z’E C* such that 6(x, z) =6(x, z’). Thus, for each q E R(x), 6(q, z) = 6(q, z’). Since 
R(y) c R(x) it must also be the case that for each qE R(y), 6(q,z) =6(q,z’) and 
therefore 6( y,z) = 6( y, z’). 
The second part of this theorem follows immediately from the observation that 
functional composition results in a coarsening of the domain partition. If x E 6(y), 
thenx~yz,whichimpliesthatf,=f,of,,forsomezE~*.Thus~~=n,,,r17,. 0 
Though the proof of this theorem is elementary, it has several interesting conse- 
quences. 
If A is finite, then clearly it has input functions whose ranges are minimal in the 
sense of not properly containing the ranges of other input functions. A sub- 
automaton of d(A) generated by such a minimal range function is called a minimal 
range subautomaton. Edwards and Bavel have shown that minimal range sub- 
automata of a finite monoid automaton are strongly connected, and all its strongly 
connected subautomata are minimal range and mutually isomorphic [2]. By part (i) 
of the previous theorem, the minimal range subautomata of &‘(A) will be homo- 
morphic images of each singly generated subautomaton of ._&‘&(A). The notion of 
strong connectedness is easily generalized from subautomata to subsets of Q. Given 
A = (Q, 2, a), P c Q is a strongly connected region of A iff Vp, q E P, 3x~ 2* such 
that 6(p,x) = q. A strongly connected region is considered maximal if it is not a sub- 
set of any other strongly connected region. 
Corollary 4.2. Let P, = {x1,x2, . .. , xk} and P2 = { y,, y,, . . . , y,), such that P, and P2 
are maximal strongly connected regions of &‘(A) for some automaton 
A = (Q,Z; 8). Zf R(x,) = R( yl), then P, and P2 are isomorphic. 
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Proof. This follows directly from Theorem 4.1 since it is the case that (Pi > = (x, > 
and (P,) = ( y, > are both singly generated subautomata of the monoid automaton. 
0 
Thus, in the example automaton given previously, (1) and (01) are distinct iso- 
morphic subautomata of AZ(A), and their maximal SC regions are, of course, also 
isomorphic. 
Corollary 4.3. If PC IA is a strongly connected region of d(A), then for each 
f,gEP, “f=I-Is. 
Proof. Since P is strongly connected, VJ;ge P, f Ed(g) and gE6(f). Thus by 
Theorem 4.1, Vf,gEP, nf=ng. 0 
Theorem 4.1 indicates a great deal about the structure of the input semigroup, 
and therefore about the function membership problem. If a straightforward top 
down search is employed in seeking a string that matches the function for which the 
search is being carried out, then the aforementioned two theorems can be used to 
prune the search tree. For example, Theorem 4.1 can be used to stop searching along 
branches of the search tree which contain functions whose domain partitions are not 
refinements of the target function’s domain partition. The first part of Theorem 4.1 
can be used in a more subtle way to aid the search. If a stringy is found such that 
R(y) =R(x) for some previously encountered string x, then it is the case that 
(x) z ( y), and ( y) need not be investigated. This is the case since a function is com- 
pletely determined by its range, its domain partition, and the mapping between the 
blocks of the domain partition and the range. Thus, whether the target function is 
isomorphic to one of the states in (y) can be determined from inspecting x, its do- 
main partition and range. 
Examining the range sizes of the various functions induced by strings in the input 
semigroup makes it possible to show an organization of the states of an input semi- 
group automaton. The natural way to think about the organization of the input semi- 
group automaton is in a tree-like structure with the state [x] above [xo,], [~a*], . . . . 
Unfortunately this methodology will generally obscure rather than illuminate the 
structure. The following proposition indicates that using range sizes and domain 
partition allows the organization of the input semigroup to be exposed to a greater 
degree than structuring the states of the semigroup automaton in a “greedy”, 
breath-first fashion. 
Corollary 4.4. If for x, y E IA, XE 6(y), then 
(9 IIW)ll~ IlK~)ll, 
(ii) llW)ll = llW9ll only ifG=fl,- 
Proof. Since x~6(y), nXr17,. But llR(f)II = jlUfII for any f, since each block of 
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ZZf corresponds to a unique member of R(f). Also, if Z& refines ZZ,, then the 
number of blocks of ZZY is not less than Z&, with equality only if they are identical. 
Hence l/Wx)// = IlZG II 5 I@, II = lIN4 9 and lIR(x)lJ = (lR(y)ll only if ZZX=ZZY. 0 
It is clear from this theorem that the input semigroup can be organized by indexing 
in one dimension by range sizes, “vertically”, and indexing in the other dimension 
by domain partitions, “horizontally”, to properly expose the structure. 
5. Range size preserving input functions 
For an automaton, A = (Q, Z; S), let KC I, ; K is defined to be range sizepreserving 
(up) iff VfgE K, f 1 RCgj is a l-l function.] 
Certain properties of range size preserving sets are easily established. It is clear 
that in a range size preserving set, all functions have the same size range. Thus, if 
an entire subsemigroup of ZA is range size preserving, then all functions in the same 
range size preserving subsemigroup will have the same range size. Any set of reset 
functions, or minimal range functions, as defined in [2], is range size preserving, 
as is any set of permutations. 
Consider again the example automaton given in Table 1. The four maximal sub- 
semigroups of IA that are rsp are as follows. Notice that Ti is the permutation sub- 
group, and T, is the subsemigroup of resets. 
(1) r, = ~fo~_&.&o~foooo1~ 
(2) T2= U-i~fooi~fioo~.&n001~ 
(3) T3 = U&o> foooio, fo~ooo> fooo,ooo> 3 
(4) T4= Ifio~~fio~o~f*ooo~~fo~oo~~ 
An alternate characterization of rsp sets can be given as is indicated by the follow- 
ing theorem. A set of rsp functions in the input semigroup generates a region where 
all the functions have the same range size. A set of functions in which each function 
has the same range size need not be rsp, but the second part of Theorem 5.1 in- 
dicates a method of identifying the range size preserving regions within the input 
semigroup. 
Theorem 5.1. K is range size preserving if and only if Vf,g~ K: 
(9 lINf)lI = IPWI, 
(ii) R(f) includes a representative of each block of ng. 
Proof. It must first be shown that if K is rsp, then VJ;gE K, llR(f)ll = IIR(g)li. If 
fl R(g) is l-1, then IIWf ~R(~))II = llWg)ll. S’ mce R(f I,& c R(f), this further im- 
plies that lIR(f)ll~ llRk)ll. If llR(f)ll 2 lIRk)II vf,gEK, then lIR(f)II = IIRk)ll 
VJgEK. 
’ f 1 R refers to the restriction of the function f to domain R, f ) R(r) =f(r), VreR. 
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It must next be shown that if K is rsp, then Vf, g E K, R(f) includes a represen- 
tative of each block of fig. Each block of Z7g may be labeled with the unique ele- 
ment of R(g) to which all members of that block are mapped. Thus, the number 
of blocks in the domain partition of a function, and the size of the range of that 
same function must be the same. By the first portion of this theorem we have already 
proven IIR(f)Il = IIn, II. S ince f 1 Rcgj is l-l, it must map at least one element of Q 
to some member of each block of ng. 
Finally the implication is proven in the opposite direction. Let ql, q2 E R(g) such 
that f(ql) =f(q2). If q1 #q2, then q1 and q2 lie in different blocks of Z7,. Thus, 
both f(q1)=f(q2) and g(q,)#g(q2) must hold. This cannot be, since IlR(f)(l= 
liI7J, and R(f) includes a representative of each block of Z7g. Therefore, if 
ql, q2 E R(g) and f(ql) =f(q2), then it must be the case that q1 = q2. Thus, f 1 Rcgj is 
l-l. 0 
Theorem 5.2. If K is range size preserving, then Vf g E K: 
(0 R(f og) = R(g), 
(ii) nfO, = “f. 
Proof. Let ng= {r~~}~~~(~), where q’E 7cq iff g(q’) = q. The blocks of fl, are labeled 
with elements of R(g). Thus, f(q’) E n4 -f 0 g(q’) = q. Since R(f) includes a repre- 
sentative of each block of IZ,, each element of R(g) is accounted for, and R(g) = 
R(f og). 
The proof of the second item is slightly more complex. Denote f og by h. This sub- 
proof will be in two parts. First, it will be shown that f(ql) =f(q2) - h(q,) = h(q2), 
and then it will be shown that h(q,)=h(q2) =) f(q1)=f(q2). If f(q1)=f(q2)=q, 
then 
f(qJ=f(q2) * q=q 
* g(q) = g(q) 
* g(f (91)) = g(f (42)) 
* h(q,) = h(q2). 
Thus, f(q,)=f(q2)*h(ql)=h(q2). 
If h(ql)= h(q2), assume that f(q,)#f(q2). If this is the case, then q1 and q2 lie 
in different blocks of nJ, while f(q,) and f(q2) lie in the same block of ng. 
f(q,) #f (q2) would mean that g would collapse two blocks of “f to form one block 
in U,, which is a contradiction, since g 1 Rtfj is l-l. Thus, h(q,) = h(qz) * f(ql) = 
f(q2). 0 
It is clear that R(f og) may be unrelated to R(f), and likewise flfOg may be un- 
related to n,. For example, let f and g on { 1,2,3,4} be given by f((l,2,3,4)) = 
(2,2,4,4),andg((l,2,3,4))=(1,3,3,1).Then{f,g}isrsp,andR(f)=R(gof)={2,4} 
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and R(g)=R(fog)={l,3}. Likewise nf=nf.,={{1,2},{3,4}} and 17g=Z7,,,= 
((1,4),{2,3}}. 
Corollary 5.3. If K is range size preserving, then the subsemigroup of I, generated 
by K is range size preserving. 
Proof. It needs only to be shown that if K is rsp, then VJ g E K, KU {fog} is rsp. 
Since R(g)=R(fog), VJ;gEK by Theorem 5.2, IIR(fog)ll= llZ?(k)ll, VkEK. Since 
“f= nfOg, Vf, g E K also by Theorem 5.2, Vk E K, R(k) includes a representative of 
each block nfOg. Therefore, by Theorem 5.1, KU {fog} is rsp. Thus, the subsemi- 
group generated by K is rsp. 0 
Consider the situation when a set of input functions is not only rsp, but satisfies 
the additional condition that all functions have identical ranges. In this case, a part 
of the input semigroup has a property that the entire input semigroup may not have. 
Theorem 5.4. If A = (Q,Z,a) is an automaton, Kc IA, K is range size preserving, 
and vf, g E K, R(f) = R(g), then the subsemigroup generated by K has a right 
identity. 
Proof. For a set of functions, K, where Vf E K, f: Q + Q, define the automaton 
determined by K to be AK= (Q, K, S,), where 6,(q, f) =f (q). Notice that in A,, 
Q= Q1 + R, where Qr is the set of l-starting states, as defined in [ll], and R is the 
set of states reachable from some state in the automaton, i.e., R = UOEz R(f,). 
Thus, A, consists of length-one stems leading from elements of Q-R into R, and 
cycles on R. In other words, Vf E K, f 1 R is a permutation on R. This is a sufficient 
condition for the existence of a right identity in the subsemigroup. 0 
It is not necessarily the case that the subsemigroup has an identity. For example 
let functions f and g on { 1,2,3} be given by f ((1,2,3)) = (2,3,2) and g((l, 2,3)) = 
(3,3,2). Then f and g are rsp. But it is easily verified by calculation that f and g 
generate the semigroup {f,g, ff,gf}, having right identities ff and gf, but no left 
identities. 
The following proposition establishes the fact that range size preserving input 
functions are not isolated entities, but are contained in the input semigroup of any 
finite automaton. Therefore, while it may be the case that the input semigroups of 
some finite automata have more range size preserving sets than others, there is 
always at least one range size preserving set contained in any input semigroup. In- 
deed, one can be generated from any input function. 
Theorem 5.5. For any automaton, A = (Q,Z, 6), 3K c I, such that K is range size 
preserving. 
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Proof. Let ae,Y, and let P,=R(o’), Viz 1. Then P,, , c Pi, Vir 1, and by the 
finiteness of A, 3 n 2 1 such that P,,+ , = P,, . Choose the first such n. Then Vk 20, 
P n+k =P,, since o must be l-l on P,. Thus the set {o”+~: k>O} is a rsp subsemi- 
group of IA. 0 
IA exhibits behavior similar to a partially ordered set of range size preserving 
subsemigroups. One partial ordering between subsemigroups of IA that can be used 
is as follows. If K, and K, are range size preserving sets, then 
K, IKz iff IIR(ki)ll~ lIW2)II 
for each k, E K, and k2 E K2. In the example automaton given earlier R4 I R, I R, , 
and R4 5 R, I R,. This partial ordering can be used to view IA as a poset of its 
strongly connected regions or of all its input functions. 
A more informative measure that can be used is the computational work defined 
by Hellerman [4]. Since the FSA is a mathematical model of a computational device, 
it makes sense to discuss the computational work done by the machine. If x is a 
string over the alphabet of an automaton, and f is the function induced by x on the 
states of the automaton, then the computational work, w(f) (or equivalently w(U,)) 
performed by f is defined as: 
IIQII 
w(f)= c ll~ll~og- 
ncnf II4 . 
Thus, the computational work of a permutation is n log n, and that of a reset is 0. 
Edwards and Samadzadeh use the computational work function to apply a real- 
valued measure to the lattice of partitions on the tokens of computer programs [3]. 
The same measure may be applied to IA considered as a poset of partitions or a 
poset of range size preserving subsemigroups. While every subsemigroup of IA is 
not range size preserving it is the case that every element of a range size preserving 
subsemigroup has an identical computational work function, since all such elements 
have the same domain partition, by Theorem 5.2. 
6. Conclusions 
The results of Section 3 serve to define what types of automata are semigroup 
automata, and the results of Section 4 reveals some of the internal features of the 
input semigroup of an automaton. One area of interest may be the so-called func- 
tion membership problem, which is described in Section 2. Function membership 
has a polynomial time solution if the target function is a permutation, but is 
PSPACE-complete for the general case [6,7]. If a suitable nondeterministic algo- 
rithm can be found to decide this problem, then the polynomial time hierarchy as 
defined in [9,12] will collapse at some point. This algorithm should be comparable 
to that of Jerrum. Also, since the input semigroup has a structure of a poset, it 
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would be interesting to determine if it exhibited characteristics such as rank sym- 
metricity or rank unimodality. 
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