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Kurzfassung 
 
 
Mit Beschluss der Bundesregierung aus dem Jahre 1998 soll das analoge terrestrische 
Fernsehen durch das DVB-T-System (Digital Video Broadcasting – Terrestrial) bis zum Jahre 
2010 abgelöst werden. Vor dem Hintergrund, dass zur Zeit nur noch 8% aller Haushalte in 
Deutschland Fernsehen ausschließlich über den terrestrischen Verbreitungsweg empfangen, 
sind für die Einführung Alleinstellungsmerkmale für einen wirtschaftlichen Erfolg 
unverzichtbar.  Der Mobilempfang von DVB-T stellt ein solches Alleinstellungsmerkmal dar. 
Parallel hierzu werden bereits jetzt Konzepte erarbeitet, Mobilfunksysteme der dritten 
Generation (UMTS) um einen breitbandigen Downlink zu erweitern, damit das in der Zukunft 
erwartete Verkehrsaufkommen durch asymmetrische Multimediadienste bewältigt werden 
kann. DVB-T stellt hierzu eine standardisierte Funkschnittstelle dar, die Teil dieser Konzepte 
ist und u.a. im Rahmen des kürzlich erfolgreich abgeschlossenen BMB+F-Förderprojekt 
UMTSplus/COMCAR untersucht wurde. Vor diesem Hintergrund kommt der Betrachtung 
des mobilen DVB-T-Empfangs in doppelter Hinsicht eine große Bedeutung zu.  
In der vorliegenden Arbeit werden zunächst auf der Grundlage breitbandiger Kanalimpuls-
antwortmessungen des zeitvarianten Mobilfunkkanals stochastische Modelle zur 
Modellierung des schnellen und langsamen Fadings abgeleitet. Sowohl 
Richtungseigenschaften des Funkkanals, als auch Aussagen zur Shannon’schen Kanal-
kapazität bei Betrachtung als MIMO (Multiple Input Multiple Output)-System werden für 
gemessene Kanäle angegeben. 
Neben dem Einfluss von Intersymbol- und Nachbarkanal-Interferenz kommt der 
Kanalschätzung eine wichtige Bedeutung bei der Leistungsfähigkeit des Mobilempfangs von 
DVB-T zu. Für diese Einflussgrößen werden analytische Abschätzungen der 
Bitfehlerhäufigkeit ohne Kanalcodierung hergeleitet und mit Simulationsergebnissen 
verglichen. Darüber hinaus werden zum ersten Mal für DVB-T analytische Abschätzungen 
zur codierten Bitfehlerhäufigkeit unter Berücksichtigung der inneren Faltungscodierung mit 
korrelierten Fadingabtastwerten abgeleitet und anhand von Simulationen validiert. Aufgrund 
der hervorragenden Übereinstimmung kann die wesentlich schnellere, analytische 
Abschätzung zur codierten Bitfehlerhäufigkeit anschließend effizient zur verbesserten 
Funknetzplanung eingesetzt werden. 
Weiterhin werden verschiedene Möglichkeiten zur empfängerseitigen Verbesserung des 
Mobilempfangs aufgezeigt und analysiert. Aus Gründen der Standardkonformität und 
aufgrund des geringen Aufwandes stellt sich ein im Rahmen dieser Arbeit entwickeltes, 
neuartiges Combining-Verfahren zum Diversityempfang als besonders günstig heraus. Die 
Praxistauglichkeit dieses Verfahrens wird anhand von Messungen an einem realisierten 
Prototypen nachgewiesen.  
 
  
Summary 
 
According to the decision of the German Government in 1998 the analogue TV shall be 
replaced by the DVB-T system (Digital Video Broadcasting – Terrestrial) until the year 2010. 
Because at present (2003) only 8% of all households all over Germany are watching TV 
exclusively via terrestrial distribution it is very important to have some key features to make 
the introduction of DVB-T an economic success. The mobile reception of DVB-T is such a 
key feature.  
In parallel, concepts are proposed today to enhance third generation (UMTS) mobile radio 
systems by a broadband downlink, in order to manage the expected future traffic volume of 
asymmetric multi media services. DVB-T could be one standardized air interface for this 
purpose and has been investigated therefore in the recently successfully completed BMB+F 
research project UMTSplus/COMCAR.  
Since mobile reception of DVB-T is of importance for these two purposes stochastic models 
for fast and slow fading of the time-varying mobile radio channel are derived on the basis of 
comprehensive wideband channel impulse response measurements. Direction of arrival as 
well as channel capacity investigation results in MIMO (multiple input multiple output) 
systems are given in this thesis. 
Besides the impact of inter symbol and adjacent channel interference onto the performance of 
mobile DVB-T reception, the channel estimation is important and has to be analysed. 
Therefore, under consideration of all these issues, analytical expressions for the gross bit error 
rate are derived and compared with simulation results. For the first time, an analytical 
estimation of the coded bit error rate of DVB-T is derived, including the inner convolutional 
coding scheme for correlated fading and validated by simulation. Due to the very good 
agreement of simulation and analytical estimation the faster much analytical estimation for 
the coded bit error rate can be efficiently applied for enhanced radio network planning. 
Furthermore, different methods to enhance mobile reception are introduced and analysed. It 
turns out that a new combining method for diversity reception is especially well suited 
because of standard conformity and its simple realization. The enhancement by this method in 
practical applications is proved by simulation and measurement results with a realized 
prototype. 
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1 EINLEITUNG 1
1 Einleitung
Mit dem Beschluss der Bundesregierung vom 24.8.1998 soll die bisher analoge
terrestrische Rundfunkversorgung Deutschlands bis zum Jahr 2010 auf digitale
Systeme umgestellt werden. Fu¨r die terrestrische Fernsehverbreitung bedeutet dies
eine Umstellung auf den europa¨ischen DVB-T-Standard [ETS00]. Mit der Umstellung
auf das DVB-T-System verknu¨pft, ist die Hoffnung auf ein vielfa¨ltigeres Programman-
gebot sowie die Schaffung neuer, attraktiver (Daten-)Dienste [TWA99]. Hauptproblem
beim Umstieg von der analogen Fernsehversorgung auf das digitale Fernsehen ist die
Frequenzknappheit. Im Gegensatz zu neuen Funksystemen wie GSM oder UMTS
stehen keine exklusiven, neuen Frequenzen zur Verfu¨gung. Neue Sender mu¨ssen in
die bestehende Sendernetzinfrastruktur der analogen Sender zumindest fu¨r die Zeit
des U¨bergangs integriert werden. Daru¨ber hinaus nimmt der Anteil der Haushalte,
die Fernsehen ausschließlich u¨ber den terrestrischen Verbreitungsweg empfangen,
stetig ab und liegt zur Zeit (im Jahr 2002) bei ca. 8% aller Haushalte in Deutsch-
land. Netzbetreiber und Programmanbieter gehen deshalb davon aus, dass nur
attraktive neue, zum Teil interaktive Dienste dem DVB-T-System in Deutschland zum
wirtschaftlichen Erfolg verhelfen ko¨nnen. Insbesondere der portable Inhausempfang
und der Mobilempfang sind fu¨r andere Verbreitungsmethoden des Fernsehrundfunks
nur mit hohem technischem Aufwand und damit verbundenen, unvertretbar hohen
Kosten mo¨glich und stellen deshalb fu¨r DVB-T wichtige Alleinstellungsmerkmale dar.
Parallel hierzu werden noch vor Einfu¨hrung des kommerziellen Betriebs der Mobil-
funknetze der dritten Mobilfunkgeneration (UMTS) bereits heute Konzepte fu¨r
nachfolgende Mobilfunknetze entwickelt. Ausgangspunkt hierfu¨r sind unter anderem
Prognosen des UMTS Forums oder der ITU [BoV00], nach denen die Asymmetrie
zwischen ”Up-” und ”Downlink-”Kana¨len aufgrund des fu¨r die Zukunft steigen-
den Multimediaverkehrs am Gesamtverkehrsaufkommen zunimmt. Verschiedene
Industriefirmen [Moh00], [Kel00], [Ald02] gehen davon aus, dass zuku¨nftige
Mobilfunksysteme mehrere bereits heute standardisierte Funkschnittstellen beinhal-
ten und dass ein fu¨r den Nutzer nahtloser U¨bergang zwischen verschiedenen verfu¨g-
baren, beziehungsweise fu¨r einen gewu¨nschten Dienst geeigneten, Funksystemen durch
vertikales Weiterreichen (”Vertical Handover”) von einem zum anderen Funksystem
gewa¨hrleistet wird. Dabei ist das DVB-T-System Teil dieser Konzepte als ein System,
das in der Lage ist, große Datenmengen an viele Benutzer gleichzeitig zu u¨bertragen
[Moh00], [COM02].
Dem Mobilempfang von DVB-T kommt somit in doppelter Hinsicht Bedeutung zu.
Da das DVB-T-System jedoch urspru¨nglich nicht prima¨r fu¨r den Mobilempfang, son-
dern fu¨r den stationa¨ren und portablen Empfang entwickelt wurde [Rei97], mu¨ssen
Mo¨glichkeiten und Grenzen des mobilen Empfangs kritisch hinterfragt werden und
- soweit mo¨glich - Verbesserungen des Mobilempfangs entwickelt werden. Aus Netz-
betreibersicht mu¨ssen Planungsmethoden fu¨r die notwendigen terrestrischen Sender-
netze mo¨glichst exakt und realita¨tsnah Wellenausbreitung und Systemeigenschaften
beru¨cksichtigen. Die vorliegende Arbeit will zu diesen Punkten einen Beitrag leisten
und gliedert sich deshalb wie folgt:
Neben der Einfu¨hrung in einige grundlegende Eigenschaften von COFDM-U¨bertra-
gungssystemen, entha¨lt Kapitel 2 eine genauere Beschreibung des DVB-T-Systems.
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Die wichtigsten Ausgangsziele des DVB-Projektes sowie aktuelle (im Jahr 2002)
bundesdeutsche Rahmenbedingungen zur Einfu¨hrung von DVB-T werden benannt.
Eine detaillierte Beschreibung der einzelnen Funktionsblo¨cke und Parameter des nach
ETSI standardisierten DVB-T-Systems schließt dieses Kapitel ab.
Sowohl zur Beurteilung der Eigenschaften eines Funku¨bertragungssystems, als auch
zur Planung von Sendernetzen ist die Kenntnis der Eigenschaften des Funkkanals
von fundamentaler Bedeutung. Ausgehend von den grundlegenden physikalischen
Vorga¨ngen bei der Wellenausbreitung werden in Kapitel 3, mit Hilfe der systemtheo-
retischen Beschreibung des Funkkanals durch zeitvariante Kanalimpulsantworten,
Messmethoden fu¨r breitbandige Funkkana¨le sowie daraus abgeleitete stochastische
Funkkanalmodelle aufgezeigt. Anhand der Auswertung fla¨chendeckender Messkampa-
gnen mit DVB-T-typischen Sendernetzstrukturen werden ein neuartiges Kanalmodell
sowie Aussagen zur Kanalkapazita¨t von MIMO (”Multiple Input Multiple Output”)-
Systemen, als auch zu Richtungseigenschaften des Funkkanals am Ort eines mobi-
len Empfa¨ngers fu¨r Tra¨gerfrequenzen um 700 MHz abgeleitet. Anschließend werden
Parameter zur Verbesserung rechnergestu¨tzter Planungsalgorithmen aus Messungen
extrahiert und deren Anwendung bei der Versorgungsprognose aufgezeigt.
In Kapitel 4 werden Einflu¨sse von Intersymbolinterferenz und Nachbarkanalinter-
ferenz auf die Bitfehlerha¨ufigkeit beim Mobilempfang von DVB-T analysiert. Im
DVB-T-Standard [ETS00] ist der Sender, nicht aber die Anforderungen an den
Empfa¨nger spezifiziert. Aufgrund der absoluten Modulation ergeben sich viel-
fa¨ltige Mo¨glichkeiten, die erforderliche pilotsymbolgestu¨tzte Kanalscha¨tzung durch-
zufu¨hren. Gerade fu¨r zeitvariante Mobilfunkkana¨le ha¨ngt die Bitfehlerha¨ufigkeit beim
DVB-T-Empfang in entscheidendem Maße von den angewandten Kanalscha¨tz-
algorithmen ab. Deshalb werden analytische Verfahren hergeleitet, die fu¨r aufwands-
gu¨nstige, suboptimale Kanalscha¨tzverfahren eine schnelle Berechnung der Bit-
fehlerha¨ufigkeit gestatten. Neben dem Erkenntnisgewinn und der schnellen Beurtei-
lung verschiedener Kanalscha¨tzverfahren in unterschiedlichen Mobilfunkkana¨len ohne
zeitaufwa¨ndige Simulationen ist die Anwendung solcher Verfahren vor allem in der
Funknetzplanung zu sehen. Ihre Gu¨ltigkeit wird anhand von Softwaresimulationen
u¨berpru¨ft.
Unter Beru¨cksichtigung der inneren Kanalcodierung wird im fu¨nften Kapitel eine
analytische Abscha¨tzung der codierten Bitfehlerha¨ufigkeit fu¨r DVB-T abgeleitet und
anhand eines Vergleichs mit Softwaresimulationen validiert. Auch hier gilt wieder
der Vorteil einer im Vergleich zu Simulationen wesentlich schnelleren Berechnung der
codierten Bitfehlerha¨ufigkeit, weshalb dieses effiziente Verfahren ebenfalls vor allem
bei der Funknetzplanung zur Anwendung kommt, z.B. zur Versorgungsplanung eines
DVB-T-Sendernetzes (s. Kapitel 5.4).
Das DVB-T-System war urspru¨nglich nicht fu¨r den mobilen Empfang vorgesehen
[Rei97]. Hieraus ergeben sich vielfa¨ltige Verbesserungsmo¨glichkeiten zum mobilen
Empfang. In Kapitel 6 werden sowohl standardkonforme, als auch Methoden, die eine
Erweiterung des bestehenden DVB-T-Standards erforderlich machen, analysiert: u.a.
wird ein im Rahmen dieser Arbeit entwickeltes, neuartiges ”Combining-”Verfahren
zum Diversityempfang vorgeschlagen, dessen Praxistauglichkeit Soft- und Hardware-
simulationen an einer prototypenhaften Realisierung aufzeigen.
In Kapitel 7 werden die wesentlichen Ergebnisse dieser Arbeit zusammengefasst.
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2 Digitales terrestrisches Fernsehen (DVB-T)
Die Arbeiten zur Entwicklung des europa¨ischen Standards zur terrestrischen Fernseh-
verbreitung (DVB-T) begannen im Rahmen des DVB-Projektes zum Beginn der neun-
ziger Jahre und fanden ihren vorla¨ufigen Abschluss im ETSI-Standard ETS 300744
”Digital Video Broadcasting (DVB); Framing Structure, Channel Coding and Modu-
lation for Digital Terrstrial Television” [ETS00]. Im DVB-Projekt schlossen sich ab
dem Jahr 1993 mehr als 300 Netzbetreiber, Programmanbieter, Rundfunkanstalten,
Gera¨tehersteller und Beho¨rden aus mehr als 20 europa¨ischen La¨ndern zusammen.
Hauptziel im DVB-Projekt ist die Entwicklung einer Familie von mo¨glichst a¨hnlichen
Systemen zur digitalen Fernsehu¨bertragung u¨ber Kabel, Satellit bzw. terrestrische
Sendernetze. Dabei sollten von Beginn des DVB-Projektes an technische und kom-
merzielle Interessen gleichermaßen beru¨cksichtigt werden. Zum Beginn der Arbeiten
im DVB-Projekt waren die Standardisierungsarbeiten der ”Moving Pictures Experts
Group (MPEG)”, eine Arbeitsgruppe der weltweit ta¨tigen Normungsorganisationen
ISO und IEC, zur Quellencodierung von Bild- und Tonsignalen zum sog. ”MPEG-
2”-Standard nahezu abgeschlossen. Um eine mo¨glichst breite internationale Basis zur
Anwendung der innerhalb des DVB-Projektes erarbeiteten technischen Lo¨sungen zu
schaffen, wurde vom DVB-Projekt festgelegt, den MPEG-2-Standard zur Quellenco-
dierung zu verwenden. Diese Entscheidung wurde durch die Tatsache besta¨rkt, dass
sowohl in den USA, als auch in Japan ebenfalls auf den MPEG-2-Standard fu¨r die
jeweiligen digitalen Fernsehsysteme zuru¨ckgegriffen wurde. Zum Beginn der Arbeiten
am DVB-T-Standard umfasste der Anforderungskatalog folgende Punkte [Rei97]:
• Die U¨bertragung qualitativ besonders hochwertiger Fernsehbilder, d.h. der Emp-
fang von ”High Definition Television (HDTV)”.
• Die U¨bertragung von Programmen entsprechend einer den analogen Fernseh-
standards wie PAL oder SECAM, vergleichbaren Qualita¨t u¨ber schmalbandige-
re Kana¨le, d.h. mit einer gesteigerten Frequenzeffizienz. Umgekehrt sollte inner-
halb der existierenden U¨bertragungskana¨le das Programmangebot vervielfa¨ltigt
werden ko¨nnen.
• Portabler DVB-T-Empfang mit preiswerten Westentaschenempfa¨ngern, wozu
lediglich eine eingebaute Empfangsantenne oder kleine Stabantenne notwendig
wa¨re.
• Zuverla¨ssige Versorgung von Fernsehempfa¨ngern in Fahrzeugen, beispielsweise
in Zu¨gen, Bussen oder Bahnen, auch bei schwierigen Funkkana¨len und hohen
Fahrgeschwindigkeiten mit akzeptabler Qualita¨t.
• Gewa¨hrleistung der Stabilita¨t der DVB-T-U¨bertragung bis zu einer scharf defi-
nierten Versorgungsgrenze.
• U¨bertragung von Datendiensten neben der U¨bertragung von Fernsehen.
Das vorrangige Ziel der hochqualitativen HDTV-U¨bertragung trat schnell in den Hin-
tergrund. Auch das urspru¨ngliche Ziel des mobilen Empfangs wurde bei der Standar-
disierung nicht beru¨cksichtigt, da zu befu¨rchten war, dass dann der wirtschaftliche
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Erfolg des ”Digital Audio Broadcasting (DAB)” Systems, das prima¨r als Nachfolge-
system zum analogen FM-Ho¨rrundfunk einige Jahre vorher spezifiziert und standar-
disiert wurde, aufgrund von Konkurrenz bei der U¨bertragung gleichartiger Dienste
gefa¨hrdet sein wu¨rde. Erst in ju¨ngerer Vergangenheit [Rei98], nachdem die Mobil-
empfangstauglichkeit qualitativ in ersten Pilotnetzen gezeigt wurde, ru¨ckt mobiler
DVB-T-Empfang wieder mehr in das o¨ffentliche Interesse. Insbesondere Automobil-
hersteller sind daran interessiert, ihre Produkte durch die Mo¨glichkeit zur Nutzung
breitbandiger Datendienste bzw. Fernsehempfang im Kraftfahrzeug aufzuwerten. Dies
zeigt sich beispielsweise im Engagement in nationalen, als auch internationalen For-
schungsprojekten [DVB02], [MCP01], [DRI01]. Daneben spielen mobile Multimedia-
dienste auf der Basis des Internetprotokolls eine immer bedeutendere Rolle. Diese i.a.
asymmetrischen Dienste beno¨tigen in der Regel einen schmalbandigen Uplink und
einen breitbandigen Downlink, der durch heutige bzw. in naher Zukunft eingesetzte
Mobilkommunikationssysteme nur unzureichend beru¨cksichtigt ist. DVB-T ist dabei
ein Systemkandidat zur Erga¨nzung von Mobilfunksystemen um einen breitbandigen
Downlink. Insbesondere wenn es sich bei den zu u¨bertragenden Multimediadiensten
nicht um reine Individualkommunikation handelt, sondern wenn die gleiche Informa-
tion an mehrere individuelle Teilnehmer oder Teilnehmergruppen u¨bertragen werden
soll, kann ein Rundfunksystem wie DVB-T besonders effizient eingesetzt werden.
Die rechtlichen Grundlagen fu¨r die zu verwendenden Tra¨gerfrequenzen zur Ausstrah-
lung von DVB-T, Regeln zur Grenzkoordinierung mit Funkdiensten des benachbarten
Auslands sowie einzuhaltende Schutzabsta¨nde zwischen den verschiedenen Funkdien-
sten im fu¨r DVB-T vorgesehenen Frequenzbereich und Regeln zur U¨berfu¨hrung ana-
loger Fernsehsender in DVB-T-Sender finden sich im
• Stockholmer Abkommen von 1961,
• der multilateralen Koordinierungsvereinbarung von Chester aus dem Jahre 1997
sowie
• der Vereinbarung von Wiesbaden aus dem Jahre 1995.
Auf der Grundlage dieser Vereinbarungen ergibt sich als Frequenzbereich zur
Einfu¨hrung von DVB-T in Deutschland der Frequenzbereich von 470 MHz bis
790 MHz (Band IV/V) sowie der Bereich 814 MHz bis 838 MHz, wobei Schutz-
anforderungen anderer Funkdienste zu beru¨cksichtigen sind. Unter anderen Funk-
diensten sind sekunda¨re Dienste zu verstehen, wie ”Service Ancillary To Programme
Making (SAP)”, d.h. produktionsbezogene Anwendungen, wie drahtlose Mikrofone,
Regiefunkanlagen, drahtlose Monitore usw. sowie ”Service Ancillary To Broadcasting
(SAB)”, die zur U¨bertragung von Produktionen und Beitra¨gen zum U¨bertragungsort
oder zum Studio und fu¨r die dazugeho¨rige Kommunikation genutzt werden. Ferner ist
der Radioastronomiedienst im Frequenzbereich 606 MHz bis 614 MHz als sekunda¨rer
Funkdienst zu schu¨tzen. Die fu¨r DVB-T zur Verfu¨gung stehenden Frequenzbereiche
sind in Europa in Kana¨le zu je 8 MHz Bandbreite unterteilt; der Zusammenhang
zwischen Tra¨gerfrequenz fc und Kanalnummer i ist durch
fc = 470 MHz + 4 MHz + (i− 21) · 8 MHz ( 2.1)
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mit i ∈ {21, 22, 23, ..., 69} gegeben.
Mit dem Beschluss der Bundesregierung vom 24.08.1998 wurde der Zeitrahmen zum
U¨bergang vom analogen Fernsehrundfunk zum digitalen DVB-T in Deutschland fest-
gelegt. Dieser sieht vor, bis zum Jahre 2010 alle analogen Sender abzuschalten und die
terrestrische Fernsehversorgung ab 2010 ausschließlich mit DVB-T zu gewa¨hrleisten.
Die Umstellung auf DVB-T soll vorbehaltlich einer U¨berpru¨fung der Rahmenbedin-
gungen im Jahre 2003 erfolgen, die die internationale Marktentwicklung, beispielswei-
se zur Verfu¨gbarkeit von Endgera¨ten, beru¨cksichtigen soll. Mit der Erarbeitung detail-
lierter Umstiegsszenarien in Deutschland befassen sich zum einen die ”Arbeitsgruppe
DVB-T Einfu¨hrung” innerhalb der ”Deutschen TV-Plattform e.V.”, in der alle rele-
vanten Unternehmen und Institutionen der Medienwirtschaft vertreten sind und zum
anderen die ”Technisch-wirtschaftliche Arbeitsgruppe” des Arbeitskreises ”TV 2000”
als Zusammenschluss von Rundfunkveranstaltern, Bundes- und La¨ndervertretern so-
wie der Deutschen Telekom. Innerhalb dieser beiden Arbeitsgruppen herrscht Konsens
u¨ber das anzustrebende Versorgungsziel des portablen Inhausempfangs mit 95%-iger
Ortswahrscheinlichkeit von mindestens 12 TV-Programmen bereits zum Beginn der
Einfu¨hrung. Aufgrund der momentanen Frequenzbelegung im Band IV/V durch das
analoge Fernsehen wird der inselweise harte Umstieg von analogem Fernsehen auf
DVB-T als U¨bergangsszenario empfohlen. Zweckma¨ssigerweise wird mit Inseln, d.h.
zusammenha¨ngenden Gebieten, die Ballungsra¨ume enthalten, begonnen. Nach einer
ein- bis zweija¨hrigen Simulcastphase, wa¨hrend der sowohl analoge als auch digitale
Fernsehversorgung aus Verbraucherschutzgru¨nden gesichert sind, werden alle inner-
halb einer Insel zur analogen Versorgung genutzten Sender gleichzeitig abgeschaltet
und deren Frequenzen in die Planung weiterer DVB-T-Sender eingebracht.
2.1 Grundlagen der System- und Netzaspekte von COFDM
”Coded Orthogonal Frequency Division Multiplex (COFDM)” geho¨rt zur Familie der
Mehrtra¨geru¨bertragungsverfahren, die bereits seit Ende der fu¨nfziger Jahre bekannt
sind [Doe57, Mos58]. Die Grundidee ist, das gesamte zur U¨bertragung genutzte Fre-
quenzband B mit einer verzerrenden U¨bertragungsfunktion H(f) in K Unterkana¨le
mit der Bandbreite ∆f aufzuteilen. Innerhalb der Bandbreite ∆f eines Unterkanals
kann die U¨bertragungsfunktion des Kanals als konstant betrachtet werden. Damit
wird die Aufgabe der Kanalentzerrung auf die Scha¨tzung eines komplexen Faktors
pro Unterkanal reduziert. In klassischen Mehrtra¨geru¨bertragungssystemen werden die
schmalbandigen Signale der Unterkana¨le unabha¨ngig voneinander erzeugt, auf die
Tra¨gerfrequenzen der Unterkana¨le aufmoduliert und parallel gesendet. Im Empfa¨nger
erfolgt eine Trennung der Einzelsignale durch Filterung fu¨r jeden Unterkanal.
Im Gegensatz zu den klassischen Mehrtra¨gerverfahren wird bei ”Orthogonal Frequen-
cy Division Multiplex (OFDM)” eine schnelle Fouriertransformation (FFT) zur Er-
zeugung der einzelnen Untertra¨ger eingesetzt und eine U¨berlappung der orthogo-
nalen Spektren zugelassen. Hieraus ergibt sich eine wesentliche Vereinfachung bei
der Erzeugung des Sendesignals und Demodulation durch inverse FFT sowie eine
bessere Bandbreiteneffizienz des Systems. In 1971 wurde von Weinstein und Ebert
ein OFDM-System vorgeschlagen [Wei71], das zusa¨tzlich zur Signalerzeugung mittels
FFT ein Schutzintervall (”Guard Interval”) zur Vermeidung von Intersymbolinter-
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ferenz (ISI) beim Mehrwegekanal beinhaltet [Roh99]. Das Signal des k-ten Unter-
tra¨gers wird analytisch durch die Funktion gk(t), k = 0, ..., K − 1 beschrieben. Sende-
und Empfangsfilter-Impulsantworten sind rechteckfo¨rmig, weisen aber unterschiedli-
che Dauern T = Ts + Tg bzw. Ts auf. Die Frequenzabsta¨nde der Untertra¨ger werden
auf
∆f =
1
Ts
>
1
Ts + Tg
( 2.2)
festgelegt. Durch die Einfu¨hrung des Guardintervalls der La¨nge Tg wird der Frequenz-
abstand der Untertra¨ger gro¨ßer als der Kehrwert der Symbolrate T . Damit wird die
Bandbreite-Effizienz im Vergleich zu einem Eintra¨gerverfahren verringert. Fu¨r ein ty-
pisches Verha¨ltnis von Tg/T = 0, 2 fu¨r QPSK-Modulation ergibt sich fu¨r das OFDM-
System die Bandbreiten-Effizienz zu
ηB =
Bitrate
Bandbreite
=
2/T
1/Ts
= 1, 6
bit/s
Hz
. ( 2.3)
Bei einem entsprechenden Eintra¨gersystem mit QPSK-Modulation ergibt sich
2 bit/(s · Hz). Ein weiterer Nachteil des OFDM-Verfahrens mit Guardintervall be-
steht darin, dass aufgrund der unterschiedlichen Impulsdauern von Sende- und Emp-
fangsfilter keine optimale Rauschanpassung im Sinne der Matched-Filterung vorliegt.
Fu¨r weisses Kanalrauschen der spektralen Leistungsdichte N0 ergibt sich mit der Bit-
energie Eb unter sonst idealen Kanalbedingungen an den Empfangsfilterausga¨ngen
ein Verha¨ltnis von Signal- zu Sto¨rleistung SNR von
SNR =
Eb
N0
· (1− Tg
T
), ( 2.4)
was fu¨r Tg/T = 0, 2 einem Verlust im SNR von ca. 1 dB entspricht [Kam92].
Ein weiterer Nachteil von OFDM sind starke Schwankungen der Einhu¨llenden, die
mit steigender Anzahl von Untertra¨gern sta¨rker werden und besondere Anforderungen
an die Linearita¨t der verwendeten Leistungsversta¨rker im Sender stellen. Unter der
Bedingung gleicher Modulationsart und gleicher Leistung auf allen Tra¨gern streben
die Verteilungen von Real- und Imagina¨rteil des komplexwertigen OFDM-Signals s(t)
jeweils gegen eine Gauß-fo¨rmige Verteilung mit Mittelwert Null und Varianz 2σ2s . Die
Phase kann als gleichverteilt angenommen werden, die Amplitude |s(t)| = x folgt
einer Rayleighdichte, d.h.
p(x) =
x
σ2s
e
− x2
2σ2s . ( 2.5)
Da, wie oben erwa¨hnt, der rechteckfo¨rmige Sendegrundimpuls auf die La¨nge T be-
schra¨nkt ist, sind die Leistungsdichtespektren der einzelnen Untertra¨ger proportional
einer ( sin(f)
f
)2-Funktion, die symmetrisch um die Untertra¨germittenfrequenz fk des
k-ten Untertra¨gers verla¨uft. Aufgrund der Orthogonalita¨t der Untertra¨ger ergibt sich
das Leistungsdichtespektrum eines OFDM-Signals als Summe der Einzelspektren zu
Φss(f) =
K∑
k=1
T 2 · sin
2(pi(f − fk)T )
(pi(f − fk)T )2 . ( 2.6)
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Die Untertra¨ger eines OFDM-Systems ko¨nnen unabha¨ngig voneinander durch die
komplexen Modulationssymbole Sl,k, wobei l den l-ten Zeitschritt darstellt, modu-
liert werden. Im allgemeinen wird das Modulationssymbol Sl,k durch eine Abbildung
von M zu u¨bertragenden Datenbits auf einen Punkt in der komplexen Ebene, d.h. im
Konstellationsdiagramm, gebildet. Wird der k-te Untertra¨ger mit dem Modulations-
symbol direkt multipliziert, so handelt es sich um eine absolute Modulation. Beispiele
fu¨r diese Modulationstechnik sind M-PSK oder M-QAM. Im Fall einer differentiellen
Modulation wird der k-te Untertra¨ger mit dem Quotienten zweier aufeinanderfolgen-
der Modulationssymbole moduliert bzw. multipliziert. Wird differentielle Modulation
in Zeitrichtung angewandt, so ergibt sich das Modulationssymbol Bl,k zu
Bl,k =
Sl,k
Sl−1,k
, ( 2.7)
wobei fu¨r das Beispiel einer M-DPSK Bl,k ∈ {ej2pii/M |i = 0, ...,M − 1} gilt. Zu beach-
ten ist, dass die Koha¨renzzeit [Par92] des Kanals groß im Vergleich zur Symboldauer
sein soll, so dass der U¨bertragungsfaktor des Kanals fu¨r die Dauer zweier aufeinander
folgender Symbole nahezu konstant bleibt. Alternativ kann die differentielle Modu-
lation auch in Frequenzrichtung angewendet werden [Gru¨98]; es ergibt sich fu¨r das
Modulationssymbol im l-ten Zeitschritt fu¨r den k-ten Untertra¨ger
Bl,k =
Sl,k
Sl,k−1
. ( 2.8)
Fu¨r diesen Fall muss gewa¨hrleistet sein, dass die Koha¨renzbandbreite [Par92] als Maß
der Frequenzselektivita¨t des Kanals groß im Vergleich zum Frequenzabstand der Un-
tertra¨ger ist, so dass fu¨r zwei benachbarte Untertra¨ger nahezu der gleiche Kanalu¨bert-
ragungsfaktor wirksam ist.
Die Demodulation der empfangenen Sequenz von Symbolen Rl,k im Empfa¨nger muss
bei nicht-differentieller Modulation im Sender koha¨rent erfolgen. Fu¨r den OFDM-
Empfa¨nger bedeutet dies, dass die Phasenlage fu¨r jeden Untertra¨ger bekannt sein
muss. Fu¨r jede Art von Amplitudenmodulation, wie z.B. M-QAM, muss daru¨ber hin-
aus auch die Da¨mpfung eines jeden Untertra¨gers aufgrund der Kanalu¨bertragungs-
funktion bekannt sein. Um diese Informationen im Empfa¨nger zu gewinnen, muss eine
Kanalscha¨tzung durchgefu¨hrt werden, die Scha¨tzwerte Hˆl,k der Kanalu¨bertragungs-
faktoren Hl,k liefert. Die Entscheidung, welches Symbol gesendet wurde, basiert dann
auf der Entscheidungsvariablen
Dcl,k =
Rl,k
Hˆl,k
=
Sl,k ·Hl,k
Hˆl,k
+
Nl,k
Hˆl,k
⇒ Sˆl,k = dec{Dcl,k} ( 2.9)
wobei dec die Entscheiderfunktion bezeichnet und mit Nl,k additives Rauschen des
Kanals beru¨cksichtigt wird. Das hochgestellte ”c” macht deutlich, dass es sich hier
um die Entscheidungsvariable fu¨r die koha¨rente Demodulation handelt.
Die Kanalscha¨tzung kann auf der Basis von im Empfa¨nger bekannten Symbolen, so-
genannten Pilotsymbolen, die im Sender in den Nutzdatenstrom eingefu¨gt werden,
erfolgen. Der erste Schritt der Kanalscha¨tzung besteht dann darin, fu¨r die Zeit- und
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Frequenzpositionen, an denen Pilotsymbole gesendet wurden, die Kanalu¨bertragungs-
faktoren zu bestimmen. Fu¨r die Zeit- bzw. Frequenzpositionen zwischen den Pilotsym-
bolen, d.h. an den Positionen der Datensymbole, werden die Kanalu¨bertragungsfakto-
ren durch Interpolation gewonnen. Der Abstand der Pilotsymbole in Zeitrichtung ist
so zu wa¨hlen, dass bezu¨glich der maximalen Dopplerfrequenz des Kanals das Abtast-
theorem eingehalten wird. Entsprechend orientiert sich der Abstand der Pilotsymbole
in Frequenzrichtung an der La¨nge der Kanalimpulsantwort unter Einhaltung des Ab-
tasttheorems, angewandt in Frequenzrichtung.
Die Demodulation eines OFDM-Signals mit differentiell modulierten Untertra¨gern
kann entweder nicht-koha¨rent (nc) oder quasi-koha¨rent (qc) erfolgen. Bei nicht-
koha¨renter Demodulation ergibt sich die Entscheidungsvariable aus dem Quotient
zweier aufeinander folgender Empfangssymbole
Dncl,k =
Rl,k
Rl−1,k
=
Sl−1,k ·Bl,k ·Hl,k +Nl,k
Sl−1,k ·Hl−1,k +Nl−1,k ⇒ Bˆl,k = dec{D
nc
l,k}, ( 2.10)
wobei hier davon ausgegangen wird, dass die differentielle Modulation in Zeitrichtung
erfolgt. Aufeinander folgende Kanalu¨bertragungsfaktoren sind i.a. stark korreliert,
so dass Hl,k ≈ Hl−1,k gilt. In die Berechnung der Entscheidungsvariablen zur nicht-
koha¨renten Demodulation geht die Rauschleistung zweifach, na¨mlich im Za¨hler und
im Nenner ein. Deshalb ergibt sich eine Verschlechterung im Vergleich zur koha¨ren-
ten Demodulation. Dem steht der wesentlich geringere empfa¨ngerseitige Aufwand
gegenu¨ber; eine Kanalscha¨tzung ist nicht erforderlich und daru¨ber hinaus fa¨llt auch
kein ”Overhead” in Form von Pilotsymbolen an, der die u¨bertragbare Datenrate her-
absetzt.
Eine weitere Mo¨glichkeit zur Demodulation einer diffentiellen Modulation der Unter-
tra¨ger besteht in der quasi-koha¨renten Demodulation [Roh99]. A¨hnlich wie bei der
koha¨renten Demodulation wird zuna¨chst der Einfluss des Kanals beseitigt. Aufgrund
der differentiellen Codierung muss die Phase des Kanals lediglich bis auf eine Mehr-
deutigkeit 2pi/M gescha¨tzt werden, wobei hierzu keine Pilotsymbole erforderlich sind.
Abgesehen von der differentiellen Decodierung entspricht die quasi-koha¨rente Demo-
dulation der koha¨renten, d.h.
Bˆl,k =
Sˆl,k
Sˆl−1,k
=
dec(Rl,k/H˜l,k)
dec(Rl−1,k/H˜l−1,k)
=
dec(Dcl,k)
dec(Dcl−1,k)
. ( 2.11)
Im Falle einer falschen Entscheidung beeinflusst diese zwei aufeinander folgende Sym-
bole. Die Fehlerha¨ufigkeit bei der quasi-koha¨renten Demodulation ist deshalb bei
kleinen Werten doppelt so hoch im Vergleich zur koha¨renten Modulation und Demo-
dulation. Jedoch bedeutet eine Verdopplung der Fehlerrate einen geringeren Verlust
bezu¨glich des beno¨tigten Signal-Sto¨rabstandes im Vergleich zur nichtkoha¨renten De-
modulation.
Bei U¨bertragung eines OFDM-Signals u¨ber frequenzselektive Funkkana¨le werden ei-
nige Untertra¨ger stark geda¨mpft und weisen selbst im Falle einer hohen mittleren
Empfangsleistung eine hohe Bitfehlerrate auf. Die Anwendung von Kanalcodierungs-
verfahren im Sinne einer Vorwa¨rtsfehlerkorrektur zur Nutzung von Frequenzdiversity
u¨ber die Untertra¨ger des OFDM-Signals ermo¨glicht hohe Gewinne fu¨r frequenzselek-
tive Kana¨le. Man spricht deshalb bei einem OFDM-System mit Kanalcodierung von
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”Coded Orthogonal Frequency Division Multiplexing (COFDM)”.
Hohe Codierungsgewinne ko¨nnen durch Einsatz einer ”Soft-Decision” anstatt der
zuvor beschriebenen ”Hard-Decision” bei der Demodulation bzw. Decodierung er-
reicht werden [Pro89]. U¨blicherweise werden Faltungscodes eingesetzt, da die ”Soft-
Decision” Decodierung auf einfache Weise mit dem Viterbi-Algorithmus ausgefu¨hrt
werden kann. Daru¨ber hinaus ermo¨glichen Faltungscodes eine flexible Anpassung der
Coderate an die Kanaleigenschaften durch Punktierung. Zur ”Soft-Decision” Deco-
dierung beno¨tigt der Decoder ein Metrikinkrement λ(Sνl,k) fu¨r jedes Empfangssymbol
Rl,k anstatt einer fertigen Entscheidung auf ein bestimmtes Symbol. Im folgenden
wird die Berechnung des Metrikinkrements nur fu¨r die koha¨rente Demodulation be-
schrieben, da fu¨r das im Rahmen dieser Arbeit betrachtete DVB-T-System aufgrund
der verwendeten M-QAM nur eine koha¨rente Demodulation in Frage kommt. Fu¨r das
Empfangssymbol des k-ten Untertra¨gers im l-ten Zeitintervall gilt
Rl,k = Hl,k · Sl,k +Nl,k, ( 2.12)
mit dem gesendeten Symbol Sl,k, dem komplexwertigen Kanalu¨bertragungsfaktorHl,k
und dem additiven weissen Gauß’schen Rauschen Nl,k mit der Leistung 2σ
2
N . Die
Wahrscheinlichkeitsdichtefunktion von Rl,k unter der Bedingung, dass Sl,k gesendet
wurde, ist dann eine komplexe Gauß’sche Dichtefunktion
p(Rl,k|Sl,k) = 1
2piσ2N
· e−(|Rl,k−Hl,k·Sl,k|2/(2σ2N )). ( 2.13)
Ein Scha¨tzer, der im Sinne einer Maximum-Likelihood-Entscheidung [Pro89] die Folge
〈Ŝl,k〉 aus allen mo¨glichen Folgen 〈Sl,k〉(µ) auswa¨hlt, entscheidet entsprechend folgen-
dem Kriterium:
〈Ŝl,k〉 = argmax
µ
{Prob
(
〈Rl,k〉|〈Sl,k〉(µ)
)
}
= argmin
µ
{∑
k
|Rl,k −Hl,k · Sl,k(µ)|2}. ( 2.14)
Die Summanden in obiger Gl. werden durch den Demodulator fu¨r jedes mo¨gliche
Modulationssymbol Sνl,k mit ν = 0, ...,M berechnet und als Metrikinkrement
λ(Sl,k) = |Rl,k −Hl,k · Sl,k|2 ( 2.15)
an den Decoder zur weiteren Auswertung weitergereicht. Der Decoder scha¨tzt die
Symbolfolge bzw. die zugeho¨rige Bitfolge auf der Basis der Metrikinkremente. Die
Metrik besteht aus quadrierten Euklidischen Absta¨nden und kann fu¨r alle koha¨renten
Demodulationstechniken angewandt werden, fu¨r die die Annahme gilt, dass die Sende-
symbole statistisch unabha¨ngig voneinander sind und die Empfangssymbole aufgrund
des additiven Gauß’schen Rauschens normalverteilt sind.
Um eine fla¨chendeckende Versorgung mit terrestrischen Sendernetzen zu gewa¨hrlei-
sten, mu¨ssen die Frequenzen unmittelbar benachbarter Sender i.d.R. unterschiedlich
sein, damit Interferenzen vermieden werden. Man spricht auch von ”Multi Frequency
Networks (MFN)”. Ein großer Vorteil OFDM-basierter Sendernetze mit Guardin-
tervall ist die Mo¨glichkeit, Gleichwellennetze (”Single Frequency Network (SFN)”)
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zu implementieren. Ein Gleichwellennetz besteht dabei aus mehreren Sendern, die
identische OFDM-Signale auf der gleichen Tra¨gerfrequenz von unterschiedlichen Sen-
destandorten in das zu versorgende Gebiet abstrahlen. Im Gegensatz zu analogen
Systemen oder digitalen Eintra¨gersystemen tritt am Empfangsort keine Intersym-
bolinterferenz auf, solange die Laufzeitdifferenzen der Signalanteile aller Sender des
SFN am Empfangsort geringer als die Guardintervallla¨nge ist. Durch die Implementie-
rung von Gleichwellennetzen ko¨nnen somit gro¨ßere Gebiete frequenzeffizient versorgt
werden, da nur ein Frequenzkanal pro Gleichwellennetz beno¨tigt wird. Die Gro¨ße rea-
lisierbarer Gleichwellennetze ist jedoch ebenfalls nach oben hin begrenzt und ha¨ngt
insbesondere vom Abstand der Sender des SFN zueinander, der Guardintervallla¨nge
und der Ausbreitungsda¨mpfung ab, die wiederum von den Sende- und Empfangsan-
tennenho¨hen sowie der Topo- und Morphographie entlang der Ausbreitungswege von
den Sendern zum Empfa¨nger beeinflusst wird.
Daru¨ber hinaus gewa¨hrleistet die Versorgung eines Gebietes mittels Gleichwellennetz
fu¨r jeden Punkt des Versorgungsgebietes eine ho¨here Wahrscheinlichkeit dafu¨r, dass
ein gewu¨nschtes Signal-Sto¨rverha¨ltnis u¨berschritten wird, da die Informationsu¨ber-
tragung zum Empfa¨nger u¨ber mehrere i.a. nur schwach korrelierte Funkkana¨le parallel
u¨bertragen wird. Qualitativ ergibt sich fu¨r einen gegebenen Versorgungsbereich eine
homogenere ”Ausleuchtung”. Fu¨r diesen auch als Makrodiversity bezeichneten Effekt
[Abu95] werden in Kapitel 3.4 quantitative Aussagen auf der Basis von Messungen in
einem realen Gleichwellennetz getroffen.
Da die durch ein SFN versorgten Gebiete im allgemeinen gro¨ßer sind als das Versor-
gungsgebiet eines Einzelsenders ergibt sich insbesondere fu¨r die Versorgung mobiler
Teilnehmer ein weiterer Vorteil beim Einsatz von Gleichwellennetzen. Verla¨sst ein mo-
biler Teilnehmer durch seine Bewegung den Versorgungsbereich des ihn versorgenden
Einzelsenders oder Gleichwellennetzes, so hat eine Synchronisation im Versorgungs-
bereich eines anderen Einzelsenders oder eines anderen Gleichwellennetzes bezu¨glich
Frequenz und Zeit zu erfolgen. Dieser Vorgang, in Mobilfunknetzen als Handover oder
Handoff bezeichnet, muss umso o¨fter durchgefu¨hrt werden, je kleiner der Versorgungs-
bereich des Einzelsenders bzw. des Gleichwellennetzes ist. Da der Versorgungsbereich
eines Gleichwellennetzes i.d.R. wesentlich gro¨ßer als der Versorgungsbereich eines Ein-
zelsenders ist, entfa¨llt diese zusa¨tzliche Synchronisation nahezu im Gleichwellennetz.
Ein weiterer Vorteil beim Einsatz von Gleichwellennetzen ist deren Leistungseffizienz.
So ergibt sich fu¨r eine gegebene Gesamtsendeleistung n · PS eine gro¨ßere versorgte
Fla¨che bei gleichma¨ßiger Aufteilung dieser Sendeleistung auf n Sendestandorte im
Vergleich zur versorgten Fla¨che eines Senders mit der Leistung n · PS. Beachtet man
die Tatsache, dass die Infrastrukturkosten fu¨r leistungsstarke Sender u¨berproportio-
nal ansteigen, d.h. bei Verdopplung der Sendeleistung ist mit weitaus mehr als den
doppelten Kosten zu rechnen, so ist dieser Vorteil umso wichtiger. Zur Veranschau-
lichung der Leistungseffizienz eines Gleichwellennetzes soll nun der Versorgungsbe-
reich eines Gleichwellennetzes bestehend aus n Sendern angeordnet in einem Hexa-
gonalgitter mit dem Versorgungsbereich eines Einzelsenders verglichen werden. Die
Leistung jedes der n Sender des Gleichwellennetzes sei PS, die Leistung des Einzel-
senders n · PS. Es werde angenommen, dass der Versorgungsbereich um jeden Sender
leistungsbegrenzt ist, d.h. dass das Versorgungsgebiet dadurch gekennzeichnet ist,
dass eine Empfangsleistung PRmin in jedem Punkt des Versorgungsgebietes minde-
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stens sowohl fu¨r das Einzelsender-, als auch fu¨r das Gleichwellennetz erreicht werden
muss. Zusa¨tzlich werde angenommen, dass die Versorgungsbereiche der n Sender des
Gleichwellennetzes sich teilweise im Sinne eines zusammenha¨ngenden Versorgungsge-
bietes aufgrund der Heagonalstruktur u¨berlappen (Bild 2-1). Die Empfangsleistung
werde durch einen einfaches Potenzgesetz beschrieben, wonach sich die Empfangslei-
stung PR aus der Sendeleistung PS, dem Abstand r, einer Konstanten LP sowie dem
Ausbreitungsexponenten α gema¨ß
PR = LP · PS
rα
( 2.16)
ergibt. Mit diesen Annahmen ergibt sich das Verha¨ltnis der versorgten Fla¨chen von
Gleichwellennetz und Einzelsendernetz aus der Geometrie in Bild 2-1 zu
ASFN
AMFN
=
n · (pi − pi
3
+
√
3
2
)
pi · 10 2·log10(n)α
. ( 2.17)
In Bild 2-2 ist das Verha¨ltnis der Versorgungsfla¨chen von Gleichwellennetz und Ein-
zelsendernetz mit der Anordnung im Hexagonalgitter nach Bild 2-1 als Funktion
von α mit n als Parameter dargestellt. Fu¨r α ≈ 2, d.h. fu¨r Freiraumausbreitung,
ergeben sich fu¨r das SFN aufgrund der U¨berlappungsbereiche insgesamt kleinere Ver-
sorgungsfla¨chen als fu¨r das vergleichbare Einzelsendernetz. Jedoch sind in realen Aus-
breitungssituationen eher Ausbreitungsexponenten > 2, 5 zu erwarten. Fu¨r α > 2, 5
ist der Versorgungsbereich eines Gleichwellennetzes insbesondere mit wachsender An-
zahl n der Sender im SFN gro¨ßer, als die durch den Einzelsender versorgte Fla¨che bei
gleicher Gesamtsendeleistung.
SFN, n=3 MFN
ASFN AMFN
Bild 2-1: Versorgungsfla¨chen im Gleichwellen (SFN)- und Einzelsendernetz (MFN).
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Bild 2-2: Verha¨ltnis der Versorgungsfla¨chen im Gleichwellen (SFN)- und Einzel-
sendernetz (MFN) u¨ber dem Ausbreitungsexponenten α bei gleicher Gesamtsendelei-
stung n · PS.
2.2 DVB-T-Standard
In diesem Unterkapitel soll ein U¨berblick u¨ber das DVB-T-System gema¨ß ETSI-
Standard EN 300744: ”Digital Video Broadcasting; Framing Structure, Channel Co-
ding and Modulation for Digital Terrestrial Television” [ETS00] und der darin vorge-
sehenen Wahl von Parametern gegeben werden. Das DVB-T-System dient prima¨r der
terrestrischen Rundfunkverbreitung MPEG-2 codierter TV-Signale. Hierzu muss eine
Anpassung des digital nach MPEG-2 codierten Transportstroms an die verschiedenen
Charakteristika des terrestrischen Funkkanals durchgefu¨hrt werden. Diese Anforde-
rung fu¨hrte zu einem flexiblen System, das als U¨bertragungsverfahren OFDM kom-
biniert mit einer verketteten Codierung zur Vorwa¨rtsfehlerkorrektur (”Forward Error
Correction (FEC)”) verwendet und damit ein COFDM-System bildet. Bild 2-3 zeigt
das Blockschaltbild eines DVB-T-Senders.
Um ein Maximum an spektraler Effizienz bei Anwendung von DVB-T im UHF-Bereich
zu erreichen, ist der Betrieb kleiner bzw. großer Gleichwellennetze vorgesehen. Hier-
zu sieht der Standard zwei Mo¨glichkeiten zur Wahl der Anzahl der Untertra¨ger des
OFDM-Signals, drei verschiedene Modulationsschemata sowie verschiedene Guard-
intervalle vor. Neben dem Kanalabstand von 8 MHz sind auch Kanalabsta¨nde von
7 MHz oder 6 MHz bei entsprechender Skalierung der Systemparameter z.B. fu¨r den
Einsatz des DVB-T-Systemstandards außerhalb Europas mo¨glich.
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Die verkettete Codierung zur Vorwa¨rtsfehlerkorrektur besteht aus einer a¨ußeren
Blockcodierung und einem a¨ußeren Interleaver gefolgt von einer inneren Faltungsco-
dierung sowie einem inneren Interleaver. Die a¨ußere Blockcodierung sowie das a¨ußere
Interleaving wird identisch in den Standards zur Satelliten- bzw. Kabelu¨bertragung
von DVB verwendet [Rei97]. Ebenso entspricht die innere Faltungscodierung dem Sa-
tellitenstandard. Das innere Interleaving ist DVB-T spezifisch.
Um verschiedene U¨bertragungsraten zu unterstu¨tzen, ko¨nnen, in Erga¨nzung zu
fu¨nf verschieden wa¨hlbaren Coderaten des inneren Codes, drei verschiedene, nicht-
differentielle Modulationsschemata gewa¨hlt werden: QPSK, 16-QAM und 64-QAM.
Daru¨ber hinaus kann bei Verwendung von 16-QAM bzw. 64-QAM hierarchische Mo-
dulation angewandt werden, um den Eingangsdatenstrom in zwei Teilstro¨me aufzutei-
len. Mit dem ersten Teildatenstrom mit relativ geringer Datenrate, aber hohem Feh-
lerschutz kann ein Basisdienst bereitgestellt werden. Der zweite Teilstrom kann zur
U¨bertragung zusa¨tzlicher Dienste mit ho¨heren Datenraten, jedoch geringerem Fehler-
schutz genutzt werden. Grundsa¨tzlich ergeben sich zwei Mo¨glichkeiten zur Nutzung
des zusa¨tzlichen Datenstromes: entweder zur U¨bertragung zusa¨tzlicher Programme,
oder aber zur Verbesserung der Qualita¨t des Basisdienstes bei gutem Empfang.
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Bild 2-3: Blockschaltbild eines DVB-T-Senders.
2.2.1 Systemparameter und Kanalcodierung
Wichtige Vorgabe bei der Erarbeitung des DVB-T-Standards war die Gleichwel-
lenfa¨higkeit, wobei als maximale Abstandsdifferenz benachbarter Sender von dem
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jeweiligen Empfangsort ca. 60 km angenommen wurde [Rei97]. Hieraus resultiert die
Verwendung von OFDM mit Guardintervall. Bei der angenommenen Abstandsdif-
ferenz von 60 km ist die La¨nge des Guardintervalls nicht mehr frei wa¨hlbar und
muss mindestens ca. 200 µs betragen. Damit die Bandbreiteneffizienz gema¨ß Gl. 2.3
nicht zu klein wird, muss die nutzbare Symboldauer Ts entsprechend groß gegenu¨ber
der Guardintervallla¨nge Tg sein. Das DVB-T-System verwendet OFDM in zwei ver-
schiedenen Modi, die nach der zu verwendenden FFT-La¨nge als 2k-FFT-Mode und
8k-FFT-Mode bezeichnet werden. Im 2k-FFT-Mode ist die nutzbare Symboldauer
Ts = 224 µs und es gibt K = 1705 physikalisch vorhandene Untertra¨ger, beim 8k-
FFT-Mode ist Ts = 896 µs und K = 6817. Die Anzahl der zur Datenu¨bertragung
nutzbaren Untertra¨ger ist KU = 1512 fu¨r den 2k-FFT-Mode und KU = 6048 im
8k-FFT-Mode und somit geringer als K, da verschiedene Untertra¨ger zur U¨bertra-
gung programmbegleitender Informationen bzw. als Pilottra¨ger zur Kanalscha¨tzung
verwendet werden. Die Guardintervallla¨nge kann in beiden Modi zu 1/4, 1/8, 1/16
oder 1/32 der Nutzsymboldauer Ts gewa¨hlt werden (Tab. 2-1). Demnach eignet
sich nur der 8k-FFT-Mode zum Aufbau großer Gleichwellennetze, fu¨r die eine ent-
sprechend große Guardintervallla¨nge Tg beno¨tigt wird. Auf den 2k-FFT-Mode wurde
insbesondere deshalb nicht verzichtet, da dieser bezu¨glich der empfa¨ngerseitigen Si-
gnalverarbeitung einfacher zu realisieren ist (ku¨rzere La¨nge der FFT).
Zur Vorwa¨rtsfehlerkorrektur wird eine verkettete Codierung bestehend aus innerem
Faltungscodierer mit innerem Interleaver verwendet sowie zur Korrektur der Rest-
fehler ein a¨ußerer Reed-Solomon (RS) Blockcodierer mit a¨ußerem Interleaver. Ei-
ne verkettete Codierung ist eine Technik, bei der relativ einfache Codes kombiniert
werden, um einen großen Codierungsgewinn bei im Vergleich zu einem einzigen Co-
de vergleichbarer Leistungsfa¨higkeit reduzierten Decodierungsaufwand zu erreichen
[Kas97]. Der Faltungscodierer verwendet einen Muttercode der Rate Rin = 1/2 und
Einflussla¨nge 7 mit den Generatorpolynomen G1 = 133oct und G2 = 171oct. Durch
Lochung bzw. Punktierung des Muttercodes ko¨nnen Coderaten von 2/3, 3/4, 5/6
bzw. 7/8 eingestellt werden. Bei einem punktierten Faltungscode werden nicht al-
le Codiererausgangsbits des Faltungscodes u¨bertragen. Nach einem bestimmten, sich
periodisch wiederholendem Muster werden verschiedene Ausgangsbits punktiert, d.h.
fu¨r die Ausgabe unterdru¨ckt. Die Muster zur Auswahl der Bits sind in Punktierungs-
tabellen abgelegt. Durch die Wahl unterschiedlicher Punktierungstabellen ergibt sich
die Mo¨glichkeit unterschiedliche Coderaten einzustellen. Vorteil der Punktierung ist,
dass die Struktur des zugrundeliegenden Faltungscodes bzw. Muttercodes (Trellis)
dabei nicht beeinflusst wird. Die Decodierung aller durch Punktierung aus dem Mut-
tercode entstandenen Codes erfolgt mit nur einem Viterbi-Decodierer, der auf dem
Trellis des Muttercodes arbeitet [Hag88].
Das innere Interleaving ist blockorientiert und besteht aus einem bitweisen Inter-
leaving u¨ber Blo¨cke von 126 Bits und einer sich anschließenden Verwu¨rfelung der
Modulationssymbole u¨ber die Untertra¨ger eines OFDM-Symbols; d.h. die Blockla¨nge
dieses Symbolinterleavers entspricht genau der Anzahl der Untertra¨ger. Durch das in-
nere Interleaving wird somit im wesentlichen eine Verwu¨rfelung in Frequenzrichtung
durchgefu¨hrt. Dieses Vorgehen erlaubt zusammen mit dem inneren Faltungscode ein
Ausnutzen von Frequenzdiversita¨t. Ein weiteres Interleaving in Zeitrichtung ist - bei-
spielsweise im Gegensatz zum DAB-System - nicht vorgesehen.
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Zur a¨ußeren Codierung wird ein symbolorientierter Reed-Solomon (RS) Blockcode
eingesetzt. Zu einem Symbol werden 8 Bits zusammengefasst. Die Berechnungen zur
RS-Codierung bzw. -Decodierung erfolgen fu¨r DVB-T mit w = 8 bit/Symbol im
abgeschlossenen Zahlenraum mit q = 2w = 256 Elementen; der abgeschlossene Zah-
lenraum wird auch erweitertes Galoisfeld GF(28) genannt. Charakterisiert wird der
RS-Code durch die Blockla¨nge nRS , d.h. die Anzahl der Ausgangssymbole, sowie die
Dimension kRS, d.h. die Anzahl der Symbole eines Blockes. Die Differenz zwischen
Blockla¨nge und Dimension nRS − kRS ist die Anzahl der Redundanzstellen und be-
stimmt die Anzahl der korrigierbaren Symbolfehler. Die minimale Distanz des Codes
betra¨gt dmin = nRS − kRS + 1. Die Anzahl der korrigierbaren Symbolfehler betra¨gt
e = (dmin − 1)/2. Die La¨nge des Codes (nRS, kRS) kann um lRS Stellen verku¨rzt
werden und es entsteht ein (nRS − lRS , kRS − lRS) Code. Die nicht genutzten Ein-
gangssymbole werden fu¨r die Codierung zu Null gesetzt, wobei man die zugeho¨ri-
gen lRS Null-Ausgangssymbole nicht u¨bertra¨gt und erst vor der Decodierung wieder
einfu¨gt. Die Decodierung erfolgt wie beim ungeku¨rzten Code und dessen Fehlerkorrek-
tureigenschaften bleiben vollsta¨ndig erhalten. Bei DVB-T wird ein RS(204,188)-Code
eingesetzt, der durch Verku¨rzung aus einem RS(255,239)-Code erzeugt wird und mit
dem maximal 8 Bytes korrigiert werden ko¨nnen. Die Verku¨rzung auf eine Dimension
von kRS = 188 Symbole - bei 8 bit/Symbol also Bytes - orientiert sich hierbei an
der La¨nge der MPEG-2-Transportstrompakete, die ebenfalls 188 Bytes lang sind. Die
Coderate des a¨ußeren Codes ergibt sich somit zu Rout = 188/204.
Zwischen a¨ußerem und innerem Code findet ein a¨ußeres Byte-Interleaving statt, um
die nach der Viterbi-Decodierung vorhandenen Fehlerbu¨ndel aufzubrechen. Hierzu
wird ein Faltungsinterleaver mit der Interleavertiefe von 12 Bytes und einer Basis-
verzo¨gerung von 17 Bytes verwendet. Dadurch sind aufeinanderfolgende Bytes am
Eingang des Faltungsinterleavers um 204 Bytes am Ausgang gespreizt. Bu¨ndelfehler
werden somit u¨ber mehrere RS-Codewo¨rter verteilt. Der Einsatz eines Faltungsinter-
leavers ist deshalb besonders vorteilhaft, da er im Gegensatz zu einem vergleichbaren
Blockinterleaver einen geringeren Speicherplatz beno¨tigt und eine bessere Wirkungs-
weise bei periodischen Sto¨rungen gewa¨hrleistet. Daru¨ber hinaus ist beim Faltungsin-
terleaver die Synchronisation einfacher als beim entsprechenden Blockinterleaver.
Die nutzbaren Untertra¨ger des OFDM-Signals weisen entweder QPSK, 16-QAM oder
64-QAM Modulation auf. Hierzu werden b ∈ {2, 4, 6} Bit zu einem Modulationssym-
bol zusammengefasst und anhand einer Gray-Codierung [Pro89] auf die komplexe
Zahlenebene abgebildet. Die Gray-Codierung bewirkt, dass sich in der komplexen
Zahlenebene unmittelbar benachbarte Symbole nur in einem Bit unterscheiden. Bei
falscher Symbolentscheidung im Empfa¨nger auf ein Nachbarsymbol tritt somit nur ein
Bitfehler auf. Bei der hierarchischen Modulation wird ein Datenstrom hoher Priorita¨t
gleichzeitig mit einem Datenstrom niedriger Priorita¨t u¨bertragen. Die Implementie-
rung der hierarchischen Modulation ist fu¨r 16-QAM bzw. 64-QAM der Untertra¨ger
mo¨glich und wird durch verschiedene Konstellationsdiagramme realisiert. Mittels des
Parameters αHier kann bei gegebener Signalleistung die Sto¨rsicherheit der beiden Da-
tenstro¨me beeinflusst werden. Der Parameter αHier ist das Verha¨ltnis der minimalen
Euklidischen Distanz zweier Konstellationspunkte des Datenstroms hoher Priorita¨t,
die unterschiedliche Bits repra¨sentieren zur Euklidischen Distanz zweier benachbar-
ter Konstellationspunkte des Datenstroms niedriger Priorita¨t. Bei gegebener Sende-
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Tab. 2-1: Systemparameter fu¨r DVB-T mit 2k-FFT- und 8k-FFT-Mode.
OFDM-Mode 2k-FFT 8k-FFT
Anzahl der Untertra¨ger K 1705 6817
Anzahl nutzbarer Untertra¨ger KU 1512 6048
Nutzbare Symboldauer Ts 224 µs 896 µs
Untertra¨gerabstand ∆f (8 MHz Kanalraster) 4464 Hz 1116 Hz
Bandbreite (8 MHz Kanalraster) 7,61 MHz
Modulation QPSK, 16-QAM, 64-QAM
Coderate des inneren Codes Rin 1/2, 2/3, 3/4, 5/6, 7/8
Coderate des a¨ußeren Codes Rout 188/204
Hierarchische Modulation, αHier 1, 2, 4
Guard Intervall Tg 1/4·Ts 56 µs 224 µs
1/8·Ts 28 µs 112 µs
1/16·Ts 14 µs 56 µs
1/32·Ts 7 µs 28 µs
leistung bewirkt eine Vergro¨ßerung von αHier, dass der Datenstrom hoher Priorita¨t
robuster gegenu¨ber Sto¨rungen wird, gleichzeitig wird der Datenstrom niedriger Prio-
rita¨t anfa¨lliger fu¨r Sto¨rungen.
In Tab. 2-1 sind die wichtigsten Systemparameter zusammengefasst.
Die nutzbare Datenrate RU berechnet sich als Funktion der Coderaten Rin, Rout,
der Anzahl der nutzbaren Untertra¨ger KU , der Symboldauer T = Ts + Tg sowie der
Anzahl b von Bits pro Modulationssymbol zu
RU = KU · b ·Rin ·Rout/T. ( 2.18)
Mit den Parametern nach Tab. 2-1 lassen sich 60 verschiedene Datenraten zwi-
schen 4,98 Mbit/s fu¨r QPSK, Rin = 1/2 und Guardintervall 1/4 und 31,67 Mbit/s
fu¨r 64-QAM, Rin = 7/8 und Guardintervall 1/32 einstellen. Bezogen auf die Band-
breite von 7,61 MHz ergeben sich fu¨r die Bandbreiteneffizienz Werte zwischen
ηB = 0,65 bit/(s·Hz) und ηB = 4,2 bit/(s·Hz).
Um Vergleiche zur Leistungsfa¨higkeit von DVB-T fu¨r verschiedene Parametersa¨tze
durchfu¨hren zu ko¨nnen, wurde der ”Quasi Error Free (QEF)”-Punkt fu¨r eine Bit-
fehlerrate von 2 · 10−4 nach Viterbi-Decodierung des inneren Faltungscodes festge-
legt. Dies entspricht unter der Voraussetzung von idealem a¨ußerem Interleaving einer
Bitfehlerrate von 10−11 nach RS-Decodierung [Rei97]. Bei einer minmalen Nutzda-
tenrate von 4,98 Mbit/s entspricht dies einer mittleren Zeit von ca. 5,5 h zwischen
dem Auftreten zweier Fehlerereignisse am Ausgang des RS-Decoders. Selbst bei einer
maximalen Nutzdatenrate von 31,67 Mbit/s tritt fu¨r diese Bitfehlerrate ein Fehlerer-
eignis im Mittel nur alle 53 min auf. Simulationsergebnisse zum erforderlichen Signal-
Rauschabstand SNR fu¨r verschiedene Kana¨le werden in [ETS00] unter idealisierten
Annahmen, wie z.B. perfekte Kanalscha¨tzung, angegeben. Fu¨r das robusteste U¨ber-
tragungsverfahren, na¨mlich QPSK mit Rin = 1/2, ergibt sich hiernach fu¨r den AWGN
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(”Additive White Gaussian Noise”)-Kanal ein erforderlicher Signal-Rauschabstand
von SNR = 3,1 dB; fu¨r 64-QAM bei Rin = 7/8 werden 20,1 dB als erforderlicher
Signal-Rauschabstand im AWGN-Kanal angegeben [ETS00].
Insgesamt ergeben sich vielfa¨ltige Mo¨glichkeiten zur Einstellung der U¨bertragungs-
parameter im DVB-T-Standard. Die Aufgabe des Netzbetreibers besteht nun darin,
fu¨r ein gegebenes Versorgungsziel bzw. eine gegebene Netztopologie einen geeigneten
Parametersatz einzustellen.
2.2.2 Rahmenstruktur und Pilotsymbole
Zur korrekten Demodulation im Empfa¨nger mu¨ssen umfangreiche Synchronisations-
und Signalisierungsdaten den Nutzdaten zugesetzt werden. Um die fu¨r diese Zusatzda-
ten erforderliche Datenrate gering zu halten, ist es sinnvoll, mehrere OFDM-Symbole
in einem U¨bertragungsrahmen zusammenzufassen und die Zusatzdaten einmalig fu¨r
alle in dem Rahmen enthaltenen Symbole zu u¨bertragen. Deshalb werden bei DVB-
T 68 OFDM-Symbole zu einem U¨bertragungsrahmen (”Frame”) zusammengefasst.
Daru¨ber hinaus bilden 4 dieser U¨bertragungsrahmen einen U¨berrahmen (”Super Fra-
me”). Mit 68 OFDM-Symbolen in einem U¨bertragungsrahmen wird die Anzahl der
darin enthaltenen MPEG-2-Pakete fu¨r den 8k-FFT-Mode ganzzahlig unabha¨ngig von
der eingestellten Modulation der Untertra¨ger bzw. der inneren Coderate. Fu¨r den 2k-
FFT-Mode ergibt sich a¨quivalent eine ganzzahlige Anzahl von MPEG-2-Paketen pro
U¨berrahmen, ebenfalls unabha¨ngig von der gewa¨hlten Modulation der Untertra¨ger
bzw. der inneren Coderate. Das Sendesignal im U¨bertragungsband kann durch den
Ausdruck
s(t) = Re
{
ej2pifct
∞∑
m=0
67∑
l=0
K−1∑
k=0
Sm,l,k ·Ψm,l,k(t)
}
( 2.19)
mit
Ψm,l,k(t) =
 ej2pi
k′
TS
(t−TG−l·T−68·m·T ) : (l + 68 ·m) · T ≤ t ≤ (l + 68 ·m+ 1) · T
0 : sonst
beschrieben werden. Hierin bezeichnet Sm,l,k das komplexe Modulationssymbol im
m-ten U¨bertragungsrahmen des l-ten OFDM-Symbols, das den k-ten Untertra¨ger
moduliert. Der Index k′ = k− (K − 1)/2 ist der Untertra¨gerindex relativ zur Tra¨ger-
frequenz fc.
In Bild 2-4 ist der U¨bertragungsrahmen in der Zeit-/Frequenzebene dargestellt.
Die Abzisse entspricht der Frequenzachse, entlang der Ordinate ist die zeitliche Ab-
folge der Symbole aufgetragen. Neben den Untertra¨gern, die mit der Nutzinformation
moduliert werden, erkennt man weitere drei Arten von Tra¨gern, die fu¨r die Synchro-
nisation oder fu¨r die U¨bertragung von Zusatzinformation vorgesehen sind.
Die ”Sta¨ndigen Pilote” treten in jedem Symbol immer an den gleichen Untertra¨ger-
positionen auf. Im 2k-FFT-Mode gibt es ”Sta¨ndige Pilote” (”Continual Pilots”) an
45, im 8k-FFT-Mode an 177 Untertra¨gerpositionen. Ihre Verteilung entlang der Fre-
quenzachse ist so gewa¨hlt, dass innerhalb der Kanalbandbreite von 7,61 MHz keine
Periodizita¨ten auftreten. Damit ko¨nnen die ”Sta¨ndigen Pilote” zur Grobeinstellung
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Bild 2-4: Struktur in Zeit und Frequenz des DVB-T-U¨bertragungsrahmens.
der Frequenz des lokalen Oszillators im Empfa¨nger eingesetzt werden.
Die ”Verstreuten Pilote” (”Scattered Pilots”) werden in Abha¨ngigkeit vom aktuellen
Symbolindex l auf jeden 12-ten Untertra¨ger positioniert. ”Verstreute Pilote” befinden
sich an den Untertra¨gerpositionen k fu¨r die
k = 3 · (l mod 4) + 12 · i, ( 2.20)
wobei i ∈ lN0 und k ∈ [0, K − 1]. Ziel des ”Verstreuens” ist es, zum einen in je-
dem Symbol fu¨r die Feinabstimmung des Empfa¨ngers eine große Zahl von Piloten zur
Verfu¨gung stellen zu ko¨nnen. Zum anderen ko¨nnen die ”Verstreuten Piloten” zur zeit-
lichen Synchronisation beitragen. Zum dritten soll der Empfa¨nger eine mo¨glichst kon-
tinuierliche Analyse der Zeit-/Frequenzfla¨che durchfu¨hren ko¨nnen, die zur Scha¨tzung
der momentanen Eigenschaften des U¨bertragungskanals, d.h. zur Bestimmung von
Betrag und Phase der Kanalu¨bertragungsfunktion an allen Stellen (l, k), eingesetzt
werden kann.
Die Untertra¨ger der ”Sta¨ndigen” und ”Verstreuten Pilote” werden gema¨ß einer
Pseudozufallsfolge wk, die ebenfalls im Empfa¨nger bekannt ist, individuell modu-
liert. In [ETS00] wird die Pseudozufallsfolge als Maximalfolge vorgegeben. Beson-
ders gu¨nstig fu¨r die im Empfa¨nger notwendigen Synchronisationsschritte sind die
ideal impulsfo¨rmigen Autokorrelationseigenschaften von Maximalfolgen, die auch
m-Sequenzen genannt werden. Die Erzeugung einer Maximalfolge erfolgt u¨blicher-
weise mittels ru¨ckgekoppeltem Schieberegister. Die Stufen des Schieberegisters, die
nach einer Modulo-2-Addition auf den Eingang des Schieberegisters zuru¨ckgekoppelt
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werden, werden mit einem Polynom beschrieben, das fu¨r DVB-T
g(x) = x11 + x2 + 1 ( 2.21)
lautet. Das Schieberegister besteht aus LS = 11 Speicherstellen; die zugeho¨rige Ma-
ximalfolge hat demnach [Lu¨k92] eine La¨nge lS = 2
LS − 1 = 2047. Alle Folgen starten
mit der Initialisierungsbedingung, dass alle Speicherstellen des Schieberegisters ein
”1”-Bit enthalten und dass das erste Bit am Ausgang des Schieberegisters mit dem
ersten Untertra¨ger innerhalb eines OFDM-Symbols zusammenfa¨llt. Das Weiterschie-
ben innerhalb des Registers erfolgt dann so, dass zu jedem Untertra¨ger, unabha¨ngig
davon, ob er Pilot ist oder nicht, ein Schiebeschritt geho¨rt. Der Schiebetakt weist
eine Dauer von Tb = 7/64 µs fu¨r ein DVB-T-Signal im 8 MHz Frequenzraster auf.
Fu¨r die Frequenzpositionen der ”Sta¨ndigen” und ”Verstreuten” Piloten wird entspre-
chend dem zugeho¨rigen Ausgangsbit wk des Schieberegisters ein Modulationssymbol
fu¨r diesen Untertra¨ger zugewiesen:
Re{Sm,l,k} = 4
3
· 2(0.5− wk)
Im{Sm,l,k} = 0. ( 2.22)
Im Vergleich zu den die Nutzinformation beinhaltenden Tra¨gern werden diese Piloten
also mit einer um den Faktor 4/3 erho¨hten Amplitude aus Gru¨nden der Robustheit
gegen U¨bertragungsfehler u¨bertragen und deshalb auch ”angehobene Piloten” (”Boo-
sted Pilots”) genannt.
Die Erzeugung der Maximalfolge sowie die Abbildung auf Modulationssymbole Sm,l,k
ist in Bild 2-5 dargestellt.
Die ”TPS-Untertra¨ger” (”Transmission Parameter Signalling Pilots”) gestatten die
U¨bertragung von Zusatzinformationen, mit denen die zeitliche Synchronisation, d.h.
die Erkennung des Beginns eines U¨bertragungsrahmens, gewa¨hrleistet wird. Außer-
dem u¨bermitteln sie Information u¨ber die verwendeten U¨bertragungsparameter. Die
TPS-Untertra¨ger befinden sich in jedem OFDM-Symbol an den gleichen Positionen,
d.h. Frequenzen. Fu¨r den 2k-FFT-Mode sind 17, fu¨r den 8k-FFT-Mode 68 Unter-
tra¨ger als TPS-Untertra¨ger vorgesehen. Jeder TPS-Untertra¨ger in ein und dem sel-
ben OFDM-Symbol entha¨lt die gleiche Information. Pro OFDM-Symbol wird 1 Bit
des 68 Bit langen TPS-Datenwortes u¨bertragen. Somit wird pro OFDM-Rahmen ein
vollsta¨ndiges TPS-Datenwort u¨bertragen. Die 68 Bit des TPS-Datenwortes teilen sich
dabei wie folgt auf:
• Bitstelle s0: 1 Initialisierungsbit zur Initialisierung der differentiellen 2-PSK-
Modulation der TPS-Untertra¨ger,
• Bitstelle s1 − s16: 16 feste Synchronisationsbits,
• Bitstelle s17−s53: 37 Informationsbits die Angaben zur Rahmennummer, Art der
Untertra¨germodulation, der hierarchischen Modulation, der inneren Coderate
sowie zum FFT-Mode enthalten,
• Bitstelle s54−s67: 14 Redundanzbits zum Fehlerschutz der 53 Synchronisations-
und Informationsbits mittels verku¨rztem BCH(67,53,t=2) Code, der durch
Verku¨rzung des systematischen BCH(127,113,t=2) Codes gewonnen wird.
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Tb TbTb Tb TbTb Tb TbTb Tb Tb
Modulo-2-
Addition
wk
+
-1/2 8/3
Sm,l,k
Rückgekoppeltes Schieberegister Umcodierung
Bild 2-5: Erzeugung der Modulationssymbole fu¨r ”Sta¨ndige” und ”Verstreute” Pi-
lote.
Das Initialisierungsbit s0 ergibt sich als entsprechender Wert der Maximalfolge, die
bereits zur Erzeugung der ”Verstreuten” und ”Sta¨ndigen” Pilote benutzt wurde, d.h.
das Modulationssymbol der TPS-Untertra¨ger im ersten OFDM-Symbol eines U¨ber-
tragungsrahmens wird von der Maximalfolge wk gema¨ß
Re{Sm,l,k} = 2(0.5− s0) = 2(0.5− wk)
Im{Sm,l,k} = 0 ( 2.23)
abgeleitet. Zur differentiellen Modulation des k-ten Untertra¨gers des l-ten Symbols
(l > 0) im m-ten Rahmen wird folgende Regel angewandt:
• wenn sl = 0, dann Re{Sm,l,k} = Re{Sm,l−1,k}; Im{Sm,l,k} = 0;
• wenn sl = 1, dann Re{Sm,l,k} = −Re{Sm,l−1,k}; Im{Sm,l,k} = 0.
Die Leistung der TPS-Untertra¨ger entspricht der Leistung der mit Nutzdaten mo-
dulierten Untertra¨ger. Mehrfachu¨bertragung der gleichen TPS-Information innerhalb
eines OFDM-Symbols sowie die Fehlerschutzcodierung machen ein Anheben der Lei-
stung zur sicheren U¨bertragung u¨berflu¨ssig.
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3 Stochastische Funkkanalmodellierung
Die Nachrichtenu¨bertragung zwischen Feststationen und landgebundenen Mobilsta-
tionen ist in großem Maße abha¨ngig von den Eigenschaften des Funkkanals. Genaue
Informationen u¨ber den zugrundeliegenden Funkkanal sind dabei von zweifacher Be-
deutung. Zum einen dienen sie der Analyse und Optimierung von Funku¨bertragungs-
systemen. Zum zweiten ist eine o¨konomische Planung terrestrischer Sendernetze nur
durch den Einsatz rechnergestu¨tzter Planungswerkzeuge mo¨glich, bei denen Aussa-
gen zur Versorgung auf der Grundlage von Prognosen zur Wellenausbreitung getrof-
fen werden. Zuna¨chst werden in diesem Kapitel auf Basis einer systemtheoretischen
Beschreibung grundlegende Begriffe und Zusammenha¨nge fu¨r den zeitvarianten Mo-
bilfunkkanal eingefu¨hrt. Anschließend wird das Prinzip eines Messsystems erla¨utert,
das fu¨r alle in dieser Arbeit betrachteten Kanalimpulsantwortmessungen eingesetzt
wurde. In einem weiteren Unterkapitel wird das WSSUS (”Wide Sense Stationary
Uncorrelated Scattering”)-Modell zur Modellierung des schnellen Schwundes (”Fast
Fading”) sowie dessen Parametrisierung aus Messungen betrachtet. Dieses Modell
wird auch in den spa¨teren Kapiteln fu¨r die analytische Berechnung der uncodierten
und codierten Bitfehlerha¨ufigkeit vorausgesetzt. Als Erweiterung des WSSUS-Modells
fu¨r Sender und Empfa¨nger mit je einer Antenne wird ein neuartiges Kanalmodell
mit sende- und empfangsseitigen Mehrelementantennen vorgeschlagen, das erstmals
in [Gas01] beschrieben wurde und anhand von Messungen parametrisiert. Ebenfalls
aus Messungen werden Aussagen zu den Richtungseigenschaften des Funkkanals am
Ort eines mobilen Empfa¨ngers getroffen. Hierzu wurden im Rahmen der vorliegen-
den Arbeit neuartige, hochauflo¨sende Scha¨tzverfahren fu¨r zirkulare Antennenarrays
entwickelt und angewandt. Auch bei der Versorgungsplanung werden stochastische
Funkkanalmodelle, deren Parameter aus realistischen Messungen abgeleitet werden,
erfolgreich eingesetzt. Im letzten Teil des vorliegenden Kapitels wird ein verbessertes
Modell zur U¨berlagerung verschiedener Leistungsanteile vorgeschlagen. Dieses Mo-
dell beru¨cksichtigt die messtechnisch ermittelte Korrelation zwischen Leistungsantei-
len verschiedener Sender als Funktion der azimuthalen Winkeldifferenz zwischen den
jeweils gedachten Linien einer Sichtverbindung.
Da sich durch Reflexion, Brechung, Beugung und diffuse Streuung die Ausbreitungs-
richtungen der Wellen a¨ndern, gelangen diese nicht nur auf dem direkten Weg, sondern
auch u¨ber eine Vielzahl von Umwegen vom Sender zum Empfa¨nger. Dort u¨berlagern
sich die Teilwellen, die im allgemeinen aus unterschiedlichen Richtungen eintreffen,
zum wirksamen Empfangsfeld. Man spricht von Mehrwegeausbreitung. Schon fu¨r klei-
ne Ortsa¨nderungen der Empfangsstation in der Gro¨ßenordnung der Wellenla¨nge λc,
z.B. bei der Bewegung entlang einer Straße, ergeben sich große Unterschiede in der
am Empfangsort wirksamen Feldsta¨rke aufgrund konstruktiver bzw. destruktiver In-
terferenz der Teilwellen. Eine feldtheoretisch exakte Berechnung des U¨bertragungs-
verhaltens von Mobilfunkkana¨len ist meist nur fu¨r primitive, nicht reale Ausbrei-
tungssituationen mo¨glich, da detaillierte Kenntnisse u¨ber Strukturen und elektro-
magnetische Eigenschaften der auf die Ausbreitung einflussnehmenden Grenzschich-
ten fehlen. Selbst wenn die erforderlichen Materialeigenschaften und Geometrien der
Grenzschichten fu¨r reale Ausbreitungssituationen vorla¨gen, so wa¨re eine numerische
feldtheoretische Berechnung aus Gru¨nden der Datenhaltung und des Rechenzeitbe-
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darfs nicht praktikabel. Daru¨ber hinaus mu¨sste das feldtheoretische Problem fu¨r sehr
viele Ausbreitungssituationen gelo¨st werden, um fu¨r die vielfa¨ltigen realen Ausbrei-
tungssituationen Aussagen treffen zu ko¨nnen. Aus diesen Gru¨nden bietet sich eine
stochastische Beschreibung des Mobilfunkkanals an. Daru¨ber hinaus bewirkt die Be-
wegung eines mobilen Empfa¨ngers sowie die Bewegung von Streuobjekten, die die
Wellenausbreitung zwischen Sender und Empfa¨nger beeinflussen, ein ausgepra¨gt zeit-
variantes Kanalverhalten [Jak74], [Par92], [Lee82].
Bezu¨glich des Betrags der Empfangsfeldsta¨rke unterscheidet man zwischen schnellem
Schwund (”Fast Fading”), der durch lokale Mehrwegeausbreitung bestimmt wird, und
langsamem Schwund (”Slow Fading”), der sich auf die A¨nderung des mittleren Emp-
fangspegels bezieht und durch wechselnde Gela¨nde- und Bebauungsstrukturen entlang
la¨ngerer Strecken (ab ca. 30 m...100 m) hervorgerufen wird. Wird mit a(t) = r(t)·ejψ(t)
das Empfangssignal, wobei r(t) die Einhu¨llende und ψ(t) den Phasenwinkel darstellt,
mit s(t) das Sendesignal und mit h(t) die Kanalimpulsantwort des Funkkanals be-
zeichnet, so besteht der Zusammenhang:
a(t) = s(t) ? h(t), ( 3.1)
wobei ? die Faltungsoperation bezeichnet. Die Einhu¨llende des Empfangssignals r(t)
la¨sst sich dann auch als Produkt einer Funktion m(t), die den langsamen Schwund
bezeichnet und einer Funktion r0(t), die den schnellen Schwund beschreibt, darstellen
[Lee82], [Skl95]
r(t) = m(t) · r0(t). ( 3.2)
Die Wahrscheinlichkeitsdichtefunktion des langsamen Schwundes m(t) entspricht sehr
gut einer Log-Normal-Verteilung, was durch verschiedene Messungen belegt wur-
de [Jak74], [Lee82]. Werden die Werte der Zeitfunktion m(t) als Werte des Ortes,
z.B. entlang einer Messstrecke, betrachtet, so spricht man auch von lokalem Mittel-
wert [Lee82], [Par92]. Fu¨r die Standardabweichung des langsamen Schwundes werden
Werte im Bereich 4 bis 12 dB angegeben [Par92]. Im Falle einer reinen Streuausbrei-
tung zwischen Sender und Empfa¨nger folgt die Wahrscheinlichkeitsdichtefunktion des
schnellen Schwundes einer Rayleigh-Wahrscheinlichkeitsdichte
pr(r) =
r
σ2R
· e−
r2
2σ2
R , ( 3.3)
worin 2σ2R der Leistung des Rayleigh-Prozesses entspricht. Tritt zu den diffus gestreu-
ten Komponenten noch eine direkte oder einfach reflektierte Komponente mit der
Amplitude rs so spricht man von einer Rice-Verteilung und es gilt fu¨r die Verbund-
Wahrscheinlichkeitsdichtefunktion von Einhu¨llender und Phase [Par92]
pr,ψ(r, ψ) =
r
2piσ2R
· e−
r2+r2s−2rrs cosψ
2σ2
R ( 3.4)
und nach Integration u¨ber ψ ergibt sich fu¨r die Wahrscheinlichkeitsdichtefunktion der
Einhu¨llenden
pr(r) =
r
σ2R
· e−
r2+r2s
2σ2
R · I0
(
rrs
σ2R
)
, ( 3.5)
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mit I0(·) als modifizierter Bessel-Funktion erster Art und nullter Ordnung. Ha¨ufig
wird die Rice-Verteilung mittels des Rice-Faktors
KRice =
r2s
2σ2R
, ( 3.6)
beschrieben, der das Leistungsverha¨ltnis des deterministischen zu den stochastischen
Signalanteilen darstellt.
Die Bewegung der Mobilstation fu¨hrt nicht nur zu Variationen der Einhu¨llenden
des Empfangssignals, sondern bewirkt auch eine individuelle Frequenzverschiebung
der sich am Empfangsort u¨berlagernden Teilwellen des Empfangssignals durch den
Doppler-Effekt. Mit der Lichtgeschindigkeit c, der Geschwindigkeit v des Empfa¨ngers
und dem Winkel αe zwischen der Ausbreitungsrichtung der betrachteten Teilwelle
und der Bewegungsrichtung gilt fu¨r die Dopplerverschiebung
fd =
v
λc
· cosαe = fdmax · cosαe ( 3.7)
Maximalwerte von ±fdmax treten auf, wenn die (Teil-)Welle direkt von vorne (αe = 0)
oder von hinten (αe = pi) auftrifft [Jak74], [Par92].
3.1 Systemtheoretische Beschreibung mit zeitvarianten Im-
pulsantworten
Im folgenden wird vorausgesetzt, dass zur Nachrichtenu¨bertragung ein tra¨gerfrequen-
tes Bandpasssignal x(t) verwendet wird. Sein Spektrum X(f) ist dadurch gekenn-
zeichnet, dass X(f) = 0 fu¨r |f | < fc − fg und |f | > fc + fg mit fc > fg. Die
Bandbreite von x(t) ist dabei B = 2fg > 0. Jedes beliebige Bandpasssignal x(t) la¨sst
sich in der Form
x(t) = Re{xT (t)ej2pifct} ( 3.8)
schreiben [Lu¨k85]. Hierin wird xT (t) als komplexe Hu¨llkurve oder a¨quivalentes Tief-
passsignal bezeichnet. Die Aufspaltung der komplexen Hu¨llkurve in Real- und Ima-
gina¨rteil liefert
xT (t) = xTin(t) + j · xTqu(t) ( 3.9)
mit xTin(t) als Inphase- und xTqu(t) als Quadraturkomponente. Durch den U¨bergang
auf ein komplexes Signal in der a¨quivalenten Basisbandbeschreibung eines reellen
Bandpasssignals erreicht man eine von der Tra¨gerfrequenz fc unabha¨ngige Beschrei-
bung. Theoretische Untersuchungen sowie insbesondere Rechnersimulationen lassen
sich - da eine erheblich weniger feine Zeitdiskretisierung zur Einhaltung des Abtast-
theorems notwendig wird - somit erheblich vereinfachen. Die hier fu¨r das Sendesignal
x(t) angegebene Beschreibung als a¨quivalentes Basisbandsignal xT (t) gilt in gleicher
Weise aufgrund der Linearita¨t des Mobilfunkkanals fu¨r die anschließend eingefu¨hrte
Kanalimpulsantwort ebenso wie fu¨r das Empfangssignal, das am Ausgang des Mobil-
funkkanals anliegt. Falls im folgenden nicht anderes angegeben ist, wird deshalb die
a¨quivalente Basisbandbeschreibung verwendet und der Index T in den entsprechen-
den Funktionen weggelassen.
Der Mobilfunkkanal kann als kausales, lineares, stabiles und zeitvariantes System
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betrachtet werden. Das System ”Mobilfunkkanal” wird durch die zeitvariante Impul-
santwort h˜(t, θ), die als Antwort des Systems zum Zeitpunkt t auf einen Dirac-Impuls
zum Zeitpunkt θ, d.h. auf δ(t− θ), definiert ist, vollsta¨ndig beschrieben [Bel63]. Die
Systemreaktion y(t) auf ein beliebiges Eingangssignal x(t) zum Zeitpunkt t ergibt sich
daraus zu
y(t) =
∫ ∞
−∞
x(θ)h˜(t, θ)dθ. ( 3.10)
Eine vereinfachte Darstellung der Auswirkungen des Kanals auf das Eingangssignal
wird durch die Einfu¨hrung der Funktion h(t, τ) = h˜(t, t− τ), die nach [Bel63] als ”In-
put Delay Spread Function” bezeichnet wird, ermo¨glicht. Diese Funktion beschreibt
die Reaktion des Kanals zum Zeitpunkt t auf einen Dirac-Impuls, mit dem er um die
Zeit τ fru¨her angeregt wurde. Aufgrund der Kausalita¨t des realen Mobilfunkkanals gilt
h(t, τ) = 0 fu¨r τ < 0, d.h. es erfolgt keine Reaktion am Kanalausgang fu¨r eine zuku¨nf-
tige Erregung am Eingang. Im folgenden wird die Funktion h(t, τ) als Impulsantwort
bezeichnet, da diese fu¨r die weitere Kanalbeschreibung ausreicht. Zur Unterscheidung
der beiden Zeitvariablen wird t als Beobachtungszeit und τ als Verzo¨gerungszeit be-
zeichnet. Damit folgt fu¨r das Faltungsintegral zur Berechnung der Kanalantwort auf
ein beliebiges Eingangssignal
y(t) =
∫ ∞
0
x(t− τ)h(t, τ)dτ. ( 3.11)
Die zu h(t, τ) duale Systemfunktion T (f, fd) gibt den Zusammenhang zwischen dem
Spektrum am Eingang und dem Spektrum am Ausgang des Kanals wieder:
Y (f) =
∫ +∞
−∞
X(f − fd) · T (f, fd) · dfd. ( 3.12)
In dieser zur Zeitbereichsdarstellung dualen Beschreibung im Frequenzbereich ergibt
sich Y (f) als Superposition von Doppler-verschobenen, gefilterten Wiederholungen
des Eingangsspektrums X(f). Wa¨hrend h(t, τ) einen besseren Einblick in die Bei-
tra¨ge der unterschiedlich langen Ausbreitungspfade und damit der einzelnen Mehrwe-
gekomponenten zula¨sst, ermo¨glicht T (f, fd) ein besseres Versta¨ndnis der Zeitvarianz
des Kanals, da die Variable fd die Dopplerverschiebung repra¨sentiert. In [Bel63] wird
T (f, fd) als ”Output Doppler Spread Function” bezeichnet.
Mit der zeitvarianten U¨bertragungsfunktion
H(t, f) =
∫ +∞
−∞
h(t, τ) · e−j2pifτdτ ( 3.13)
=
∫ +∞
−∞
T (f, fd) · ej2pifdtdfd ( 3.14)
ergibt sich das Signal am Ausgang des Kanals zu
y(t) =
∫ +∞
−∞
X(f) ·H(t, f) · ej2piftdf. ( 3.15)
Wa¨hrend h(t, τ) die Zeitdispersion und T (f, fd) die Frequenzdispersion des Funk-
kanals beschreibt, ergibt sich mit der sogenannten Verzo¨gerungs-Doppler-Funktion
S(fd, τ) eine Beschreibung dieser beiden Dispersionseffekte in einer Systemfunktion.
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Die zeitvariante Impulsantwort h(t, τ) ergibt sich als inverse Fouriertransformation
von S(fd, τ) bezu¨glich der Dopplerfrequenz fd:
h(t, τ) =
∫ +∞
−∞
S(fd, τ) · ej2pifdtdfd. ( 3.16)
Das Signal am Ausgang des Kanals la¨sst sich mit der soeben eingefu¨hrten
Verzo¨gerungs-Doppler-Funktion zu
y(t) =
∫ +∞
−∞
∫ +∞
−∞
x(t− τ) · S(fd, τ) · ej2pifdtdfddτ ( 3.17)
berechnen. Dies bedeutet, dass Signalanteile im Bereich der Verzo¨gerungszeiten
(τ, τ + dτ) und Dopplerverschiebungen (fd, fd + dfd) mit einem differentiellen Ge-
wichtungsfaktor S(fd, τ) beaufschlagt werden und zum Kanalausgangssignal addiert
werden. In Bild 3-1 ist zur U¨bersicht der Zusammenhang der Systemfunktionen
veranschaulicht. Die Systemfunktionen ko¨nnen durch Fouriertransformation bzw. in-
verse Fouriertransformation ineinander u¨berfu¨hrt werden [Bel63], [Par92]. Die bisher
h(t,τ)
S(τ,fd)
T(f,fd)
H(t,f)
F F
F
F
F-1
F-1
F-1
F-1
Bild 3-1: Zusammenhang zwischen den Systemfunktionen beim Mobilfunkkanal.
eingefu¨hrten Systemfunktionen gehen von einer deterministischen Kanalbeschreibung
aus. In der Realita¨t fehlen jedoch Angaben u¨ber Amplituden, Phasen und Laufzei-
ten der Teilwellen, die nach U¨berlagerung am Empfangsort das Kanalausgangssignal
bestimmen. Die resultierenden Systemfunktionen ko¨nnen bzw. mu¨ssen somit als sto-
chastische Prozesse aufgefasst werden. Eine exakte statistische Beschreibung wu¨rde
die Kenntnis der mehrdimensionalen Verbundwahrscheinlichkeitsdichten der System-
funktionen voraussetzen [Bel63]. Dies ist nicht praktikabel. Deshalb beschra¨nkt man
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sich auf die Beschreibung der Statistik durch Korrelationsfunktionen. Da der Pro-
zess durch U¨berlagerung zahlreicher zufa¨lliger Komponenten gebildet wird, kann er
nach dem zentralen Grenzwertsatz als Gauß-Prozess betrachtet werden [Pap65]. Die
Bestimmung von Erwartungswerten und Korrelationsfunktionen ist daher fu¨r die Be-
schreibung ausreichend. Im folgenden wird von einem mittelwertfreien Prozess aus-
gegangen [Bel63], [Par92]. Dies entspricht einem physikalischen Ausbreitungsszenario
mit reiner Streuausbreitung, d.h. beispielsweise ohne direkte Sichtverbindung zwi-
schen Sender und Empfa¨nger. Die Autokorrelationsfunktionen der vier zuvor ein-
gefu¨hrten Systemfunktionen sind gegeben zu
Rh(t, t
′; τ, τ ′) = E{h∗(t, τ)h(t′, τ ′)} ( 3.18)
RT (f, f
′; fd, f ′d) = E{T ∗(f, fd)T (f ′, f ′d)} ( 3.19)
RH(f, f
′; t, t′) = E{H∗(t, f)H(t′, f ′)} ( 3.20)
RS(fd, f
′
d; τ, τ
′) = E{S∗(fd, τ)S(f ′d, τ ′)}, ( 3.21)
wobei E{·} die Bildung des Scharmittelwertes bezeichnet. Die Autokorrelationsfunk-
tionen ko¨nnen durch zweidimensionale Fouriertransformation bzw. inverse Fourier-
transformation ineinander u¨berfu¨hrt werden (Bild 3-2).
Rh(t,t´;τ,τ´)
RS(τ,τ´;fd,fd´)
R T(f,f´;fd,fd´)
RH(f,f´;t,t´)
DF DF
DF
DF
DF-1
DF-1
DF-1
DF-1
Bild 3-2: Zusammenhang zwischen den Korrelationsfunktionen.
3.2 Messung zeitvarianter, bandbegrenzter Impulsantworten
Ausbreitungsmessungen im Funkfeld sind fu¨r den Entwurf von fla¨chendeckenden
U¨bertragungssystemen sowohl zur Ableitung von Parametern zur Funknetzplanung,
als auch als Basis fu¨r Systemsimulationen unverzichtbar. Daru¨ber hinaus dienen sie
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zur Validierung von Funknetzplanungen sowie zum Nachweis der Gu¨ltigkeit stati-
stischer Ausbreitungsmodelle. Im folgenden wird das Konzept sowie die wichtigsten
Eigenschaften eines Messsystems beschrieben, das die messtechnische Erfassung und
Aufzeichnung komplexwertiger und zeitvarianter Kanalimpulsantworten erlaubt. Die-
ses Messsystem ist in verschiedenen Ausfu¨hrungen als RUSK Channel Sounder kom-
merziell verfu¨gbar [Mar94] und wird fu¨r alle Kanalimpulsantwortmessungen in die-
ser Arbeit eingesetzt. Die Messaufgabe besteht darin, die Ausbreitungseigenschaften
durch wiederholte Messungen von Momentaufnahmen h(ti, τ) zu den a¨quidistanten
Beobachtungszeitpunkten ti zu erfassen.
Die direkte Methode zur Bestimmung einer Impulsantwort durch Anregung mittels
Dirac-Impuls am Kanaleingang beinhaltet im allgemeinen mehrere Nachteile. Die Er-
zeugung von Impulsen genu¨gend kurzer Dauer und mit genu¨gend hohem Energiein-
halt, um ein genu¨gend hohes Signal-zu-Rauschverha¨ltnis am Empfa¨nger zu gewa¨hr-
leisten, ist technisch schwierig. Es ist außerdem fraglich, ob im Falle der Anre-
gung mit Impulsen extrem hoher Amplitude wirklich lineares Verhalten des Mo-
bilfunkkanals vorausgesetzt werden kann. Beide Schwierigkeiten werden durch das
Ausnutzen der Korrelationseigenschaften von Pseudo-Zufallsfolgen (”Pseudo Noise
(PN)”-Sequenzen) als Testsignale umgangen. Solche PN-Sequenzen, die auch als m-
Sequenzen bezeichnet werden, ko¨nnen durch bina¨re Umcodierung (1 → -1, 0 → 1)
aus Ausgangsfolgen von ru¨ckgekoppelten Schieberegistern mit LS Zustandsspeichern
gewonnen werden. Die Ru¨ckkoppelung ist dabei so zu wa¨hlen, dass Ausgangsfolgen
maximal mo¨glicher Periode lS = 2
LS − 1 entstehen. Die Kreuzkorrelierte ϕ0(k) zwi-
schen der unendlich langen, lS-periodischen m-Sequenz pn(k mod lS) und einer Periode
pn(k) kann auch als Ergebnis der Faltung von pn(k mod lS) mit einer zeitlich invertier-
ten Periode pn(−k) interpretiert werden. ϕ0(k) besteht aus lS-periodisch auftretenden
Impulsen der Ho¨he lS + 1, denen additiv eine konstante Ablage der Ho¨he −1 u¨berla-
gert ist. Diese Ablage erweist sich bei der spa¨teren Anwendung als sto¨rend und wird
deshalb durch Addition einer geeigneten Folge b(−k) zur Korrelatorfolge pn(−k) be-
seitigt. Die Auswirkung einer zusa¨tzlichen Verschiebung der verwendeten m-Sequenz
pn(k mod lS) um eine frei wa¨hlbare Konstante AS wird bei geeigneter Wahl von b(k)
gema¨ß
b(k) =
{
(1 + A)/(AS · lS − 1) fu¨r 0 ≤ k < lS,
0 sonst
( 3.22)
ebenfalls kompensiert. Die modifizierte Kreuzkorrelierte ϕ(k) ist
ϕ(k) =
pn(k)︷ ︸︸ ︷
(pn(kmodlS) + AS)?
(lS+1)·hc(k+lS)︷ ︸︸ ︷
(pn(−k) + b(−k)) = pn′(k) ? (lS + 1) · hc(k)
=
{
lS + 1 fu¨r k = iLS , i ∈ Z
0 sonst,
( 3.23)
worin hc(k) die Korrelatorimpulsantwort beschreibt. Die Form der Kreuzkorrelations-
funktion ϕ(k) fu¨hrt zur Anwendung von PN-Sequenzen als Testsignale zur Messung
von Kanalimpulsantworten entsprechend Bild 3-3, wobei fu¨r den als linear ange-
nommenen Funkkanal das Korrelationsfilter in den Empfa¨nger verlegt wird.
Im Prinzip nutzt die beschriebene Korrelationsmethode damit die Approximation
einer periodischen Erregung des Kanals am Eingang durch aufeinanderfolgende PN-
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Bild 3-3: Impulsantwortmessung mit periodischer PN-Sequenz und Korrelationsfilter
im Empfa¨nger.
Sequenzen. Fu¨r kausale Impulsantworten h(k) mit h(k) ≈ 0 fu¨r k ≥ lS erha¨lt man
das Messergebnis am Ausgang des Korrelators
y(k) = (lS + 1)h(k mod lS). ( 3.24)
Das Messergebnis am Korrelatorausgang entspricht also einer um den Faktor lS + 1
versta¨rkten Version der Impulsantwort des Messobjekts. Sowohl der Korrelator, als
auch der Funkkanal sind lineare Systeme. Deshalb ist es mo¨glich den Korrelator, der
als FIR-Filter im RUSK Channel Sounder implementiert ist, auf die Ausgangsseite
des Messobjektes, d.h. in den Empfa¨nger des Channel Sounders zu verschieben, ohne
das Messergebnis y(k) zu vera¨ndern.
Durch die zeitdiskrete Korrelationsmethode werden Abtastwerte h(ti, k) von bandbe-
grenzten Versionen der interessierenden momentanen Kanalimpulsantworten h(ti, τ)
gewonnen. Die Bandbreite 2fg des Messsystems wird hauptsa¨chlich durch die Chipfre-
quenz fT bestimmt, die der Taktfrequenz des zur Erzeugung der PN-Sequenz benutz-
ten Schieberegisters entspricht. Solange die Bandbreite des zu vermessenden Kanals
kleiner oder gleich der Chipfrequenz fT ist, bedeutet die Bandbegrenzung keinen In-
formationsverlust und es gilt
h(ti, k) = h(ti, τk = k/fT ) ( 3.25)
Neben der eigentlichen Korrelation u¨bernimmt das im Messempfa¨nger eingesetzte zy-
klische Filter, beschrieben im Zeitbereich durch seine Impulsanwort hc(k) bzw. im
Frequenzbereich durch Hc(µ), zwei weitere Aufgaben. Beim realen Messsystem verur-
sachen sowohl die im Sende- und Empfangsteil eingesetzten Mischer und Versta¨rker,
als auch die im Quadraturdemodulator beno¨tigten selektiven Filter lineare Verzerrun-
gen. Der resultierende Frequenzgang des Messsystems im a¨quivalenten Tiefpassbereich
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weicht deshalb in Betrag und Phase von dem eines idealisierten Tiefpasses der Grenz-
frequenz fg ab. Dieser Eigenfrequenzgang ist durch eine Kalibriermessung, bei der
Senderausgang und Empfa¨ngereingang durch einen Kurzschluss miteinander verbun-
den werden, bestimmbar. Bei der eigentlichen Messung la¨sst sich dieser dann be-
kannte Eigenfrequenzgang innerhalb der Messbandbreite mittels einer Modifikation
des spektralen Multiplikationsvektors Hc(µ) ohne zusa¨tzlichen Realisierungsaufwand
entzerren. Daneben kann dem Messgera¨t durch geeignete spektrale Gewichtung der
Hc(µ) ein innerhalb der Messbandbreite frei wa¨hlbarer Wunschfrequenzgang aufge-
pra¨gt werden.
Im Zusammenhang mit der Untersuchung von Gleichwellennetzen ist die synchrone
Ausmessung von mehreren Funkkana¨len zwischen unterschiedlichen Sendestationen
und einer Empfangsstation von Interesse. Zur Bewa¨ltigung solcher Messaufgaben ist
vom Channel Sounder ein besonderer Messmodus zur Verfu¨gung zu stellen. Eine Rea-
lisierungsmo¨glichkeit, die im RUSK XL Channel Sounder implementiert ist, besteht
darin, in diesem Messmodus eine Anzahl von S orthogonalen Testsignalen auszusen-
den. Im Empfa¨nger des Channel Sounders erfolgt die Trennung der einzelnen Signal-
anteile durch Ausnutzen der Orthogonalita¨t. Die Orthogonalita¨t der S Testsignale
pns(k) mit s = 1, 2, ..., S erreicht man durch versetzte Unterabtastung im Spektral-
bereich entsprechend Bild 3-4.
Die in allen Messmodi zwischen Sender und Empfa¨nger erforderliche Synchronisation
f
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Bild 3-4: Spektrallinienbelegung orthogonaler Testsignale.
wird im Falle der RUSK Channel Sounder durch die Verwendung genauer Referenz-
oszillatoren, sogenannter Rubidiumnormale, mit einer relativen Frequenzgenauigkeit
von ca. 10−11 gewa¨hrleistet.
Fu¨r die dieser Arbeit zugundeliegenden Messungen wurden die Channel Sounder
RUSK XL und RUSK XA verwendet, fu¨r die lS = 1024 und Tb = 0, 1 µs bei ei-
ner maximalen Messbandbreite von 6 MHz beziehungsweise 8 MHz gilt.
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3.3 WSSUS-Kanalmodellierung
Fu¨r eine Vielzahl von Mobilfunkkana¨len kann eine vereinfachte Beschreibung der
Kanaleigenschaften durch die Einfu¨hrung des sogenannten WSSUS-Modells (”Wide-
Sense Stationary Uncorrelated Scattering”) [Bel63], [Par92] erreicht werden. Dieses
basiert zum einen auf der Annahme schwacher Stationarita¨t bzw. Stationarita¨t im
weitesten Sinne (WSS) und zum anderen auf der Annahme unkorrelierter Mehrwe-
geausbreitung (US). Fu¨r schwach stationa¨re Kana¨le gilt, dass ihre Autokorrelations-
funktionen invariant gegenu¨ber Zeitverschiebungen sind, d.h. sie ha¨ngen nur von der
Zeitdifferenz ∆t = t′− t ab. Bei US-Kana¨len gilt, dass die Signalanteile von Fernfeld-
pfaden mit unterschiedlichen Laufzeiten unkorreliert sind. In [Bel63] wurde gezeigt,
dass bei WSS- und US-Kana¨len eine Zeit-Frequenz-Dualita¨t gilt. Das bedeutet, dass
im Falle von WSS Signalanteile, die eine unterschiedliche Dopplerverschiebung er-
fahren, unkorreliert sind und dass US-Kana¨le im weitesten Sinne stationa¨r bezu¨glich
der Frequenzvariable sind, d.h. die Autokorrelationsfunktion ist lediglich von der Fre-
quenzdifferenz ∆f = f ′ − f abha¨ngig. Die Autokorrelationsfunktionen der System-
funktionen vereinfachen sich durch die WSSUS-Annahme zu
Rh(t, t +∆t; τ, τ
′) = δ(τ ′ − τ)Ph(∆t, τ), ( 3.26)
RT (f, f +∆f ; fd, f
′
d) = δ(f
′
d − fd)PT (∆f, fd), ( 3.27)
RH(f, f +∆f ; t, t+∆t) = RH(∆f,∆t), ( 3.28)
RS(fd, f
′
d; τ, τ
′) = δ(f ′d − fd)δ(τ ′ − τ)PS(fd, τ). ( 3.29)
Die mit P (·) bezeichneten Funktionen stellen Kreuzleistungsdichtespektren dar, die
untereinander sowie mit der Korrelationsfunktion RH(∆f,∆t) durch eindimensiona-
le Fouriertransformationen gema¨ß Bild 3-5 verknu¨pft sind. Eine wichtige Funk-
tion stellt das reellwertige Verzo¨gerungs-Doppler-Leistungsdichtespektrum (VDLS)
PS(τ, fd) dar, die auch als ”Scatter-Funktion” bezeichnet wird [Bel63], [Par92]. Die
Scatter-Funktion zeigt die Verteilung der Empfangsleistung u¨ber der Verzo¨gerungszeit
und der Dopplerfrequenz und veranschaulicht damit die Zeit- und Frequenzdispersion
des Mobilfunkkanals. Zur Beschreibung des WSSUS-Kanals im Zeitbereich dient das
Verzo¨gerungs-Kreuzleistungsdichte-Spektrum
Ph(τ,∆t) =
∫ +∞
−∞
PS(fd, τ)e
j2pifd∆tdfd. ( 3.30)
Wird das Zeitintervall ∆t = 0 gesetzt, so geht Ph(τ,∆t) in das reellwertige
Verzo¨gerungs-Leistungsdichte-Spektrum (VLS)
Ph(τ) =
∫ +∞
−∞
PS(fd, τ)dfd ( 3.31)
u¨ber, das sich durch Integration der Scatter-Funktion u¨ber den Dopplerfrequenzbe-
reich ergibt. Ph(τ) gibt die am Empfa¨nger ankommende Leistung in Abha¨ngigkeit
von der Verzo¨gerungszeit an und entspricht damit dem mittleren Betragsquadrat der
Kanalimpulsantwort h(t, τ). Von praktischem Interesse sind die Momente erster und
zweiter Ordnung von Ph(τ). Das normierte erste Moment ist die mittlere Verzo¨ge-
rungszeit Tm:
Tm =
∫+∞
−∞ τPh(τ)dτ∫ +∞
−∞ Ph(τ)dτ
. ( 3.32)
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Bild 3-5: Zusammenhang zwischen den Korrelationsfunktionen beim WSSUS-
Modell.
Als Mehrwegeverbreiterung (”Delay Spread” oder ”Multipath Spread”) wird das nor-
mierte zweite Zentralmoment
Tv =
√√√√∫+∞−∞ (τ − Tm)2Ph(τ)dτ∫+∞
−∞ Ph(τ)dτ
( 3.33)
bezeichnet. Die Mehrwegeverbreiterung entspricht der Standardabweichung des VLS.
Sie dient zur quantitativen Beschreibung des zeitdispersiven Kanalverhaltens. Ei-
ne a¨quivalente Beschreibung des Kanals im Frequenzbereich ist durch das Doppler-
Kreuzleistungsdichte-Spektrum
PT (∆f, fd) =
∫ +∞
−∞
PS(fd, τ)e
−j2pi∆fτdτ ( 3.34)
mo¨glich. Fu¨r ∆f = 0 erha¨lt man das Doppler-Leistungsdichte-Spektrum (DLS)
PT (fd) =
∫ +∞
−∞
PS(fd, τ)dτ. ( 3.35)
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Das DLS stellt somit die mittlere Empfangsleistung als Funktion der Dopplerfrequenz
dar. Aus dem DLS ergibt sich die mittlere Dopplerverschiebung zu
Bm =
∫+∞
−∞ fdPT (fd)dfd∫ +∞
−∞ PT (fd)dfd
( 3.36)
und die Dopplerverbreiterung (Doppler Spread) zu
Bd =
√√√√∫+∞−∞ (fd − Bm)2PT (fd)dfd∫+∞
−∞ PT (fd)dfd
. ( 3.37)
Die Dopplerverbreiterung beschreibt quantitativ das frequenzdispersive Kanalverhal-
ten.
Die Autokorrelationsfunktion der U¨bertragungsfunktion H(t, f) fu¨r WSSUS-Kana¨le,
die Frequenz-Zeit-Korrelationsfunktion RH(∆f,∆t) berechnet sich zu
RH(∆f,∆t) =
∫ +∞
−∞
Ph(∆t, τ)e
−j2pi∆fτdτ ( 3.38)
=
∫ +∞
−∞
PT (∆f, fd)e
−j2pifd∆tdfd. ( 3.39)
Mit ∆t = 0 erha¨lt man die Frequenz-Korrelationsfunktion RH(∆f), die sich aus
der Fourier-Transformierten des VLS Ph(τ) ergibt. In dieser Arbeit wird der Wert
∆f = Bk, fu¨r den der Betrag der Frequenz-Korrelationsfunktion zum ersten Mal
den Wert 0, 5 · |RH(∆f = 0)| unterschreitet, als Koha¨renzbandbreite bezeichnet. Die
Koha¨renzbandbreite Bk wird als die maximal nutzbare Bandbreite eines nichtentzerr-
ten Funkkanals angesehen [Lor85], [Pro89]. Wird ∆f = 0 gesetzt, so ergibt sich die
Zeit-Korrelationsfunktion RH(∆t), die der inversen Fourier-Transformierten des DLS
PT (fd) entspricht. Unter der Koha¨renzdauer Tk wird in dieser Arbeit der Wert ∆t ver-
standen, fu¨r den der Betrag der Zeit-Korrelationsfunktion den Wert 0, 5·|RH(∆t = 0)|
zum ersten Mal unterschreitet. Die Koha¨renzdauer ist ein Maß fu¨r die Zeitvera¨nder-
lichkeit der Kanalcharakteristik.
3.3.1 Parametrisierung von WSSUS-Modellen aus Messungen
Wa¨hrend ausreichend kleiner Beobachtungsabschnitte ko¨nnen die Geschwindigkeit
der Mobilstation v, die Pfadkoeffizienten Aκ, die Informationen u¨ber die komple-
xen Streukoeffizienten und zur Da¨mpfung der sich am Empfangsort u¨berlagernden
elektromagnetischen Teilwellen enthalten, und die Einfallswinkel αeκ der eintreffen-
den Wellenfronten am Empfa¨nger als na¨herungsweise konstant angesehen werden.
Im Fernfeld der Ausbreitung gibt es eine begrenzte Anzahl p von signifikanten Re-
flektoren. Von jedem dieser Fernfeldreflektoren kann eine Wellenfront auf direktem
Wege am Empfa¨nger eintreffen und einen deterministischen Anteil mit der Verzo¨ge-
rungszeit τν , dem Einfallswinkel αν und der Dopplerverschiebung fdν verursachen.
Die Dopplerverschiebung fdν ergibt sich mit der Mittenfrequenz fc des U¨bertragungs-
kanals zu fdν = fc · v/c · cos(αeν). Jede dieser Wellenfronten wird aber auch in der
unmittelbaren Umgebung der Mobilstation durch eine Vielzahl diffuser Beugungs-
und Reflexionserscheinungen gestreut. Die Anteile dieser lokalen Streuprozesse sind
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durch vernachla¨ssigbar kleine Laufzeitunterschiede ∆τνκ = τκ − τν gekennzeichnet.
Vernachla¨ssigbar bedeutet, dass die Bedingung ∆tνκ  1/B innerhalb der U¨bertra-
gungsbandbreite B erfu¨llt ist. Insgesamt erha¨lt man fu¨r die komplexe Impulsantwort
bzw. U¨bertragungsfunktion im Basisband
h(t, τ) =
p∑
ν=1
[Aνe
j2pifdνt + a(s)ν (t)︸ ︷︷ ︸
aν(t)
] · δ(τ − τν), ( 3.40)
H(t, f) =
p∑
ν=1
[Aνe
j2pifdνt + a(s)ν (t)] · e−j2pifτν ( 3.41)
mit a(s)ν (t) =
∑
κ
Aνκe
j(2pifdνκt+Φνκ). Aufgrund der Vielzahl von Streueffekten im Nah-
feld ko¨nnen die Phasen Φνκ = [−2pifc(τν + ∆τνκ)] mod 2pi stochastisch interpretiert
werden, d.h. sie werden als Realisierungen von statistisch unabha¨ngigen Zufallsvaria-
blen angenommen, die im Intervall [0, 2pi[ gleichverteilt sind. Fallen daru¨ber hinaus
die Teilwellen der Fernfeldpfade mit gleicher Leistung an einer omnidirektionalen
Empfangsantenne ein, so ist das Leistungsdichtespektrum der Streuprozesse aν(t) als
sogenanntes ”klassisches” oder ”Jakes”- Doppler-Spektrum gegeben:
PTν (fd) =

σ2ν
pifdmax
√
1−
(
fd
fdmax
)2 fu¨r |fd| < fdmax ,
0 sonst.
( 3.42)
Der Faktor σ2ν = E{|aν(t)|2} entspricht der mittleren Leistung des Prozesses aν(t).
Mit dieser Annahme und unter Verwendung des zentralen Grenzwerttheorems la¨sst
sich das Verhalten der Streuprozesse a(s)ν (t) im WSSUS-Modell einfach nachbilden.
Leistungsdominante Komponenten, die z.B. bei direkter Sichtverbindung zwischen
Sender und Empfa¨nger oder in Folge von ausgepra¨gten Reflexionsvorga¨ngen auftre-
ten, ko¨nnen deterministisch durch Beaufschlagung der stationa¨ren Gaußprozesse mit
zeitvarianten Mittelwerten beru¨cksichtigt werden. Das Leistungsdichtespektrum ei-
nes solchen Prozesses kann duch die U¨berlagerung eines klassischen DLS und eines
Dirac-Impulses beschrieben werden, d.h.
PTν (fd) =

σscatt2ν
pifdmax
√
1−
(
fd
fdmax
)2 + σdet2ν · δ(fd − fddet) fu¨r |fd| < fdmax,
0 sonst,
( 3.43)
wobei σscatt
2
ν = E{|a(s)ν (t)|2 die Leistung der diffusen Streukomponenten und σdet2ν =
|Aν|2 die der deterministischen Komponente angibt.
Gleichung 3.41 la¨sst sich unmittelbar in die Simulatorstruktur nach Bild 3-6 um-
setzen. Die Realisierungen der stochastischen Streuprozesse werden durch geeignete
spektrale Formung Fν(fd) der Ausgangssignale nν(t) von p verschiedenen komplexen,
unkorrelierten und normalverteilten Rauschquellen erzeugt. Eventuell zu beru¨cksich-
tigende deterministische Anteile werden anschließend additiv u¨berlagert. Die so ge-
wonnenen Streuprozesse aν(t) werden mit dem jeweils um τν verzo¨gerten Sendesignal
xT (t) multipliziert und danach zum Empfangssignal yT (t) aufsummiert.
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Bild 3-6: WSSUS-Kanalsimulatorstruktur: Erzeugung der Streuprozesse aν (links)
und vollsta¨ndiger Kanalsimulator zur Simulation von p Fernfeldpfaden (rechts) mit
dem Eingangssignal x(t) und dem Ausgangssignal y(t).
Da alle auftretenden Signale spektral begrenzt sind, ko¨nnen sie durch ihre Abtastwer-
te dargestellt werden und die Simulatorstruktur nach Bild 3-6 kann digital realisiert
werden. Aufgrund der geringen Anzahl der zur vollsta¨ndigen Beschreibung notwen-
digen Parameter, na¨mlich Anzahl und Werte der Pfadlaufzeiten, stochastische und
deterministische Anteile pro Pfad und ggf. unterschiedlicher Formfilter, eignet sich
das WSSUS-Modell hervorragend zur Standardisierung. So wurden fu¨r Makrozellen
typische Einstellungen solcher Parametersa¨tze im Rahmen der Arbeitsgruppe COST
207 [CEC89] vorgeschlagen und standardisiert.
Funkkanalmessungen liefern spektrale Abtastwerte der momentanen U¨bertragungs-
funktionH(t, f) zu a¨quidistanten Zeitpunkten ti = l·∆t, wobei ∆t genu¨gend klein sein
muss, um das Abtasttheorem bezu¨glich der maximalen Dopplerfrequenz zu erfu¨llen.
Jede Momentaufnahme entha¨lt K spektrale Abtastwerte an den diskreten Frequenz-
stellen fk = ∆f · k innerhalb der Messbandbreite. Das Intervall ∆f muss genu¨gend
klein sein, um das Abtasttheorem bezu¨glich der maximalen Pfadverzo¨gerung τν einzu-
halten. Somit sind entsprechend dem WSSUS-Modell aus LM aufeinander folgenden
Momentaufnahmen des Scha¨tzwertes der abgetasteten U¨bertragungsfunktion die Mo-
dellparameter zu bestimmen:
Hˆl,k = H(tl, fk) +Nl,k
=
p∑
ν=1
aν(l)e
−j2pik∆fτν +Nl,k,
k = −(K − 1)/2, ..., 0, ..., (K − 1)/2, l = 0, ..., LM − 1; ( 3.44)
hierin beschreibt Nl,k den Einfluss des Empfa¨ngerrauschens (thermisches Rauschen,
Quantisierungsrauschen, etc.). Die Anzahl LM der zur Bestimmung der Parameter
herangezogenen Momentaufnahmen darf nicht zu groß werden, damit die Annahme
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(schwacher) Stationarita¨t des Kanals ausgegangen werden kann. Entsprechend einer
empirischen Regel [Par92] sollte der mobile Empfa¨nger wa¨hrend der Zeit, innerhalb
der die LM Momentaufnahmen gemessen werden, maximal eine Wegstrecke zuru¨ck-
legen, die einigen zehn Wellenla¨ngen (ca. 20 λc) der Tra¨gerfrequenz entspricht. Mit
dieser Notation ergibt sich die Parameterscha¨tzung der WSSUS-Parameter wie folgt:
1. Modellordnung p:
Die Modellordnung p wird durch die Berechnung der Eigenwerte der Matrix
Rˆ = HˆHHˆ mit der hermitschen Matrix HˆH bestimmt. Fu¨r den ungesto¨rten
Fall ergibt sich p gleich der Anzahl der von Null verschiedenen Eigenwerte λˆν.
Fu¨r den i.a. gesto¨rten Fall liefert die Scha¨tzung der Varianz der Sto¨rung eine
Schranke, gegen die alle Eigenwerte verglichen werden und damit die Scha¨tzung
der Modellordnung p ermo¨glicht.
2. Laufzeitscha¨tzung τν:
Die Bestimmung der komplexen Werte zν = e
−j2pik∆fτν , ν = 1, ..., p, die
die Pfadverzo¨gerungen enthalten, erfolgt mit Methoden, die urspru¨nglich zur
Scha¨tzung von Sinussignalen in weissem Rauschen entwickelt wurden [Hua90],
[Tuf82].
3. Bestimmung der aν(i):
Durch die Gleichung Hˆl,k =
∑p
ν=1 aν(l)z
k
ν , −(K − 1)/2 ≤ k ≤ (K − 1)/2
mit den nach Schritt 1 und 2 bekannten Werten fu¨r p und zν ergeben sich fu¨r
jeden Wert l jeweils K Gleichungen zur Berechnung der p Unbekannten aν(l).
Die wegen K ≥ LM im allgemeinen u¨berbestimmten Gleichungssysteme werden
durch Minimierung des quadratischen Gleichungsfehlers gelo¨st.
4. Berechnung des deterministischen Anteils Aνe
j2pifdν l∆t:
Hier werden a¨hnliche Methode wie im Schritt 2 zur Laufzeitscha¨tzung ange-
wandt; d.h. Verfahren zur Scha¨tzung von Sinussignalen im Rauschen.
5. Berechnung der p Formfilter zur Rauschformung:
Die parametrische Scha¨tzung des Leistungsdichtespektrums PTν (fd) der p Fol-
gen a(s)ν (l) liefert die Koeffizienten der durch Fν(fd) beschriebenen Formfilter
derart, so dass gilt |Fν(fd)|2 ≈ PˆTν(fd). In den meisten Fa¨llen kann jedoch auf
diesen Schritt verzichtet werden und ein klassisches DLS wie oben beschrieben
vorausgesetzt werden.
Durch wiederholte Anwendung der Schritte 1 bis 5 zur Bestimmung der WSSUS-
Modellparameter fu¨r die Kanalmessungen entlang von Messstrecken ko¨nnen die
Messdaten gro¨ßerer Messkampagnen so aufbereitet werden, dass typische Kanalm-
odelle systematisch abgeleitet werden ko¨nnen. Beispiele hierfu¨r werden in [Wen00]
auf der Basis von Messkampagnen in Darmstadt und Berlin gegeben.
3.3.2 MIMO-Funkkanalmodellierung
In sogenannten MIMO (”Multiple Input Multiple Output”)-Systemen werden sowohl
sende-, als auch empfangsseitig mehrere, u¨blicherweise ra¨umlich getrennte Antennen-
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elemente eingesetzt. Dadurch kann im Gegensatz zur rein zeitlichen Signalverarbei-
tung bei Verwendung einer Antenne am Sender und bzw. am Empfa¨nger in SISO
(”Single Input Single Output”)-Systemen u¨ber die ra¨umliche Dimension eine zusa¨tz-
liche Signalverarbeitung mit dem Ziel der Steigerung der spektralen Effizienz ange-
wandt werden. Als Maß der spektralen Effizienz einer Funkverbindung dient hier die
informationstheoretische Kanalkapazita¨t C, die nach Shannon [Sha49] ein Maß fu¨r
die maximal mo¨gliche Datenrate, die mit beliebig kleiner Bitfehlerrate u¨ber einen
Kanal u¨bertragen werden kann, darstellt. Als Funktion der empfangenen Signallei-
stung PN und der Rauschleistung N = N0 ·B ergibt sich die Kanalkapazita¨t fu¨r den
nicht-frequenzselektiven AWGN-Kanal bei SISO-Systemen zu [Sha49]
C = log2(1 +
PR
N
) ( 3.45)
und wird in der Maßeinheit bit/(s·Hz) oder bps/Hz (”Bits Per Second/Hertz”) ange-
geben. Fu¨r das in Bild 3-7 dargestellte MIMO-System ergeben sich zwischen den
Sender EmpfängerMIMO-Kanal
1
nT-1
nT
1
nR-1
nR
Bild 3-7: MIMO-System mit nT Sende- und nR Empfangsantennen.
nT Sendeantennen und den nR Empfangsantennen nT × nR U¨bertragungsfunktionen.
Zuna¨chst werde von einem schmalbandigen MIMO-Kanal ausgegangen, d.h. die ein-
zelnen Kanalu¨bertragungsfunktionen ko¨nnen jeweils durch eine komplexwertige Zahl
beschrieben werden. Fasst man diese gema¨ß
H = [h1h2 · · ·hnT] ( 3.46)
zusammen, wobei hi ein nR×1 dimensionaler Vektor ist, in dem die komplexwertigen
Kanalu¨bertragungsfaktoren der i−ten Sendeantenne, i = 1...nT , zu den nR Emp-
fangsantennen zusammengefasst sind. Das nR × 1 dimensionale Empfangssignal y(t)
ergibt sich damit als Funktion des nT × 1 dimensionalen Sendesignals zu
y(t) = H · s(t) + n(t), ( 3.47)
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wobei hier additives weisses Gauß-verteiltes Rauschen der Varianz σ2N angenommen
wurde (AWGN). Bei einer Gesamtsendeleistung PS betra¨gt die mittlere Sendeleistung
pro Sendeantennenelement PS
nT
. Daru¨ber hinaus wird im folgenden davon ausgegan-
gen, dass senderseitig keine Kanalinformation vorliegt und deshalb die gesamte Sen-
deleistung zu jedem Zeitpunkt gleichma¨ßig auf die Sendeantennenelemente aufgeteilt
wird. Mit SNR werde das Signal-Rauschverha¨ltnis bezeichnet, das sich als Quotient
aus gesamter empfangener Leistung und σ2N ergibt. Mit diesen Annahmen ergibt sich
als Erweiterung der Shannonschen Formel zur Kanalkapazita¨t fu¨r nR × nT MIMO-
Systeme [Fos98]:
C = log2 det(InR +
SNR
nT
·HH∗), ( 3.48)
worin InR die Einheitsmatrix bezeichnet. Die Kanalkapazita¨t des durch Frequenzse-
lektivita¨t gekennzeichneten breitbandigen Funkkanals, ergibt sich als mittlere Kanal-
kapazita¨t u¨ber K parallele schmalbandige Funkkana¨le [Czy95], [Mol01]:
C =
1
K
K∑
k=1
log2 det(InR +
SNR
nT
·HkH∗k). ( 3.49)
Unter der im folgenden vorausgesetzten WSSUS-Modellannahme fu¨r jeden Einzelka-
nal kann ein einfaches Modell des Funkkanals fu¨r MIMO-Systeme entwickelt werden.
Dieses Modell muss insbesondere
• Korrelationen zwischen den Sendesignalen der einzelnen Sendeantennenelemen-
te und
• Korrelationen zwischen den Empfangssignalen der verschiedenen Empfangs-
antennenelemente
beru¨cksichtigen. Zur weiteren Vereinfachung wird angenommen, dass Laufzeitunter-
schiede zwischen den Elementen des Sendearrays sowie zwischen den Elementen des
Empfangsarrays zeitlich nicht aufgelo¨st werden ko¨nnen. Durch diese Bedingung er-
gibt sich eine Bandbreitenbegrenzung fu¨r das Kanalmodell. Diese ergibt sich in erster
Na¨herung aus der Lichtgeschwindigkeit c und dem gro¨ßten Abstand aR,T zwischen
zwei Elementen des Sende- oder Empfangsarrays zu c/aR,T und betra¨gt z.B. fu¨r ein
Array bei dem die weitentferntesten Antennenelemente einen Abstand von 3 m auf-
weisen 100 MHz. Um die sendeseitigen Korrelationen geeignet zu beru¨cksichtigen,
mu¨ssen die Streuprozesse aν,j, ν ∈ [1, p], j ∈ [1, nT ] mit p Mehrwegekomponenten und
nT Sendeantennen, entsprechend korreliert sein. Dies kann durch eine Linearkombina-
tion unkorrelierter Streuprozesse a′ν,j mittels Multiplikation mit einer Dreiecksmatrix
Lν , die sich aus der Korrelationsmatrix R
(T)
ν ergeben, erreicht werden. So ergibt sich
z.B. fu¨r die erste Mehrwegekomponente ν = 1 mit Verzo¨gerungszeit τ1
a11
a12
...
a1nT
 = L1 ·

a′11
a′12
...
a′1nT
 , ( 3.50)
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mit
R(T)ν =

1 r12ν · · · r1nT ν
r∗12ν 1
...
. . .
...
r∗1nT ν · · · 1
 = Lν · LνH . ( 3.51)
Die Elemente der Korrelationsmatrix R(T)ν lassen sich aus
r(l,m)ν =
E ([lν − E(lν)] [m∗ν − E(m∗ν)])√
E (|lν − E(lν)|2)E (|mν − E(mν)|2)
( 3.52)
gewinnen. Hierin bezeichnet E(·) die Erwartungswertbildung und (l, m)ν ∈ (1, nT )
stellen die empfangenen Sequenzen der vom l−ten bzw. m−ten Sendeantennenele-
ment gesendeten Signals fu¨r die ν−te Mehrwegekomponente dar.
Korrelationen zwischen den Empfangsantennenelementen werden dadurch beru¨cksich-
tigt, dass nR unabha¨ngige Simulatorstrukturen linear kombiniert werden. Wird mit
R(R) die nR × nR−dimensionale Korrelationsmatrix bezeichnet, die die Korrelati-
on zwischen den Empfangsantennenelementen beschreibt, so la¨sst sich diese meist
(im Falle positiver Definitheit [Zur86]) in eine Dreiecksmatrix K zerlegen, fu¨r die
R(R) = K ·KH gilt. Das nR−dimensionale Empfangssignal y ergibt sich zu y = K ·y′
aus den im Vektor y′ zusammengefassten Ausgangssignalen der nR unabha¨ngigen Si-
mulatoren. Bild 3-8 zeigt den MIMO-Kanalsimulator, der sich dadurch auszeichnet,
dass die Parametrisierung vollsta¨ndig aus breitbandigen Kanalimpulsantwortmessun-
gen vorgenommen werden kann.
Als Grundlage zur Validierung des zuvor beschriebenen Kanalmodells und zur Gewin-
nung realistischer Aussagen zur erzielbaren Kanalkapazita¨t wurde eine fla¨chendecken-
de Messkampagne im su¨dlichen Rhein-Main-Gebiet zwischen Mainz, Frankfurt und
Darmstadt durchgefu¨hrt und in [Gas01] detailliert beschrieben. Gemessen wurde mit
nT = 2 Sendeantennen- und nR = 8 Empfangsantennenelementen bei einer Tra¨gerfre-
quenz von 920 MHz mit einer Bandbreite von 8 MHz. Die beiden vertikal polarisierten
Sendeantennenelemente waren in einer Ho¨he von 35 m bei einem horizontalen Ab-
stand von 8 m angeordnet. Die Empfangsantennenelemente waren gleichma¨ßig um
den Umfang eines Kreises bei einem gegenseitigen Abstand von λc/2 ≈ 33 cm auf ei-
ner Metallplatte auf dem Dach des Messfahrzeuges angeordnet. Gemessen wurde mit
dem Channelsounder RUSK XA, beim dem zwar empfangsseitig durch einen schnellen
Multiplexer die Verwendung von Mehrelementantennen vorgesehen ist, der jedoch sen-
deseitig in diesem Betriebsmodus nur die Verwendung eines Sendesignals vorsieht. Um
dennoch MIMO-Messungen durchfu¨hren zu ko¨nnen, wurde ein in [Kad92] erstmals
beschriebenes Verfahren angewandt, das eine Trennung der von den verschiedenen
Sendeantennenelementen abgestrahlten Signale im Dopplerfrequenzbereich zula¨sst,
[Gas01]. Entlang von insgesamt 200 km Messstrecke wurde im Abstand von 100 m je
eine Blockmessung ausgelo¨st, bei der nR×nT ×256 komplexwertige Impulsantworten
pro Block gemessen und aufgezeichnet wurden. Im Rahmen der Messdatennachverar-
beitung wurden fu¨r ca. 1000 Blo¨cke von Impulsantworten die Parameter von WSSUS-
Modellen der nT × nR Einzelkana¨le sowie die zugeho¨rigen Korrelationen der Sende-
und Empfangssignale berechnet. Durch Verknu¨pfung der mit Ortsbezug versehenen
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Bild 3-8: MIMO-Kanalsimulator: Kanalsimulator Ai fu¨r nT Sendeantennenelemente
und p Fernfeldpfade fu¨r das i-te Empfangsantennenelement (links). Kanalsimulator
fu¨r nT Sende- und nR Empfangsantennenelemente mit p Fernfeldpfaden (rechts).
Messdaten mit einer morphografischen Datenbank wurde jedem Block von Impul-
santworten eine Bebauungsklasse der Umgebung des Empfangsortes zugewiesen. In
Bild 3-9 ist die Kanalkapazita¨t C als Funktion des Signal-Rauschverha¨ltnisses SNR
fu¨r typische Kanalmodelle der drei Bebauungsklassen ”Rural Area”, ”Forest” und
”Urban Area” fu¨r nT = nR = 2 dargestellt. Zum Vergleich sind sowohl die direkt
aus den gemessenen Impulsantworten berechneten Kanalkapazita¨ten, als auch die aus
simulierten Kanalimpulsantworten berechneten dargestellt. Weiter sind zur Orientie-
rung zusa¨tzlich zwei Verla¨ufe angegeben: zum einen als obere Grenze der Kanalka-
pazita¨t der Verlauf fu¨r den unkorrelierten Rayleigh-Kanal mit den Elementen der
Korrelationsmatrizen r
(T )
i,j = 0∀i 6= j und r(R)i,j = 0∀i 6= j sowie zum zweiten als untere
Grenze der erreichbaren Kanalkapazita¨t der Verlauf fu¨r den korrelierten Rayleigh-
Kanal mit den Korrelationsmatrizen r
(T )
i,j = 1∀i, j und r(R)i,j = 1∀i, j. Man erkennt eine
ausgezeichnete U¨bereinstimmung zwischen Messung und Simulation.
Bild 3-10 zeigt fu¨r einen typischen MIMO-Kanal mit der Empfa¨ngerumgebung ”Ru-
ral Area” die Abha¨ngigkeit der Kanalkapazita¨t vom Signal-Rauschverha¨ltnis wieder
fu¨r Messung und Simulation. Daru¨ber hinaus wird als Parameter die Anzahl nR der
Empfangsantennenelemente variiert. Mit wachsendem nR stellt sich ein wachsender
Diversitygewinn ein, der ein Ansteigen der Kanalkapazita¨t zur Folge hat. Das auf die
Kanalkapazita¨t bei nR = 2 bezogene Ansteigen der Kanalkapazita¨t fu¨r nR = 4 bzw.
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Bild 3-9: MIMO-Kanalkapazita¨t als Funktion des SNR mit nT = nR = 2: Messung
und entsprechende Simulation fu¨r die Empfa¨ngerumgebungen ”Rural Area”, ”Forest”
und ”Urban Area” abgeleitet aus einer Landnutzungsdatenbank sowie die Simulation
fu¨r unkorrelierte Sende- und Empfangssignale, |r|TX = |r|RX | = 0, bzw. korrelierte
Sende- und Empfangssignale, |r|TX = |r|RX = 1.
nR = 8 ist fu¨r kleine Werte SNR gro¨ßer als fu¨r hohe Werte des Signal-Rauschverha¨lt-
nisses. Wieder besteht ausgezeichnete U¨bereinstimmung zwischen Messung und Si-
mulation.
3.3.3 Messungen zur Richtungsabha¨ngigkeit des Funkkanals
Die Untersuchung der Richtungsabha¨ngigkeit der Wellenausbreitung im Funkkanal
ist aus verschiedenen Gru¨nden sinnvoll:
• Durch die Kenntnis der Einfallsrichtungen der am Empfangsort eintreffenden
Wellenfronten zusa¨tzlich zu den Gro¨ßen Leistung und Verzo¨gerungszeit er-
langt man ein besseres Versta¨ndnis der grundlegenden Ausbreitungsmechanis-
men im Mobilfunkkanal. Diese zusa¨tzliche Information kann dazu dienen, rech-
nergestu¨tzte Wellenausbreitungsmodelle zu validieren, die zur Funknetzplanung
beno¨tigt werden [Lie94].
• Liegen bestimmte Richtungseigenschaften des Funkkanals vor, so ko¨nnen die-
se prinzipiell in zweierlei Hinsicht beim Systementwurf beru¨cksichtigt werden.
Zum einen kann das Signal-Sto¨rverha¨ltnis einzelner Funkverbindungen durch
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Bild 3-10: Messung und Simulation der Kanalkapazita¨t fu¨r eine ”Rural Area”-
Empfangsumgebung als Funktion des SNR mit unterschiedlicher Anzahl von Emp-
fangsantennen (nR = 2, 4, 8).
Auspra¨gung von im allgemeinen elektronisch steuerbaren Richtdiagrammen ver-
bessert werden, diese Methoden werden als ”Beamforming” bezeichnet. Zum
anderen kann der entlang von Vorzugsrichtungen erfolgende Leistungstransport
vom Sender zum Empfa¨nger dazu genutzt werden, um eine ra¨umliche Filterung
und damit Trennung verschiedener Signale durchzufu¨hren. Insbesondere zur Ka-
pazita¨tssteigerung in Mobilfunknetzen wird dadurch eine Interferenzreduktion
beim Mehrteilnehmerzugriff auf den Funkkanal erzielt. Man spricht von ”Spatial
Division Multiple Access (SDMA)”. Beispiele verschiedener Szenarien werden
in [Mar97] genannt.
Zur Scha¨tzung der Einfallsrichtungen der Wellenfronten sind verschiedene Antennen
anwendbar:
• Richtantenne: Eine Richtantenne mit schmaler Hauptkeule wird direkt zur Er-
fassung der Empfangsleistung aus allen Winkelrichtungen eingesetzt. Dieses
Vorgehen liefert direkt das Winkelspektrum der Empfangsleistung. Neben den
Nachteilen einer mechanischen Positionierung einer Richtantenne, wie beispiels-
weise unzureichende Geschwindigkeit und Genauigkeit der Ausrichtung in eine
gewu¨nschte Richtung, gehen auch Nebenkeulen des Richtdiagramms der verwen-
deten Antenne in das Messergebnis ein und mu¨ssen bei der Nachverarbeitung
beru¨cksichtigt werden. Dieses Verfahren wird in [Kle96] verwendet.
• Synthetische Apertur: Durch Positionieren einer Antenne an verschiedenen,
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meist a¨quidistanten Stellen im Raum und zugeho¨rige koha¨rente Aufzeichnung
der Impulsantworten sowie entsprechender Nachverarbeitung werden die Ein-
fallsrichtungen bestimmt. Ein Beispiel zur Anwendung dieses Verfahrens wird
in [Mar96] gegeben.
• Array-Antenne: Mehrere Antennenelemente sind in gleichen Absta¨nden zuein-
ander entlang einer einfachen Geometrie, z.B. entlang einer Linie (”Uniform
Linear Array (ULA)”) oder entlang eines Kreisumfangs (”Uniform Circular Ar-
ray (UCA)”) angeordnet. Im Gegensatz zum Verfahren nach dem Prinzip der
synthetischen Apertur ist eine Kalibrierung wegen der gegenseitigen Beeinflus-
sung der Einzelelemente zwingend erforderlich.
Bei den beiden letztgenannten Antennenprinzipien liegen die Einfallsrichtungen in-
direkt vor. Es kommen Fouriertransformationsmethoden und hochauflo¨sende Algo-
rithmen zur Scha¨tzung der Einfallsrichtungen zur Anwendung. Lediglich das letzt-
genannte Verfahren erlaubt eine genu¨gend schnelle Signalverarbeitung, so dass auch
Aussagen zur Zeitvarianz des Mobilfunkkanals mo¨glich sind.
Das vorliegende Kapitel beschra¨nkt sich auf die Untersuchung der Einfallsrichtungen
im Azimuth am Ort der Mobilstation und verwendet eine UCA-Antenne bestehend
aus 8 Einzelelementen, deren Geometrie in Bild 3-11 angegeben ist und die fu¨r
eine Tra¨gerfrequenz von 920 MHz ausgelegt ist. Legt man ein kartesisches Koordi-
natensystem in den Mittelpunkt des Arrays, dessen x-Achse in Richtung des mit 1
bezeichneten Elementes weist, so ist der Winkel zwischen x-Achse und Verbindungsli-
nie zwischen Ursprung und Position des i−ten Antennenelementes in der x-y-Ebene,
d.h. der azimuthale Winkel:
γi = −2pi i− 1
8
, i = 1, 2, ..., 8. ( 3.53)
Die Phasendifferenz zwischen dem Zentrum des Arrays und dem Element i fu¨r eine
unter dem Azimuthwinkel φ gegenu¨ber der x-Achse und dem Winkel θ gegenu¨ber der
z-Achse auf das Array eintreffenden ebenen Wellenfront ergibt sich mit der Wellenzahl
kc =
2pi
λc
und dem Abstand r0 der Antennenelemente vom Ursprung zu
e−jζ cos(φ−γi) ( 3.54)
mit ζ = kcr0 sin θ und i ∈ 1, . . . , 8. Eine zentrale Gro¨ße zur Beschreibung der Array-
Antenne ist der ”Array Response”- oder ”Steering”-Vektor, der durch die Geometrie
des Arrays, die Wellenla¨nge λc einer ebenen Wellenfront sowie die Winkel φ, θ in
Azmuth und Elevation zu
a(φ, θ) = [e−jζ cos(φ−γ1), e−jζ cos(φ−γ2), · · · , e−jζ cos(φ−γ8)]T ( 3.55)
fu¨r das vorliegende zirkulare Array gegeben ist. Der ”Steering”-Vektor beschreibt
den Zusammenhang zwischen einer einfallenden ebenen Wellenfront des Signals s(t)
und den komplexen Basisbandbeschreibungen der Antennenausgangssignale, die im
Vektor x(t) zusammengefasst sind, gema¨ß
x(t) = a(φ, θ)s(t). ( 3.56)
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Bild 3-11: Ausrichtung des ”Uniform Circular Array (UCA)” mit 8 Monopolanten-
nen u¨ber einer ”Ground Plane” zur Fahrtrichtung (Draufsicht).
Beim praktischen Einsatz von Array-Antennen mu¨ssen insbesondere zwei Effekte
beru¨cksichtigt werden. Zum einen verursachen die Hochfrequenzkomponenten, d.h.
die Antennenelemente, die Kabelzufu¨hrungen, die Versta¨rker, die Modulatoren bzw.
Demodulatoren und die A/D- bzw. D/A-Umsetzer lineare Verzerrungen, die in den
einzelnen Sensorzweigen im allgemeinen unterschiedlich ausfallen. Zum anderen treten
wegen der geringen Absta¨nde der Antennenelemente elektromagnetische Verkopplun-
gen zwischen den Einzelsensoren auf. Beide Effekte ko¨nnen durch eine Koppelma-
trix C
−1 beschrieben werden, deren komplexe Elemente im allgemeinen frequenz-
abha¨ngig sind. Fu¨r eine feste Tra¨gerfrequenz und nicht zu breitbandige U¨bertragung
kann die Frequenzabha¨ngigkeit vernachla¨ssigt werden. Bei der im folgenden betrach-
teten Messbandbreite von 8 MHz bei einer Tra¨gerfrequenz von 920 MHz ist diese
Na¨herung hinreichend genau erfu¨llt. Die Koppelmatrix transformiert den Vektor x˜(t)
der komplexen Einhu¨llenden der Sensorsignale, die von einer idealen Array-Antenne
empfangen bzw. gesendet wu¨rden, in den Vektor x(t) der komplexen Einhu¨llenden
der tatsa¨chlich empfangenen bzw. gesendeten Sensorsignale gema¨ß
x˜(t) = C−1 · x(t). ( 3.57)
Zur Kalibrierung einer Array-Antenne ist eine Kalibriermatrix C zu bestimmen, die
die Umkehrabbildung
x(t) = C · x˜(t) ( 3.58)
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leistet. Im folgenden wird vorausgesetzt, dass das verwendete UCA nur zur azimutha-
len Richtungsscha¨tzung eingesetzt wird, d.h. θ = 90◦ = const. In [Mat01] wird ge-
zeigt, dass die Kalibrierung des verwendeten UCA im Gegensatz zur in [Mar98] fu¨r ein
ULA durchgefu¨hrten Kalibrierung zusa¨tzlich zur Beru¨cksichtigung der Verkopplung
der Einzelelemente auch das in der Azimuthebene nicht-omnidirektionale Richtdia-
gramm der Einzelelemente beru¨cksichtigen muss. Deshalb wurde eine Kalibrierme-
thode nach [See94] angewandt, die sich dadurch auszeichnet, dass die Kalibrierung
als Parameterscha¨tzproblem betrachtet wird und das Richtdiagramm der Einzelele-
mente unbekannt sein darf. Durch Einsetzen von Gl. ( 3.56) in Gl. ( 3.57) ergibt sich
das Empfangssignal unter Beru¨cksichtigung von additivem weissem Gaußrauschen der
Varianz σ2N in der Rauschmatrix N zu
x˜(t) = C−1a(φ)s(t) +N = am(φ)s(t) +N, ( 3.59)
wobei am der tatsa¨chliche Steering-Vektor des nichtidealen Arrays ist. Die Kovarianz-
matrix R fu¨r eine einzelne Signalquelle aus Richtung φ ist somit
R = σ2sam(φ)a
H
m(φ) + σ
2
NI ( 3.60)
wobei σ2s = E{s(t)sH(t)} die Signalleistung und σ2N die Rauschleistung darstellt. Fu¨r
den Fall einer endlichen zur Verfu¨gung stehenden Anzahl LM von Kanalimpulsant-
worten pro Einfallswinkel, die im Rahmen von Kalibriermessungen gewonnen werden
ko¨nnen, ergibt sich eine Scha¨tzung von R zu
Rˆ =
LM∑
l=1
x˜(l)x˜H(l). ( 3.61)
Der Eigenvektor ap(φν) von R mit dem gro¨ßten Eigenwert ergibt multipliziert mit
einer komplexen Konstanten cν den tatsa¨chlichen Steering-Vektor am(φν) fu¨r die ν−te
Einfallsrichtung. Es gilt somit
am(φν) = cνap(φν). ( 3.62)
Scha¨tzwerte aˆp(φν) ergeben sich als jeweils gro¨ßte Eigenvektoren der fu¨r jede Rich-
tung φν gescha¨tzten Kovarianzmatrix Rˆ. Scha¨tzergebnisse fu¨r die Matrix C
−1 und Λ
ko¨nnen durch Minimierung der Kostenfunktion
min
C−1,Λ
||C−1A−ApΛ||F ( 3.63)
im Sinne einer Anpassung des Modells an die Kalibriermessungen mit kleinster Feh-
lerquadratsumme berechnet werden. In diesem Ausdruck bezeichnet || · ||F die Frobe-
niusnorm und
A = [a(φ1), . . . , a(φLW )] ( 3.64)
Ap = [aˆp(φ1), . . . , aˆp(φLW )] ( 3.65)
Λ = diag(c) ( 3.66)
c = [c1, . . . , cLW ]
T , ( 3.67)
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mit LW als der Anzahl der zur Verfu¨gung stehenden Winkelrichtungen fu¨r die Ka-
libriermessungen vorliegen. Die Lo¨sung des Minimierungsproblems wird in [See94]
angegeben. Mit der Lo¨sung des Minimierungsproblems sind die Matrizen C−1 und Λ
bekannt und die Kalibriermatrix ist C = (C−1)−1. Im vorliegenden Fall wurden Ka-
libriermessungen in der Antennenmesshalle des Technologiezentrums der T-Systems
Nova GmbH in Darmstadt in Schritten zu ∆φ = 3◦ u¨ber den gesamten Azimuthbe-
reich von 360◦ durchgefu¨hrt; damit ist LW = 120. Die Anzahl der pro Winkelrichtung
aufgezeichneten komplexwertigen Kanalimpulsantworten wurde hier zu LM = 256
gewa¨hlt. Bild 3-12 zeigt die UCA-Antenne in der Antennenmesshalle montiert auf
einem Pra¨zisionsdrehtisch, mit dem bei fest montiertem Sender der Einfallswinkel der
Wellenfront auf das Array definiert eingestellt wurde. In Bild 3-13 ist die gescha¨tz-
Bild 3-12: Kalibriermessungen der UCA-Antenne, montiert auf einem Pra¨zisions-
drehtisch in einer Antennenmesshalle.
te Einfallsrichtung als Funktion der tatsa¨chlichen Einfallsrichtung fu¨r den Fall des
unkalibrierten Arrays durch den strichpunktierten Verlauf dargestellt. Der Verlauf
der durchgezogenen Linie in Bild 3-13 zeigt im Vergleich dazu die gescha¨tzte Ein-
fallsrichtung als Funktion der tatsa¨chlichen Einfallsrichtung mit dem gleichen Array,
jedoch mit Anwendung einer Kalibriermatrix, die nach der zuvor beschriebenen Me-
thode gewonnen wurde. Man erkennt, dass nur mit Kalibrierung eine sinnvolle Rich-
tungsscha¨tzung mo¨glich ist. In beiden Fa¨llen wurde zur Richtungsscha¨tzung ein im
folgenden beschriebenes, hochauflo¨sendes Verfahren angewandt. Grundsa¨tzlich han-
delt es sich beim angewandten Verfahren um ein ESPRIT (”Estimation of Signal Pa-
rameters via Rotational Invariance Techniques”)-Verfahren [Roy89], das urspru¨nglich
zur Richtungsscha¨tzung mit ULA-Sensoren entwickelt wurde und von der speziellen
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Bild 3-13: Gescha¨tzte Einfallsrichtung im Azimuth als Funktion der tatsa¨chlichen
Einfallsrichtung im Azimuth ohne Kalibrierung (strichpunktierte Linie) und mit Ka-
librierung (durchgezogene Linie) der UCA-Antenne.
Form ihres ”Steering”-Vektors Gebrauch macht. Fu¨r Q am ULA einfallende ebene
Wellenfronten lassen sich die Q ”Steering”-Vektoren in der ”Steering”-Matrix
A(φ) =

1 1 · · · 1
ejψ1 ejψ2 · · · ejψQ
...
. . .
...
ej(nR−1)ψ1 ej(nR−1)ψ2 · · · ej(nR−1)ψQ
 ( 3.68)
fu¨r ein ULA mit nR Antennenelementen und ψ = −kc · d · cosφ, wobei d den a¨quidi-
stanten Abstand der Antennenelemente und φ den Azimuthwinkel bezeichnet, zusam-
menfassen. Die besondere Eigenschaft dieser als Vandermonde-Matrix bezeichneten
Matrix besteht darin, dass jede Komponente einer Spalte der Matrix eine ganzzah-
lige Potenz der ersten Komponente ist und dass die Potenz mit der Zeilennummer
u¨bereinstimmt. Damit la¨sst sich A mittels der Untermatrizen A1 und A2 darstellen
zu
A =
(
A1
letzteZeile
)
=
(
ersteZeile
A2
)
. ( 3.69)
Darin sind die Matrizen A1 und A2 zu
A2 = A1Ψ ( 3.70)
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u¨ber die Diagonalmatrix Ψ mit den Diagonalkomponenten ejψq , q = 1, 2, . . . , Q mit-
einander verknu¨pft. Das Problem der Scha¨tzung der Einfallsrichtungen ist damit auf
das Problem der Bestimmung vonΨ zuru¨ckgefu¨hrt. Der ESPRIT-Algorithmus basiert
auf einer Eigenwertzerlegung der Kovarianzmatrix R. D.h. mit additivem weissem
Rauschen der Varianz σ2N kann R zu
R = UsΛsU
H
s + σ
2UnU
H
n ( 3.71)
dargestellt werden. Hierin spannt Us den Signal-, Un den Rauschunterraum auf und
die Diagonalmatrix Λs entha¨lt als Hauptdiagonalelemente die Q gro¨ßten Eigenwerte
von R. In [Kri96] wird gezeigt, dass Us = AT mit einer Matrix T, die spa¨ter nicht
mehr beno¨tigt wird, gilt; analog zu A kann Us in zwei Untermatrizen U1 und U2
zerlegt werden und es gilt
U1 = A1T ( 3.72)
U2 = A2T, ( 3.73)
wobei unter Beru¨cksichtigung von Gl. 3.70 hieraus
U2 = A1ΨT ( 3.74)
U1 = T
−1ΨT, ( 3.75)
folgt. Definiert man Γ = T−1ΨT, so folgt
U2 = U1Γ. ( 3.76)
Diese Gleichung kann im Sinne kleinster Fehlerquadrate nach Ψ gelo¨st werden. Da Ψ
und Γ u¨ber eine A¨hnlichkeitstransformation verknu¨pft sind, besitzen sie die gleichen
Eigenwerte ejψq , q = 1, 2, . . . , Q, aus denen die Einfallsrichtungen φq = arccos
ψq
kc·d
folgen.
In [Mat94] wird ein Algorithmus auf der Basis des zuvor beschriebenen ESPRIT-
Algorithmus fu¨r UCA-Antennen zur Richtungsscha¨tzung in Azimuth und Elevation
hergeleitet. Demgegenu¨ber wird in [Mar97] ein ESPRIT-Algorithmus zur gemeinsa-
men Verzo¨gerungszeit-Richtungsscha¨tzung mittels ULA auf der Grundlage der Ar-
beiten aus [Zol96] beschrieben. Auf der Grundlage dieser Arbeiten wurde im Rah-
men der vorliegenden Dissertation ein neuer ESPRIT-Algorithmus zur gemeinsa-
men Verzo¨gerungszeit- und Richtungscha¨tzung im Azimuth fu¨r UCA-Antennen ent-
wickelt und in [Mat01] erstmals beschrieben. Die grundsa¨tzliche Idee besteht darin,
den ”Steering”-Vektor des UCA in eine dem ULA-”Steering”-Vektor a¨hnliche Form
zu transformieren, d.h. die ”Steering”-Matrix wird zur Vandermondematrix. Dieser
Algorithmus wurde nach Kalibrierung des Antennenarrays auf die bereits im vor-
angegangenen Abschnitt vorgestellten fla¨chendeckenden Messungen angewandt. In
Bild 3-14 sind die Messstrecken im su¨dlichen Rhein-Main-Gebiet dargestellt.
Betrachtet man die Winkeldifferenz zwischen der gescha¨tzten Einfallsrichtung im Azi-
muth der Wellenfront (”Direction Of Arrival (DOA)”) mit der jeweils ho¨chsten Lei-
stung und der ”Line Of Sight (LOS)” Verbindungslinie zwischen aktuellem Ort des
Messfahrzeugs und der Sendeantenne, so erha¨lt man das in Bild 3-15 dargestellte
Histogramm. Insgesamt wurden fu¨r 1946 u¨ber alle Messstrecken a¨quidistant verteilte
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Bild 3-14: Messstrecken im su¨dlichen Rhein-Main-Gebiet zur Verzo¨gerungszeit- und
Richtungsscha¨tzung.
Blo¨cke Richtungsscha¨tzungen durchgefu¨hrt. Man erkennt aus Bild 3-15, dass in ca.
50% aller Fa¨lle die Winkeldifferenz ∆φ zwischen der Einfallsrichtung der sta¨rksten
Mehrwegekomponente und der gedachten LOS-Verbindung, d.h. der Linie die durch
die ku¨rzeste Verbindung zwischen Sender und Empfa¨nger gegeben ist, ∆φ < 25◦ ist.
3.4 Versorgungsplanung unter Beru¨cksichtigung der Interfe-
renz
Gegenstand der Versorgungsplanung ist der Entwurf von Sendernetzen so, dass ei-
ne ”gute Versorgung” innerhalb eines zuvor festgelegten Versorgungsbereiches, d.h.
einer bestimmten Fla¨che oder eines bestimmten Gebietes, gewa¨hrleistet wird. Ein
einzelner Empfangspunkt (x, y) gilt als versorgt, wenn das Signal-zu-(Interferenz +
Rausch)-Verha¨ltnis (”Signal To (Interference+Noise) Ratio SINR”) γS einen system-
spezifischen Wert, den Schutzabstand (”Protection Ratio”) γS0, u¨berschreitet. Zum
Beginn dieses Kapitels wurde bereits darauf hingewiesen, dass der Funkkanal durch
die Bewegung von Streuobjekten sowie daru¨ber hinaus durch ein zeitvariantes Brech-
zahlprofil der Tropospha¨re und zeitvera¨nderliche Streupha¨nomene in der Ionospha¨re
insgesamt ein zeitvariantes Verhalten aufweist. Das bedeutet, dass das SINR zeit-
variant ist. Die Zeitvarianz wird u¨blicherweise im Wellenausbreitungsmodell zur Be-
rechnung der Nutz- und Sto¨rsignalleistungen oder im Schutzabstand beru¨cksichtigt.
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Bild 3-15: Absolute Ha¨ufigkeit der Winkeldifferenz ∆φ zwischen gescha¨tzter Ein-
fallsrichtung (Azimuth) der sta¨rksten Mehrwegekomponente und der gedachten LOS-
Verbindung bei Einteilung der Winkeldifferenz in Klassen der Breite 2,5◦ fu¨r die
Auswertung der Messstrecken im su¨dlichen Rhein-Main-Gebiet.
Wird mit γS(x, y) das SINR im Punkt (x, y) bezeichnet, so la¨sst sich die Punktversor-
gung, also die Wahrscheinlichkeit, dass der Punkt (x, y) versorgt ist, durch die bina¨re
Funktion lo(x, y) definieren:
lo(x, y) =
{
1 fu¨r γS(x, y) ≥ γS0,
0 sonst.
( 3.77)
Wichtiger als die Punktversorgung ist fu¨r das in dieser Arbeit betrachtete Rund-
funksystem DVB-T die lokale Versorgung von Fla¨chenelementen. Dem Begriff des
Fla¨chenelementes liegt dabei die Tatsache zugrunde, dass die Berechnung der Sto¨r-
und Nutzleistungen auf der Grundlage von Ho¨hen- und Bebauungsdaten erfolgt, die
fla¨chendeckend u¨blicherweise mit einer Auflo¨sung im Bereich von ca. 20 m × 20 m ...
100 m× 100 m vorliegen. Ein Fla¨chenelement ist somit ein Quadrat oder Rechteck mit
einer Gro¨ße, die der Auflo¨sung der verwendeten Datenbank entspricht. Ein Fla¨chen-
element Ai ist eindeutig durch die Lage seines Zentrums (xi, yi) gekennzeichnet. Auf-
grund von Bodenunregelma¨ßigkeiten, vor allem in der Umgebung des Empfangsor-
tes, variiert die Sto¨r- bzw. Nutzleistung und damit das SINR fu¨r verschiedene Orte
innerhalb eines Fla¨chenelementes. Diese Ortsvarianz kann aufgrund der begrenzten
Auflo¨sung der zur Verfu¨gung stehenden Datenbanken nur statistisch beschrieben wer-
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den. Die Ortsvariation der Empfangsleistung unterliegt einer Log-Normal-Verteilung
[Par92], d.h. fu¨r die Wahrscheinlichkeitsdichtefunktion von W = 10 · log10(PR) mit
der Empfangsleistung PR gilt
pW (W ) =
1√
2piσW
· exp
(−(W −mW )2
2σ2W
)
. ( 3.78)
Hierin ist mW = 10 · log10(E{PR}) mit dem Erwartungswert E{PR} und der Stan-
dardabweichung σW der Empfangsleistung, fu¨r die in [EBU98] ein experimenteller
Wert von 5,5 dB angegeben wird. Letztlich kann dadurch auch die lokale Versorgung
von Fla¨chenelementen nur statistisch im Sinne einer lokalen Versorgungswahrschein-
lichkeit beschrieben werden. Die lokale Versorgungswahrscheinlichkeit plo(xi, yi) im
Fla¨chenelement Ai ist definiert als die Wahrscheinlichkeit mit der das SINR einen
Schutzabstand γS0 innerhalb des betrachteten Fla¨chenelementes u¨berschreitet:
plo(xi, yi) = Prob{γS(x, y) ≥ γS0, (x, y) ∈ Ai}
=
1
Ai
∫∫
(x,y)∈Ai
lo(x, y)dx dy. ( 3.79)
Im Vergleich zu analogen Rundfunku¨bertragungssystemen wird fu¨r digitale Rund-
funksysteme, wie beispielsweise DVB-T, eine ho¨here Versorgungswahrscheinlichkeit
beno¨tigt, da die Empfangsqualita¨t bei nicht ausreichendem SINR sehr schnell ab-
nimmt. So wird in [EBU98] fu¨r plo > 0, 7 von einer ”akzeptablen” und fu¨r plo > 0, 95
von einer ”guten” Empfangsqualita¨t gesprochen, wa¨hrend fu¨r analoge Fernsehversor-
gung von plo > 0, 5 ausgegangen wird. Fu¨r den Mobilempfang von DVB-T ist ein
mo¨glichst hoher Wert (z.B. plo > 0, 95) zu fordern, da in dieser Empfangssituati-
on nicht die Mo¨glichkeit besteht, die Position der Empfangsantenne durch Ausrichten
bzw. Verschieben im Bereich einer Wellenla¨nge der Tra¨gerfrequenz zu optimieren. Die
Summe der Fla¨chenelemente, fu¨r die eine geforderte lokale Versorgungswahrscheinlich-
keit mindestens erreicht wird, ergibt das Versorgungsgebiet eines Senders bzw. eines
Sendernetzes.
3.4.1 Modellierung der Ausbreitungsda¨mpfung
Grundlage der Versorgungsplanung ist die Prognose der Medianwerte der Nutz-
und Sto¨rleistungsanteile fu¨r ein betrachtetes Fla¨chenelement (xi, yi). Die dazu er-
forderliche Modellierung der Wellenausbreitung im hier interessierenden VHF/UHF-
Frequenzbereich ha¨ngt in hohem Maße von der Beschreibung der realen Streu- und
Beugungsprozesse ab, die die Wellen an den Gela¨ndestrukturen erfahren. Vorausset-
zung fu¨r eine genaue Modellierung der Ausbreitungsmechanismen ist eine realistische
und detaillierte Charakterisierung des Gela¨ndes in Form einer digitalen Datenbank.
Diese Datenbank muss sowohl Ho¨hendaten (Topographie) als auch Information u¨ber
Bebauung und Bewuchs (Morphographie) in einer Auflo¨sung bereitstellen, die fein
genug ist, eine hinreichend detaillierte Modellierung zu gewa¨hrleisten. So reicht fu¨r
eine einfache Beschreibung der verschiedenen Beugungs- und Streuprozesse ein gro-
bes Raster von ca. 5λc, so dass fu¨r den betrachteten Frequenzbereich sichergestellt
ist, dass die wesentlichen (dominanten) Gela¨ndeelemente, die durch Streuung und
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Reflexion zur Empfangsleistung beitragen, beru¨cksichtigt sind. Meist erfolgt die Feld-
berechnung in der gleichen Auflo¨sung in der auch die Rasterdaten vorliegen [Leb91].
Die in Rasterform vorliegenden topographischen Daten beschreiben die Grobstruk-
tur des Gela¨ndes, die sogenannte Makro-Rauhigkeit. Verbindet man die Ho¨hen der
Gela¨ndeabtastpunkte linear, so gelangt man zu einem Paneel-Modell fu¨r die reale To-
pographie des Gela¨ndes. Die einzelnen Fla¨chenelemente des unter ausschließlicher Ver-
wendung der topographischen Daten erzeugten Paneel-Modells besitzen glatte Ober-
fla¨chen. Der natu¨rliche Bewuchs oder die Bebauung fu¨r jede dieser Fla¨chen wird durch
die Morphographie-Datenbank beschrieben. Die Morphographie verursacht so eine
”Aufrauhung” der einzelnen Fla¨chenelemente und beschreibt die Mikro-Rauhigkeit
des Gela¨ndes. Sofern die Datenbank detaillierte morphographische Information zur
Verfu¨gung stellt, kann jedes Fla¨chenelement als verlustbehaftete, dielektrische, stati-
stisch rauhe Oberfla¨che beschrieben werden, die beliebig im Raum liegt. Der Bewuchs
und die Bebauung eines Fla¨chenelementes werden allgemein in morphologische Klas-
sen eingeteilt. Beispiele solcher Klassen sind ”Stadt”, ”Dorf”, ”Acker/Feld”, ”Wald”,
”Busch/Heide” und ”Wasser”. Jeder dieser Klassen ko¨nnen typische physikalische Pa-
rameter wie relative Dielektrizita¨tszahl, elektrische Leitfa¨higkeit und die Beschreibung
der Oberfla¨chenbeschaffenheit durch Angabe von Standardabweichung und Korrela-
tionsla¨nge der Oberfla¨chenho¨he zugewiesen werden [Leb91].
Grundsa¨tzlich lassen sich die verschiedenen Konzepte zur Modellierung der Ausbrei-
tungsda¨mpfung in folgende Klassen einteilen, wobei zu jeder Klasse einige Beispiele
mit ihren charakteristischen Eigenschaften genannt werden:
• Empirische Modelle:
Das ITU-R P.370-Modell [ITU94] wurde aus der statistischen Analyse einer
Vielzahl von Ausbreitungsmessungen, die in vielen La¨ndern durchgefu¨hrt wur-
den, gewonnen. Es stellt Feldsta¨rkekurven als Funktion des Sende-Empfa¨nger-
Abstandes fu¨r einen Gela¨ndeparameter ∆h = 50 m dar, der fu¨r Nordamerika
und Europa typisch ist. Der Gela¨ndeparameter ∆h ist dabei definiert als die
Differenz zwischen den Ho¨henwerten, die von 90% aller Ho¨henwerte entlang
eines Ausbreitungspfades von 10 km bis 50 km Entfernung vom Sender unter-
schritten bzw. von 10% aller Ho¨henwerte entlang dieses Pfades unterschritten
werden. Verschiedene Korrekturfaktoren werden angegeben, um andere Werte
∆h, Sende- und Empfangsantennenho¨hen oder verschiedene Ortswahrschein-
lichkeiten zu beru¨cksichtigen. Die lokale Umgebung des Empfa¨ngers wird nicht
beru¨cksichtigt. Es ist deshalb nicht ungewo¨hnlich, dass der Unterschied zwi-
schen Messung und Pra¨diktion des Medianwertes der Feldsta¨rke vor allem fu¨r
einen Empfa¨nger in sta¨dtischen Umgebung mehr als 20 dB betra¨gt. Trotzdem
wird das Modell aufgrund seiner Einfachheit insbesondere zur Frequenzkoordi-
nation und zu Frequenzplanungszwecken in Grenzna¨he zwischen verschiedenen
La¨ndern im Rundfunk ha¨ufig eingesetzt.
Das Wellenausbreitungsmodell von Longley und Rice [Lon68] wurde fu¨r den
Frequenzbereich von 20 MHz bis 20 GHz konzipiert. In diesem Modell werden
der Brechungsindex der Tropospha¨re, die Dielektrizita¨tszahl, die Leitfa¨higkeit
des Bodens und die Polarisation der abgestrahlten Welle beru¨cksichtigt. Hervor-
zuheben ist der große Gu¨ltigkeitsbereich fu¨r die Funkfeldla¨nge, der mit 1 km bis
2000 km angegeben wird. Deshalb ist dieses Modell vor allem zur Berechnung
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der Sto¨rfeldsta¨rke weit entfernter Sender geeignet.
Das Okumura-Hata-Modell geht auf Ausbreitungsmessungen von Okumura En-
de der 60er Jahre in Japan zuru¨ck [Oku68]. Diese Messungen wurden in ver-
schiedenen Umgebungssituationen, von flachem offenem Gela¨nde, u¨ber hu¨geliges
und bewachsenes Gela¨nde bis hin zum Stadtzentrum von Tokyo, durchgefu¨hrt.
Es wurden Funkfeldla¨ngen von 1 km bis 100 km abgedeckt. Aus den in Form
von Kurvenscharen vorliegenden Ergebnissen von Okumura entwickelte Hata ei-
ne mathematische Formulierung zur Feldsta¨rkepra¨diktion [Hat80]. Die Ausbrei-
tungsda¨mpfung nach Hata ist dabei eine Funktion der Frequenz, der Sender-
und Empfa¨ngerantennenho¨he sowie der Funkfeldla¨nge und nur innerhalb be-
stimmter Werte fu¨r diese Gro¨ßen gu¨ltig.
• Physikalisch-theoretische Modelle:
Wa¨hrend einfache Beugungsprobleme mittels der Fresnel’schen Beugungstheo-
rie gelo¨st werden ko¨nnen, ist das Problem der Mehrfachbeugung nicht trivial.
Daher sind einfache Na¨herungslo¨sungen, insbesondere fu¨r eine schnelle, rechner-
gestu¨tzte Prognose, attraktiv.
In der Bullington-Methode [Bul47] wird das reale Ho¨henprofil zwischen Sen-
der und Empfa¨nger durch eine einzige ”a¨quivalente” Beugungskante ersetzt.
Deren Ho¨he und Position ergibt sich aus dem Schnittpunkt der vom Sen-
der aus verla¨ngerten Linie zum Horizont in Richtung Empfa¨nger mit der vom
Empfa¨nger aus u¨ber den Horizont hinaus verla¨ngerten Linie in Richtung Sender.
Im allgemeinen unterscha¨tzt die Bullington-Methode die Ausbreitungsda¨mp-
fung, da wichtige Hindernisse nicht beru¨cksichtigt werden.
Um mo¨glichst alle relevanten Hindernisse im Funkfeld zwischen Sender und
Empfa¨nger zu beru¨cksichtigen, werden bei der Epstein-Peterson-Methode
[Eps53] die Beugungsda¨mpfungen fu¨r jedes Hindernis auf der Verbindungsli-
nie Sender-Empfa¨nger berechnet und zur gesamten Ausbreitungsda¨mpfung im
logarithmischen Maß aufaddiert. Große Fehler entstehen bei dieser Methode fu¨r
dicht benachbarte Hindernisse.
Im Deygout-Modell [Dey66] wird fu¨r jedes einzelne Hindernis zwischen Sender
und Empfa¨nger ohne Beru¨cksichtigung der u¨brigen Hindernisse der Fresnelpa-
rameter [Gro70] bestimmt. Das Hindernis, fu¨r das der kleinste Fresnelparameter
bestimmt wurde, wird die Hauptkante und die zugeho¨rige Da¨mpfung zwischen
Sender und Empfa¨nger wird bestimmt. Dieses Verfahren wird nun rekursiv fu¨r
das Funkfeld zwischen Sender und Haupthindernis, als auch fu¨r das Funkfeld
zwischen Haupthindernis und Empfa¨nger angewandt und dadurch alle Hinder-
nisse beru¨cksichtigt. Die gesamte Ausbreitungsda¨mpfung ergibt sich als Summe
der einzelnen auf diese Weise ermittelten Da¨mpfungswerte im logarithmischen
Maß. Diese Methode neigt dazu, eine zu große Gesamtda¨mpfung zu prognosti-
zieren, insbesondere bei eng benachbarten Hindernissen im Funkfeld.
• Semiempirische Modelle:
Das Blomquist-Ladell-Modell [Blo75] wurde fu¨r einen Frequenzbereich von
30 MHz - 1000 MHz entwickelt. Das Modell besteht aus mehreren Ausbrei-
tungsmodellen fu¨r einfache Ausbreitungssituationen, wie zum Beispiel der Aus-
breitung u¨ber glatter, kugelfo¨rmig gekru¨mmter Erde, Da¨mpfung infolge von
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Mehrfachbeugung entsprechend dem Epstein-Peterson-Modell sowie einer em-
pirischen Formel zur Berechnung der Da¨mpfung durch Vegetation und Be-
bauung. Bei niedrigen Frequenzen bestimmen die elektrischen Eigenschaften
der Funkfeldhindernisse maßgeblich die Gesamtda¨mpfung zwischen Sender und
Empfa¨nger. Die Gela¨ndeunebenheiten ko¨nnen nahezu vernachla¨ssigt werden
und die Ausbreitungsverluste berechnen sich hauptsa¨chlich aus dem Modell zur
Da¨mpfung bei Ausbreitung u¨ber glatter, kugelfo¨rmiger Erde. Mit steigender
Frequenz tritt die Ausbreitungsda¨mpfung durch Beugung an den Gela¨ndehin-
dernissen immer mehr in den Vordergrund. Neben der Freiraumda¨mpfung sind
diese beiden Komponenten empirisch miteinander verknu¨pft und zu einer For-
mel zur Berechnung der gesamten Ausbreitungsda¨mpfung zwischen Sender und
Empfa¨nger zusammengefasst.
Das FTZ-Modell [Loe82] wurde urspru¨nglich fu¨r die Planung des Mobilfunknet-
zes C bei Frequenzen um 450 MHz entwickelt. Es entha¨lt einerseits das empi-
rische Modell nach Okumura zur Prognose der Feldsta¨rke in ebenem Gela¨nde
mit entsprechenden Korrekturfaktoren fu¨r die Bebauung in der Umgebung des
Empfa¨ngers. Durch Messungen wurden fu¨r die Bundesrepublik Deutschland an-
gepasste Parameter des Okumura-Modells ermittelt. Zum anderen wird zur Be-
rechnung der Beugungsda¨mpfung an Gela¨ndehindernissen das Verfahren nach
Deygout verwendet.
In einer Weiterentwicklung des FTZ-Modells [Kuh98] wird die Berechnung
der Beugungsda¨mpfung nach Deygout durch ein geometrisches Verfahren nach
[Des85], bei dem die auf ein Gela¨ndehindernis ein- und ausfallenden Felder durch
Strahlenbu¨ndel beschrieben werden, ersetzt. Dabei genu¨gt es, die Felder ober-
halb jeder Beugungskante durch die mittlere Feldsta¨rke sowie ihre Standardab-
weichung zu beschreiben. Fu¨r praktische Ausbreitungssituationen mit bis zu 10
Gela¨ndehindernissen im Ausbreitungspfad ist mit dieser Na¨herung der Fehler
< 2 dB.
Die bisher beschriebenen Ausbreitungsmodelle betrachten nur die Ausbrei-
tung entlang der ku¨rzesten Verbindung zwischen Sender und Empfa¨nger.
Aus dem Ergebnis dieser 2-dimensionalen Ausbreitungsmodellierung ko¨nnen
keine Informationen u¨ber Mehrwegekomponenten und deren zeitliches Ein-
treffen am Empfa¨nger gewonnen werden. Die Pra¨diktion des Verzo¨gerungs-
Leistungsdichtespektrums (VLS) Ph(τ) am Empfangsort ist prinzipiell nicht
mo¨glich. In [Lie94] wird ein Ausbreitungsmodell beschrieben, das eine dreidi-
mensionale Berechnung der Ausbreitungsda¨mpfung ermo¨glicht und damit auch
eine Pra¨diktion des VLS zula¨sst. Ein Prognosemodell zur dreidimensionalen
Berechnung der Ausbreitung muss neben dem durch den direkten (ku¨rzesten)
Ausbreitungsweg zwischen Sender und Empfa¨nger hervorgerufenen Leistungs-
anteil auch zeitlich verzo¨gerte Anteile beru¨cksichtigen, die durch Streuung oder
Reflexion an geeigneten Fla¨chen entstehen. In diesem Modell wird davon aus-
gegangen, dass spiegelnde Reflexionen aufgrund der maximalen Neigungswinkel
des Gela¨ndes nur in der unmittelbaren Na¨he der Verbindungslinie zwischen Sen-
der und Empfa¨nger mo¨glich sind, so dass Signalanteile mit großen Umweglauf-
zeiten auf Streuvorga¨nge zuru¨ckzufu¨hren sind. Von der Ausnahme vollsta¨ndig
absorbierender Fla¨chenelemente abgesehen, streut jedes Fla¨chenelement
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betrachteten Gebietes einen Teil der einfallenden Leistung. Damit existieren
sehr viele Ausbreitungswege, so dass sich der Rechenaufwand bei der dreidi-
mensionalen Prognose gegenu¨ber der zweidimensionalen Prognose vervielfacht.
Deshalb werden im Modell nach [Lie94] die dominanten Ausbreitungswege se-
lektiert und nur die durch sie hervorgerufenen Signalanteile berechnet. Als Er-
gebnis umfangreicher Messungen mit einem breitbandigen Channelsounder der
RUSK-Familie werden deshalb zusa¨tzlich zur Ausbreitung entlang der ku¨rzesten
Verbindung Sender - Empfa¨nger nur die Ausbreitungswege beru¨cksichtigt, die
durch Einfachstreuung an sowohl vom Sender, als auch vom Empfa¨nger sicht-
baren Fla¨chen mo¨glich sind. Fu¨r die Ausbreitungswege vom Sender beziehungs-
weise vom Empfa¨nger zu den streuenden Fla¨chen wird Freiraumausbreitung
angenommen. Die streuenden Fla¨chen werden als Lambert-Strahler, die sich
durch eine mit dem Cosinus des Winkels zur Fla¨chennormalen abnehmenden
Strahlungsleistung auszeichnen, modelliert. Dabei wird angenommen, dass nur
ein Anteil CScatt der auf ein Segment der Gela¨ndeoberfla¨che einfallenden Lei-
stung wieder abgestrahlt wird. Fu¨r ein Segment der Gela¨ndeoberfla¨che mit dem
Fla¨cheninhalt AScatt resultiert aus diesen Annahmen ein Streuquerschnitt
ρScatt. = 4pir
2
a ·
Sa(ra, αa)
Se(re, αe)
=
{
4 · CScattAScatt cosαe cosαa fu¨r αe, αa < 90o
0 sonst,
( 3.80)
wobei αe und αa die Winkel zwischen Fla¨chennormalen und den Vektoren vom
betrachteten Fla¨chensegment zum Sender ~re beziehungsweise zum Empfa¨nger
~ra sind. Sa(ra, αa) stellt die durch Streuung hervorgerufene Leistungsdichte
am Empfangsort dar. Die Leistungsdichte Se(re, αe) wird durch das Sende-
signal am Ort des streuenden Fla¨chenelementes hervorgerufen. Der Parame-
ter CScatt wurde empirisch aus RUSK-Channel Sounder Messungen fu¨r Fre-
quenzen um 900 MHz zu 10 logCScatt ≈ −10 dB und fu¨r 1870 MHz zu
10 logCScatt ≈ −13 dB bestimmt. Mit diesem Modell, das als Erga¨nzung zu
den 2-dimensionalen Modellen aufgefasst werden kann, werden am Empfa¨nger
zeitlich verzo¨gerte Mehrwegeanteile beru¨cksichtigt, indem die Umweglaufzeiten
aus der Geometrie der gestreuten Anteile relativ zum direkten Anteil bestimmt
werden. U¨ber die Fouriertransformierte des prognostizierten VLS sind Aussa-
gen zur Frequenzselektivita¨t des Funkkanals mo¨glich, die zu einer verbesserten
Versorgungsprognose verwendet werden ko¨nnen.
3.4.2 Versorgungsprognose fu¨r Mehrfrequenz- und Gleichkanalnetze
Die Bestimmung der lokalen Versorgungswahrscheinlichkeit plo(xi, yi) erfordert die
Berechnung der Verteilung von γS(x, y). Dazu muss die gesamte Nutzleistung PU =∑
i PUi, i = 1, 2, .., I und die gesamte Interferenzleistung PI =
∑
j PIj , j = 1, 2, ..., J
sowie ihr Verha¨ltnis zueinander berechnet werden. Im Falle eines Mehrfrequenznetz-
werkes (MFN) besteht die Nutzleistung aus einer Komponente, d.h. I = 1. Fu¨r ein
Gleichwellennetz (SFN) hingegen besteht auch die gesamte Nutzleistung aus mehre-
ren Komponenten, die sich am Empfangsort u¨berlagern. Da die Gro¨ßen PU , PI und
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γS Zufallsvariablen sind, ist diese Aufgabe nicht trivial. Unter Beru¨cksichtigung der
Tatsache, dass die Wahrscheinlichkeitsdichtefunktion einer Summe von I unabha¨ngi-
gen Zufallsvariablen eine charakteristische Funktion besitzt, die gleich dem Produkt
der charakteristischen Funktionen der einzelnen Summanden ist, ergibt sich ein Stan-
dardverfahren zur Berechnung der Wahrscheinlichkeitsdichtefunktion der Summe wie
folgt. Die charakteristischen Funktionen der Summanden ergeben sich als Fourier-
transformierte der Wahrscheinlichkeitsdichten der Summanden. Die inverse Fourier-
transformierte des Produkts dieser charakteristischen Funktionen ist die Wahrschein-
lichkeitsdichtefunktion der Summe. Dieses Verfahren kann hier nicht angewandt wer-
den, da die charakteristische Funktion einer Log-Normal-verteilten Zufallsvariablen
nicht bekannt ist. Somit ist sogar im Falle der statistischen Unabha¨ngigkeit der Log-
Normal-verteilten Einzelkomponenten von PU und PI keine geschlossene Lo¨sung zur
Berechnung der Verteilungsdichte von γS bekannt [Lig99], [Bea95]. In [Bea95] wird
andererseits davon ausgegangen, dass die Summe unabha¨ngiger Log-Normal-verteilter
Zufallsgro¨ßen wieder na¨herungsweise als eine Log-Normal-verteilte Zufallsvariable be-
handelt werden kann. Diese Annahme ist Ausgangspunkt verschiedener Na¨herungs-
methoden, wovon in [Bea95] verschiedene Methoden bezu¨glich ihrer Genauigkeit und
ihres Rechenaufwandes verglichen werden.
Allgemein ist das SINR definiert als Verha¨ltnis mehrerer Nutz- und Sto¨rleistungsan-
teile
γS =
PU
PI
=
PU1 + PU2 + . . .+ PUI
PI1 + PI2 + . . .+ PIJ + PN
. ( 3.81)
Zur Vereinafchung der folgenden Betrachtungen wird die Rauschleistung zu PN = 0
angenommen. Sei PUi eine Log-Normal-verteilte Zufallsvariable, die die i−te Nutz-
leistungskomponente repra¨sentiert und sei Xi eine Gauß-verteilte Zufallsvariable mit
Mittelwert mxi und Standardabweichung σxi fu¨r die gilt Xi = 10 log10(PUi). In der
Praxis wird der Mittelwert der Signalleistung in dBm, die Standardabweichung so-
wie das SINR in dB angegeben. Wird anstatt des Zehnerlogarithmus die natu¨rliche
Logarithmusfunktion verwendet, so ist X ′i = ln(PUi) mit der Gauß-verteilten Zu-
fallsvariablen X ′i mit dem Mittelwert mx′i und der Standardabweichung σx′i. Die
Zufallsvariablen Xi und X
′
i sind miteinander u¨ber die Beziehungen
X ′i = βXi mx′i = βmxi σx′i = βσxi ( 3.82)
verknu¨pft, wobei β = ln(10)/10 ≈ 0.230259. Analog zu dieser Definition der Nutz-
leistungsanteile seien die Sto¨rleistungsanteile Log-Normal-verteilte Zufallsgro¨ßen PIj ,
woraus sich die Gauß-verteilte Zufallsgro¨ße Yj = 10 log10(PIj) mit Mittelwert myj
und Standardabweichung σyj berechnet. Bei Verwendung der natu¨rlichen Logarith-
musfunktion ergibt sich die Gauß-verteilte Zufallsgro¨ße Y ′j = 10 ln(PIj) mit Mittelwert
my′j und Standardabweichung σy′j . Mit diesen Definitionen ergibt sich zwischen Yj
und Y ′j die gleiche Beziehung, wie zwischen Xi und X
′
i. Der Korrelationskoeffizient
zwischen den Zufallsvariablen Xi und Xj ist gegeben zu
ρxixj =
E{(Xi −mxi)(Xj −mxj )}
σxi · σxj
. ( 3.83)
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Es werde angenommen, dass der Korrelationskoeffizient zwischen den einzelnen
Sto¨rleistungskomponenten ρyiyj und der Kreuzkorrelationskoeffizient ρxiyj zwischen
den einzelnen Nutz- und Sto¨rkomponenten ebenfalls gegeben sei. Insbesondere gilt mit
den zuvor angegebenen Definitionen, dass ρx′ix′j = ρxixj , ρy′iy′j = ρyiyj und ρx′iy′j = ρxiyj
ist. Unter Verwendung der Gauß-verteilten Zufallsvariablen kann das SINR wie folgt
ausgedru¨ckt werden:
γS =
eX
′
1 + eX
′
2 + . . .+ eX
′
I
eY
′
1 + eY
′
2 + . . .+ eY
′
J
. ( 3.84)
Unter der Annahme, dass die Summe Log-Normal-verteilter Zufallsvariablen wieder
eine Log-Normal-Verteilung annimmt, lassen sich die gesamte Nutz- und Sto¨rleistung
zu
PU = PU1 + PU2 + . . .+ PUI = e
X′1 + eX
′
2 + . . .+ eX
′
I ∼= eU ′
PI = PI1 + PI2 + . . .+ PIJ = e
Y ′1 + eY
′
2 + . . .+ eY
′
J ∼= eV ′ ( 3.85)
ausdru¨cken. Nach [Bea95] ist die Wilkinson-Methode zur Berechnung der U¨berlage-
rung der Log-Normal-verteilten Einzelkomponenten fu¨r die Nutz- und Sto¨rleistungen
sowohl bezu¨glich der Genauigkeit, als auch in Bezug auf ihren Rechenaufwand beson-
ders gu¨nstig im Vergleich zu anderen Methoden. Im folgenden wird deshalb nur die
Wilkinson-Methode [Bea95] zur Berechnung von Mittelwert und Standardabweichung
der resultierenden Log-Normal-Verteilung beschrieben. Mittelwert mu′ und Standard-
abweichung σu′ von U
′ werden bei dieser Methode durch eine Anpassung der Momente
erster und zweiter Ordnung von U ′ an die Momente erster und zweiter Ordnung von
(eX
′
1 + eX
′
2 + · · ·+ eX′N ) erreicht. Anpassung des Momentes erster Ordnung liefert
E{O} = E{eU ′} = E{eX′1 + eX′2 + · · ·+ eX′I}
= emu′+σ
2
u′
/2 =
I∑
i=1
e
mX′
i
+σ2
X′
i
/2
= o1. ( 3.86)
Aus der Anpassung der Momente zweiter Ordnung folgt
E{O2} = E{e2U ′} = E{(eX′1 + eX′2 + · · ·+ eX′I )2}
= e2mu′+2σ
2
u′ =
I∑
i=1
I∑
j=1
E{eX′i+X′j}
=
I∑
i=1
I∑
j=1
e
my′
i
+my′
j
+1/2·(σ2
x′
i
+σ2
x′
j
+2ρx′
i
x′
j
σx′
i
σx′
j
)
= o2. ( 3.87)
Auflo¨sen der Gln. ( 3.86) und ( 3.87) nach mu′ und σu′ liefert
mu′ = 2 ln(o1)− 1/2 · ln(o2)
σ2u′ = ln(o2)− 2 · ln(o1). ( 3.88)
Wertet man die Ausdru¨cke nach Gl. ( 3.88) fu¨r ein einfaches numerisches Beispiel mit
realistischen Zahlenwerten - bei dem zwei unkorrelierte Komponenten mit gleicher
mittlerer Leistung mx1 = mx2 = −80 dBm und mit gleicher Standardabweichung
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σx1 = σx2 = σx = 5, 5 dB u¨berlagert werden - aus, so folgt mu ≈ −76 dBm und
σu ≈ 2, 2 dB fu¨r die resultierende Verteilung. Dieses Beispiel verdeutlicht, dass zum
einen die mittlere Leistung ho¨her als die Summe der einzelnen mittleren Leistun-
gen ist und dass sich gleichzeitig die Standardabweichung des resultierenden Pro-
zesses verringert. Diese Eigenschaften lassen sich auch anhand von Messungen, die
im Rahmen einer fla¨chendeckenden Messkampagne [Gas99] in einem Gleichwellen-
netz in Berlin zur DVB-T-Versorgung gewonnen wurden, nachweisen. In Bild 3-16
ist der Verlauf der Empfangsleistungspegel u¨ber eine ca. 4 km lange Messstrecke
entlang der B 96 von Alt Mariendorf bis zur Go¨thestraße fu¨r die drei einzelnen
zum Gleichenwellennetz geho¨renden Sender Alexanderplatz, Zeuthen und Scha¨fer-
berg sowie fu¨r das Summensignal dargestellt. Fu¨r diese Darstellung wurde die Mess-
strecke in Abschnitte von 100 m La¨nge eingeteilt. Fu¨r jeden Abschnitt wurde der
Leistungspegel je fu¨r die Einzelsender, als auch fu¨r das Summensignal bestimmt,
der von 70% aller gemessenen Leistungswerte u¨berschritten wird. Die Differenz zwi-
schen dem 70%-Leistungswert/100 m des Summensignals zum entsprechenden 70%-
Leistungswert/100 m des jeweils sta¨rksten Einzelsenders liegt zwischen 1 dB und
5 dB. Wird eine ho¨here U¨berschreitungswahrscheinlichkeit gefordert, beispielsweise
Bild 3-16: Empfangsleistungspegel bei 70 % U¨berschreitungswahrscheinlichkeit pro
100 m Wegintervall fu¨r die drei Einzelsender (a: Sender Alexanderplatz; b: Sender
Scha¨ferberg; c: Sender Zeuthen) und ihrer U¨berlagerung (Summensignal).
mit Werten zwischen 95% und 99% zur Versorgung mobiler Teilnehmer, so vergro¨ßert
sich der Abstand zwischen dem zugeho¨rigen Pegel des Summensignals und dem des
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sta¨rksten Einzelsender aufgrund der im Vergleich zum Einzelsignal geringeren Stan-
dardabweichung. In Bild 3-18 sind die Verla¨ufe der Leistungspegel des Summen-
und der Einzelsignale fu¨r eine 99%-ige U¨berschreitungswahrscheinlichkeit analog zu
Bild 3-16 dargestellt. Die Differenz zwischen dem Leistungswert fu¨r 99%-ige U¨ber-
schreitungswahrscheinlichkeit des Summensignals zum entsprechenden Leistungswert
des jeweils sta¨rksten Einzelsenders liegt hier zwischen 3 dB und 7 dB. Die gleichen
Bild 3-17: Empfangsleistungspegel bei 99 % U¨berschreitungswahrscheinlichkeit pro
100 m Wegintervall fu¨r die drei Einzelsender (a: Sender Alexanderplatz; b: Sender
Scha¨ferberg; c: Sender Zeuthen) und ihrer U¨berlagerung (Summensignal).
Beziehungen gelten fu¨r die gesamte Sto¨rleistung PI . Der Mittelwert mv′ und die Stan-
dardabweichung σv′ werden durch Anpassung des ersten und zweiten Moments von
V ′ an (eY
′
1 + eY
′
2 + . . .+ eY
′
J ) berechnet.
Sind die Parameter mu′ , σu′ , mv′ und σv′ und somit die Parameter mu, σu, mv und
σv bestimmt, so besteht der na¨chste Schritt in der Bestimmung der Verteilung von
γS. Unter der Voraussetzung, dass U und V Gauß-verteilt sind, ist γS eine Log-
Normal-verteilte Zufallsvariable, d.h. ΨS = 10 log(γS) ist eine normalverteilte Zu-
fallsvariable mit dem Mittelwert mΨS = mu − mv und der Standardabweichung
σ2ΨS = σ
2
u− 2ρuvσuσv +σ2v , worin ρuv den Korrelationskoeffizienten zwischen U und V
bezeichnet. Mit Gl. ( 3.79) und dem logarithmierten Schutzabstand γdBS0 = 10 log γS0
ergibt sich somit der Scha¨tzwert fu¨r die lokale Versorgungswahrscheinlichkeit zu
pˆlo = Prob{γS ≥ γS0} = Prob{ΨS ≥ γdBS0 }
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=
1
2
erfc
(
γdBS0 −mΨS√
2σΨS
)
=
1
2
erfc
 γdBS0 − (mu −mv)√
2
√
σ2u − 2ρuvσuσv + σ2v
 . ( 3.89)
Der Korrelationskoeffizient ρuv zwischen gesamter Nutz- und gesamter Sto¨rleistung
kann als Funktion der Korrelationskoeffizienten der Einzelkomponenten von Nutz-
und Sto¨rleistung berechnet werden [Lig99]. Mit
g =
I∑
i=1
J∑
j=1
e
mx′
i
+my′
j
+1/2·(σ2
x′
i
+σ2
y′
j
+2ρx′
i
y′
j
σx′
i
σy′
j
)
( 3.90)
ergibt sich nach [Lig99]
ρuv = ρu′v′ =
2(ln(g)− (mu′ +mv′))− (σ2u′ − σ2v′)
2σu′σv′
. ( 3.91)
Neben der Kenntnis von Mittelwert und Standardabweichung der einzelnen Sto¨r- und
Nutzleistungsanteile sind realistische Werte fu¨r die gegenseitigen Korrelationen not-
wendig. Diese ko¨nnen nur auf der Grundlage von Messungen gewonnen werden. Dabei
ist es sinnvoll, eine Abha¨ngigkeit des Korrelationskoeffizienten von der azimuthalen
Einfallswinkeldifferenz zweier betrachteter Signalanteile einzufu¨hren. Dies ist einer-
seits durch die physikalische Wellenausbreitung begru¨ndet und andererseits la¨sst eine
solche funktionale Abha¨ngigkeit eine differenzierte Modellierung im Netzplanungs-
werkzeug zu. Geht man davon aus, dass der Leistungstransport vom Sender zum
Empfa¨nger entlang der Verbindungslinie vom Sender zum Empfa¨nger erfolgt, so ist
maximale Korrelation zwischen den Signalen zweier Signale unterschiedlicher Sender
zu erwarten fu¨r den Fall, dass die beiden Sender und der Empfa¨nger in der Azimuthe-
bene eine Linie bilden. Fu¨r diesen Fall weisen die beiden durch Morphographie, Topo-
graphie, Ho¨he und Richtdiagramm der Sendeantennen bestimmten Funkstrecken zwi-
schen den beiden Sendern und dem Empfa¨nger die gro¨ßte A¨hnlichkeit auf. Mit wach-
sender azimuthaler Winkeldifferenz zwischen den Haupteinfallsrichtungen, die durch
den zwischen den Verbindungslinien vom ersten Sender zum Empfa¨nger und vom zwei-
ten Sender zum Empfa¨nger eingeschlossenen Winkel gebildet wird, ist eine abfallende
Korrelation zwischen den Empfangssignalen zu erwarten. In Bild 3-18 ist der Kor-
relationskoeffizient zwischen den Signalen zweier Sender als Funktion der azimutha-
len Winkeldifferenz der Haupteinfallsrichtungen auf Basis der Nachverarbeitung einer
fla¨chendeckenden Messkampagne [Gas00.2] dargestellt. In dieser Messkampagne wur-
den synchrone Impulsantwortmessungen in Berlin zu den Sendern Alexanderplatz,
Scha¨ferberg und Zeuthen bei einer Tra¨gerfrequenz von 714 MHz mit einer Messband-
breite von 8 MHz durchgefu¨hrt. Insgesamt wurden fu¨r ca. 500 km Wegstrecke im
Abstand von 17,9 cm Kanalimpulsantworten aufgezeichnet. Zur Berechnung der in
Bild 3-18 dargestellten Korrelation wurden die entlang der Messstrecken vorlie-
genden Empfangsleistungswerte zuna¨chst einer gleitenden Mittelwertbildung u¨ber 15
m unterzogen. Die nun vorliegenden Werte repra¨sentieren den langsamen Schwund.
Jede Messstrecke wurde in Abschnitte von 150 m La¨nge unterteilt, u¨ber die jeweils
ein einzelner paarweiser Korrelationskoeffizient zwischen je zwei der drei Folgen von
Empfangsleistungswerten gema¨ß Gl. ( 3.83) berechnet wurde. Die Menge aller auf
diese Weise berechneten Korrelationskoeffizienten wurde bezu¨glich der azimuthalen
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Bild 3-18: Korrelation zwischen zwei am Empfa¨nger eintreffenden Folgen von Emp-
fangsleistungswerten mit langsamem Schwund als Funktion der azimuthalen Winkel-
differenz der Haupteinfallsrichtungen.
Winkeldifferenz der Haupteinfallsrichtungen in Klassen zu 10o Klassenbreite eingeteilt
und durch gewichtete Mittelung nach [Gra78] zu einem mittleren Korrelationskoeffi-
zienten fu¨r jede Winkelklasse zusammengefasst. Das Ergbnis nach Bild 3-18 weist
eine gute U¨bereinstimmung mit einem in [Sor99] genannten Ergebnis fu¨r Messungen
bei 900 MHz auf. Zwischenzeitlich ist das Ergebnis nach Bild 3-18 im Planungs-
werkzeug zur Sendernetzplanung des Rundfunkbereiches der Deutschen Telekom zur
realistischen U¨berlagerung von Teilsignalen bei der Versorgungsprognose beru¨cksich-
tigt.
Fu¨r das bereits im Zusammenhang mit den Messungen erwa¨hnte DVB-T Gleich-
wellennetz in Berlin, bestehend aus den Sendern Alexanderplatz, Scha¨ferberg und
Zeuthen wurden Versorgungsprognosen fu¨r die DVB-T-Versorgung im 2k-FFT-Modus
mit Guardintervall 1/4 bei 16-QAM und Coderate 2/3 bei 714 MHz durchgefu¨hrt.
Als Ausbreitungsmodell wird ein 2-dimensionales Modell nach [Kuh98] auf der Ba-
sis einer 5” Rasterdatenbank fu¨r Topographie und Morphographie verwendet. In
Tabelle 3-1 sind weitere Senderparameter dieses Netzes angegeben. Zur besseren
U¨bersicht wurden die realen Antennendiagramme nicht beru¨cksichtigt und fu¨r alle
drei Sender fu¨r die Prognose ein omnidirektionales Antennendiagramm angenom-
men. Bild 3-19 zeigt das Ergebnis der Versorgungsprognose, d.h. plo(xi, yi)oKorr
fu¨r den Fall, dass die Korrelation sowohl fu¨r die Einzelanteile, als auch zwischen den
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Tab. 3-1: Senderdaten des Gleichwellennetzes Berlin.
Sender Antennenho¨he Sendeleistung (EIRP)
Alexanderplatz 353 m 36 dBW
Scha¨ferberg 120 m 39 dBW
Zeuthen 75 m 43 dBW
gesamten Nutz- und Sto¨rsignalen, verschwindet. Demgegenu¨ber ist in Bild 3-20
fu¨r sonst gleiche Parameter die prognostizierte Versorgung plo(xi, yi)Korr nach Gl.
( 3.79) mit Beru¨cksichtigung der Korrelation gema¨ß Bild 3-18 bei der U¨berlage-
rung der Nutz- und Sto¨rleistungsanteile dargestellt. In Bild 3-21 ist die Differenz
∆plo(xi, yi) = plo(xi, yi)Korr− plo(xi, yi)oKorr zwischen der Versorgung aus Bild 3-19
ohne Beru¨cksichtigung der Korrelation zur Versorgung nach Bild 3-20 mit Beru¨ck-
sichtigung der winkelabha¨ngigen Korrelation dargestellt. Es ergeben sich in großen
Bereichen des Versorgungsgebietes erhebliche Unterschiede im Versorgungsgrad: In-
nerhalb des durch die drei Sender gebildeten Dreiecks nimmt die Versorgung auf-
grund nichtverschindender Korrelationen der Nutzsignalanteile teilweise geringfu¨gig
ab. Der statistische Gleichwellengewinn (Makrodiversity) fa¨llt hier geringer aus. Stell-
vertretend fu¨r andere Bereiche, in denen sich die Versorgungswahrscheinlichkeit bei
Beru¨cksichtigung der Korrelation erho¨ht, werde nun das Gebiet nordo¨stlich des Sen-
ders Alexanderplatz betrachtet. In diesem Gebiet tra¨gt der Sender Alexanderplatz
hauptsa¨chlich zur Nutzsignalleistung und der Sender Scha¨ferberg maßgeblich infolge
einer Guardintervallverletzung zur Sto¨rleistung bei. Aufgrund der starken Korrela-
tion von Nutz- und Sto¨rleistung - in diesem Gebiet fallen die beiden Sender aus
nahezu gleicher Richtung an einem Empfa¨nger ein - erho¨ht sich die Versorgungswahr-
scheinlichkeit im Vergleich zur Versorgungsprognose mit unkorrelierten Nutz- und
Sto¨rsignalen. Dieses Beispiel zeigt deshalb deutlich, dass fu¨r eine gute Versorgungs-
prognose die exakte Modellierung unter Einbeziehung der Korrelation zwischen den
u¨berlagerten Nutz- und Sto¨rleistungsanteilen notwendig ist, um große Fehler bei der
Versorgungsprognose zu vermeiden.
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Bild 3-19: Versorgungsprognose ohne Beru¨cksichtigung der Korrelation fu¨r ein
Gleichwellennetz in Berlin.
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Bild 3-20: Versorgungsprognose mit Beru¨cksichtigung der winkelabha¨ngigen Korre-
lation fu¨r ein Gleichwellennetz in Berlin.
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Bild 3-21: Differenz zwischen Versorgung ohne und mit Beru¨cksichtigung der win-
kelabha¨ngigen Korrelation fu¨r ein Gleichwellennetz in Berlin.
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4 Analytische Bestimmung der Bitfehlerha¨ufigkeit
ohne Kanalcodierung
Im vorliegenden Kapitel wird die Leistungsfa¨higkeit von OFDM-U¨bertragungssy-
stemen mit absoluter Modulation der Untertra¨ger und pilotsymbolgestu¨tzter Ka-
nalscha¨tzung am Beispiel des DVB-T-Systems fu¨r den Mobilempfang analysiert.
Die Leistungsfa¨higkeit in einer mobilen Empfangsumgebung wird in diesem Kapi-
tel zum einen durch analytische Abscha¨tzungen der uncodierten Bitfehlerwahrschein-
lichkeit und zum anderen durch eine Degradation des SNR, die durch einen additi-
ven Rauschanteil modelliert wird, beschrieben. Neben einem vertieften Versta¨ndnis
des Zusammenspiels von Funkkanaleigenschaften und gewa¨hlter Parameter des DVB-
T-U¨bertragungssystems, insbesondere der Kanalscha¨tzung, erlaubt die analytische
Abscha¨tzung eine wesentlich schnelle Abscha¨tzung der Bitfehlerha¨ufigkeit im Ver-
gleich zur Monte-Carlo-Simulation. Dadurch eignen sich die analytischen Verfahren
besonders zur Anwendung in der Funknetzplanung zur Prognose der Versorgungs-
wahrscheinlichkeit.
Im folgenden wird ein OFDM-U¨bertragungssystem nach Bild 4-1 betrachtet. Das
seriell-
zu-
parallel-
Wandler
Kanal-
schätzung,
&-ent-
zerrung
parallel-
zu-
seriell-
Wandler
M-QAM
Modulator
M-QAM
De-
modulator
+ +h(t,τ)
sR(t)
sR(t)
sT(t)
sT(t)
Eingangsbitdatenstrom Ausgangsbitdatenstrom
Abtastung zu den
Zeiten (l+1)T
yK/2(t)
y
-K/2(t)
ejωK/2t
e-jωK/2tejωK/2t
e-jωK/2t
Bild 4-1: OFDM-U¨bertragungssystem.
OFDM-Sendesignal sei in komplexer Basisbanddarstellung zu
x(t) =
K/2∑
k=−K/2
∞∑
l′=−∞
Sk(l
′)sT (t− l′)ejωkt ( 4.1)
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gegeben. Hierin bezeichnet ωk = k · ∆ω mit k ∈ −K/2, ..., 0, ...,+K/2 und dem
Untertra¨gerabstand ∆f = ∆ω/2pi die k − te Untertra¨gerfrequenz. Mit einer im fol-
genden betrachteten M -stufigen QAM der Untertra¨ger nehmen die Inphase-, aIk(l
′),
und Quadraturkomponenten, aQk(l
′), der komplexen Modulationssignale Sk(l′) =
aIk(l
′) + j · aQk(l′) die diskreten Werte 2m − 1 −
√
M mit m = 1, 2, ...
√
M an. Fu¨r
den rechteckfo¨rmigen Sendegrundimpuls sT (t) der Dauer T mit der Energie Es gilt
sT (t) =
{√
2Es
T
fu¨r 0 ≤ t < T ,
0 sonst.
( 4.2)
Das Empfangsfilter sR(t) ist ebenfalls rechteckfo¨rmig, wertet das Empfangssignal je-
doch nur wa¨hrend der Zeit Ts = T − Tg aus. Fu¨r das Empfangsfilter gilt
sR(t) =
{√
2Es
Ts
fu¨r 0 ≤ t < Ts,
0 sonst.
( 4.3)
Mit der Dauer T des Sendeimpulses und der Guardintervalla¨nge Tg folgt fu¨r den
Untertra¨gerabstand ∆f = 1/(T − Tg).
Fu¨r den Funkkanal des U¨bertragungssystems wird im folgenden ein WSSUS-Modell
gema¨ß Kapitel 3.3 zugrundegelegt. Die zeitvariante U¨bertragungsfunktion wird als
Summe gewichteter Diracimpulse beschrieben:
h(τ, t) =
p∑
ν=1
hν(t)δ(τ − τν). ( 4.4)
Dabei ist jeder diskrete Ausbreitungspfad ν charakterisiert durch seine Verzo¨gerungs-
zeit τν und das Doppler-Leistungsspektrum PTν(fd) der komplexen, mittelwertfrei-
en Gauß’schen Zufallsvariablen hν(t) mit der mittleren Leistung σ
2
ν. Vereinfachend
wird eine reine Streuausbreitung mit verschwindendem Rice-Anteil betrachtet. Das
Doppler-Leistungsdichtespektrum PTν(fd) berechnet sich aus der Fouriertransformier-
ten der Autokorrelierten von hν(t).
Das Empfangssignal am Empfa¨ngereingang ergibt sich nach U¨bertragung u¨ber den
zeitvera¨nderlichen Mehrwegekanal nach Gl. ( 4.4) durch Faltung des Sendesignals mit
der Kanalimpulsantwort zu
r(t) =
∫ +∞
0
x(t− τ)h(τ, t)dτ + n(t), ( 4.5)
wobei n(t) als komplexes, Gauß-verteiltes Rauschen mit der zweiseitigen Leistungs-
dichte N0/2 das thermische Rauschen repra¨sentiert. Der OFDM-Demodulator bewirkt
eine (Mis-)Matched-Filterung - siehe Gl. ( 2.4) auf jeder Untertra¨gerfrequenz mit dem
rechteckfo¨rmigen Empfangsfilter gema¨ß Gl. ( 4.3) und es ergibt sich am Ausgang des
OFDM-Demodulators fu¨r die Entscheidungsvariable yk(t) fu¨r den Untertra¨ger k
yk(t) = [r(t)e
−jωkt]?sR(t), k = −K/2, ..., 0, ...,+K/2. ( 4.6)
Einsetzen von Gl. ( 4.6),( 4.3) unter Verwendung der Kanalbeschreibung nach Gl.
( 4.4) in Gl. ( 4.6) und Abtastung zu den Zeiten tl = (l + 1)T liefert [San96]
yk[(l + 1)T ] = Sk(l)
p∑
ν=1
rk,k,ν(T − τν, l)e−jωkτν
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+
∑
l′ 6=l
Sk(l
′)
p∑
ν=1
rk,k,ν[(l − l′ + 1)T − τν , l′]e−jωkτν
+
∑
k′ 6=k
∑
l′
Sk′(l
′)ej∆ωk′,kl
′T
p∑
ν=1
rk′,k,ν[(l − l′ + 1)T − τν, l′]e−jωkτν
+ ηk[(l + 1)T ]. ( 4.7)
Der erste Term in Gl. ( 4.7) stellt das gewu¨nschte Empfangssignal dar, der zweite den
Anteil der durch Intersymbolinterferenz (ISI) hervorgerufen wird und der dritte Term
entspricht der Nachbarkanalsto¨rung (ACI) aller Untertra¨ger auf den Untertra¨ger k.
Mit ∆ωk′,k = (k
′ − k)∆ω folgt fu¨r die rk′,k,ν in Gl. ( 4.7)
rk′,k,ν(t, l
′) =

2Es√
TTs
∫ t
0 hν(τ + l
′T )ej∆ωk′,kτdτ 0 ≤ t < Ts
2Es√
TTs
∫ t
t−Ts hν(τ + l
′T )ej∆ωk′,kτdτ Ts ≤ t < T
2Es√
TTs
∫ T
t−Ts hν(τ + l
′T )ej∆ωk′,kτdτ T ≤ t < T + Ts
0 sonst.
( 4.8)
Fu¨r den mittelwertfreien, komplexwertigen Gauß-verteilten Rauschprozess
ηk(t) =
∫ +∞
−∞
n(τ)e−jωkτsR(t− τ)dτ ( 4.9)
ergibt sich fu¨r die Varianz der Inphase- und Quadraturkomponente
σ2N =
1
2
E{ηkη∗k} = 2EsN0. ( 4.10)
4.1 Intersymbolinterferenz
Als Intersymbolinterferenz wird die Superposition von Signalanteilen vorheriger Sym-
bole aus den Zeitschritten l′ zum aktuell betrachteten Symbol im Zeitschritt l ver-
standen. Nach Gl. ( 4.7) werden diese Anteile durch die Summe
XISIk[(l + 1)T ] =
∑
l′ 6=l
Sk(l
′)
p∑
ν=1
rk,k,ν[(l − l′ + 1)T − τν, l′]e−jωkτν ( 4.11)
fu¨r den k-ten Untertra¨ger repra¨sentiert. Zur weiteren Analyse der Intersymbolinter-
ferenz werde ohne Beschra¨nkung der Allgemeinheit nur der Untertra¨ger fu¨r k = 0,
d.h. ω0 = 0 betrachtet und der Frequenzindex k zur besseren U¨bersicht weggelassen.
Aufgrund der Stationarita¨t des Kanals und des Sendesignals und damit des Emp-
fangssignals kann zur Berechnung der Sto¨rleistung durch Intersymbolinterferenz ein
beliebiger Abtastzeitpunkt l betrachtet werden; es sei im folgenden deshalb l = 1.
Vereinfachend sei ferner angenommen, dass das Geda¨chtnis des Kanals, d.h. die Zeit-
differenz zwischen dem Ausbreitungspfad mit der la¨ngsten Laufzeit und dem mit der
ku¨rzesten Laufzeit ho¨chstens der zweifachen Symboldauer T entspricht. Dann ruft le-
diglich das unmittelbar vorangegangene Symbol l′ Intersymbolinterferenz hervor und
fu¨r l = 1 ist nur l′ = 0 zu betrachten. Mit diesen Annahmen ergibt sich aus Gl.
( 4.11) fu¨r den Intersymbolanteil
XISI [2T ] = S(0) ·
p∑
ν=1
rν[2T − τν, 0]. ( 4.12)
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Zur Berechnung der Leistung des Intersymbolanteils muss die Varianz der Summe
der mittelwertfreien, Gauß-verteilten Variablen rν[2T−τν , 0] berechnet werden. Unter
der Voraussetzung statistisch unabha¨ngiger, mittelwertfreier Sendesymbole einer M -
stufigen QAM mit dem Erwartungswert E{S(l′)S∗(l′)} = 2(M − 1)/3 ist die Varianz
der Intersymbolinterferenz gegeben zu
σ2ISI =
M − 1
3
E{
p∑
ν=1
rν[2T − τν , 0] ·
p∑
ν=1
r∗ν[2T − τν, 0]}. ( 4.13)
Durch Einsetzen von Gl. ( 4.8) in Gl. ( 4.13) und unter Beru¨cksichtigung statistisch
unabha¨ngiger Ausbreitungspfade ν folgt schließlich
σ2ISI =
2(M − 1)E2s
3TTs
p∑
ν=1
E{
∫ vν
uν
hν(τ)dτ ·
∫ vν
uν
h∗ν(τ)dτ}
=
2(M − 1)E2s
3TTs
p∑
ν=1
∫ vν
uν
∫ vν
uν
E{hν(τ1)h∗ν(τ2)}dτ1dτ2
=
2(M − 1)E2s
3TTs
p∑
ν=1
∫ vν
uν
∫ vν−τ1
uν−τ1
Rν(ξ)dξdτ1 ( 4.14)
worin Rν(ξ) die Autokorrelationsfunktion mit ξ = τ2−τ1 des ν-ten Ausbreitungspfades
beschreibt und folgende Integrationsgrenzen gema¨ß Gl. ( 4.8) einzusetzen sind:
(uν, vν) =

(0, 2T − τν) 0 ≤ 2T − τν < Ts
(2T − τν − Ts, 2T − τν) Ts ≤ 2T − τν < T
(2T − τν − Ts, T ) T ≤ 2T − τν < T + Ts
(0, 0) sonst.
( 4.15)
Um den Ausdruck nach Gl. ( 4.14) weiter auswerten zu ko¨nnen, wird im
folgenden eine omnidirektionale Empfangsantenne sowie ein ”Jakes”-Doppler-
leistungsdichtespektrum entsprechend Gl. ( 3.42) vorausgesetzt. Damit ergibt sich
nachfolgende Autokorrelationsfunktion durch Fouriertransformation von PTν(fd):
Rν(ξ) = σ
2
ν · J0(2pifdmaxξ). ( 4.16)
Hierin ist J0 die Bessel-Funktion 0-ter Ordnung erster Art und σ
2
ν der Beitrag des ν-ten
Pfades an der mittleren Gesamtleistung des Empfangssignals. Fu¨r kleine Argumente
(2pifdmax|ξ|) 1 kann die Bessel-Funktion durch
Rν(ξ) ≈ σ2ν
(
1− (pif (ν)dmaxξ)2
)
( 4.17)
gena¨hert werden. Bild 4-2 zeigt zum Vergleich den exakten Verlauf von R(ξ) nach
Gl. ( 4.16) sowie den Verlauf der Na¨herung nach Gl. ( 4.17) als Funktion von fdmaxξ
fu¨r σ2ν = 1. Fu¨r Dopplerfrequenzen fdmax < 200 Hz und Zeitdifferenzen ξ < 1 ms
stimmt die Na¨herung sehr gut mit dem exakten Verlauf u¨berein. Mit der Normierung
der Summe der Varianzen der Ausbreitungspfade auf eins gema¨ß
p∑
ν=1
σ2ν = 1 ( 4.18)
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Bild 4-2: Autokorrelation nach Gl. ( 4.16) (durchgezogen) und Na¨herung nach Gl.
( 4.17) (punktiert).
folgt nach Einsetzen von Gl. ( 4.17) in Gl. ( 4.14) mit den Integrationsgrenzen uν und
vν nach Gl. ( 4.15)
σ2ISI =
2(M − 1)E2s
3TTs
·
p∑
ν=1
σ2ν
[
(vν − uν)2 − 1
3
(pif
(ν)
dmax)
2
(
2(v3ν − u3ν)(vν − uν)−
3
2
(v2ν − u2ν)2
)]
.( 4.19)
Ein Beispiel soll das Ergebnis nach Gl. ( 4.19) verdeutlichen: Ts = 896 µs, T = 1120 µs
entsprechend dem 8k-FFT-Mode mit Guardintervall 1/4 bei DVB-T,M = 4 (QPSK)
und σ2ν = 1. Fu¨r dieses Beispiel ist in Bild 4-3 der Verlauf der Intersymbolinterfe-
renzleistung bezogen auf die Symbolenergie σ2ISI/Es nach Gl. ( 4.19) als Funktion der
Pfadlaufzeit τν fu¨r die Dopplerfrequenzen fdmax = 0 Hz, 100 Hz und 200 Hz darge-
stellt. Fu¨r Pfadlaufzeiten, die ku¨rzer als das Guardintervall sind, verschwindet die In-
tersymbolinterferenz. Pfadlaufzeiten die das Guardintervall u¨berschreiten, tragen mit
einem nahezu quadratisch mit der Laufzeit wachsendem Anteil zur Interferenzleistung
bei, bis fu¨r τν = T das Maximum erreicht wird. Da zum Beginn des Unterkapitels
die Voraussetzung gemacht wurde nur die Intersymbolinterferenz zu betrachten, die
durch ein unmittelbar dem betrachteten Symbol vorausgegangenes Symbol erzeugt
wird, klingt die Intersymbolinterferenz nach Bild 4-3 fu¨r τν > 2T − Ts wieder ab,
um ab 2T ganz zu verschwinden. Mit zunehmender Zeitvarianz des Kanals, d.h. mit
steigender maximaler Dopplerfrequenz, sinkt die Intersymbolinterferenz geringfu¨gig
gegenu¨ber einem statischen Kanal ab.
4.2 Interferenz durch U¨bersprechen der Untertra¨ger
Im vorliegenden Kapitel soll von der vereinfachten Annahme ausgegangen werden,
dass die Intersymbolinterferenz verschwindet, d.h. τνmax < T − Ts, womit alle Mehr-
wegekomponenten den Empfa¨nger innerhalb des Guardintervalls erreichen. Fu¨r den
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Bild 4-3: Intersymbolinterferenzleistung nach Gl. ( 4.19) fu¨r den 8k-FFT-Mode von
DVB-T mit 1/4 Guardintervall: T = 1120 µs, Ts = 896 µs, M = 4 und σν = 1.
Signalteil am Matched-Filterausgang, der durch U¨bersprechen (ACI) aller u¨brigen
Untertra¨ger auf den Untertra¨ger k im l′-ten Symbol erzeugt wird, gilt mit Gl. ( 4.7)
XACIk(l
′) =
∑
k′ 6=k
Sk′(l
′)ej∆ωk′,kl
′T
p∑
ν=1
rk′,k,ν(T − τν, l′)e−jωkτν . ( 4.20)
Das ACI-Signal nach Gl. ( 4.20) besteht aus der Summe u¨ber alle Untertra¨ger mit
Ausnahme des aktuell betrachteten Untertra¨gers und somit im Falle von DVB-T u¨ber
eine große Anzahl unabha¨ngiger Summanden, so dass im folgenden von einer Gaußver-
teilung fu¨rXACIk ausgegangen wird. Zur Berechnung der Sto¨rleistung des ACI-Anteils
sind die Varianzen der mittelwertfreien, Gauß-verteilten Variablen rk′,k,ν(T −τν, l′) zu
berechnen. Zur Berechnung der Varianzen wird zur Vereinfachung im folgenden von
einer Guardintervalla¨nge von T − Ts = 0 ausgegangen; d.h. es wird nicht zwischen
ACI-Anteilen innerhalb bzw. außerhalb des Guardintervalls unterschieden, sondern es
erfolgt eine ”Worst Case” Abscha¨tzung. Ferner wird die Berechnung der Varianz auf-
grund der Stationarita¨t des betrachteten stochastischen Prozesses o.B.d.A fu¨r l′ = 0
durchgefu¨hrt. Somit ergibt sich
σ2r (k
′, k) =
1
2
E{∑
ν
rk′,k,ν(T − τν, 0)
∑
ν
r∗k′,k,ν(T − τν , 0)}
= (
2Es
T
)2
∫ T
0
∫ T
0
1
2
E{
p∑
ν=1
hν(τ1)
p∑
ν=1
h∗ν(τ2)}ej∆ωk′,k(τ2−τ1)dτ1dτ2
= (
2Es
T
)2
p∑
ν=1
∫ T
0
∫ T−τ1
−τ1
Rν(ξ)e
j∆ωk′,kξdξdτ1. ( 4.21)
Die Summation u¨ber die Pfade ν in der letzten Zeile in Gl. ( 4.21) erfolgt nach der
Integration, da die Ausbreitungspfade entsprechend dem WSSUS-Modell als unkorre-
liert vorausgesetzt wurden. Um Gl. ( 4.21) weiter auswerten zu ko¨nnen wird zuna¨chst
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wieder die Na¨herung nach Gl. ( 4.17) fu¨r die Autokorrelationsfunktionen Rν(ξ) ver-
wendet. Zusammen mit der Normierung nach Gl. ( 4.18) ergibt sich schließlich fu¨r die
Varianz der Variablen rk′,k,ν(T − τν , 0) nach Einsetzen in Gl. ( 4.21) fu¨r k′ 6= k:
σ2r (k
′, k) =
p∑
ν=1
(f
(ν)
dmaxT )
2(2Es)
2
4(k′ − k)2 σ
2
ν. ( 4.22)
Unter der Voraussetzung statistisch unabha¨ngiger, mittelwertfreier Sendesymbole mit
dem Erwartungswert E{Sk′S∗k′} = 2(M − 1)/3 folgt aus Gl. ( 4.20) und Gl. ( 4.22)
fu¨r die Varianz des ACI-Anteils
σ2ACIk =
1
2
E{XACIkX∗ACIk}
=
M − 1
3
∑
k′ 6=k
σ2r (k
′, k)
=
M − 1
3
∑
k′ 6=k
p∑
ν=1
(f
(ν)
dmaxT )
2(2Es)
2
4(k′ − k)2 σ
2
ν. ( 4.23)
In [San96] wird gezeigt, dass fu¨r eine genu¨gend große Anzahl von Untertra¨gern (k ≈>
40) die Summe u¨ber alle k′ 6= k in Gl. ( 4.23) durch eine obere Grenze abgescha¨tzt
werden kann und sich damit folgende Varianz infolge des ACI-Anteils ergibt:
σ2ACIk ≤
2(M − 1)
3
p∑
ν=1
σ2ν(2Esf
(ν)
dmaxT )
2. ( 4.24)
Zur Abscha¨tzung der Intersymbolinterferenz nach Gl. ( 4.19) sowie zur Abscha¨tzung
der Interferenz durch U¨bersprechen der Untertra¨ger nach Gl. ( 4.24) wurde die Na¨he-
rung nach Gl. ( 4.17) benutzt. Eine exakte Lo¨sung zur Berechnung des ISI- als auch
des ACI-Anteils kann durch Formulierung der Integrationsaufgabe im Dopplerfre-
quenzbereich gefunden werden [Zim96]. Die Autokorrelation R(ξ) und das Doppler-
leistungsdichtespektrum PT (fd) sind u¨ber die inverse Fouriertransformation gema¨ß
R(ξ) =
∫ +∞
−∞
PT (fd)e
j2pifdξdfd ( 4.25)
miteinander verknu¨pft. Wird diese Beziehung in Gl. ( 4.14) eingesetzt, so folgt nach
kurzer Zwischenrechnung
σ2ISI =
2(M − 1)E2s
3TTs
p∑
ν=1
∫ vν
uν
∫ vν−τ1
uν−τ1
∫ +∞
−∞
PTν(fd) · ej2pifdξdfddξdτ1
=
2(M − 1)E2s
3TTs
p∑
ν=1
∫ +∞
−∞
PTν(fd) · (vν − uν)2 ·
sin2(pifd(vν − uν))
(pifd(vν − uν))2 dfd,
( 4.26)
wobei die Grenzen nach Gl. ( 4.15) einzusetzen sind.
Ebenso folgt durch Einsetzen von Gl. ( 4.25) in die zweite Zeile von Gl. ( 4.23) unter
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Beru¨cksichtigung von Gl. ( 4.21) nach kurzer Zwischenrechnung der exakte Ausdruck
fu¨r den Sto¨rleistungsanteil infolge von ACI:
σ2ACIk =
M − 1
3
∑
k′ 6=k
σ2r(k
′, k)
=
2(M − 1)E2s
3T 2
∑
k′ 6=k
p∑
ν=1
∫ T
0
∫ T−τ1
−τ1
Rν(ξ)e
j∆ωk′,kξdξdτ1
=
2(M − 1)E2s
3T 2
∑
k′ 6=k
p∑
ν=1
∫ T
0
∫ T−τ1
−τ1
∫ +∞
−∞
PTν (fd)e
j2pifdξ · ej∆ωk′,kξdfddξdτ1
=
2(M − 1)E2s
3T 2
∑
k′ 6=k
p∑
ν=1
∫ +∞
−∞
PTν (fd) · T 2 ·
sin2(pi(f + k
′−k
T−Tg )T )
(pi(f + k
′−k
T−Tg )T )
2
dfd. ( 4.27)
Die Gln. ( 4.26) und ( 4.27) weisen gegenu¨ber den Ausdru¨cken nach Gl. ( 4.14)
und Gl. ( 4.23) den Vorteil auf, dass das Doppelintegral jeweils in ein Ein-
fachintegral u¨berfu¨hrt wird. Damit ist eine effiziente Auswertung ohne Verwen-
dung einer Na¨herung durch numerische Integrationsmethoden fu¨r beliebige Doppler-
Leistungsdichtespektren mo¨glich.
Zum Abschluss dieses Kapitels soll ein Beispiel die zu erwartenden Unterschiede bei
der Berechnung der Sto¨rleistung infolge von ACI unter Verwendung der Na¨herung
nach Gl. ( 4.23) bzw. Gl. ( 4.24) im Vergleich zur exakten Lo¨sung gema¨ß Gl. ( 4.27)
aufzeigen. Dazu ist in Bild 4-4 der Verlauf der normierten und logarithmierten Va-
rianz (S/I)ACI = 10 · log 10
(
σ2ACIk/
(
2(M−1)E2s
3
))
als Funktion des Untertra¨gers k mit
einer Gesamtanzahl von K = 58 Untertra¨gern fu¨r T = 1 ms und fdmax = 100 Hz
und 200 Hz dargestellt. Man erkennt, dass die mittleren Untertra¨ger das schlechteste
(S/I)ACI aufweisen und dass fu¨r die am Rand liegenden Untertra¨ger die Sto¨rung in-
folge von ACI abnimmt. Zwischen der exakten Lo¨sung und der Na¨herungslo¨sung zur
Berechnung der ACI ergeben sich nicht vernachla¨ssigbare Unterschiede. Allerdings ist
mit der Na¨herungslo¨sung nach Gl. ( 4.23) in jedem Fall eine obere Abscha¨tzung der
ACI gewa¨hrleistet.
4.3 Pilotsymbolgestu¨tzte Kanalscha¨tzung
Die Aufgabe der Kanalscha¨tzung besteht darin, Scha¨tzungen Hˆ(l, k) der U¨bertra-
gungsfunktion des Kanals fu¨r die diskreten Zeitpunkte l · T , l = 0, 1, ... und die dis-
kreten Frequenzen k/Ts, k ∈ −K/2, ..., K/2 bereitzustellen. Diese Scha¨tzwerte sind
zur Demodulation derM -QAM modulierten Untertra¨ger des OFDM-Signals erforder-
lich, um den aktuellen Frequenzgang auszugleichen, so dass die Entscheidergrenzen
des Demodulators mit der Konstellation des Sendesignals u¨bereinstimmen. Im folgen-
den wird langsamer Schwund vorausgesetzt, d.h. der Kanal kann fu¨r die Dauer eines
Symbols als konstant angesehen werden. Zur Kanalscha¨tzung werden im Sender in
den Nutzdatenstrom Symbole P (l′′, k′′) in im allgemeinen a¨quidistanten Absta¨nden
in Zeit und Frequenz eingefu¨gt, die im Empfa¨nger bekannt sind. Ferner werde im
folgenden zur Vereinfachung vorausgesetzt, dass die Position eines Pilotsymbols in
der Frequenz unabha¨ngig von der aktuellen Zeit bzw. vom aktuellen OFDM-Symbol
4 ANALYTISCHE BESTIMMUNG DER BITFEHLERHA¨UFIGKEIT ... 72
Bild 4-4: Signal-zu-Sto¨rleistung S/I durch ACI nach Gl. ( 4.23) (strichpunktiert),
Gl. ( 4.27) (punktiert) und Gl. ( 4.24) (durchgezogen) fu¨r T = 1 ms und K = 58.
ist. Die Pilotsymbole liegen demzufolge auf den Kreuzungspunkten eines rechtecki-
gen Gitters in der Zeit-Frequenzebene. Dies ist im Vergleich zum DVB-T-System,
fu¨r das die Lage der Pilotsymbole in Bild 2-4 angegeben ist, eine wesentliche Ver-
einfachung, da die Lage der vertreuten Pilote beim DVB-T-System vom aktuell be-
trachteten OFDM-Symbol, d.h. vom aktuellen Zeitschritt abha¨ngig ist. Zur weiteren
Vereinfachung werden Randeffekte infolge der Bandbegrenzung des OFDM-Signals
in den folgenden Betrachtungen nicht beru¨cksichtigt. Bild 4-5 veranschaulicht die
Lage der Pilot- und Datensymbole. Der Abstand zweier aufeinander folgender Piloten
in Zeitrichtung, d.h. der zeitliche Abstand fu¨r zwei Pilotsymbole an den Positionen
l′′ und l′′ + 1, ist ein ganzzahliges Vielfaches Dt der Symboldauer T . Fu¨r den Ab-
stand zweier benachbarter Pilotsymbole in Frequenzrichtung, also fu¨r zwei Pilote an
den Positionen k′′ und k′′ + 1, ergibt sich ein ganzzahliges Vielfaches Df des Un-
tertra¨gerabstandes 1/Ts. Fu¨r das in Zeit und Frequenz abgetastete Empfangssignal
Rl′′,k′′ ergibt sich mit den Abtastwerten Hl′′,k′′ der Kanalu¨bertragungsfunktion und
den additiven Rauschabtastwerten Nl′′,k′′ an den Positionen (l
′′, k′′) der im Empfa¨nger
bekannten Pilotsymbole Pl′′,k′′
Rl′′,k′′ = Hl′′,k′′ · Pl′′,k′′ +Nl′′,k′′. ( 4.28)
Eine Scha¨tzung der Kanalu¨bertragungsfunktion an den Stellen (l′′, k′′) erha¨lt der
Empfa¨nger durch Normierung von Gl. ( 4.28) auf die Pilotsymbole:
Hˆl′′,k′′ =
Rl′′,k′′
Pl′′,k′′
= Hl′′,k′′ +
Nl′′,k′′
Pl′′,k′′
. ( 4.29)
Ausgehend von den Scha¨tzwerten nach Gl. ( 4.29) muss der Empfa¨nger durch ge-
eignete Interpolation auch fu¨r die Datenpositionen (l, k) Scha¨tzwerte Hˆ(l, k) der Ka-
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Zeit
Frequenz
Df=3
Dt=4
k k+1
k´´ k´´+1
l+1
l, l´´
l´´+1
Bild 4-5: A¨quidistante Pilotsymbole (ausgefu¨llte Kreise) in Zeit- und Frequenzrich-
tung. Sie sind auf den Kreuzungspunkten eines rechteckigen Gitters in den Nutzda-
tenstrom (Kreise) eingefu¨gt.
nalu¨bertragungsfunktion liefern. Fu¨r den im allgemeinen zeit- und frequenzdispersiven
Mobilfunkkanal muss zur Rekonstruktion der Abtastwerte der Kanalu¨bertragungs-
funktion an den Positionen (l, k) aus den Scha¨tzwerten Hˆl′′,k′′ das Abtasttheorem in
Zeit- und Frequenzrichtung erfu¨llt sein. Dies bedeutet zum einen, dass bezu¨glich der
maximalen Dopplerfrequenz
|fdmax| ≤
1
2 ·Dt · (Ts + Tg) ( 4.30)
erfu¨llt sein muss, damit eine Interpolation in zeitlicher Richtung mo¨glich ist. Zum
anderen muss die maximale La¨nge der Kanalimpulsantwort im Sinne des Abtasttheo-
rems die Bedingung
τmax ≤ Ts
Df
( 4.31)
erfu¨llen. Die Ungleichung ( 4.30) erlaubt eine grobe Abscha¨tzung, bis zu welcher ma-
ximalen Dopplerfrequenz und damit unter Kenntnis der Tra¨gerfrequenz bis zu welcher
maximalen Geschwindigkeit eine Kanalscha¨tzung mo¨glich ist. Fu¨r DVB-T ergibt sich
fu¨r den Fall, dass zuna¨chst eine eindimensionale Interpolation in Zeitrichtung auf
Grundlage der verstreuten Piloten durchgefu¨hrt wird, Dt = 4. Dann folgt beispiels-
weise fu¨r den 8k-FFT-Mode mit Ts = 896 µs und Tg = 224 µs bei einer Tra¨gerfrequenz
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von 800 MHz eine maximale Geschwindigkeit von ca. 150 km/h bis zu der das Abtast-
theorem in Zeitrichtung erfu¨llt ist. Im u¨brigen erkennt man aus den Ungleichungen
( 4.30) und ( 4.31) zwei sich widersprechende Forderungen: wird die Symboldauer Ts
verkleinert, so ist zwar fu¨r ho¨here Dopplerfrequenzen das Abtasttheorem in Zeitrich-
tung erfu¨llt, gleichzeitig verringert sich die maximal zula¨ssige Impulsantwortdauer
aufgrund des Abtasttheorems in Frequenzrichtung.
4.3.1 Optimale Interpolation mittels Wiener-Filter
In diesem Unterkapitel soll zuna¨chst die Optimallo¨sung fu¨r das pilotsymbolbasierte
Kanalscha¨tzproblem angegeben werden, um dann Vereinfachungen einzufu¨hren, die
zu praktikablen Implementierungen fu¨hren und im folgenden Unterkapitel quantitiv
untersucht werden.
Die Scha¨tzwerte der U¨bertragungsfunktion an den Positionen (l, k) erha¨lt man aus
den Scha¨tzwerten an den Pilotpositionen und eines im allgemeinen zweidimensionalen
Filters mit den Koeffizienten g(i, j) gema¨ß
H˜l,k =
+∞∑
i=−∞
+∞∑
j=−∞
gl,k(i, j) · Hˆ ((l′′ − i) ·Dt, (k′′ − j) ·Df)
=
+∞∑
i=−∞
+∞∑
j=−∞
gl,k(i, j) · Hˆ ((bl/Dtc − i)Dt, (bk/Dfc − j)Df) , ( 4.32)
wobei die Operation b·c das Abschneiden des Argumentes auf die na¨chst kleinere
ganze Zahl bezeichnet. Die hochgestellten Indices l,k zeigen an, dass i.a. verschiedene
Interpolationskoeffizienten fu¨r verschiedene Zeitpunkte l und verschiedene Frequenzen
k verwendet werden mu¨ssen. Um ein kausales Filter zu erhalten, mu¨ssen die Summen
begrenzt werden. Lediglich eine endliche Anzahl von Scha¨tzwerten an den Positio-
nen der Pilotsymbole geht in das Interpolationsergebnis ein. Mit der Anzahl von Lt
Stu¨tzstellen in Zeitrichtung und der Anzahl von Lf Stu¨tzstellen in Frequenzrichtung
ergibt sich das Interpolationsergebnis aus Gl. ( 4.32) zu
H˜l,k =
+Lt/2∑
i=−Lt/2−1
+Lf/2∑
j=−Lf/2−1
gl,k(i, j) · Hˆ ((bl/Dtc − i)Dt, (bk/Dfc − j)Df ) . ( 4.33)
Die Wiener’sche Optimierungsaufgabe besteht nun darin, die Koeffizienten gl,k(i, j)
so zu bestimmen, dass die Leistung des Fehlersignals minimal wird. Wird Hl,k als
stationa¨r vorausgesetzt, so bedeutet dies
E{|Hl,k − H˜l,k|2} !=Min. ( 4.34)
In [Hae91] wird gezeigt, dass die Formulierung der Wiener’schen Optimierungsaufgabe
nach Gl. ( 4.34) als MMSE (”Minimum Mean Square Estimation”)-Problem unter
Verwendung des Orthogonalita¨tsprinzips in den Zusammenhang
E{(Hl,k − H˜l,k) · Hˆ∗l′′,k′′} = 0 ( 4.35)
u¨berfu¨hrt werden kann. Gl. ( 4.35) entspricht der Anwendung des Orthogonalita¨ts-
prinzips. Dieses sagt aus, dass die Filterkoeffizienten dann optimal sind, wenn der
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Scha¨tzfehler orthogonal zu den Abtastwerten ist, die zur Scha¨tzung herangezogen
werden. Aus Gl. ( 4.35) folgt nach Einsetzen von Gl. ( 4.33)
E{Hl,k · Hˆ∗l′′,k′′} =
+Lt/2∑
i=−Lt/2−1
+Lf/2∑
j=−Lf/2−1
gl,ko (i, j)
·E{Hˆ ((bl/Dtc − i+ 1)Dt, (bk/Dfc − j + 1)Df) · Hˆ∗l′′,k′′}, ( 4.36)
worin gl,ko (i, j) die optimale Filterfunktion bezeichnet. Wird mit
ϕ(l − l′′, k − k′′) = E{Hl,k · Hˆ∗l′′,k′′} ( 4.37)
die Kreuzkorrelation und mit
R(i− l′′, j − k′′) = E{Hˆ ((bl/Dtc − i+ 1)Dt, (bk/Dfc − j + 1)Df) · Hˆ∗l′′,k′′} ( 4.38)
die Autokorrelation bezeichnet, so folgt nach Einsetzen von Gl. ( 4.38) und Gl. ( 4.37)
in Gl. ( 4.36)
ϕT(l, k) = gTo (l, k) ·R, ( 4.39)
worin R die (Lf + Lt)× (Lf + Lt) Autokorrelationsmatrix und ϕ den (Lf + Lt)× 1
Autokorrelationsvektor darstellen. Die Auflo¨sung von Gl. ( 4.39) nach den Filterko-
effizienten liefert die optimale Lo¨sung
gTo (l, k) = ϕ
T(l, k) ·R−1. ( 4.40)
In [Hoe96] wird gezeigt, dass die zweidimensionale Filterung durch zwei eindimen-
sionale Wienerfilter, bei denen das Ausgangssignal des ersten das Eingangssignal des
zweiten Filters darstellt, bei geringen Verlusten ersetzt werden kann. Diese Verein-
fachung reduziert die Komplexita¨t der auszufu¨hrenden arithmetischen Operationen,
als auch den Speicherplatzbedarf im Empfa¨nger fu¨r Filterkoeffizienten und Daten.
Eine weitere wesentliche Vereinfachung ergibt sich, wenn der Empfa¨nger die Kanal-
statistik, d.h. die Autokorrelation, nicht wa¨hrend des Empfangs neu berechnen muss,
sondern wenn zuvor unter Annahme bestimmter zu erwartender Kanaleigenschaften
die Filterkoeffizienten bereits berechnet wurden und dauerhaft im Empfa¨nger abge-
legt sind. Z.B. ist die Annahme einer Gleichverteilung der Empfangsleistung inner-
halb des Guardintervalls sinnvoll. Durch Fouriertransformation gelangt man auf Basis
dieser Annahme zu einem sin x/x-fo¨rmigen Verlauf der Autokorrelationsfunktion in
Frequenzrichtung. Weiter kann fu¨r den Fall reiner Streuausbreitung ein klassisches
Dopplerleistungsdichtespektrum mit einer zeitlichen Autokorrelationsfunktion nach
Gl. ( 4.16) angenommen werden.
Um den Einfluss der Kanalscha¨tzung mit Wienerfilterung beim DVB-T-System mit
Mobilempfang einscha¨tzen zu ko¨nnen, wurde ein Simulationswerkzeug entwickelt und
implementiert, das eine Simulation der Bitfehlerha¨ufigkeit nach innerer Faltungsde-
codierung (”Bit Error Rate (BER)” nach Viterbi) bei der U¨bertragung gema¨ß dem
DVB-T-Standard [ETS00] u¨ber verschiedene Mobilfunkkana¨le ermo¨glicht. Zur Simu-
lation des Mobilfunkkanals als WSSUS-Modell wurde die Simulatorstruktur nachBild
3-6 implementiert. Fu¨r die Softwaresimulationen stehen auch die Kanalabtastwerte
an den Zeit- bzw. Frequenzpositionen (l, k) der Daten zur Verfu¨gung. Werden diese
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Werte bei der Demodulation beru¨cksichtigt, so ist keine Kanalscha¨tzung im Sinne
einer Interpolation zwischen den Abtastwerten an den Positionen der Piloten notwen-
dig und es wird dann im folgenden von perfekter Kanalscha¨tzung gesprochen. Neben
der Interpolation mittels Wienerfilter und perfekter Kanalscha¨tzung wurden zum Ver-
gleich als weitere Kanalscha¨tzverfahren eine lineare und eine schrittweise Interpolation
betrachtet. Bei der linearen Interpolation wird linear zwischen benachbarten Scha¨tz-
werten an den Positionen zweier Pilotsymbole interpoliert. Bei der schrittweisen In-
terpolation wird der Kanalscha¨tzwert an der Position eines Pilotsymbols auch fu¨r die
Datensymbole bis zum na¨chsten Pilotsymbol verwendet. Die schrittweise Interpolati-
on stellt also keine Interpolation im eigentlichen Sinne dar, sondern entspricht einer
Abtastung des Kanals mit einem Abtastraster in Zeit und Frequenz entsprechend
dem Abstand der Pilotsymbole sowie einem Beibehalten des Abtastwertes bis zum
na¨chsten Pilotsymbol. Die Simulationen der Bitfehlerha¨ufigkeit nach der Decodie-
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Bild 4-6: Bitfehlerha¨ufigkeit als Funktion des SNR fu¨r verschiedene Kanalscha¨tz-
methoden nach Viterbi-Decodierung fu¨r fdmax=130 Hz, QPSK, 2k-FFT-Modus, Tg =
7 µs, Coderate 1/2 fu¨r das Kanalmodell ”Urban Area”.
rung des inneren Faltungscodes der Rate 1/2 mittels Viterbi-Decoder wurden fu¨r eine
QPSK-Modulation der Untertra¨ger fu¨r den 2k-FFT-Modus durchgefu¨hrt. Wa¨hrend
Bild 4-6 die Simulationsergebnisse fu¨r das Kanalmodell ”Urban Area” zeigt, ist in
Bild 4-7 die Bitfehlerrate als Funktion des SNR fu¨r das Kanalmodell ”Rural Area”
dargestellt. Die Parameter dieser Kanalmodelle sind im Anhang A.2 angegeben. Fu¨r
alle in Bild 4-7 und 4-6 gezeigten Simulationsergebnisse wurde eine maximale
Dopplerfrequenz von fdmax = 130 Hz zugrundegelegt. Zur Kanalscha¨tzung an den
Positionen der Datensymbole wurde immer zuna¨chst eine Interpolation in Zeitrich-
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Bild 4-7: Bitfehlerha¨ufigkeit als Funktion des SNR fu¨r verschiedene Kanalscha¨tzme-
thoden nach Viterbi-Decodierung fu¨r fdmax = 130 Hz, QPSK, 2k-FFT-Modus, Tg =
56 µs, Coderate 1/2 fu¨r das Kanalmodell ”Rural Area”.
tung und anschließend eine Interpolation in Frequenzrichtung durchgefu¨hrt. Fu¨r die
Wienerfilterung wurde die Anzahl der Stu¨tzstellen zu Lt = Lf = 5 fu¨r alle Simu-
lationen gewa¨hlt. Zur Berechnung der Koeffizienten des Wienerfilters in Frequenz-
richtung wurde fu¨r das Verzo¨gerungsleistungsdichtespektrum eine Gleichverteilung
innerhalb des Guardintervalls Tg angenommen. Fu¨r das Dopplerleistungsdichtespek-
trum wurden zwei unterschiedliche Annahmen untersucht. Damit ergeben sich zwei
unterschiedliche Wienerfilter in Zeitrichtung. Zum einen wurde ein Wienerfilter unter
der Annahme eines klassischen Jakes-fo¨rmigen Dopplerleistungsdichtespektrums nach
Gl. ( 3.42) entworfen. Ein zweites Wienerfilter wurde unter der Voraussetzung einer
gleichverteilten Dopplerleistungsdichte entworfen. In beiden Fa¨llen wurde die Breite
des Dopplerleistungsdichtespektrums entsprechend der maximalen Dopplerfrequenz
fdmax = 130 Hz zu 2 · 130 Hz angenommen. Man entnimmt den Verla¨ufen in den
Bildern 4-7 und 4-6, dass die Wienerfilterung sowohl fu¨r ein beim Filterentwurf
als klassisch angenommenes, als auch fu¨r ein als gleichverteilt angenommenes Dopp-
lerleistungsdichtespektrum bei gleichem SNR niedrigere Werte der Bitfehlerrate am
Ausgang des Viterbi-Decoders und damit die bessere Kanalscha¨tzung im Vergleich
zu linearer und schrittweiser Kanalscha¨tzung liefert. Fu¨r den Kanal ”Rural Area”
mit geringerer Frequenzselektivita¨t erha¨lt man fu¨r die im Vergleich zur Wienerfilte-
rung wesentlich weniger aufwendige lineare Interpolation nahezu identische Ergebnisse
bezu¨glich der Bitfehlerha¨ufigkeit gema¨ß Bild 4-7. Im Falle eines Kanals mit la¨nger
verzo¨gerten Echoanteilen, wie dem ”Urban Area” Kanal mit Laufzeitdifferenzen bis zu
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5 µs, zeigen sich Vorteile zugunsten der aufwendigeren Wienerfilterung entsprechend
Bild 4-6.
4.3.2 Bitfehlerwahrscheinlichkeit und Sto¨rleistung bei suboptimaler Ka-
nalscha¨tzung
Im vorliegenden Kapitel werden fu¨r verschiedene Interpolationsverfahren bei der pilot-
symbolgestu¨tzten Kanalscha¨tzung analytische Ausdru¨cke zur Berechnung der Rohbit-
fehlerha¨ufigkeit, d.h. der Bitfehlerha¨ufigkeit vor Decodierung des inneren Faltungsco-
des, hergeleitet. Dazu wird wieder zur Vereinfachung die im vorangegangenen Kapitel
beschriebene Lage der Pilotsymbole auf den Kreuzungspunkten eines rechteckfo¨rmi-
gen Gitters in Zeit und Frequenz gema¨ß Bild 4-5 vorausgesetzt. Wieder wird ein
langsam vera¨nderlicher Kanal angenommen, so dass der Kanal wa¨hrend der Dau-
er eines Symbols als konstant betrachtet werden kann. Fu¨r den Kanal werde ange-
nommen, dass Real- und Imagina¨rteil der komplexen, mittelwertfreien Kanalu¨ber-
tragungswerte Hl,k Gauß-verteilt sind. Damit ist der Betrag |Hl,k| dieser Fadingwerte
Rayleigh-verteilt. Da auch die Scha¨tzwerte H˜l,k als Ergebnis der Interpolation bei
der Kanalscha¨tzung als gewichtete Summe mittelwertfreier, komplexer, in Real- und
Imagina¨rteil Gauß-verteilter Zufallsvariablen hervorgehen, sind auch diese selbst mit-
telwertfrei, komplex und in Real- und Imagina¨rteil Gauß-verteilt. Damit ist der Be-
trag |H˜l,k| ebenfalls Rayleigh-verteilt und fu¨r die Wahrscheinlichkeitsdichte des Ver-
bundereignisses von gescha¨tzter und wirklicher Fadingamplitude gilt eine bivariate
Rayleigh-Verteilung [Sch65]:
p(|H|, |H˜|) = 4|H||H˜|
(1− ρ)ΩΩ˜I0
 2√ρ|H||H˜|
(1− ρ)
√
ΩΩ˜
 · exp [− 1
1− ρ
( |H|2
Ω
+
|H˜|2
Ω˜
)]
. ( 4.41)
Hierin ist ρ = Kov{|H|
2,|H˜|2}√
Var{|H|2}Var{|H˜|2}
mit 0 ≤ ρ ≤ 1 der Korrelationskoeffizient zwischen
|H|2 und |H˜|2 mit der Kovarianz Kov(·, ·) und der Varianz Var(·), Ω = E{|H|2}
und Ω˜ = E{|H˜|2}, I0(·) die modifizierte Besselfunktion 0-ter Ordnung erster Art.
Bezu¨glich der Phase ϑ = arg(H) des Fadings und ihrer Scha¨tzung ϑ˜ = arg(H˜) gilt
fu¨r die Wahrscheinlichkeitsdichtefunktion des Verbundereignisses (ϑ, ϑ˜) [Jak74]:
p(ϑ, ϑ˜) =
1− ρ
4pi2
[
(1− q2)1/2 + q(pi − cos−1 q)
(1− q2)3/2
]
, ( 4.42)
wobei 0 ≤ ϑ, ϑ˜ ≤ 2pi und q = √ρ cos(ϑ− ϑ˜) sind.
Zur Berechnung der Bitfehlerha¨ufigkeit werden die Gro¨ßen ρ und r = Ω˜
Ω
beno¨tigt.
Diese ko¨nnen in geschlossener Form als Funktion des Interpolationsfilters, der An-
zahlen Lt bzw. Lf von Abtastwerten fu¨r die Positionen der Pilotsymbole, die zur
Interpolation verwendet werden, dem Abstand der Pilotsymbole Df beziehungsweise
Dt, dem mittleren Signal-Sto¨rverha¨ltnis pro Symbol γ¯ = ΩEs/(2σ
2
N), der maximalen
Dopplerfrequenz fdmax, der Symboldauer Ts und der Guardintervallla¨nge Tg berechnet
werden. Im folgenden wird vorausgesetzt, dass zuna¨chst eine Interpolation in Zeitrich-
tung mit einem Filter mit den Koeffizienten w(i) u¨ber Lt Stu¨tzstellen und dann eine
Interpolation in Frequenzrichtung mit einem Filter mit den Koeffizienten q(j) u¨ber Lf
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Stu¨tzstellen durchgefu¨hrt wird. D.h. Scha¨tzungen der Kanalu¨bertragungsfaktoren an
den Positionen der Daten ergeben sich mit Gl. ( 4.33) und der Aufspaltung des zwei-
dimensionalen Filters g in das eindimensionale Zeitfilter w und das eindimensionale
Frequenzfilter q zu
H˜l,k =
+Lf/2∑
j=−Lf/2+1
+Lt/2∑
i=−Lt/2+1
q(j)·
(
w(i) · Hˆ ((bl/Dtc − i)Dt, (bk/Dfc − j)Df )
)
. ( 4.43)
Unter Beru¨cksichtigung von Gl. ( 4.29), Gl. ( 4.43) sowie der Stationarita¨t von H˜,
folgt fu¨r die Varianz der Einhu¨llenden der gescha¨tzten Kanalabtastwerte zuna¨chst
Ω˜ = E{|H˜|2} = E{H˜H˜∗} = 2 · E{Re(H˜)2} = 2 ·E{Im(H˜)2}. ( 4.44)
Nach kurzer Zwischenrechnung, siehe [Cas00] und als Erweiterung der Ergebnisse aus
[Tan99] fu¨r den eindimensionalen Fall, resultiert jetzt fu¨r die zweimal eindimensionale
Interpolation in Zeit- und dann in Frequenzrichtung fu¨r die Varianz der Einhu¨llenden:
Ω˜ = 2 · q

wRΦ=0w
T · · · wRΦ=Lf−1wT
wRΦ=−1wT
...
. . .
...
wRΦ=−Lf+1w
T · · · wRΦ=0wT

︸ ︷︷ ︸
Lf×Lf
qT + 2
σ2N
|P |2 |w|
2|q|2, ( 4.45)
worin w = [w(−Lt/2− 1), . . . , w(Lt/2)] ein reellwertiger Zeilenvektor ist, der die
Filterkoeffizienten des Interpolationsfilters in Zeitrichtung beinhaltet. wT stellt den
hierzu transponierten Vektor dar. Der Zeilenvektor q = [q(−Lf/2− 1), . . . , q(Lf/2)]
beziehungsweise der hierzu transponierte Vektor qT fasst die reellwertigen Filterko-
effizienten des Interpolationsfilters in Frequenzrichtung zusammen. Die Matrizen RΦ
stellen die jeweils Lt × Lt-dimensionalen Zeitkorrelationsmatrizen des Kanals fu¨r die
Frequenzdifferenz Φ dar. Mit der Rauschleistungsdichte N0, der mittleren Symbol-
energie ES beziehungsweise der Bitenergie Eb bei M−QAM sowie der Varianz Ω des
Kanals ist das mittlere Signal-zu-Sto¨rleistungsverha¨ltnis
γ¯ =
ΩES
N0
=
ΩEb log2M
N0
. ( 4.46)
Bei DVB-T werden die verstreuten Piloten, die hier zur Kanalscha¨tzung herangezogen
und betrachtet werden, mit einer um den Faktor 16
9
erho¨hten Leistung abgestrahlt.
Somit ist EP =
16
9
ED mit der Energie ED pro QAM-Datensymbol. Da in jedem
OFDM-Symbol jeder 12-te Untertra¨ger einen Piloten entha¨lt ergibt sich fu¨r die Auf-
teilung zwischen Daten- und Pilotsymbolenergie
ES =
EP + 11 ·ED
12
=
115
192
EP , ( 4.47)
woraus fu¨r DVB-T folgt:
EP =
192
115
ES = FP · ES. ( 4.48)
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Werden ferner die Korrelationsmatrizen RΦ gema¨ß R
0
Φ =
2
Ω
RΦ normiert, so folgt
schließlich fu¨r das Verha¨ltnis r
r =
Ω˜
Ω
= q

wR0Φ=0w
T · · · wR0Φ=Lf−1wT
wR0Φ=−1wT
...
. . .
...
wR0Φ=−Lf+1w
T · · · wR0Φ=0wT

︸ ︷︷ ︸
Lf×Lf
qT +
|w|2|q|2
FP · γ¯ . ( 4.49)
Mit der zu
Kov(|H|2, |H˜|2) = E{|H|2|H˜|2} − E{|H|2}E{|H˜|2} ( 4.50)
definierten Kovarianz zwischen |H|2 und |H˜|2 und nach kurzer Zwischenrechnung,
siehe [Cas00], folgt fu¨r die Korrelation zwischen wahrem und gescha¨tztem Betrags-
quadrat des Kanals
ρ =
Kov{|H|2, |H˜|2}√
Var{|H|2}Var{|H˜|2}
=
(∑
i
∑
j w(i) · q(j) ·R0(τi, νj)
)2
r
, ( 4.51)
wobei R0(τi, νj) die auf Ω normierte Zeit-/Frequenzkorrelationsfunktion mit τi =
(i · Dt − l)(Ts + Tg) und νj = (j · Df − k)/Ts darstellt. Da die Filterkoeffizienten
der Interpolationsfilter und R0(τi, νj) von der Position (l, k) der Datensymbole zwi-
schen den Piloten abha¨ngig sind, mu¨ssen r und ρ u¨ber die Positionen (l, k) zwischen
aufeinander folgende Pilotsymbole gemittelt werden.
Die folgende Berechnung der mittleren Bitfehlerha¨ufigkeit u¨ber den stationa¨ren
Rayleigh-Kanal wird zuna¨chst fu¨r eine 16-QAM der OFDM-Untertra¨ger unter der
Annahme perfekter Scha¨tzung der Kanalphase durchgefu¨hrt. Daru¨ber hinaus wird
eine Gray-Codierung der QAM-Symbole, wie sie auch beim DVB-T-System Verwen-
dung findet, vorausgesetzt. Die Analyse der Bitfehlerrate wird dann fu¨r Amplituden-
und Phasenfehler der pilotsymbolgestu¨tzten Kanalscha¨tzung, als auch fu¨r 4-QAM
(QPSK) und 64-QAM der Untertra¨ger erweitert. Fu¨r jeden Bitstrom ist das Emp-
fangssignal r = s|H|ejϑ + nR, wobei fu¨r die 16-QAM s ∈ {−3d,−d, d, 3d} . |H|ejϑ
beschreibt den Fadingkanal und nR ist das Rauschen mit der Varianz σ
2
N =
N0
2
. Mit
der Scha¨tzung |H˜| der Kanalamplitude und der perfekten Scha¨tzung ϑ˜ = ϑ der Kanal-
phase ergibt sich fu¨r die Entscheidungsvariable am Eingang des QAM-Demodulators
nach Korrektur des Kanaleinflusses
rd = s
|H|
|H˜| +
nR
|H˜| . ( 4.52)
Bild 4-8 zeigt die Konstellation fu¨r 16-QAM mit Gray-Codierung mit den strich-
punktiert dargestellten Entscheidergrenzen. Die bedingte BER wird im folgenden Bit-
fu¨r Bitstelle fu¨r die Inphase-Komponente berechnet. Aufgrund der Symmetrie ist die
BER fu¨r die Quadraturkomponente die gleiche und braucht deshalb nicht gesondert
berechnet zu werden. Beispielsweise tritt ein Bitfehler fu¨r das MSB auf, falls das
Signal, das das ”1”-Bit repra¨sentiert, d.h. s |H||H˜| mit s = −3d oder s = −d in den
Entscheidungsraum fu¨r das ”0”-Bit fa¨llt und umgekehrt. Aus Gl. ( 4.52) folgt fu¨r die
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Bild 4-8: Real- bzw. Imagina¨rteil der Signalraumkonstellation fu¨r 16-QAMmit Gray-
Codierung.
Standardabweichung der Entscheidungsvariablen σN|H˜| . Die Wahrscheinlichkeitsdichte
fu¨r den Wert r der Entscheidungsvariablen unter der Bedingung eines gesendeten
Signals si mit s1 = −3d, s2 = −d, s3 = d, s4 = 3d ergibt sich zu:
p(r|si) = 1√
2pi(σN/|H˜|)
· exp
−
(
r − si |H||H˜|
)2
(
σN
|H˜|
)2
 . ( 4.53)
Hieraus folgt die Wahrscheinlichkeit eines Bitfehlers unter der Bedingung, dass s3 = d
beziehungsweise s4 = 3d gesendet wurde
P (e|s3) =
∫ 0
−∞
p(r|s4)dr = Q
3d |H|ˆ|H|
σN

P (e|s4) =
∫ 0
−∞
p(r|s3)dr = Q
d |H|ˆ|H|
σN
 , ( 4.54)
worin
Q(x) =
1
2
erfc
(
x√
2
)
=
1√
pi
∫ ∞
x/
√
2
exp(−u2)du ( 4.55)
die Q-Funktion darstellt. Aufgrund der Symmetrie gilt P (e|s2) = P (e|s3) und
P (e|s1) = P (e|s4). Unter der Voraussetzung der gleichen Auftrittswahrscheinlichkeit
aller Gray-codierten QAM-Symbole folgt fu¨r die Wahrscheinlichkeit eines Bitfehlers
im MSB unter der Bedingung des Verbundereignisses |H|, |H˜|
PMSB(e||H|, |H˜|) = 1
4
4∑
i=1
P (e|si) = 1
2
Q
(
d · |H|
σN
)
+
1
2
Q
(
3d · |H|
σN
)
( 4.56)
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A¨quivalent folgt fu¨r die Wahrscheinlichkeit eines Bitfehlers im LSB unter der Bedin-
gung, dass si gesendet wurde
P (e|s4) = P (e|s1) =
∫ 2d
−2d
p(r|s4)dr = Q
3d |H|ˆ|H| − 2d
σN
−Q
3d |H|ˆ|H| + 2d
σN

P (e|s3) = P (e|s2) =
∫ −2d
−∞
p(r|s3)dr +
∫ ∞
2d
p(r|s3)dr =
Q
d |H|ˆ|H| + 2d
σN
+Q
−d |H|ˆ|H| + 2d
σN
 . ( 4.57)
Somit folgt fu¨r die Wahrscheinlichkeit eines Bitfehlers im LSB unter der Bedingung
des Verbundereignisses |H|, |H˜|
PLSB(e||H|, |H˜|) = 1
2
[
Q
(
3d|H| − 2d|H˜|
σN
)
−Q
(
3d|H|+ 2d|H˜|
σN
)]
+
1
2
[
Q
(−d|H|+ 2d|H˜|
σN
)
−Q
(
d|H|+ 2d|H˜|
σN
)]
. ( 4.58)
Da jedes zu u¨bertragende Bit mit gleicher Wahrscheinlichkeit auf das MSB oder LSB
abgebildet wird und da die Bitfehlerwahrscheinlichkeiten fu¨r die Inphase- und Quadra-
turkomponente im Mittel gleich groß sind, ergibt sich die mittlere Bitfehlerwahrschein-
lichkeit unter der Bedingung von wahrer und gescha¨tzter Fadingamplitude |H|, |H˜|
zu
P (e||H|, |H˜|) = 1
2
[PMSB(e||H|, |H˜|) + PLSB(e||H|, |H˜|)] ( 4.59)
mit den Wahrscheinlichkeiten PMSB und PLSB nach Gl. ( 4.56) und ( 4.58). Die mitt-
lere Bitfehlerwahrscheinlichkeit bei 16-QAM folgt aus der Mittelung der bedingten
Bitfehlerwahrscheinlichkeit u¨ber alle Fadingamplituden gema¨ß
P16−QAM(e) =
∫ ∞
0
∫ ∞
0
P (e||H|, |H˜|) · p(|H|, |H˜|) · d|H|d|H˜|. ( 4.60)
Nach Einsetzen von Gl.( 4.41) sowie Gl. ( 4.59) in Gl. ( 4.60) und Zwischenrechnung,
siehe [Tan99], folgt fu¨r die Bitfehlerwahrscheinlichkeit bei 16-QAM
P16−QAM(e) =
6∑
i=1
wiχ(ai, bi, γ¯, r, ρ), ( 4.61)
mit
χ(a, b, γ¯, r, ρ) =
1− ρ
pi
∫ pi
2
0
∫ pi
2
−pi
2
dφdθ sin 2θ
(
√
ρ sin 2θ sinφ+ 1)2
Ψ(x, y), ( 4.62)
wobei x =
√
ρ sin 2θ sin φ+ 1 und y =
√
(1− ρ)γ¯(a cos θ +√rb sin θ) sowie
Ψ(x, y) =
1
2
− 3y
4
√
2x+ y2
+
y3
4(2x+ y2)3/2
. ( 4.63)
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Die Koeffizienten ai, bi und wi aus Gl. ( 4.61) sind in Tab. A-1 aufgelistet. Analog
zum beschriebenen Vorgehen fu¨r 16-QAM ergibt sich fu¨r die Bitfehlerwahrscheinlich-
keit bei QPSK-Modulation der Untertra¨ger
PQPSK(e) = χ(1, 1, γ¯, r, ρ), ( 4.64)
und fu¨r 64-QAM der Untertra¨ger
P64−QAM(e) =
28∑
i=1
wiχ(ai, bi, γ¯, r, ρ), ( 4.65)
mit den Koeffizienten nach Tab. A-2. Bezu¨glich dem in den Gln. ( 4.61), ( 4.64)
und ( 4.65) einzusetzendem mittlerem Signal-Sto¨rverha¨ltnis γ¯ = ΩED
N0
ist zu beachten,
dass die Datensymbole bei DVB-T mit einer geringeren Leistung im Vergleich zu den
Pilotsymbolen ausgestrahlt werden. Es gilt der Zusammenhang
ES =
EP + 11ED
12
=
115
108
ED. ( 4.66)
In der folgenden Betrachtung wird zusa¨tzlich zum Scha¨tzfehler bezu¨glich der Fa-
dingamplitude des Kanals auch ein nicht verschwindender Scha¨tzfehler fu¨r die Ka-
nalphase angenommen. Aus Gl. ( 4.42) folgt fu¨r die Wahrscheinlichkeitsdichte des
Phasenscha¨tzfehlers ψ = ϑ− ϑ˜
p(ψ) =
1− ρ
4pi2
[
(1− q2)1/2 + q(pi − cos−1 q)
(1− q2)3/2
]
, ( 4.67)
wobei −2pi ≤ ψ ≤ 2pi und q = √ρ cos(ψ) sind. Durch den Fehler bei der Scha¨tzung
der Kanalphase entsteht ein U¨bersprechen zwischen dem Inphasesignalanteil sI und
der Quadraturkomponente sQ:
rd = (sI cosψ + sQ sinψ)
|H|
|H˜| +
n
|H˜| . ( 4.68)
Die bedingte Bitfehlerwahrscheinlichkeit fu¨r die Inphasekomponente ha¨ngt deshalb
zusa¨tzlich von den Gro¨ßen ψ und sQ ab, d.h.
χ(a1, a2, b, γ¯, r, ρ) =
1− ρ
pi
∫ 2pi
−2pi
∫ pi
2
0
∫ pi
2
−pi
2
dφdθdψ sin 2θp(ψ)
(
√
ρ sin 2θ sinφ+ 1)2
Ψ(x, y), ( 4.69)
mit x =
√
ρ sin 2θ sinφ + 1, y =
√
(1− ρ)γ¯(g cos θ + √rb sin θ) und g = (a1 cosψ +
a2 sinψ). Die mittlere Bitfehlerwahrscheinlichkeit unter Beru¨cksichtigung von Phasen-
und Amplitudenfehler bei der Kanalscha¨tzung fu¨r 16-QAM ist damit:
P16−QAM(e) =
12∑
i=1
wiχ(a1i, a2i, bi, γ¯, r, ρ). ( 4.70)
Die Koeffizienten a1i, a2i, bi, γ¯, r, ρ sind in Tab. A-3 aufgelistet. Entsprechend ergibt
sich mit den Koeffizienten aus Tab. A-4 und A-5 fu¨r die QPSK-Modulation und
die 64-QAM der Untertra¨ger
PQPSK(E) = χ(1, 1, 1, γ¯, r, ρ) ( 4.71)
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und
P64−QAM(E) =
112∑
i=1
wiχ(a1i, a2i, bi, γ¯, r, ρ). ( 4.72)
Der Einfluss der imperfekten Kanalscha¨tzung la¨sst sich auch im Sinne einer
zusa¨tzlichen Sto¨rleistung modellieren, die das Signal-Sto¨rverha¨ltnis verschlechtert.
Die Sto¨rleistung σ2ce infolge der realen Kanalscha¨tzung ergibt sich als Erwartungs-
wert des quadrierten Betragsquadrats der Differenz von Kanalu¨bertragungsfunktion
und Scha¨tzung entsprechend zu
σ2ce = ES · E{||H|ejϑ − |H˜|ejϑ˜|2}. ( 4.73)
Mit der Phasendifferenz ψ = ϑ− ϑ˜ folgt der Ausdruck
σ2ce = ES
∫ ∞
0
∫ ∞
0
∫ 2pi
−2pi
(
|H|2 + |H˜|2 − 2|H||H˜| cosψ
)
p(|H|, |H˜|)p(ψ)dψd|H|d|H˜|
= ES ·
(
Ω + Ω˜− 2
∫ ∞
0
∫ ∞
0
∫ 2pi
−2pi
|H||H˜| cosψp(|H|, |H˜|)p(ψ)dψd|H|d|H˜|
)
,
( 4.74)
der mit numerischer Integration bestimmt und entsprechend in der Berechnung der
codierten Bitfehlerwahrscheinlichkeit beru¨cksichtigt werden kann.
4.4 Vergleich analytischer Ergebnisse mit Simulationen
Fu¨r verschiedene Zeit- und Frequenzinterpolationsfilter wurden mittels Rechnersi-
mulationen Bitfehlerha¨ufigkeiten als Funktion des Eb/N0 ermittelt. Sowohl bei der
Interpolation in Zeitrichtung als auch in Frequenzrichtung kamen folgende eindimen-
sionalen Filterfunktionen in verschiedenen Kombinationen zur Anwendung:
• Schrittweise Interpolation:
Der Scha¨tzwert des Kanals zum aktuell zu decodierenden Datensymbol ist gleich
dem Wert fu¨r das vorangegangene Pilotsymbol:
Lt = Lf = 1 w(0) = q(0) = 1.
• Lineare Interpolation:
Der Scha¨tzwert des Kanals zum aktuell zu decodierenden Datensymbol wird
durch lineare Interpolation zwischen den beiden unmittelbar benachbarten Pi-
lotsymbolen ermittelt:
Lt = 2 w(0) = 1− lDt w(1) =
l
Dt
Lf = 2 q(0) = 1− kDf q(1) =
k
Df
.
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• Tiefpassinterpolation:
Der Scha¨tzwert des Kanals zum aktuell zu decodierenden Datensymbol wird
durch ein kausales Tiefpassfilter gewonnen:
Dt = 6 w(i) = sinc(l/Dt − i), i = −2, ..., 3
Df = 6 q(j) = sinc(k/Df − j), j = −2, ..., 3,
wobei sinc(x) = sin(x)/x ist.
Bezu¨glich des Funkkanals wird ein WSSUS-Modell mit reiner Streuausbreitung, d.h.
verschwindendem Rice-Faktor, vorausgesetzt. In [Hoe90] wird gezeigt, dass unter der
WSSUS-Annahme fu¨r den Funkkanal die Zeit-/Frequenzkorrelation mit der Wahr-
scheinlichkeitsdichtefunktion p(τ, fd) fu¨r die Abtastwerte des Verzo¨gerungs-Doppler-
Leistungsdichtespektrums u¨ber folgenden Zusammenhang in Beziehung stehen:
R(∆f,∆t) = E{ej2pifd∆te−j2piτ∆f} =
∫ +∞
−∞
∫ +∞
−∞
ej2pifd∆te−j2piτ∆fp(τ, fd)dτdfd.
( 4.75)
Unter der Annahme diskreter Ausbreitungspfade ν mit den Leistungen aν und ei-
nem fu¨r jeden Pfad Jakes-fo¨rmigen Dopplerleistungsdichtespektrum ergibt sich fu¨r
die Wahrscheinlichkeitsdichtefunktion
p(τ, fd) =
1
pifdmax
√
1−
(
fd
fdmax
)2 ∑
ν
aνδ(τ − τν). ( 4.76)
Das Einsetzen von Gl. ( 4.76) in Gl. ( 4.75) liefert fu¨r die beno¨tigte Zeit-
/Frequenzkorrelation beim WSSUS-Funkkanal
R(∆f,∆t) =
∑
ν
aνe
−j2piτν∆f · J0(2pifdmax∆t). ( 4.77)
Damit kann die analytische Abscha¨tzung der Bitfehlerha¨ufigkeit mit den im voran-
gegangenen Unterkapitel abgeleiteten Gleichungen ( 4.61), ( 4.64), ( 4.65), ( 4.70),
( 4.71) und ( 4.72), berechnet werden. In den Bildern 4-9, 4-10, 4-11, 4-
12, 4-13 und 4-14 sind zum Vergleich die Verla¨ufe der analytisch abgescha¨tz-
ten und simulierten Bitfehlerha¨ufigkeit fu¨r verschiedene Kombinationen nacheinan-
der in Zeit- und Frequenzrichtung angewandter Interpolationsfilter als Funktion des
Eb/N0 im ”Hilly Terrain”-Kanal dargestellt. Zugrunde liegt eine QPSK der Unter-
tra¨ger im 2k-FFT-Modus mit einer maximalen Dopplerfrequenz von fdmax = 65 Hz.
Die Abscha¨tzung und die Simulation liefern vergleichbare Ergebnisse, wobei die ana-
lytische Abscha¨tzung etwas zu optimistisch ausfa¨llt. Dies liegt darin begru¨ndet, dass
bei der analytischen Abscha¨tzung fu¨r die Dauer eines OFDM-Symbols von einem
konstanten Kanal ausgegangenen wurde, so dass tatsa¨chliche Phasena¨nderungen in
der Gro¨ßenordnung 2pifdmaxTS unberu¨cksichtigt bleiben. Erwartungsgema¨ß liefert die
aufwa¨ndige Tiefpassinterpolation in Zeit und Frequenz sowohl in der analytischen
Abscha¨tzung, als auch in der Simulation das beste Ergebnis. Bild 4-15 zeigt im Ver-
gleich analytische Abscha¨tzung zu Simulation die Abha¨ngigkeit der Bitfehlerha¨ufig-
keit von der maximalen Dopplerfrequenz fdmax fu¨r das ”Hilly Terrain”-Kanalmodell
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Bild 4-9: Vergleich der analytischen Abscha¨tzung und Simulation der Bitfeh-
lerha¨ufigkeit (BER) als Funktion des Eb/N0 fu¨r das ”Hilly Terrain”-Kanalmodell,
den 2k-FFT-Mode, fdmax = 65 Hz, QPSK und einer schrittweisen Interpolation in
Zeit- und Frequenzrichtung.
bei einem konstanten Eb/N0 = 20 dB. Die Bitfehlerha¨ufigkeit wurde fu¨r QPSK der
Untertra¨ger im 2k-FFT-Mode fu¨r ein lineares Interpolationsfilter in Zeit- und Fre-
quenzrichtung ermittelt. Abschließend zeigen die Bilder 4-16, 4-17 und 4-18
den Vergleich zwischen analytischer Abscha¨tzung und simulierter Bitfehlerha¨ufigkeit
im ”Rural Area”-Kanal als Funktion des Eb/N0 fu¨r 16-QAM der Untertra¨ger wieder
fu¨r den 2k-FFT-Mode. Fu¨r diesen wenig frequenzselektiven Kanal wird durch eine
verbesserte Kanalscha¨tzung in Frequenzrichtung eine nur unwesentlich verringerte
Bitfehlerha¨ufigkeit erreicht.
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Bild 4-10: Vergleich der analytischen Abscha¨tzung und Simulation der Bitfeh-
lerha¨ufigkeit (BER) als Funktion des Eb/N0 fu¨r das ”Hilly Terrain”-Kanalmodell,
den 2k-FFT-Mode, fdmax = 65 Hz, QPSK, einer schrittweisen Interpolation in Zeit-
und einer linearen Interpolation in Frequenzrichtung.
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Bild 4-11: Vergleich der analytischen Abscha¨tzung und Simulation der Bitfeh-
lerha¨ufigkeit (BER) als Funktion des Eb/N0 fu¨r das ”Hilly Terrain”-Kanalmodell,
den 2k-FFT-Mode, fdmax = 65 Hz, QPSK, einer schrittweisen Interpolation in Zeit-
und einer Tiefpassinterpolation in Frequenzrichtung.
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Bild 4-12: Vergleich der analytischen Abscha¨tzung und Simulation der Bitfeh-
lerha¨ufigkeit (BER) als Funktion des Eb/N0 fu¨r das ”Hilly Terrain”-Kanalmodell,
den 2k-FFT-Mode, fdmax = 65 Hz, QPSK, einer Tiefpassinterpolation in Zeit- und
einer schrittweisen Interpolation in Frequenzrichtung.
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Bild 4-13: Vergleich der analytischen Abscha¨tzung und Simulation der Bitfeh-
lerha¨ufigkeit (BER) als Funktion des Eb/N0 fu¨r das ”Hilly Terrain”-Kanalmodell,
den 2k-FFT-Mode, fdmax = 65 Hz, QPSK, einer Tiefpassinterpolation in Zeit- und
einer linearen Interpolation in Frequenzrichtung.
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Bild 4-14: Vergleich der analytischen Abscha¨tzung und Simulation der Bitfeh-
lerha¨ufigkeit (BER) als Funktion des Eb/N0 fu¨r das ”Hilly Terrain”-Kanalmodell,
den 2k-FFT-Mode, fdmax = 65 Hz, QPSK und einer Tiefpassinterpolation in Zeit-
und Frequenzrichtung.
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Bild 4-15: Vergleich der analytischen Abscha¨tzung und Simulation der Bitfeh-
lerha¨ufigkeit (BER) als Funktion der maximalen Dopplerfrequenz fdmax mit Eb/N0 =
20 dB fu¨r das ”Hilly Terrain”-Kanalmodell, den 2k-FFT-Mode, QPSK und einer li-
nearen Interpolation in Zeit- und Frequenzrichtung.
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Bild 4-16: Vergleich der analytischen Abscha¨tzung und Simulation der Bitfeh-
lerha¨ufigkeit (BER) als Funktion des Eb/N0 fu¨r das ”Rural Area”-Kanalmodell, den
2k-FFT-Mode, fdmax = 65 Hz, 16-QAM, einer linearen Interpolation in Zeit- und
schrittweisen Interpolation in Frequenzrichtung.
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Bild 4-17: Vergleich der analytischen Abscha¨tzung und Simulation der Bitfeh-
lerha¨ufigkeit (BER) als Funktion des Eb/N0 fu¨r das ”Rural Area”-Kanalmodell, den
2k-FFT-Mode, fdmax = 65 Hz, 16-QAM und einer linearen Interpolation in Zeit- und
Frequenzrichtung.
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Bild 4-18: Vergleich der analytischen Abscha¨tzung und Simulation der Bitfeh-
lerha¨ufigkeit (BER) als Funktion des Eb/N0 fu¨r das ”Rural Area”-Kanalmodell, den
2k-FFT-Mode, fdmax = 65 Hz, 16-QAM, einer linearen Interpolation in Zeit- und
Tiefpassinterpolation in Frequenzrichtung.
