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ABSTRACT. We continue the study of bottom-up unranked tree automata with equality and dis-
equality constraints between direct subtrees. In particular, we show that the emptiness problem for
the nondeterministic automata is decidable. In addition, we show that the universality problem, in
contrast, is undecidable.
1 Introduction
We continue the study of bottom-up unranked tree automata with equality and disequality
constraints between direct subtrees, introduced in [12], which extend the corresponding
automaton model known from the ranked setting [1]. This extension constitutes a part of
the efforts in transferring the results known in the context of automata on ranked trees to
the unranked case, which has attracted much attention from the research community as a
formal model for XML documents; for references, see, e.g., the surveys [14, 15].
Thedistinguishingfeatureofunrankedtreesisthatthenumberofchildrenofthenodes,
as opposed to ranked trees, is not a priori bounded by any ﬁxed rank. In order to cope with
this phenomenon, bottom-up automata on unranked trees, usually, incorporate regular lan-
guages in their transitions. It then turns out that ﬁnite automata on unranked trees enjoy
many of the good properties of their counterpart in the ranked case. In many application
domains, however, it is often desired to add some expressive power to the basic model with-
out losing too many of the decidability results. A common approach to doing this is to add
some constraints to the transitions of the automata. In fact, many models of ﬁnite automata
with constraints on (ranked as well as unranked) trees have appeared in the literature.
An example of adding constraints in tree automata is counting constraints, which is
particularly interesting in the unranked case as the number of successors of a node might
be unbounded. For instance, in Presburger automata [17] (cf. also sheaves automata [7])
the application of a bottom-up transition is subject to the satisfaction of certain numerical
conditions involving the subtrees (or the states reached at the root of these subtrees), such
as “the number of a-rooted subtrees is twice the number of b-rooted subtrees”. It turns out
that adding these constraints retains many of the good properties of the basic model; in
particular, the emptiness problem remains decidable.
Another type of constraints that has been considered in the literature is the equality
(and disequality) constraints. Here, the application of a bottom-up transition is subject to
whether certain subtrees of the current node are equal. It turns out, however, that these
constraints, in the most general form where comparisons between arbitrary subtrees are al-
lowed, are too powerful, in the sense that the emptiness problem becomes undecidable [13].
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In order to obtain decidability, thus, some restrictions on how equality constraints are used
in ranked tree automata have been suggested. Such a restriction can be found in reduction
automata [3, 8]; here, one requires that the number of equality and disequality tests in each
path of a run tree must be bounded. Another possible restriction, suggested in [1], is that
equality constraints may only be applied to sibling subtrees. For a more thorough overview
of these automata models, the reader is referred to [4].
In [12], we extend tree automata with equality constraints between siblings to the un-
ranked setting. In order to be able to address the (possibly) unbounded number of siblings
to be compared, while still maintaining a ﬁnite representation, we suggest using formulas
of monadic second-order logic. For this model, it has been shown that the emptiness prob-
lem for the deterministic case is decidable, while leaving open the nondeterministic case.
It also turns out that the nondeterministic automata are strictly more expressive than the
deterministic ones.
In this paper, we settle the nondeterministic case: we show that the emptiness problem,
as in the deterministic case, is decidable. For this, despite the fact that determinization is
not possible, we incorporate a kind of subset construction directly into our algorithm for the
deterministic case, which then yields an emptiness algorithm for the nondeterministic case.
In addition, we show that the universality problem in undecidable, which is achieved via a
reduction of the halting problem for two-register machines.
There is a tight connection between our automaton model and data words that we want
to point out. Generally speaking, a data word is a ﬁnite word to each position of which is
attached a data value, i.e., a value from an inﬁnite domain like the natural numbers. There
are several automaton models on data words (and data trees) that have been proposed in
the literature; for a recent survey, see, e.g., [16]. In order to maintain decidability results,
these automaton models, usually, can only compare data values with respect to equality.
Now, as trees can be used to represent data values, equality between data values amounts
to equality between trees. Thus, with an appropriate encoding of data words as unranked
trees, our automaton model can be used to describe languages of data words.
This paper is organized as follows. In Section 2, we ﬁx our notations and recall our
automaton model as well as some known results. Section 3 is devoted to our main result,
namely that the emptiness problem for our automaton model is decidable. In Section 4
we show that the universality problem, in contrast, is undecidable. Then, in Section 5 we
discuss the connection with data languages. Finally, Section 6 concludes with some remarks
on the complexity issues and further prospects.
2 Preliminaries
We denote the set of (positive) natural numbers by N (respectively, N+).
For every set A, we denote by 2A the power set of A and by NA the set of mappings
assigning a natural number to each member of A. We denote the set of all ﬁnite (nonempty)
words over A by A (respectively, A+). We denote the empty word by #. For every word
w 2 A, we denote its length by jwj.
Let A be a ﬁnite, nonempty alphabet. A nonempty word w over A deﬁnes a logical
structure with the set of w’s positions as its universe, equipped with the successor predi-CHRISTOF L¨ ODING, KARIANTO WONG FSTTCS 2009 313
cate S(x,y), the order predicate x < y, and the label predicate a(x), for each a 2 A; these
predicates are interpreted over f1,...,jwjg as usual. The formulas of monadic second-order
(MSO) logic over words over A are built up from: ﬁrst-order variables x,y,z,... (ranging
over positions); set variables X,Y,Z,...; atomic formulas x = y, x < y, S(x,y), X(x), and
a(x), for all a 2 A; Boolean connectives; and ﬁrst-order as well as set quantiﬁers. We write
j(x1,...,xn,X1,...,Xm) to indicate that the MSO-formula j may contain free occurrences
of the variables x1,...,xn,X1,...,Xm.
In the sequel, let S be a nonempty, ﬁnite (tree-labeling) alphabet. A tree domain D is a
nonempty, preﬁx-closed subset of N
+ such that, for each u 2 D and i > 0, if ui 2 D, then
also uj 2 D, for each j 2 f1,...,ig. A ﬁnite unranked tree t over S (S-labeled tree, for short)
is a mapping t: domt ! S where domt is a ﬁnite tree domain. The elements of domt are
called the nodes of t, and the node # is called the root of t. A node u 2 domt is said to have
k  0 successors if uk 2 domt but u(k +1) 62 domt. In this case, we call ui the i-th successor
of u, and we say that ui and uj are sibling nodes, for each i, j 2 f1,...,kg. A leaf of t is a
node without any successor. Given a node u of t, the subtree of t at u is the tree given by
tju with domtju = fv 2 N
+ j uv 2 domtg and tju(v) = t(uv), for all v 2 domtju. Further,
tju is called a direct subtree of t if juj = 1. We write t as a(t1 ...tk) to indicate that its root
is labeled with a and that it has k successors at which the subtrees t1,...,tk are rooted. We
denote the set of all S-labeled trees by TS.
Let Q be a ﬁnite, nonempty set (of tree automaton states). An atomic sibling constraint
over Q is given by an MSO-formula j(x,y) over words over Q, with two free ﬁrst-order
variables x and y, and has either of the following forms:
(8=) 8x8y . j(x,y) ! tx = ty (9=) 9x9y . j(x,y) ^ tx = ty
(86=) 8x8y . j(x,y) ! tx 6= ty (96=) 9x9y . j(x,y) ^ tx 6= ty
Intuitively, an 9=-constraint (respectively, 96=) says that “there is a pair of positions that
satisﬁes j, and the subtrees at these positions are equal (or distinct, respectively)”, and a 8=-
constraint (respectively, 86=) says that “for each pair of positions that satisﬁes j the subtrees
at these positions must be equal (or distinct, respectively)”. A nonempty word w over Q
together with a sequence t1 ...tjwj of S-labeled trees (attached to w’s positions) are said to
satisfy an atomic sibling constraint if, depending on the constraint type, the following holds:
 9=- or 96=-constraint: There exist some positions x,y in w such that j(x,y) is satisﬁed
and tx = ty (respectively, tx 6= ty).
 8=- or 86=-constraint: For all positions x,y in w, if j(x,y) is satisﬁed, then tx = ty
(respectively, tx 6= ty).
Forthesakeofsimplicity, wewillsometimesrefertoatomicsiblingconstraintssimplybythe
underlying MSO-formulas whenever no confusion might arise. A sibling constraint over Q is
a Boolean combination of atomic constraints. As a remark, 8=-constraints are, with respect
to negation, dual to 96=-constraints, and, similarly, 86=-constraints are dual to 9=-constraints.
Thus, without loss of generality, we will consider only positive Boolean combinations (i.e.,
without negation) of atomic constraints.
A (nondeterministic) unranked tree automaton with equality and disequality constraints be-
tween siblings (UTACS) over S is deﬁned as a tuple A = (Q,S,L,D, F) where: Q is a ﬁnite,314 UNRANKED TREE AUTOMATA WITH SIBLING CONSTRAINTS
nonempty set of states; F  Q is the set of accepting or ﬁnal states; L  S  Q is the set
of leaf transitions; and D is the set of inner-node transitions of the form (L,a,a,q), where
L  Q+ is a regular set, a is a sibling constraint over Q, a 2 S, and q 2 Q. Note that we can
assume, withoutlossofgenerality, that a isaconjunctionofatomicconstraints; startingfrom
sibling constraints in disjunctive normal form, each transition with a disjunction of sibling
constraints can be split into several transitions each of which contains only a conjunction of
atomic constraints.
For every S-labeled tree t, a run of A on t is a Q-labeled tree r: domt ! Q such that: (a)
for each leaf node u 2 domt, we have (t(u),r(u)) 2 L; (b) for each node u 2 domt with k 
1 successors, there exists a transition (L,a,t(u),r(u)) in D such that the word r(u1)...r(uk)
belongs to L and, together with the tree sequence tju1 ...tjuk, satisﬁes a. In case such a run
exists, we write t !A r(#) (or simply t ! r(#)), and say that t reaches or evaluates to r(#).
Further, d(t) denotes the set of states reached by t, i.e., d(t) = fq 2 Q j t ! qg. Note that
d(t) can effectively be determined. The tree t is accepted by A if d(t) \ F 6= Æ. The set of
trees accepted by A is denoted by T(A). We call A deterministic if, for each tree t, there exists
at most one state q with t ! q.
Let us recall some properties of UTACS (cf. [12]). The class of UTACS is closed under
union and intersection, and the class of deterministic UTACS are closed under all Boolean
operations. Moreover, UTACS, in general, cannot be determinized; that is, there exists some
UTACS-deﬁnable tree language which cannot be recognized by any deterministic UTACS.
3 The Emptiness Problem
The main result of this section is:
THEOREM 1. The emptiness problem for nondeterministic UTACS is decidable.
In [12], we have given an emptiness algorithm for the deterministic case. Toward show-
ing Theorem 1, we propose incorporating a kind of subset construction into this algorithm
in order to obtain an emptiness algorithm for the nondeterministic case; in this way, we
have thus avoided determinization, which, in general, is not possible for nondeterministic
UTACS. In order to accomplish this, we will need to reﬁne some notions we have used in the
deterministic case and adapt the algorithm appropriately. For the sake of clarity, in the fol-
lowing we will directly present our method for the nondeterministic case, while sometimes
making reference to the deterministic case as we see ﬁt.
Throughout this section, let A = (Q,S,L,D, F) be a nondeterministic UTACS.
The key difference between nondeterministic and deterministic UTACS is that for the
former the state reached by a tree is, in general, not unique. Nevertheless, the set of states
reached by every tree is unique; in other words, we have:
REMARK 2. For every pair, t and t0, of S-labeled trees, if d(t) 6= d(t0), then t 6= t0.
Our emptiness algorithm is actually an adaptation of the standard marking algorithm
(see, e.g., [4, Chapter 8]). The main idea is to maintain, for each set of states S  Q, a
collection TS containing trees t with d(t) = S. For this, we iteratively construct new trees
a(t1 ...tm), for some a 2 S, where the trees t1,...,tm have been constructed in previous
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terminatesassoonassometree t with d(t)\F 6= Æ hasbeenconstructed, or, otherwise, ifwe
have constructed enough trees to conclude that the language recognized by the underlying
automaton is empty.
In the sequel, we deﬁne the notions needed for our algorithm. First, we introduce
transitions that have state sets as target. Second, we consider the applicability of such tran-
sitions. Third, we provide a bound on the number of trees we need to collect. Due to space
limitations, however, we will omit most of the technical details.
Subset transitions and suitable words. As we are considering sets of states instead of
mere states as the target of a transition, we are going to consider a collection of transitions
instead of a single transition, which reﬂects the possibility to reach, with each tree, more
than one target state. Such a collection of transitions, intuitively, speciﬁes which ‘normal
transitions’ we can apply in order to reach the states in S.
DEFINITION 3. Let a be a symbol from S, and let S be a nonempty subset of Q. A subset
transition w.r.t. a and S (or, for short, (a,S)-transition) is a collection of transitions given by
a mapping q: S ! D such that, for each q 2 S, the transition q(q) 2 D reads the symbol a
and has q as its target state. We denote the set of all (a,S)-transitions by Qa
S.
An application of a subset transition q 2 Qa
S to a tree t = a(t1 ...tm), actually, consists
of applying all the transitions referred to therein to t; that is, for each of these transitions, say
(L,a,a,q), there is a sequence of states w = q1 ...qm, with qi 2 d(ti), for each i = 1,...,m,
such that, ﬁrstly, w belongs to L and, secondly, w and t1 ...tm satisfy the constraint a.
Note that with this deﬁnition the result of applying a subset transition q 2 Qa
S to a tree
t = a(t1 ...tm) is, in general, not exactly S; instead, d(t) might be a superset of S, as the
deﬁnition does not forbid other transitions than the ones mentioned in q to be applied to t.
In order to analyze the conditions under which a subset transition is applicable, we
focus on the sequences of state sets that underlie an application of the subset transition (i.e.,
the state sets occurring at the children of the node under consideration). Let q 2 Qa
S be a
subset transition. A nonempty word over the power set of Q, say x = S1 ...Sm 2 (2Q)+, is
called suitable for q (or q-suitable, for short) if it can be used in an application of q under the
assumption that a sequence of trees t1,...,tm with d(ti) = Si, for each i = 1,...,m, exists
(thus resulting in a tree t = a(t1 ...tm) with S  d(t)). We denote the set of q-suitable words
by suit(q).
Note that with the notion of suitability we ignore the actual fact whether the trees
needed to apply a subset transition exist. Instead, we focus on the sequences of state sets
that can possibly be used for applying a subset transition under the assumption that the
trees needed for the application exist; if an application is indeed possible, we then just have
to arrange these trees appropriately. Thus, not surprisingly, analyzing the suitable words for
a subset transition amounts to analyzing whether the equality and disequality constraints
of the subset transition under consideration do not contradict one another.
More precisely, x = S1 ...Sm 2 (2Q)+ is suitable for q if there exists a family of words
(wt)t2q(S) such that the following holds:
 For each transition t 2 q(S), say, t = (Lt,at,a,qt), we have that wt 2 Lt and, for
each i = 1,...,m, the state at the i-th position of wt, say qt
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 Every two positions that are required to be equal (w.r.t. the evaluation of the constraint
at on wt, for all t 2 q(S)), due to Remark 2, are labeled with the same state set.
 The equality and disequality constraints (again, with respect to the evaluation of at
on wt, for all t 2 q(S)) do not contradict one another.
In particular, the satisfaction of these conditions allows an assignment of trees (if these exist)
to the positions 1,...,m in order to apply all the transitions t under consideration using the
corresponding words wt.
Later in the emptiness algorithm, we want to look for some subset transition that is
applicable using only the trees we have constructed in the previous rounds. To this end, we
introduce a further restriction on the notion of suitable words. Let R  2Q be a set of state
sets, and let ¯ d: R ! N be a mapping assigning to each state set K 2 R a natural number.
A word x = S1 ...Sm 2 (2Q)+ is called suitable for q with respect to R and ¯ d (or (q,R, ¯ d)-
suitable, for short) if it can be used in an application of q under the assumption that there is
a sequence of trees t1,...,tm satisfying the following:
 for each i = 1,...,m, d(ti) = Si;
 for each K 2 R, the number of distinct trees among t1,...,tm that reach K, i.e., the
cardinality of the set fti j 1  i  m and d(ti) = Kg, does not exceed ¯ d(K). In other
words, ¯ d(K) gives the number of available distinct trees that evaluate to K.
Note that, for each K 2 2Q nR, we do not put any restriction on the number of distinct trees
among t1,...,tm that reach K. The sets of (q,R, ¯ d)-suitable words is denoted by suit(q,R, ¯ d).
As sibling constraints are based on MSO-formulas, it turns out that the suitability con-
ditions introduced above can be translated into MSO-formulas, which justiﬁes the following
lemma.
LEMMA 4. For each subset transition q, each R  2Q, and each ¯ d: R ! N, the sets suit(q)
and suit(q,R, ¯ d) are regular. In particular, it is decidable whether these sets are empty.
The bound lemma. As in the deterministic case, the next step is to assert the existence of
a certain bound on the number of distinct trees needed for each state set in order to apply
a subset transition. Such a bound is given in Lemma 5 below. Consequently, our emptiness
algorithm needs to collect, for each state set, only as many distinct trees as this bound.
For every q-suitable word x, let Jx,qK 2 N(2Q) be a mapping assigning to each set of
states the number of distinct trees evaluating to this state set that are needed in order to
apply q (with respect to a particular application of q using x). Note that Jx,qK, as has been
remarked in [12], does not merely depend on x and q, but also on a certain application of q
using x. That is, whenever we pick a q-suitable word x, we always implicitly refer to such
a particular application of q, which then gives a unique value of Jx,qK. Note also that each
value of Jx,qK, in general, does not need to exceed jxj.
LEMMA 5. There exists some B 2 N such that, for each subset transition q of A and each
q-suitable word x, there exists a q-suitable word x0 satisfying the following properties:
1. For each R  Q, Jx0,qK(R)  B.
2. For each R  Q, Jx0,qK(R)  Jx,qK(R).
3. For each R  Q, if R occurs in x, then it occurs in x0 as well.CHRISTOF L¨ ODING, KARIANTO WONG FSTTCS 2009 317
In essence, the lemma asserts the existence of a bound B such that for each subset tran-
sition q, if we can apply it using x, and if this application needs more than B distinct trees
for some state set R, then we can as well apply q using another word x0, in place of x, such
that the latter application needs only at most B distinct trees, for each state set. The second
condition says, moreover, that the latter application can be carried out using only the trees
which have already been available to the former application of q. The third condition is
merely a technical condition asserting that all state sets occurring in x also occur in x0. Note
that, by the deﬁnition of subset transitions, the state sets reached by the application of q
using x and using x0 might be different, in contrast to the corresponding bound lemma in
the deterministic case (cf. [12, Lemma 3]).
As in the deterministic case, the bound lemma is established by a brute-force algorithm
ﬁnding the desired bound iteratively. We start with some initial bound on the number
of distinct trees needed for each state set in order to apply a subset transition and try all
possible scenarios of the actual number of distinct trees for each state set within this bound,
which boils down to checking the sets of suitable words (in each iteration with respect to
the corresponding value of the bound) for emptiness; by Lemma 4, the emptiness of these
sets is indeed decidable. In fact, our algorithm for ﬁnding the bound is a straightforward
adjustment of the bound algorithm of the deterministic case: we only need to replace ‘state’
with ‘set of states’ and ‘transition’ with ‘subset transition’.
The emptiness algorithm. The main idea of the our emptiness algorithm (Algorithm 1 on
page 318) is to collect, for each state set S  Q, a certain number of trees that evaluate to S
in TS; let ¯ d 2 N(2Q) be such that ¯ d(S) keeps track of the cardinality of TS. We collect trees
by iteratively constructing new trees out of the trees we have collected in previous rounds
by means of some applicable subset transition. In order to check the applicability of subset
transitions, we look for subset transitions for which the set of suitable words has not yet
been exhausted (cf. the if-condition of Line 6–10). Here, the crucial point is to ﬁnd some
appropriate suitable word x, which can effectively be done since the emptiness of suit(q, ¯ d)
is decidable, and the algorithm, at any pointduring itsexecution, stores onlya ﬁnite number
of trees.
In order to guarantee termination, we set a bound on the number of trees we are col-
lecting, i.e., the algorithm terminates as soon as this bound has been reached. Such a bound
is provided by Lemma 5, which says that, for each state set S, it sufﬁces to collect up to B
trees. We encounter some difﬁculties, though: as has been noted before, applying a subset
transition (say, for a state set S) using a suitable word might lead to a tree that does not
evaluate exactly to S but, instead, to some superset S0 of S. In order to deal with this, we
observe that, as far as the applicability of (subset) transitions is concerned, trees evaluating
to S0 can be used as a replacement for trees evaluating to S; in this case, we have to keep the
trees used for S0 and the ones used for S separately in order to maintain the satisfaction of
the disequality constraints. Thus, instead of collecting B trees for S and S0 each, we can as
well collect, for instance, (2 B) trees for S0.
Weexploitthisobservationinthealgorithmbyconsidering, foreachstateset S, notonly
TS, but also the union of all TS0 with S0  S, which is denoted by TS" and which is referred
to as a (tree) collection. In other words, we put a bound, z, on the cardinality of such tree318 UNRANKED TREE AUTOMATA WITH SIBLING CONSTRAINTS
Algorithm 1 The emptiness algorithm
1: procedure EMPTY(A)
2: compute the bound B according to Lemma 5
3: initialize each TS with fa 2 S j d(a) = Sg
4: z := (B + 1)  22jQj
5: repeat
6: if there exist some subset transition q 2 Qa
S, some word x = S1 ...Sm 2 suit(q, ¯ d),
7: and some trees t1,...,tm with ti 2 TSi such that
8:   TS" is not full, i.e., jTS"j < z,
9:   q can be applied using x and t1,...,tm, and
10:   a(t1 ...tm) has not been constructed before, i.e., a(t1 ...tm) / 2
S
RQ TR
11: then add a(t1 ...tm) to TR, where R = d(a(t1 ...tm)), and update ¯ d
12: if TS" has become full (i.e., jTS"j  z) then z := z   2jQj
13: until no new tree can be constructed
14: if TS 6= Æ for some S  Q with S \ F 6= Æ then return ‘T(A) 6= Æ’
15: else return ‘T(A) = Æ’
16: end procedure
collections; that is, we consider a tree collection TS" full (with respect to z) if jTS"j  z. Since
there are 2jQj jSj supersets of S, it sufﬁces, for TS", to collect B  2jQj jSj trees (i.e., B trees for
each superset of S). Furthermore, in order to cope with some technicalities arising from the
correctness proof of the algorithm (cf. Lemma 7 below), we initialize z with (B + 1)  22jQj
and decrease z by 2jQj each time a tree collection turns full.
REMARK 6. Since the bound z is non-increasing, once a tree collection has been declared
full, it stays full until the termination of the algorithm. In particular, z is decreased at most
2jQj times since the decrement only takes place if a tree collection turns full (and there are
2jQj of them). Moreover, upon termination of the algorithm, the value of z is at least B22jQj.
Therefore, for each tree collection, at most (B + 1)  22jQj trees are constructed, and in
eachiterationoftherepeat-loopanewtreeisconstructed. Consequently, thisloopisiterated
at most ((B + 1)  23jQj)-times, so the algorithm eventually terminates.
The algorithm is sound as trees are constructed according to the subset transitions of
A. The completeness of the algorithm follows from Lemma 7 below, which is similar to the
completeness lemma of the deterministic case (cf. [12, Lemma 6]).
LEMMA 7. For each tree t 2 TS and each state set S  Q, if d(t) = S, then t 2 TS (that is, the
tree t is eventually constructed by the algorithm), or TS" has been declared full (for some
value of z) upon the termination of the algorithm.
As with its deterministic-case counterpart, the proof of this lemma goes by an induction
on the structure of t. However, it is more involved, in particular for the case t = a(t1 ...tm)
with d(t) = S but t 62 TS in the induction step. For this, we have to show that the tree
collection TS" can be declared full by constructing as many trees as necessary. In order to
achieve this, we also need to reduce, in the course of the algorithm, the requirement of a tree
collection being full, which is done by decreasing the bound z on the collection size.CHRISTOF L¨ ODING, KARIANTO WONG FSTTCS 2009 319
The complexity of our emptiness algorithm depends on the bound B given by the
bound lemma. Unfortunately, we have not yet been able to give an upper bound for B
since in the proof of the bound lemma we make use of Dickson’s Lemma [9], which guar-
antees that our algorithm for ﬁnding the desired bound indeed terminates, but which does
not come with any complexity analysis (recall that the proof of Dickson’s Lemma is a non-
constructive one). Thus, the complexity of our emptiness algorithm is still an open issue.
4 The Universality Problem
The universality problem for UTACS is the question whether a given UTACS accepts all its
input trees. For deterministic UTACS, this problem is decidable since deterministic UTACS
are effectively closed under complementation; the decidability of universality then follows
from the decidability of emptiness (see [12]). For nondeterministic UTACS, in contrast, it
turns out that this problem is undecidable.
THEOREM 8. The universality problem for nondeterministic UTACS is undecidable.
In order to show this, we use a reduction from the halting problem for 2-register ma-
chines: given a 2-register machine, we construct a UTACS such that the 2-register machine
has a halting computation if and only if there exists some unranked tree that is not accepted
by the UTACS, which is supposed to be the encoding of the halting computation. Due to
space limitations, we will only present a brief sketch of the encoding we use and point out
the main difﬁculties arising in the proof of Theorem 8.
Inthecoreofthereductionishowthecomputationsofa2-registermachineareencoded
as unranked trees. As usual, a computation of a 2-register machine is a sequence k1 ...km
where, for i = 1,...,m, ki = (pi,di,ei) is a conﬁguration, which records the current control
state pi as well as the contents di,ei 2 N of the registers. Basically, we want to encode such a
computation as a word of the form p1 ? ad1 ? ? be1 $ ... $ pm ? adm ? ? bem, where a,b,?,? ?,$
are new symbols. We then consider each symbol of this word as the root of a unary tree
(of a certain depth) and connect these trees with a single root, thus obtaining a tree that
represents the underlying computation.
This encoding is actually quite similar to the encoding of the solutions of PCP (Post’s
Correspondence Problem) as data words in [2], which is used to show that the satisﬁability
problem for the logic FO3(,S) over data words is undecidable. In fact, the unary trees
mentioned in our encoding above can be seen as data values that are attached to the word
encoding of a 2-register-machine computation (see also Section 5 below).
Although the reduction, given the encoding, is fairly standard, we encounter some
technical difﬁculties arising from the restricted quantiﬁcation patterns in our deﬁnition of
UTACS constraints (i.e., only 8x8y and 9x9y). As an illustration, consider the case of a word
encoding of a 2-register machine computation which contains two consecutive conﬁgura-
tions, say k = p?ad? ?be and k0 = p0?ad0
? ?be0
, which do not represent a correct execution of,
say, an increment to the ﬁrst register. This occurs if, for example, e < e0 (that is, k0 contains
more b’s than k). Intuitively, this can be captured by expressing the following constraints:
ﬁrst, in each of k and k0, all the unary trees attached to the b-positions are pairwise differ-
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third, there exists a b-position in k0 such that the unary tree attached to it does not occur
at the b-positions of k. Notice the quantiﬁcation patterns occurring in these constraints:
8x8y, 8x9y, and 9x8y, respectively. The ﬁrst quantiﬁcation pattern, 8x8y, can easily be
handled by UTACS constraints. The third one, 9x8y, can be handled by ﬁrst nondeterminis-
tically guessing the position of x and then comparing this position with all positions y using
UTACS constraints. The second quantiﬁcation pattern, 8x9y, however, cannot be captured
by UTACS constraints, so we have to overcome this difﬁculty by putting some additional
requirements on the unary trees used in the tree encoding of a halting computation.
5 UTACS and Data Languages
In this section, we are interested in a connection between languages of data words and tree
automata with equality constraints, which is established by encoding data words as trees of
a certain form. With this encoding, then, data equality amounts to equality between trees.
For the ease of exposition, we consider data words over S and N+, where S is a ﬁnite
alphabet. A data word w = w1 ...wm is a ﬁnite sequence of pairs of the form wi = (ai,di) 2
S  N+. We encode such a data word as a tree of the form > ( a1 d1 a2 d2 ... am dm ) where
> is a new symbol and di, for each i = 1,...,m, encodes the data value di (i.e., a positive
integer) as a unary tree over fg of depth di. Consequently, we can use UTACS accepting
trees of this form to deﬁne languages of data words. For such a language of data words,
in particular, the emptiness problem then amounts to the emptiness problem for UTACS,
which, by Theorem 1, is decidable.
Following the notations of [16], more speciﬁcally, we consider a fragment of the logic
MSO(,<,S) over data words (with  being the data-equality predicate; i.e., x  y holds if
thedatavalueatposition x isequaltotheoneatposition y), whichcontainspositiveBoolean
combinationsofformulasoftheform 9X1 ...9Xn.

q(X1,...,Xn) ^ a(X1,...,Xn)

, where
q is an MSO(<,S)-formula (i.e., without ) over S with free occurrences of the set variables
X1,...,Xn, and a is a positive Boolean combination of formulas of the forms:
8x8y.

j(X1,...,Xn,x,y) ! x  y

9x9y.

j(X1,...,Xn,x,y) ^ x  y

8x8y.

j(X1,...,Xn,x,y) ! x 6 y

9x9y.

j(X1,...,Xn,x,y) ^ x 6 y

where j, in turn, is an MSO(<,S)-formula (i.e., without ) over S with the free variables
X1,...,Xn and x,y. Note that these kinds of formulas correspond to the types of constraints
we have used in deﬁning the transitions of UTACS. In fact, for every formula of the logic
over data words described above, we can construct a UTACS recognizing the set of trees en-
coding the data words deﬁned by the formula. This allows us to derive from Theorem 1 that
the satisﬁability problem for this logic is decidable. Furthermore, as remarked in Section 4,
in the proof of Theorem 8 we actually encode computations of 2-register machines as data
words. Consequently, the validity problem for this logic (i.e., the problem of determining,
for a given formula, whether all data words satisfy this formula) is undecidable.
In comparison with the logic FO2(,<,S) (ﬁrst-order logic with two variables) over
data words, which is considered in [2], the logic described above seems to be weaker be-
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words deﬁned by our logic, the projection w.r.t. the ﬁnite alphabet always yields a regu-
lar language; this can be shown by using an analysis related to the notion of suitability
used in Section 3. For instance, the language of data words (over the label alphabet fa,bg)
satisfying “every two positions labeled with a carry different data values, and for each po-
sition labeled with a there exists a position labeled with b with the same data value” cannot
be deﬁned in our logic since the projection of this language w.r.t. fa,bg yields a language
which is not regular, but it can be deﬁned in FO2(,<,S) (see [2]). On the other hand,
formulas of our logic may use more than just two variables, while still being decidable.
This allows us to deﬁne, for instance, the language of data words satisfying “between every
two a-positions carrying the same data value there exists a b-position” by saying that ev-
ery two a-positions with no b-position in between must carry different data values, that is,
8x8y.

x < y ^ a(x) ^ a(y) ^ :(9z.x < z < y ^ b(z)) ! x 6 y

. To the best of our knowl-
edge, it is still an open question whether this language can be expressed in FO2(,<,S)
(see [16]).
6 Conclusions
We have shown that the emptiness problem for nondeterministic unranked tree automata
with sibling equality and disequality constraints is decidable by extending the method we
have proposed previously for the deterministic case. However, the precise complexity (both
lower and upper bound) of the problem is still missing. One possible approach towards an
upper bound for our method is to provide a different proof for the bound lemma which
avoids the use of Dickson’s Lemma.
We believe that the connection between our automaton model and languages of data
words deserves further studies. Here, it might be worthwhile to study the precise relation of
the logic over data words emerging from our automaton model to the existing formalisms
for data languages and also to study its complexity.
We remark that our method of deciding emptiness for UTACS, actually, does not rely on
the fact that trees are compared with respect to equality. In fact, our method still works if we
consider, for instance, automata with sibling constraints with respect to structural equality
(two trees are said to be structurally equal if they share the same set of nodes). Thus, we
would like to study (in the unranked setting) automata with constraints regarding more
general types of relations between trees than just equality, like, e.g., relations deﬁned by
tree transducers. This is actually related to some recent works on (ranked) tree automata
with constraints. In the automaton models of [5, 6], constraints are posed not directly on the
input subtrees, but, instead, on some output trees, called memories, which are produced
during a bottom-up run of the automata. Similarly, in [11], one deﬁnes a function assigning
toeachtreeacertainsizeandposes(numerical)constraintswithrespecttothissizefunction.
Finally, it would be interesting to compare our automaton model with the automata
deﬁned in [10], where it is allowed to compare subtrees which are not necessarily siblings
but may be remotely located in the tree.
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