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a b s t r a c t
Port-Hamiltonian systems result from port-based network modeling of physical systems and are an
important example of passive state-space systems. In this paper, we develop a framework for model
reduction of large-scale multi-input/multi-output port-Hamiltonian systems via tangential rational
interpolation. The resulting reduced model is a rational (tangential) interpolant that retains the port-
Hamiltonian structure; hence it remains passive. We introduce an H2-inspired algorithm for effective
choice of interpolation points and tangent directions and present several numerical examples illustrating
its effectiveness.
© 2012 Elsevier Ltd. All rights reserved.1. Introduction
Port-based network modeling (The Geoplex Consortium, 2009)
exploits the common circumstance that the system under study is
decomposable into subsystems which are interconnected through
(vector) pairs of variables whose product gives the power
exchanged among subsystems. This approach is especially useful
for multi-physics systems, where subsystems may be associated
with different categories of physical phenomena (e.g., mechanical,
electrical, or hydraulic). This leads to consideration of port-
Hamiltonian system representations (see The Geoplex Consortium,
2009, van der Schaft, 2000a,b and van der Schaft & Maschke, 1995
and references therein)which encode structural features related to
the manner in which energy is distributed and across subsystems.
Models of complex physical systems often involve discretized
systems of coupled partial differential equations which lead
immediately to dynamic models having very large state-space
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capable of producing (comparatively) low dimension surrogate
models that are able to mimic closely the original system’s
input/output map. It is highly desirable for the reduced model
also to preserve port-Hamiltonian structure when present in the
original system, so as to maintain a variety of system properties,
such as energy conservation and passivity.
Preservation of port-Hamiltonian structure in the reduction
of large scale port-Hamiltonian systems has been considered
in Polyuga and van der Schaft (2008, 2010a, 2011b) using
Gramian-based methods; we briefly review one such approach
in Section 3.1. For the special case of a single-input/single-
output (SISO) system, the use of (rational) Krylov methods was
employed in Gugercin, Polyuga, Beattie, and van der Schaft (2009),
Polyuga and van der Schaft (2010b, 2011a) and Wolf, Lohmann,
Eid, and Kotyczka (2010). In particular, (Polyuga & van der
Schaft, 2010b, 2011a; Wolf et al., 2010) all deal with system
interpolation at single points only. In this work, we develop
multi-point rational tangential interpolation of multi-input/multi-
output (MIMO) port-Hamiltonian systems. Preservation of port-
Hamiltonian structure by reducing the underlying full-order Dirac
structure was presented in Polyuga and van der Schaft (2012)
and van der Schaft and Polyuga (2009). A perturbation approach
is considered in Hartmann (2009) and Hartmann, Vulcanov, and
Schütte (2010). See Polyuga (2010) for an overview of recent port-
Hamiltonian model reduction methods.
1964 S. Gugercin et al. / Automatica 48 (2012) 1963–1974For general MIMO dynamical systems, interpolatory model
reduction methods produce reduced models whose transfer
functions interpolate the original system transfer function at
selected points in the complex (frequency) plane along selected
input/output directions. The main implementation cost involves
solving (typically sparse) linear systems, giving a significant
advantage in large-scale settings over competing Gramian-based
methods (such as balanced truncation) that must contend with
a variety of large-scale dense matrix operations. Indeed, a
Schur decomposition is required for computing exact Gramians
but recent advances using ADI-type algorithms allow iterative
computation of approximate Gramians in large-scale settings; see,
for example, Benner, Quintana-Ortí, and Quintana-Ortí (2003),
Freitas, Rommes, and Martins (2008), Gugercin, Sorensen, and
Antoulas (2003), Heinkenschloss, Sorensen, and Sun (2008), Penzl
(2000), Sabino (2007), Sorensen andAntoulas (2002), Stykel (2004)
and references therein.
Until recently, there were no systematic strategies for selecting
interpolationpoints anddirections, but thiswas largely resolvedby
Gugercin (2005) and Gugercin, Antoulas, and Beattie (2006, 2008)
who proposed an interpolatory model reduction strategy leading
to H2-optimal reduced models. See Bunse-Gerstner, Kubalinska,
Vossen, and Wilczek (2010), Kubalinska, Bunse-Gerstner, Vossen,
and Wilczek (2007) and Van Dooren, Gallivan, and Absil (2008)
for related work and Antoulas, Beattie, and Gugercin (2010) for a
recent survey.
In this paper, we demonstrate that interpolatory model
reduction for linear state-space systems can be applied to MIMO
port-Hamiltonian systems so as to preserve port-Hamiltonian
structure in the reduced models, preserving as a consequence
passivity as well. We introduce a numerically efficient H2-based
algorithm for structure-preserving model reduction of port-
Hamiltonian systems that produces high quality reduced models
in general MIMO cases. Numerical examples are presented to
illustrate the effectiveness of the method.
We review in Section 2 the solution to the rational tangential in-
terpolation problem for general linear MIMO systems. A brief the-
ory on port-Hamiltonian systems is given in Section 3. Structure-
preserving interpolatorymodel reduction of port-Hamiltonian sys-
tems in different coordinates is considered in Section 4 where we
show theoretical equivalence of interpolatory reduction methods
using different coordinate representations of port-Hamiltonian
systems and discuss which is most robust and numerically effec-
tive.H2-based model reduction for port-Hamiltonian systems to-
gether with the proposed algorithm is presented in Section 5 fol-
lowed by numerical examples in Section 6.
2. Interpolatory model reduction




Ex˙(t) = Ax(t)+ Bu(t)
y(t) = Cx(t), (1)
where A, E ∈ Rn×n, E is nonsingular, B ∈ Rn×m, and C ∈ Rp×n. For
each t, x(t) ∈ Rn, u(t) ∈ Rm, and y(t) ∈ Rp denotes, respectively,
the state, input, and output of G. The Laplace transform of (1) leads
to the associated transfer function G(s) = C(sE−A)−1B. Following
the usual convention, the underlying dynamical system and its
transfer function are both denoted by G.
We wish to produce a surrogate dynamical system Gr of much
smaller order with a similar state-space form
Gr :

Er x˙r(t) = Arxr(t)+ Bru(t)
yr(t) = Crxr(t), (2)where Ar , Er ∈ Rr×r , Br ∈ Rr×m, and Cr ∈ Rp×r with r ≪ n such
that the reduced system output, yr(t), approximates the original
system output, y(t), with high fidelity as measured with respect to
theH2 norm. This will be discussed in some detail in Sections 2.2
and 5.
We construct reduced models via Petrov–Galerkin projections:
two r-dimensional subspaces Vr and Wr are chosen with asso-
ciated basis matrices Vr ∈ Rn×r andWr ∈ Rn×r (Vr = Range(Vr)
and Wr = Range(Wr)). Then system dynamics are approximated
by approximating the full-order state x(t) ≈ Vrxr(t) and forcing
WTr (EVr x˙r(t)− AVrxr(t)− B u(t)) = 0,
yr(t) = CVrxr(t), (3)
(‘‘orthogonal residuals’’). This leads to Gr in (2) with
Er = WTr EVr , Br = WTr B,
Ar = WTr AVr , and Cr = CVr .
(4)
The quality of this reduced model depends solely on the selection
of the two subspaces Vr and Wr , which we choose to enforce
interpolation of G by Gr .
2.1. Interpolatory Petrov–Galerkin projections
The construction of reduced models with interpolatory pro-
jections was introduced initially by De Villemagne and Skelton
(1987), Yousouff and Skelton (1985) and Yousuff, Wagie, and Skel-
ton (1985) and later put into a robust numerical framework by
Grimme (1997). This framework was adapted for MIMO systems
of the form (1) by Gallivan, Vandendorpe, and Van Dooren (2005).
Beattie and Gugercin (2009b) later extended this to a much larger
class of transfer functions, those having a generalized coprime fac-
torization, H(s) = C(s)K(s)−1B(s), where B(s), C(s), and K(s) are
given meromorphic matrix-valued functions.
Given a full-order system (1), the tangential interpolation
problem seeks a reduced system, Gr(s), that interpolates G(s)
at selected points {sk}rk=1 ⊂ C along selected (right) tangent
directions {bk}rk=1 ⊂ Cm:
G(si)bi = Gr(si)bi, for i = 1, . . . , r. (5)
Analogous left tangential interpolation conditions may be consid-
ered; however (5) will suffice for our purposes. Conditions forcing
(5) to be satisfied by a reduced system of the form (4) are provided
by Theorem 1 (see Gallivan et al., 2005).
Theorem 1. Suppose G(s) = C(sE − A)−1B. Given a set of distinct
interpolation points {sk}rk=1 and right tangent directions {bk}rk=1,
define Vr ∈ Cn×r as
Vr =

(s1E− A)−1Bb1, . . . , (srE− A)−1Bbr

. (6)
Then for anyWr ∈Cn×r , the reduced system Gr(s)=Cr(sEr−Ar)−1Br
defined via (4) satisfies (5), provided that siE − A and siEr − Ar are
all invertible.
Remark 2. Forcing interpolation of the full transfer function
matrix (in all input and output directions) will typically inflate
the reduced model order by a factor of m (the input dimension).
This is neither necessary nor desirable. Effective reduced models,
indeed, H2-optimal reduced models, can be generated by forcing
interpolation along particular tangent directions.
S. Gugercin et al. / Automatica 48 (2012) 1963–1974 1965Remark 3. Theorem 1 can be generalized to include higher-order
interpolation (analogous to generalized Hermite interpolation).
For example, for a point sˆ ∈ C and tangent direction bˆ, suppose,
for k = 1, . . . ,N , that
sˆ E− A−1 Ek−1 (sˆ E− A)−1Bbˆ ∈ Range(Vr). (7)
Then, for any Wr ∈ Cn×r , the reduced order system Gr(s) defined
via (2) and (4) satisfies
G(ℓ)(sˆ)bˆ = G(ℓ)r (sˆ)bˆ, for ℓ = 0, . . . ,N − 1, (8)
provided that sˆE − A and sˆEr − Ar are invertible where G(ℓ)(s)
denotes the ℓth derivative of G(s). For details see, for example,
Antoulas et al. (2010) and Gallivan et al. (2005).
Remark 4. Notice that what guarantees interpolation in Theo-
rem 1 (as well as in Remark 3) is the subspace Vr , not the specific
choice of basis in (6). Hence, one may use any matrix Vr having
the same range:Vr = VrL with invertible L ∈ Rr×r and the inter-
polation property still holds. This is a simple consequence of the
fact that the basis change from Vr toVr amounts to a state-space
transformation for the reduced model. When interpolation points
are either real or occur in complex conjugate pairs (as always oc-
curs in practice), then the columns of Vr are also real or occur in
conjugate pairs and may be replaced in any case with a real ba-
sis. We write Vr = [[v1, . . . , vr ]] to indicate that a real basis for
Vr is chosen. Notice that this leads to real reduced order quantities
in (4).
2.2. Interpolatory optimalH2 approximation
Let M(r) denote the set of reduced models as in (2) having
state-space dimension r . Given a stable full order system G(s) =
C(sE − A)−1B, the optimal-H2 approximation to G(s) of order r is
a solution to









lem (9) is nonconvex, so obtaining a global minimizer is diffi-
cult in the best of circumstances. Typically local minimizers are
sought instead and as a practical matter, the usual approach is
to find reduced models satisfying first-order necessary conditions
for H2-optimality. There are a variety of methods that have been
developed to do this. They can be categorized as Lyapunov-based
methods such as (Halevi, 1992; Hyland & Bernstein, 1985; Spanos,
Milman, & Mingori, 1992; Wilson, 1970; Yan & Lam, 1999; Zigic,
Watson, & Beattie, 1993) and interpolation-based methods such
as (Beattie & Gugercin, 2007, 2009a; Bunse-Gerstner et al., 2010;
Gugercin, 2005; Gugercin et al., 2006, 2008; Kubalinska et al.,
2007; Meier & Luenberger, 1967; Van Dooren et al., 2008). Al-
though both frameworks are theoretically equivalent (Gugercin
et al., 2008), interpolation-based methods carry some significant
computational advantages and that will be our focus.
Interpolation-basedH2-optimality conditions for SISO systems
were introduced by Meier and Luenberger (1967). Interpolatory
H2-optimality conditions for MIMO systems have recently been
developed by Bunse-Gerstner et al. (2010), Gugercin et al. (2008)
and Van Dooren et al. (2008).
Theorem 5. Suppose that Gr(s) = ri=1 1s−λˆi cibTi is the best
rth order approximation of G = C(sE − A)−1B with respect
to the H2 norm and that it has only simple poles. Then for eachk = 1, 2, . . . , r
(a) G(−λˆk)bk = Gr(−λˆk)bk, (10)
(b) cTkG(−λˆk) = cTkGr(−λˆk), and (11)
(c) cTkG
′(−λˆk)bk = cTkG′r(−λˆk)bk. (12)
Theorem 5 asserts that any solution to the optimal-H2 problem
(9) must be a bitangential Hermite interpolant to G at the
mirror images of the reduced system poles. This would be a
straightforward construction, if the reduced system poles and
residues were known a priori. However, they are not and the
Iterative Rational Krylov Algorithm (IRKA) (Gugercin et al., 2008)
resolves the problem by iteratively correcting the interpolation
points by reflecting the current reduced system poles across the
imaginary axis to determine the next set of interpolation points.
The next tangent directions are residue directions taken from
the current reduced model. Upon convergence, the necessary
conditions of Theorem 5 aremet. IRKA applies interpolatory model
reduction at each step using
Vr = [[(s1E− A)−1Bb1, . . . , (srE− A)−1Bbr ]]
Wr = [[(s1E− A)−TCTc1, . . . , (srE− A)−TCTcr ]]
(13)
where si, bi and ci are, respectively, the interpolation points, and
right and left tangent directions at step k of IRKA. Note that the
Hermite bitangential interpolation conditions (10)–(12) enforce a
choice on Wr as in (13) in contrast to Theorem 1 where Wr could
be chosen arbitrarily. Vr and Wr are not constructed explicitly as
defined in (13), but rather real matrices with ranges that span the
corresponding subspaces are chosen as discussed in Remark 4. For
details on IRKA, see Gugercin et al. (2008).
3. Linear port-Hamiltonian systems
In the absence of algebraic constraints, linear port-Hamiltonian
systems take the following form (Polyuga & van der Schaft, 2011b;
The Geoplex Consortium, 2009; van der Schaft, 2000a)
G :

x˙ = (J− R)Qx+ B u,
y = BTQx, (14)
where J = −JT ,Q = QT , and R = RT > 0. Q is the energy matrix;
R is the dissipation matrix; J and B determine the interconnection
structure of the system. H(x) = 12xTQx defines the total energy
(the Hamiltonian). For all cases of interest, H(x) ≥ 0. Note that
the system (14) has the form (1) with E = I,A = (J − R)Q, and
C = BTQ.
The state variables x ∈ Rn are called energy variables; the total
energy H(x) is expressed as a function of x. u, y ∈ Rm are called
power variables; the scalar product uTy is the power supplied
to the system. Thus, ddt
1
2 x
TQx = uTy− xTQRQx 6 uTy, and so
port-Hamiltonian systems are passivewith changes in total system
energy bounded by the work done on the system. We assume
throughout thatQ is positive definite. In the case of zero dissipation
(R = 0), the G of (14) is both lossless and stable. For positive
semidefinite R,G could be either stable or asymptotically stable
in general; and for R strictly positive definite, the system is
asymptotically stable. We assume that G is merely stable except in
Section 5 where we assume asymptotic stability in order to assure
a boundedH2 norm.
Example 1. Consider the ladder network illustrated in Fig. 1,
with C1, C2, L1, L2, R1, R2, R3 being, respectively, the capacitances,
1966 S. Gugercin et al. / Automatica 48 (2012) 1963–1974Fig. 1. Ladder network.
inductances, and resistances of idealized linear circuit elements
described in the figure. The port-Hamiltonian representation of
this physical system has the form (14) with
Q = diag(C−11 , L−11 , C−12 , L−12 ),
J = tridiag
 −1 −1 1





1 00 00 0
0 1

and R = diag(0, R1, 0, R2 + R3).
(15)
The state vector x is given by xT = [q1 φ1 q2 φ2] with q1, q2 being
the charges on the capacitors C1, C2 and φ1, φ2 being the fluxes
over the inductors L1, L2 correspondingly. The inputs of the system,
{u1, u2} are given by the current I on the left side and the voltage
U on the right side of the ladder network. The port-Hamiltonian
outputs {y1, y2} are the voltage over the first capacitor UC1 and the
current through the second inductor IL2 .
The system matrices A, B, C, and E of (1) follow directly from
writing the linear input-state differential equation for this system.
Q may be derived from the Hamiltonian H(x) = 12xTQx. Once A
and Q are known, it is easy to derive the dissipation matrix, R, and
the structure matrix, J, corresponding to the Kirchhoff laws, such
that A = (J− R)Q. The output matrix C is C = BTQ.
Recall from Polyuga (2010), Polyuga and van der Schaft (2011b)
and The Geoplex Consortium (2009) that the port-Hamiltonian
system (14) may be represented in co-energy coordinates as
e˙ = Q(J− R)e+ QB u, y = BTe. (16)
The state transformation (Polyuga, 2010; The Geoplex Consortium,
2009) between energy coordinates, x, and co-energy coordinates,
e, is given by
e = Qx. (17)
Example 1 (Continued). The co-energy state vector, e, for the
ladder network above is given as eT = UC1 IL1 UC2 IL2with
UC1 ,UC2 being the voltages on the capacitors C1, C2 and IL1 , IL2
being the currents through the inductors L1, L2, respectively.
3.1. Balancing for port-Hamiltonian systems
To make the presentation self-contained, we review a recent
structure-preserving, balancing-based model reduction method
for port-Hamiltonian systems, the effort-constraint method
(Polyuga, 2010; Polyuga & van der Schaft, 2008, 2011b, 2012; van
der Schaft & Polyuga, 2009), which will be used for comparisons in
our numerical examples.
Consider a full order port-Hamiltonian system realized as in
(14) with respect to energy coordinates. Consider the associated
balancing transformation, Tb, defined in the usual way (seeAntoulas, 2005 for a complete treatment): Tb simultaneously
diagonalizes the observability Gramian,Go, and the controllability
Gramian, Gc , so that
T−1b GoT
−T
b = TTbGcTb = diag(σ1, σ2, . . . , σn)
where σ1, . . . , σn are the Hankel singular values of the system
G(s). This balancing transformation is the same that is used in the
context of regular balanced truncation.
The state-space transformation associated with balancing (as
with any linear coordinate transformation), will preserve port-
Hamiltonian structure in (14). Defining balanced coordinates, as
xb = Tbx, we have
x˙b = (Jb − Rb)Qbxb + Bbu, y = (Bb)TQbxb, (18)
where Bb = TbB, TbRTTb = Rb = RTb ≥ 0 is the dissipation matrix,
TbJTTb = Jb = −JTb is the structure matrix and T−Tb QT−1b = Qb =
QTb > 0 is the energy matrix – all represented in balanced coor-
dinates. Split the state vector, xb, into dominant and codominant
components: xb = [xTb1 xTb2]T with xb1 ∈ Rr . Regular balanced
truncation directly truncates the codominant state-space compo-
nents, in effect forcing the system to evolve under the constraint
xb2 = 0. This destroys port-Hamiltonian structure in the induced
reduced system determining the evolution of xb1. In contrast to
this, the effort-constraint method produces the following reduced
order port-Hamiltonian system
x˙b1 = (Jb11 − Rb11)Sbxb1 + Bb1u,
yr = (Bb1)TSbxb1,
(19)
where Sb = Qb11 − Qb12(Qb22)−1Qb21 is the Schur complement of
the energy matrix Qb in balanced coordinates; the other matrices
are of corresponding dimensions. The relationship of the effort-
constraint method to the reduction of the underlying (full-order)
Dirac structure is discussed in Polyuga (2010), Polyuga and van der
Schaft (2012) and van der Schaft and Polyuga (2009). Amore direct
approach is given in Polyuga and van der Schaft (2011b); another
approach using scattering coordinates can be found in Polyuga and
van der Schaft (2008).
Remark 6. The effort-constraint method can be formulated with
Petrov–Galerkin projections (Polyuga, 2010; Polyuga & van der
Schaft, 2012; van der Schaft & Polyuga, 2009). Even though
a balancing transformation is used in developing the effort-
constraint method as explained above, the method is not
equivalent to the usual balanced truncation method. Note that
balanced truncation does not preserve port-Hamiltonian structure.
For more details, see Polyuga (2010).
4. Interpolatory model reduction of port-Hamiltonian systems
Note that Theorem 1 may be applied to a port-Hamiltonian
system with an arbitrary choice ofWr . As a result, Ar will have the
form WTr (J − R)QVr , which is not evidently in the desired form
(Jr − Rr)Qr with skew-symmetric Jr , symmetric positive semi-
definite Rr and positive definite Qr . Below, we consider choices for
Wr that preserve port-Hamiltonian structure.
4.1. Interpolatory projection in energy coordinates
We first show how to achieve interpolation and preservation of
port-Hamiltonian structure simultaneously in the original energy
coordinate representation. The choice ofWr plays a crucial role.
S. Gugercin et al. / Automatica 48 (2012) 1963–1974 1967Theorem 7. Suppose G(s) is a linear port-Hamiltonian system, as
in (14). Let {si}ri=1 ⊂ C be a set of r distinct interpolation points
with corresponding tangent directions {bi}ri=1 ⊂ Cm, both sets being
closed under conjugation. Construct a real matrix Vr from (6) using
A = (J− R)Q and E = I, so that (cf. Remark 4)
Vr = [[(s1I− (J− R)Q)−1Bb1, . . . , (sr I− (J− R)Q)−1Bbr ]].
Define Wr = QVr(VTr QVr)−1 and Jr = WTr JWr , Qr = VTr QVr ,




x˙r = (Jr − Rr)Qrxr + Br u,
yr = BTr Qrxr (20)
is port-Hamiltonian, passive, and
G(si)bi = Gr(si)bi, for i = 1, . . . , r.
That is, Gr(s) interpolates G(s) at {si}ri=1 along the tangent directions{bi}ri=1.
Proof. If there are complex vectors among the primitive basis
vectors given, they must occur in conjugate pairs and so, in light
of Remark 4, there will be a real choice of basis Vr ∈ Rn×r . The
reduced system (20) is then also real, retains port-Hamiltonian
structure with a positive definite Qr , and so must be passive. To
see that Gr(s) interpolates G(s) note, as before, that the port-
Hamiltonian system (14) has the standard form (1) with E =
I,A = (J − R)Q, and C = BTQ. An interpolatory reduced model
may be defined using (2) and (4). We then have Er = WTr Vr = Ir
and Ar = WTr AVr = WTr (J− R)QVr . From Theorem 1, this model
interpolates G(s) at {si}ri=1 along the tangent directions {bi}ri=1 as
required but it is not obvious that this is the same reduced system
Gr(s) that we have defined above.
Note thatWrVTr is a (skew) projection onto Range(QVr) and so
QVr = WrVTr QVr . Thus, we have
Ar = WTr (J− R)QVr = WTr (J− R)WrVTr QVr
= (WTr JWr −WTr RWr)VTr QVr = (Jr − Rr)Qr
and Cr = CVr = BTQVr = BTWrVTr QVr = BTr Qr . Thus, the reduced
port-Hamiltonian system, Gr(s), interpolates G(s) at {si}ri=1 along{bi}ri=1 as required. 
Remark 8. Following on Remark 3, Theorem 7 can be generalized
to include generalized Hermite derivative interpolation by aug-
menting Vr appropriately so that (7) holds. The construction of
Theorem 7 proceeds unchanged and the resulting reduced model
retains port-Hamiltonian structure (hence is both stable and pas-
sive) and will interpolate derivatives of G(s) as in (8).
4.2. The influence of state-space transformations
Let T ∈ Rn×n be an arbitrary invertible matrix representing
a state-space transformation x˜ = Tx. As one may recall from
the discussion of Section 3.1, port-Hamiltonian structure will be
maintained under state-space transformations:
x˙ = (J− R)Qx+ B u,
y = BTQx. ⇐⇒
˙x = (J−R)Qx+B u,
y =BTQx
with transformed quantitiesJ = TJTT ,R = TRTT ,Q = T−TQT−1,
andB = TB.
Theorem 9. Suppose G(s) is a port-Hamiltonian system as in (14),
with two port-Hamiltonian realizations connected via a state-space
transformation, T, as above. Given a set of r distinct interpolation
points {si}ri=1 ⊂ C with tangent directions {bi}ri=1 ⊂ Cm (closed
under conjugation), then the interpolatory reduced port-Hamiltonian
models produced from either realization via Theorem 7 will be
identical to one another.Proof. Define real interpolatory basismatrices for each realization
as
Vr = [[(s1I− (J− R)Q)−1Bb1, . . . , (sr I− (J− R)Q)−1Bbr ]]
andVr = [[(s1I− (J−R)Q)−1Bb1, . . . , (sr I− (J−R)Q)−1Bbr ]].
Without loss of generality, we may assume thatVr = TVr since
any change of basis that makes Vr real will makeVr real as well,
starting from each of the primitive (complex) bases given. Then
we define, following the construction of Theorem 7, Wr = QVr
and Wr = QVr . Observe that Wr = T−TWr . So, Jr = WTr JWr =WTrJWr = Jr ,Qr = VTr QVr = VTrQVr = Qr , Rr = WTr RWr =WTrRWr =Rr , and Br = WTr B = WTrB =Br . 
Remark 10. One may conclude from Theorem 9 that prior
to calculating an interpolatory reduced model, there may be
little advantage in first applying a state-space transformation,
e.g., applying a balancing transformation, Tb, as described in
Section 3.1 or transforming to co-energy coordinateswith T = Q as
in (17). Indeed, choosing a realization that exhibits advantageous
sparsity patterns that facilitate the linear system solves necessary
to produce Vr will likely be the most effective choice. If we
choose T to satisfy TTT = Q (for example, if T is a Cholesky
factor for Q) then, with respect to the new x˜-coordinates (called
‘‘scaled energy coordinates’’), we find thatQ = I and so Wr =Vr .
Notice that in this case, scaled energy coordinates and scaled
co-energy coordinates become identical. Notwithstanding these
simplifications, unless the original Q is diagonal (so that the
transformation to scaled energy coordinates preserves sparsity),
there appears to be little justification for global coordinate
transformations preceding the construction of an interpolatory
reduced model.
5. H2-reduction of port-Hamiltonian systems
Inspired by the optimalH2 model reduction method described
in Section 2.2, we propose here an algorithm similar to IRKA of
Gugercin et al. (2008) that is consistently observed to produce high
quality port-Hamiltonian reduced models of port-Hamiltonian
systems.
Algorithm 1. (IRKA-PH) IRKA for MIMO
port-Hamiltonian systems.
Let G(s) = BTQ(sI− (J− R)Q)−1B as in (14).
(1) Choose initial interpolation points {s1, . . . , sr } and tangent
directions {b1, . . . , br }. Both sets closed under conjugation.
(2) Construct a (real) matrix (cf. Remark 4):
Vr = [[(s1I− (J− R)Q)−1Bb1, . . . ,
. . . , (sr I− (J− R)Q)−1Bbr ]].
(3) CalculateWr = QVr (VTr QVr )−1
(4) repeat until convergence
(a) Calculate Jr = WTr JWr , Rr = WTr RWr ,
Qr = VTr QVr and Br = WTr B.
(b) For Ar = (Jr − Rr )Qr , compute Arxi = λixi, y∗i Ar = λiy∗i with
y∗i xj = δij for left and right eigenvectors y∗i and xi associated
with λi.
(c) si ←−λi and bTi ← y∗i Br for i = 1, . . . , r .
(d) Compute a (real) matrix (cf. Remark 4):
Vr = [[(s1I− (J− R)Q)−1Bb1, . . . ,
. . . , (sr I− (J− R)Q)−1Bbr ]].
(e) CalculateWr = QVr (VTr QVr )−1
(5) The final reduced model is given by
Jr = WTr JWr , Rr = WTr RWr , Br = WTr B,
Qr = VTr QVr , and Cr = BTr Qr .
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2008). It enforces (10), one of the first-order H2-optimality
conditions, at every step. It is generally not possible to satisfy
all optimality conditions (10)–(12) while still retaining port-
Hamiltonian structure, so the remaining conditions (11)–(12) are
abandoned in order to preserve port-Hamiltonian structure. This
trade-off may also be viewed with regards to the choice for Wr :
choosing Vr as in (13) forces (10); additionally choosing Wr as
in (13) would force (11)–(12); but instead, we choose Wr as in
Theorem 7 in order to preserve port-Hamiltonian structure. (See,
however, Remark 13).
The convergence behavior of IRKA-PH appears similar to that of
IRKA, which has been studied in detail in Gugercin et al. (2008);
see also Antoulas et al. (2010). Effective initialization strategies
have been proposed in Gugercin et al. (2008), although random
initialization oftenperforms verywell.We illustrate the robustness
of IRKA-PH with regard to initialization in Section 6.
Theorem 11. Let G(s) = BTQ(sI−(J−R)Q)−1B be an asymptotically
stable, port-Hamiltonian system as in (14). Suppose IRKA-PH as








with r distinct poles, {λ1, . . . , λr}. Then Gr(s) is port-Hamiltonian,
asymptotically stable, and passive. Moreover, Gr(s) satisfies the
necessary condition (10), for H2 optimality: Gr(s) interpolates G(s)
at −λi along the tangent directions bi for i = 1, . . . , r.
Notice that G(s) must be asymptotically stable in any case for
theH2 norm to be well defined.
Proof. Port-Hamiltonian structure, and thus passivity, are direct
consequences of the construction of Gr in Theorem 7. The
H2-optimality condition (10) results from the assignment of
interpolation points, si, and tangent directions, bi, in Step 4-c
throughout the iteration. Upon convergence, si = −λi and bi is
the right residue of Gr corresponding to the pole λi.
To prove asymptotic stability we proceed as follows. Referring
to Theorem 9, we can assume thatQ = Iwithout loss of generality.
Since any choice of a real matrix with the same range as Vr in Steps
2 and 4-d of Algorithm 1may bemade, choose Vr to be orthogonal,
i.e., VTr Vr = Ir . Then Wr = Vr and the associated reduced quan-
tities are given by one-sided projection: Ar = VTr AVr and Br =
CTr = VTr B. Let Ar = Xr3X−1r be the eigenvalue decomposition
of Ar with 3 = diag(λ1, . . . , λr). The tangent directions bi satisfy
[b1, . . . , br ] = BTVrX−Tr . Define vˆi = (−λiI − A)−1Bbi for i =
1, . . . , r andVr = vˆ1, vˆ2, . . . , vˆr. From the definition of vˆi, we
have
AVr +Vr3T + BBTVrX−Tr = 0. (22)
Since the projecting subspace, Vr , which determines Gr has
converged, Range(Vr) = Range(Vr) and there is a nonsingular
matrix,Mr , such thatVr = VrMr . DefineNr = MrXTr and rearrange
(22) to get
AVrNr + VrNrATr + BBTr = 0. (23)
Premultiplying by VTr yields
ArNr + NrATr + BrBTr = 0. (24)
Since Gr(s) is passive, we know that Ar has no eigenvalues in the
open right-half plane. To prove asymptotic stability of Gr(s), we
need to show further that Ar has no eigenvalues on the imaginary
axis. Assume the contrary, so that for some nontrivial vector, zr ,and real ω, z∗r Ar = ıωz∗r and ATr zr = −ıω zr . Multiply (24) by z∗r
from the left and by zr from the right to find: BTr zr = 0.
Now,multiplying (23) from the right by zr leads toA (VrNrzr) =
ıω (VrNrzr) , which contradicts the asymptotic stability of G(s).
Therefore, the poles of Gr(s) must lie in the open left half-plane
and Gr(s) is asymptotically stable. 
Remark 12. Let PH(r) denote the set of port-Hamiltonian
systems with state-space dimension r as in (20) and consider the
problem:
∥G− Gr∥H2 = minGr∈PH(r)
G−GrH2 (25)
where G and Gr are both port-Hamiltonian. This is the problem
that we would prefer to solve and it is a topic of current
research. Note that although IRKA-PH generates a reduced-order
port-Hamiltonian model, Gr , satisfying a first-order necessary
condition for H2 optimality, this condition is not a necessary
condition for Gr to solve (25), that is, for Gr to be the optimal
reduced-order port-Hamiltonian system approximation to the
port-Hamiltonian system G. Nonetheless, we find that reduced-
order models produced by IRKA-PH have much superior H2
performance compared to other approaches. This is illustrated in
Section 6.
Remark 13. IRKA-PH, as described in Algorithm 1, produces a
reduced order port-HamiltonianmodelGr , which satisfies the first-
order necessary condition of H2-optimality (10). The remaining
two conditions for H2-optimality, (11) and (12), will be satisfied
if in addition:
Range[(λ1I+ (J− R)Q)−1Bb1, . . . , (λr I+ (J− R)Q)−1Bbr ]
= Range[(λ1I+ (J− R)TQ)−1Bc1, . . . , (λr I
+ (J− R)TQ)−1Bcr ], (26)
where λi are reduced system poles and bi, ci are the corresponding
(vector) residues in the expansion (21) for i = 1, . . . , r . The con-
dition (26) allows retention of port-Hamiltonian structure while
enforcing the H2-optimal bitangential interpolation conditions
(10)–(12). Typically (26) will not hold; however the special case
when J = 0 will lead to (26) with bi = ci implying satisfaction of
H2 optimality conditions for the reduced system.
6. Numerical examples
We illustrate the preceding theoretical discussion on three
port-Hamiltonian systems. The first two are of modest dimension
allowing us to compute H2 and H∞ system errors explicitly for
full comparisons. Then, to illustrate that our proposed method can
be easily applied in large-scale settings as intended, we consider a
large-scale model in the third example.
6.1. MIMO mass–spring–damper system
The full model we consider is a mass–spring–damper system
shown in Fig. 2, with masses mi, spring constants ki and damping
constants ci ≥ 0, i = 1, . . . , n/2. qi is the displacement of the
massmi. The inputsu1, u2 are the external forces applied to the first
two masses m1,m2. The port-Hamiltonian outputs y1, y2 are the
velocities of the massesm1,m2. The state variables are as follows:
x1 is the displacement q1 of the first massm1, x2 is the momentum
p1 of the firstmassm1, x3 is the displacement q2 of the secondmass
m2, x4 is the momentum p2 of the second massm2, etc.
A minimal realization of this port-Hamiltonian system corre-
sponding to threemasses, three springs and three dampers, i.e. n =
6, is G(s) = BTQ(I − (J − R))−1B where B ∈ R6×2,R ∈ R6×6 are
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zero matrices except the entries B(2, 1) = B(4, 2) = 1; J(1, 2)
= J(3, 4) = J(5, 6) = 1, J(2, 1) = J(4, 3) = J(6, 5) = −1; and
R(2, 2) = c1,R(4, 4) = c2, and R(6, 6) = c3. Also,
Q =





0 0 0 0





0 0 −k2 0 k2 + k3 0




and A = (J− R)Q.
Each additional mass–spring–damper cell increases the dimen-
sion of the system by two. This will lead to a zero entry in the
(n− 1, n− 1) position and an entry of−cn/2/mn/2 in the (n, n) po-
sition. The superdiagonal of Awill have kn/2−1 in the (n− 2, n− 1)
position and 1/mn/2 in the (n−1, n) position. The subdiagonal of A
will have 0 in the (n− 1, n− 2) position and−kn/2−1− kn/2 in the
(n, n−1) position. Additionally Awill have kn/2−1 in the (n, n−3)
position.
We used a 100-dimensional mass–spring–damper systemwith
mi = 4, ki = 4, and ci = 1. We consider three methods: (1) our
proposed method in Algorithm 1 denoted IRKA-PH; (2) the effort-
constraint method (19) of Polyuga (2010), Polyuga and van der
Schaft (2008, 2011b, 2012) and van der Schaft and Polyuga
(2009) denoted EffBal, and (3) one step of interpolatory model
reduction without the H2 iteration, denoted 1stepIntrp. IRKA-PH
and 1stepIntrp are connected in the following way: We choose a
set of interpolation points and tangential directions; then using
the interpolatory projection in Theorem 7, a reduced model is
produced which we assign to 1stepIntrp. The same interpolation
points and directions are used to initialize IRKA-PH. This allows
us to evaluate how well IRKA-PH corrects interpolation points and
directions, in terms ofH2 andH∞ behavior.
Using each of the three methods, we reduce the order to r =
2, 4, . . . , 20 (increments of two). For IRKA-PH, initial interpolation
points are chosen as logarithmically spaced points between 10−3
and 10−1; and the corresponding directions are the dominant
right singular vectors of the 2× 2 transfer function matrix at
each interpolation point. These same points and directions are
also used for 1stepIntrp. The resulting relative H2 and H∞ error
norms for each order r are illustrated in Fig. 3. Several observations
are immediate. First of all, with respect to both the H2 and
H∞ norms, IRKA-PH significantly outperforms the other methods.
For 1stepIntrp, the performance hardly improves as r increases
unlike IRKA-PH for which both the H2 and H∞ errors decay
consistently. The initial interpolation point and direction selection
does not yield a satisfactory interpolatory reduced-order model;
however, instead of searching for better interpolation data in
an ad hoc way, our proposed method automatically corrects
interpolation data throughout the iteration and yields significantly
smaller error. To see this effect more clearly, we plot in Fig. 4
the initial interpolation point selection, denoted by s{0}, and the
final/converged interpolation points, denoted by s{final}, together
with the mirror images of the original system poles, denoted
by −λi. Starting with logarithmically placed points, IRKA-PH
iteratively corrects the points so that upon convergence theyFig. 3. RelativeH2 andH∞ norms for mass–spring–damper system.
Fig. 4. Initial and converged interpolation points for mass–spring–damper system
for r = 20.
automatically align themselves in a way that balances the original
system poles across the imaginary axis. This is similar to what one
finds in the analysis of iterativemethodswhere Ritz values provide
effective aggregate information about the spectrum, better than is
possible even with a subset of exact eigenvalues. Note that full-
order poles are computed here only to obtain this figure and are
not needed by IRKA-PH.
The second observation concerning Fig. 3 is that IRKA-
PH achieves smaller error with less computational effort than
EffBal; the main cost is sparse linear solves. No dense matrix
operations are needed, unlike the balancing-based approaches
where Lyapunov equations need to be solved. Even though
our proposed method is H2-based, it produces satisfactory H∞
performance as well. This is consistent with experiences with
IRKA (Gugercin et al., 2008), which usually exhibits good H∞
performance.
Consider, in Fig. 5, how the H2 and H∞ errors evolve during
IRKA-PH for r = 20, the largest reduction order. The figure reveals
convergence within seven or eight steps. The large initial relative
errors are reduced drastically already after two steps of the
iteration, illustrating the effectiveness of IRKA-PH.
Next, we investigate the effect of different initializations on the
performance of IRKA-PH. For brevity, we only illustrate the r = 20
case. We make 5 different initializations and denote by S{j}0 the set
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of initial interpolation points corresponding to the jth selection.
S
{1}
0 will be the same as what was used earlier, i.e., 20 points
logarithmically spaced between 10−3 and 10−1. ForS{2}0 , we choose
20 points logarithmically spaced between−10−5 and−10−2. Note
that this is a poor selection since these initial interpolation points
lie in the left-half plane in proximity of the poles. We consciously
make this (bad) choice to see the effect on convergence. For S{3}0 ,
we choose complex points in the right half-plane with real parts
that are logarithmically spaced between 10−6 and 1 and imaginary
parts that are logarithmically spaced between 10−3 and 10−1, and
such that the set is closed under conjugation. These points are
arbitrarily selected and are unrelated to the spectrum of A. For
S
{4}
0 , we make the situation even worse than for S
{2}
0 . We choose
20 poles of the original system, G(s), and perturb them by 0.1%
to obtain our starting points. This is a very bad selection in two
respects: (1) the interpolation points lie in the left-half plane;
and (2) they are extremely close to system poles and make the
linear system (siE − A)vi = Bbi very poorly conditioned. Finally,
for S{5}0 we choose, once again, 20 original system poles, but this
time reflect them across the imaginary axis to obtain initialization
points. Associated directions are taken as before to be dominant
right singular vectors of the transfer function evaluated at each
interpolation point.
Fig. 6 shows the evolution of relativeH2 andH∞ errors during
IRKA-PH for these 5 different selections. In all cases, IRKA-PH
converges to the same reduced-model in almost the same number
of steps. As expected, S{2}0 and S
{4}
0 are the worst initializations,
starting with relative errors bigger than 1 in the H∞ norm.
However, the algorithm successfully corrects these points and
drives them towards high-fidelity interpolation points and tangent
directions. Even though S{5}0 seems to be the best initialization
– it starts with the lowest initial error – it converges to the
same reduced-model as the iteration that started with S{1}0 , and
also in the same number of steps. S{1}0 achieves this without
the need for original poles. This numerical evidence suggests
robustness of IRKA-PH to the extent that it is able to correct
bad initializations. Indeed, IRKA-PH could be expected to be more
robust and converge faster than the original IRKA, which typically
exhibits fast convergence. The reasons are twofold. First, unlike
IRKA, regardless of initialization, every intermediate reduced
model is stable; hence interpolation points never appear in the left-
half plane. This smooths convergence behavior. Secondly, unlike
IRKA which uses an oblique projector, IRKA-PH is theoreticallyFig. 6. RelativeH2 andH∞ norms for different initializations formass–spring–damper
system for r = 20.
equivalent to using an orthogonal projector (with respect to an
inner product weighted by Q).
For all these reasons, we expect IRKA-PH to be numerically ro-
bust and rapidly convergent. Throughout our numerical experi-
ments using a wide variety of different initializations, we have
never experienced a convergence failure of IRKA-PH. IRKA-PH al-
ways converged to the same reduced-model regardless of initial-
ization; even a search for a counterexample spanning thousands
of trials failed to produce even a single case of either convergence
failure or convergence to a different model in the r = 20 case.
Indeed this was true throughout the range 8 ≤ r ≤ 20 ; IRKA-PH
converged to the same reduced-model for many different initial-
izations for r = 8 : 2 : 20. Only for r = 2, r = 4, and r = 6
and then only after several trials were we able to make IRKA-PH
converge to a different reduced model. Indeed, only one differ-
ent model emerged and it had only marginally better performance
than the more easily found system.
We present one further comparison for the r = 20 case
contrasting time domain simulations for full and reduced models.
G has 2 inputs and 2 outputs. To make the time-domain illus-
trations simpler, we only compare the outputs of the subsystem
relating the first input, u1, to the first output, y1. The results for the
other 3 subsystems display the same behavior. As input, we choose
a decaying sinusoid u1(t) = e−0.05t sin(5t) and run simulations for
T = 50 s. The results are shown in Fig. 7. In Fig. 7(a), we plot the
simulation results for the whole time interval. To give a better
illustration, in Fig. 7(b), we zoom into the time interval [0, 10] s,
showing that 1StepIntrp leads to the largest deviation. In Fig. 7(c),
we give the absolute value of the error between the true system
output and the reduced ones. As is clear from this figure and as
expected from the earlier analysis as shown in Fig. 3, IRKA yields
the smallest deviation. Themaximumabsolute values of the output
errors, i.e. max |y1(t) − y1,red(t)| where y1,red(t) denotes the first
output due to the reduced models are
IRKA-PH 1StepIntrp EffBal
1.31× 10−3 1.09× 10−2 3.96× 10−3
6.2. MIMO port-Hamiltonian ladder network
As a second port-Hamiltonian system, we consider an n-
dimensional ladder network as shown in Fig. 8.We take the current
I on the left side and the voltage U on the right side of the
ladder network as the inputs. The port-Hamiltonian outputs are
the voltage over the first capacitor UC1 and the current through the
last inductor ILn/2 . The state variables are as follows: x1 is the charge
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Fig. 7. Time domain simulations for mass–spring–damper system for r = 20.
Fig. 8. MIMO ladder network.
q1 of C1, x2 is the flux φ1 of L1, x3 is the charge q2 of C2, x4 is the
flux φ2 of L2, etc. The directions chosen for the internal currents
of the network are shown by plus- and minus-signs in Fig. 8. A
minimal realization of this port-Hamiltonian ladder network for
order n = 4 is given in Example 1. Adding another LC pair
to the network, which would correspond to an increase of the
dimension of themodel by two, will modify the systemmatrices as
follows: the subdiagonal of the matrix A will contain additionally
L−1n/2−1,−C−1n/2 with the plus-sign in the (n/2+1, n/2) position. The
superdiagonal of A will contain −C−1n/2, L−1n/2 with the minus-sign
in the (n/2, n/2 + 1) position. Furthermore, the main diagonal
of A will have − Rn/2−1Ln/2−1 in the (n − 2, n − 2) position, zero in the
(n− 1, n− 1) position, and− Rn/2+Rn/2+1Ln/2 in the (n, n) position. The
Bmatrix will be of the similar structure as in (15) with ones in the
(1, 1) and (n, 2) positions and zeros in the rest.
We consider a 100-dimensional port-Hamiltonian network
with Ci = 0.1, Li = 0.1, and Ri = 3 for i = 1, . . . , 50 and R51 =
1. For this model, we compare IRKA-PH to EffBal, regular balanced
truncation (denoted by RegBal) and regular IRKA. Note that
RegBal and IRKA do not preserve port-Hamiltonian structure. We
include these methods in our comparisons to better illustrate the
effectiveness of our proposed method. We show, for example, that
IRKA-PH can perform as well as or sometimes better than RegBal,
which is known to yield high-fidelity H∞ and H2 performance
(though it does not preserve port-Hamiltonian structure).
We reduce the order to r = 1, 2, . . . , 10 (increments of one).
The resulting relative H2 and H∞ errors are shown in Fig. 9. The
H2 character of our method is clear. IRKA-PH outperforms EffBal
for every r . Interestingly, IRKA-PH is better than even RegBal for
each r = 1, . . . , 5. RegBal is better for r = 6, 7, 8, but for r = 9, 10,
IRKA-PH is as good as RegBal. IRKA-PH achieves this performance
while preserving structure and with no need to solve Lyapunov
equations; the principal cost is sparse linear solves. IRKA yields theFig. 9. Evolution of the relativeH2 andH∞ norms for ladder network.
Fig. 10. Evolution of the relativeH2 andH∞ norms for ladder network for r = 10.
best H2 performance as it should, since it produces H2 optimal
reduced-order models. RegBal is best in terms ofH∞ performance.
Indeed, it is tailored towards H∞ error reduction and is not
constrained to preserve structure. However, the H2-based IRKA-
PH performs as well as EffBal in terms ofH∞ error norm. This once
more shows that, similar to IRKA, IRKA-PH provides high-fidelity
not only in theH2 norm but also in theH∞ norm.
Similar to the previous example, we illustrate the convergence
behavior of IRKA-PH, in this case for r = 10, in Fig. 10. In this case,
the convergence is even faster than the previous example with
the algorithm converging after five to six steps. For this model, we
have initialized the interpolation points for IRKA-PH arbitrarily as
logarithmically spaced points between 10−2 and 101. As before, the
initial tangent directions are chosen as the leading right singular
vector of G(s) evaluated at the chosen interpolation points.
As we did in the previous example, we experiment with
different initialization strategies for IRKA-PH. For brevity, we only
illustrate the r = 10 case. We consider 5 different initializations,
S
{j}
0 for j = 1, . . . , 5 for the interpolation points. S{1}0 is what we
used earlier. For S{2}0 , we choose r = 10 original system poles
and perturb them by 0.1% as the starting points. This is a very
poor choice since the interpolation points are very close to the
system poles. For S{3}0 , we choose 10 points logarithmically spaced
between−10−5 and−10−1. Once again, these interpolation points
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are also in the left-half plane; a strategy one would usually
avoid.S{4}0 correspond to choosing 10points logarithmically spaced
between 10−8 and 10−4. And finally, for S{5}0 , we choose some
arbitrary complex numbers where the real parts are distributed
between 10−5 and 10−2 and the imaginary parts are distributed
between 10−2 and 100 together with their complex conjugate
pairs. Once the starting points are chosen, the corresponding
directions are the dominant right singular vectors of the transfer
function at each interpolation point. Fig. 11 shows the evolution
of the relative H2 error during IRKA-PH for these 5 different
selections. As before, in all five cases, IRKA-PH converges to
the same reduced-model in almost the same number of steps
illustrating the robustness of IRKA to different initializations.
6.3. Mass–spring–damper system with n = 20 000
In the previous two examples, to have a thorough analysis of
the models with as many system norm computations as possible,
we have chosen a very modest system size of 100. In this example,
to illustrate that we can effectively apply our method in large-
scale settings, we modify the mass–spring–damper model to have
a full model of order n = 20 000. Then, using IRKA-PH, we reduce
the order to r = 20, r = 30 r = 40 and r = 50. In each case, the
initial interpolation points are chosen as logarithmically spaced
points between 10−3 and 10−1 with the corresponding tangential
directions chosen as the leading singular vectors of the transfer
function at these points. Before we present the results, we note
that even at this scale, the method took less than one minute to
converge with a rather straightforward implementation in Matlab.
We have not tried to optimize the performance; we have simply
used theMatlab sparse linear solves as is. The algorithm is expected
to perform faster with the appropriate optimization of the code.
The sigma plots, i.e. ∥G(ıω)∥2 vs. ω, of the full-order model
G(s) and three of the four reduced models are plotted in Fig. 12.
We omitted the 40th order approximation to simplify the figure
as the r = 40 approximation was visually indistinguishable from
the r = 50 one. Except the r = 20 case, all the reduced models
provide a high quality approximation to the full-order model of
order n = 20 000. To illustrate the approximation quality further,
we display sigma plots of the errormodels in Fig. 13. As r increases,
the quality of the approximation improves consistently; for r =
50, we obtain an approximate2 relative H∞ error of 7.90 × 10−4.
Hence, with the proposed algorithm, we are able to reduce a port-
Hamiltonian system of order n = 20 000 in a numerically effective
2 Weuse the term approximate since both ∥G∥H∞ and ∥G−G50∥H∞ are computed
by 500 frequency sampling points over the imaginary axis as opposed to an exact
H∞ norm computation. However, since the error plot is smooth, we expect this
error number to be accurate enough.Fig. 12. Sigma plots of G(s) and the reduced models for mass–spring–damper
system with n = 20 000.
Fig. 13. Error sigma plots for mass–spring–damper system with n = 20 000.
Fig. 14. Phase plots of G and the reduced models for mass–spring–damper system
with n = 20 000.
structure-preserving way using interpolation. Moreover, with the
H2-inspired interpolation point and tangential direction selection,
the reduced-model of order r = 50 is accurate to a relative error
of 7.90× 10−4.
The phase plots of the original model G(s) and the three of the
four reduced-models are shown in Fig. 14. Once again we have
left the 40th order approximation out due to the same reason
as before. To make the figure simpler, we only show the phase
plot of the subsystems relating the first input (u1(t)) to the first
output (y1(t)). Similar to the sigmaplot, Fig. 14 illustrates that plots
for the full model G and for the reduced model G40 and G50 are
virtually indistinguishable. G30 shows some deviations around the
low frequencies (as in the sigma plot). And as expected, G20 has the
largest deviation. The phase plots for the other 3 subsystems have
a similar pattern and are omitted for brevity.
We conclude this example by illustrating time domain simula-
tions for the same subsystem as above (from the first input u1(t)
to the first output y1(t)). We plot the results only for G,G20 and
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Fig. 15. Time domain simulations for mass–spring–damper system with n =
20 000.
G50 to make the illustrations more readable. First we use a decay-
ing exponential u1 = e−0.05t sin(5t) and run all three models for
T = 50 s. The simulations are run using the Matlab ode45 solver
(taking advantage of the sparsity of the matrices in the full-order
simulations). The results are shown in Fig. 15(a). Both reduced-
models follow the full-order output very accurately. Themaximum
value of the absolute errors in the output responses are 1.32×10−3
for G20 and 6.15 × 10−5 for G50. Accurate approximations are ob-
tained in a fraction of the time, indeed.While the full-order simula-
tion took 4.62 s, the reduced-order simulations took 0.066 s for G20
and 0.068 s for G50; more than 98% reduction in simulation time.
Of course, these gainswill be significantlymagnifiedwhen the full-
order model needs to be simulated over and over again for differ-
ent input selections. The second input we try is a square wave that
oscillates between 1 and −1 with a period of 0.2π s for the time
interval 0–20 s. Fig. 15(b) shows the corresponding outputs. Once
more, both reduced models display a high-fidelity match. For this
second input, themax value of the absolute errors in the output re-
sponses are 7.38×10−3 forG20 and 5.85×10−3 forG50. Once again,
the simulation of the reduced-order models took a fraction of the
time that took the full-order simulation. The simulation for G took
9.15 s. On the other hand, it took 0.44 s for G20 and 0.46 s for G50;
more than 95% reduction in simulation time. As the original system
dimension increases even further, these gains in simulation times
would be one of the biggest advantages of model reduction.
7. Conclusions
Wehavedeveloped a framework for reducingmulti-input/multi-
output port-Hamiltonian systems via tangential rational interpo-
lation. By choosing the projection subspaces appropriately, we
obtain reduced-order models that are not only rational tangential
interpolants of the original system but they also retain the orig-
inal port-Hamiltonian structure. Thus, they are guaranteed to be
passive. An H2-inspired algorithm is introduced for choosing the
interpolation points and tangent directions for high-fidelity ap-
proximations. Several numerical examples show the effectiveness
of the proposed method.
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