In this paper it is shown that the ML solution can in fact be found explicitly, and the numerical search of [21] is unnecessary. However, the ML solution requires the signal to noise ratio (SNR) for each target to be known, and hence we generalize it so it requires only the relative SNR. Several versions of expectation maximization (EM) joint angle estimators are also derived, these differing in the degree to which prior information on SNR and on beam pattern are assumed.
I. INTRODUCTION
Amplitude comparison monopulse (ACM, or "monopulse") radar systems are quite commonly used, and represent a practical and quick means to improve the accuracy of angular measurements to a fraction of a beamwidth. Monopulse is a simultaneous lobing technique for determining the angle of arrival of a source of radiation or of a target [19] : two squinted beams (actually four, if resolution in both azimuth and elevation is desired) are used to receive the target echo, and subbeam accuracy is achievable through comparison of the difference to the total return amplitude. When only a single target is assumed present in a given range cell, estimation of the DOA (direction of arrival) of the target is well understood, and carries a considerable literature [2, 3, 13, 19] . It is possible to obtain the maximum likelihood (ML) solution for the DOA of a target [5] , but traditionally the DOA is estimated via the monopulse ratio: it is very quick, and for signal-to-noise ratios (SNRs) that are moderate or high its accuracy is close to the Cramer-Rao lower bound (CRLB).
However, when two or more targets are closely spaced in the range and angle with respect to the resolution of the radar (i.e., the detections from two targets become merged into a single detection due to both being within the radar beam), then the traditional DOA estimator based on the monopulse ratio is incapable of resolving them, with its "merged" angular estimate often far from either true target [20] . This issue of finite radar resolution is obviously of great concern for multitarget detection and tracking applications, and certainly techniques more sophisticated than the standard monopulse (i.e., two beams per angular coordinate) have been explored to estimate DOAs of unresolved targets. These naturally include array signal processing (beamforming, interference nulling or high-resolution direction finding) [10, 14] and multiple-beam monopulse [17] . This paper focuses on estimating DOAs of two unresolved Rayleigh targets by utilizing a standard monopulse system; those other systems may or may not eventually become the standard, but in the present day most radars use ordinary monopulse, and our goal here is to make the most out of the measurements they give.
Several efficient approaches to extraction, from standard monopulse signals, the angles of unresolved targets have been proposed. Most monopulse systems use only the real part of the monopulse ratio. In [20] the complex monopulse ratio and the method of moments were considered for computing DOAs of two fixed-amplitude targets with known relative radar cross section (RRCS); however, unavoidable RRCS fluctuations limit the use of this approach. It was further shown in [4] that the estimate of the centroid of the two targets and the slope of the line connecting them could be obtained by using the monopulse ratios and the ratio of amplitudes from two pulses; the assumptions required in [4] were, however, fairly strict. Perhaps the first real success for two-target resolution came in [7] where monopulse statistics were used to develop a DOA estimator of two unresolved Rayleigh (Swerling I) targets with known or estimated RRCS. More recently, the ML angle extractor for two unresolved targets was proposed in [21] . This ML approach was shown to improve the estimation accuracy, in terms of the root mean square error (RMSE), as compared with the method in [7] . However, owing to the nonlinear character of the likelihood function, an iterative numerical optimization was required to obtain the ML DOA estimates-in [7] the DOA estimates are expressed in closed form, and unlike [21] the computational load for [7] is comparable to that in the single-target case.
The primary purpose of the work presented here is to develop an efficient joint DOA estimation procedure that shares the simplicity of the closed-form technique of [7] with the ML accuracy of [21] . We find that there is a closed-form solution for the ML estimator, and that the numerical method of [21] can be circumvented. A second contribution is an alternative explicit estimator based on a high-SNR approximation. This second estimator is particularly attractive in that its accuracy is as good as ML while, like the method of [7] , it needs only RRCS information. Further, it always finds two DOAs-the ML solution can be that both targets are colocated. The third contribution is a joint DOA estimation method based on the expectation maximization (EM) algorithm. The EM iteration may seem a step backward, but the approach's attractive feature is its incorporation of the antenna pattern: a nonuniform antenna pattern means that the targets' SNRs, whether absolute or relative, depend on the targets' off-boresight angles that are being estimated. The other joint-angle estimators-the two explicit solutions from this paper included-ignore within-beam attenuation effects.
In Section II the problem is formulated, and the method using the monopulse ratio [7] and the ML estimator proposed in [21] are reviewed. ML estimation was accomplished in [21] via an iterative numerical approach. In Section III we show that in fact there is a quick explicit solution, and no numerical procedure is necessary. A new algorithm based on the analysis of noiseless model is developed in Section IV and the EM approach is derived in Section V. Simulations are presented in Section VII, and we offer concluding remarks in Section IX.
II. PROBLEM STATEMENT

A. Model
Monopulse 1 radar is widely applied for estimating DOAs of the returns. Here we concern ourselves only with one angular coordinate, either azimuth or elevation. It may appear that consideration of both angles jointly would be preferable; however, in [14] , [24] , and [25] it was observed that for a single target the difference in performance between joint estimation of both angles and separate monopulse processing was very minor.
We have four real observations: the in-phase and quadrature components of the sum and difference channels. Supposing a range cell contains two targets, then the observations for the merged measurements can be expressed as
where s refers to sum signals, d to difference signals, and n to receiver noises, and the subscripts I and Q represent the in-phase and quadrature components. The random variables x 1 and y 1 are returns from target 1; and x 2 and y 2 are from target 2. The ratios´1 and 2 represent the DOA of target i by mapping the angle of arrival µ i into the ratio of gainś
in which G § and G ¢ are the voltage gains (from the beam patterns), respectively, of the sum and difference channel for a target at angle µ i . In a typical monopulse system, the beam patterns are designed such that we have approximately´i ¼ k m µ i within one-half of a beamwidth of antenna boresight. With k m the average error slope [6] , it is easy to map the DOA´i into the angle of arrival µ i . Therefore, we concentrate only on estimating´is; however we note that the antenna gains also affect the return amplitudes x 1 , x 2 , y 1 , and y 2 , and if prior knowledge (such as Gaussianity with a certain variance) is used in estimation then even the sum channel will have fµ i g-dependent statistics. For angles not too far from boresight this can be neglected. Following [5] , [7] , [11] , [15] , [16] , [18] , [19] , and many others, we assume the four underlying noise variables to be independent and Gaussian distributed 1 The term "monopulse" refers to the ability of such a radar to achieve quite accurate DOA estimate with only one pulse. This is as opposed to a less efficient earlier paradigm in which several pulses were sent in a shotgun pattern, with high angular resolution achieved by comparing the return energies at the various angles.
with zero-mean, and with variances
We assume here that the noise variances ¾ are known; for the most part these are properties of the local electronics, and can be estimated reasonably well. The returns from the targets can be written as
where, according to the usual Swerling I or II model, the amplitude ® i follows a Rayleigh distribution characterized by a parameter a i , and the target i return phase is uniformly distributed on [0, 2¼]. The variables x i and y i consequently follow independent Gaussian distributions:
for i = 1 and 2. The RRCS of the two targets is expressed as°=
where E(¢) denotes expected value. Again, note that though the RRCS is assumed to be known, the effects of the antenna gain pattern are not included in this°, as they are not in [7] and [21] . We deal with the model considering the antenna gain later in Section VI. The DOAs´1 and´2 are the unknown constants that we want to estimate. To have an unique solution, the estimator of the DOAs needs to reject the false one by using prior information. As in previous work [7, 21] , we assume the constraint (´1 ¡´2) > 0. A similar discussion and result can be obtained for the case that (´2 ¡´1) > 0.
B. Prior Work
1) Modified Monopulse Method:
A practical algorithm based on moment matching was proposed in [7] for simultaneous DOA estimation of two unresolved Swerling I targets with known RRCS-moment matching might be considered as a natural extension of the single-target monopulse ratio approach to the case of two targets. The basic idea of the method of moments is that the mean of the in-phase monopulse ratio suggests the DOA of the centroid of the two targets, while the variance of the in-phase and quadrature monopulse ratio is used to estimate the DOA difference.
The detailed derivation is in [7] , and the main result isˆ1
with the convention that´1 ¡´2 > 0. There are assumed to be N independent subpulses (e.g., at distinct frequencies, or according to a Swerling II fluctuation model), and the in-phase and quadrature parts of the monopulse ratio for the kth of these are
The conditional ML estimate of the mean of in-phase monopulse ratio isŷ I , andq is used to approximate the variance of y I and y Q ; specifically, we havê
in which´b w is the one-half beamwidth, and
and where the observed SNR for subpulse k is
The modified monopulse scheme is based on the method of moments and on some practical concerns and approximations (such as the expression ofq). It is easy to implement, and obviously fast due to its closed form. It is empirical, but in [7] the conditional CRLB associated withˆ1 andˆ2 was developed, and it was found that the estimator was quite good. The in-phase monopulse ratioŷ I is the usual estimator for the angle of a single target; for two targets it is natural [20] that the complex monopulse ratio be involved. 2) ML Method: Using the statistical characteristics of the observation model (i.e., (1) et seq.), the authors in [21] 
A detailed derivation of the likelihood L(´1,´2) is available in [21] . 2 Due to its nonlinear nature, a grid search is performed first to obtain an initial estimate, then a conjugate direction maximization method is applied to find the ML estimates of´1 and´2. This approach yields the optimal estimates of DOAs in the ML sense. However, considerably greater computational cost is incurred to find this ML solution than is needed for the modified monopulse method of [7] .
III. EXPLICIT SOLUTION TO THE TWO-TARGET ML METHOD
The two-target joint likelihood presented in the previous section was maximized numerically in [21] . Here, as our first contribution, we present an explicit solution. No iterative maximization is necessary, and the two-target ML angle extractor can be obtained very quickly. We begin with the special case that the SNRs of the two targets are identical, that is,°= 1. For this case we set the gradient of the likelihood function to zero and solve: we obtain a critical point of the likelihood function, and hence the necessary conditions for an ML solution are satisfied. 3 Only in this case can an explicit solution be found directly, however, we then show that the case of a general SNR can easily be derived from the unity-°case.
Due to the independence of the in-phase and quadrature channels, we have
It is straightforward to show that
where N(0, R) indicates the Gaussian distribution, and the covariance matrix R is expressed as
Similarly we can show that p(s Q , d Q j´1,´2) = N(0, R).
A. Equal SNR Case
First, define
Next, let us define z 1 and z 2 in terms of the desired DOAs (see (1)) aś
For the first part we assume that°= 1, i.e., a 2 = a 2 1 = a 2 2 ; next we find a solution for any value of°. To find the critical point, we substitute´1 and´2 by (20) in the likelihood function of (16) . Note that when N independent subpulses are used the combined likelihood function is the product of the likelihood functions for each subpulse. Equating to zero its gradient (with respect to z 1 and z 2 , respectively) yields
The solution for z 2 (denoted by z 20 ) is obtained by substituting (27) in (23) as 4 The scalars A 0 and A 2 are L2 norms of two non-zero vectors and A 1 is their dot product.
then two solutions exist for (28): one for´1 >´2 (i.e., z 2 > 0) and the other for´1 <´2 (z 2 < 0). If the condition of (29) is not met, then we have z 2 = 0; that is, we have´1 =´2, meaning that the ML solution for two-target angle extraction is that both targets have the same angle (ML is not always right). In that case z 10 is obtained from
which comes from replacing z 2 by zero in (21) . This cubic equation is same as the equation we get by maximizing the single target ML function, and of course the monopulse ratio is often a decent approximation.
B. General SNR Case
According to model (17) all observations are distributed according to a Gaussian probability density function (pdf) which, after removal of conditioning on target return strengths (the xs and ys) depends on the target DOAs only through the correlation matrix of (18) .
With reference to (18) , consider that we have two different parameterizations, one involving fa 1 , a 2 ,´1,´2g and the other fã 1 ,ã 2 ,˜1,˜2g, but with the same ¾ 
Note that since the radical is
real solutions for´1 and´2 always exist. Now consider that the true target powers are a 2 )=2 is made; and that the resulting likelihood-maximizing angle estimates are˜1 and˜2. We then form the estimateˆ1 andˆ2 according to (35) (b and c are given in (33)). We know immediately that since theˆs determine the likelihood only through the correlation matrix R, and since R(a 1 , a 2 ,ˆ1,ˆ2) = R(ã 1 ,ã 2 ,˜1,˜2), then the likelihood within the true model (using a 1 , a 2 ,ˆ1,ˆ2) is the same as that maximizing the equal-SNR model.
Is this the ML of the true model also? Assume temporarily that it is not, and solve (35) with b and c calculated according to these putative ML estimates, and with all quantities in (35) replaced by their tilda-ed counterparts. Since (36) guarantees that these new˜s exist and are real, this implies that the originaĺ s were not ML at all, and provides us the needed contradiction.
Thus, when all is done, we have the procedure: 1) solve for the˜1 and˜2 that maximize the likelihood withã 
which is obtained after substituting the values for b and c into (35). By using the solution˜1 and˜2 in Section IIIA, i.e., (˜1 +˜2) = 2z 10 , (˜1 ¡˜2) = 2z 20 , we can get the answer explicitly as:
givenˆ1 >ˆ2, where in the left-hand sides we have hatted quantities to denote the estimates 5 for the true model, and in which°´(a 2 2 =a 2 1 ). Note that we have discovered that for certain monopulse measurement data the two-target ML estimator suggests the targets are colocated; this was observed in [21] , but here its validity and domain are made explicit. This is an interesting behavior: one searches for two targets and effectively finds only one. That is not wrong, at least not in the ML sense. A further note relates to the exchangeability of the solutions´1 and´2; but since this relates to all estimators, we defer that to Appendix A.
IV. TWO DOA EXTRACTORS BASED ON THE NOISELESS MODEL
A. Version NM1
Our purpose here is to develop a DOA estimator that is efficient both in accuracy and computational load. Recall that the difficulty in implementing the ML method lies in maximizing numerically a complicated likelihood function. To simplify the problem, we simplify the model: specifically, we set the noises n dI , n dQ , n sI n sQ in (1) to zero. This simplification is reasonable when the radar operates at a relatively high SNR. It is readily seen that setting the noise to zero for a single target yields the monopulse ratio as a DOA estimator, and this encourages us to use the same approach for two targets. Without noise, (1) becomes
Based on (39), due to the independence of the in-phase and quadrature channel even at the subpulse level, we have the log-likelihood function of´1 and´2 as
(40) where the terms
A detailed derivation is presented in Appendix B. For N subpulses, we define the overall log-likelihood
in which ¢ k (´1,´2) denotes the log-likelihood function of subpulse k. Our purpose is to find appropriate relationships between´1 and´2 to simplify the estimation process. As detailed in Appendix B, it is observed that
(45) in which A 0 , A 1 , and A 2 are statistics of the observables as in (19) . Recall that the RRCS expressed in (6) is assumed known, therefore, according to the above equations, one has°=
Recall also the constraint´1 ¡´2 > 0. Now combining (46) with (45) gives us the following DOA estimatoŕ
While there is similarity in form between (47) and the modified monopulse method (7), they are not the same.
B. Version NM2
One should emphasize that the above "version 1" DOA estimator (47) is based on the simplified noiseless model (39). However, we recall that the actual observations should be modeled as in (1) , where the sum channel noises n sI and n sQ follow an N(0, ¾ 2 s ) distribution, and the difference channel noises n dI and n dQ follow an N(0, ¾
2 ) denoting a Gaussian distribution with mean ¹ and variance ¾ 2 . Therefore it is desirable to modify the terms A 0 , A 1 , and A 2 defined in (19) and used in (47) tô
Thus, the effect of the thermal noise is addressed in the "version 2" DOA estimation by using the modified terms (48) in (47), yieldinĝ
It is interesting that we find an alternative derivation of the DOA estimator (49) by exploring the covariance matrix, as outlined in Appendix C. From this alternative derivation, it can be seen that our DOA estimator is based on matching the covariance matrix. Thus, although replacement of (19) by their "hatted" quantities (48) may seem ad-hoc, it is quite justifiable.
V. EXPECTATION-MAXIMIZATION METHOD
The two-target DOA estimation problem of interest here is difficult since the observations are merged: some portion of what is observed comes from target 1 and some from target 2, and we do not know a priori how much of each. The EM algorithm [8] is consequently quite suitable, and we appear to be making the claim that the EM algorithm is a natural one for multitarget monopulse. A concern is that the EM algorithm is an iterative way to find the ML solution: why is that sought when we have previously given an explicit ML solution? The key is that EM is nicely flexible. The EM algorithm can be easily extended to include the cases where more than two targets exist, and we can embed the antenna pattern directly within the EM algorithm.
Let us begin by reviewing the EM concept. Let µ denote the parameter set, y the incomplete data (the observations) and x the complete data. The basic idea behind the EM algorithm is to maximize the expected value of log(f(x j µ)) given the observations y and the current estimate of µ. The EM algorithm is an iterative approach, where each iteration i consists of two major steps: expectation (the E-step) maximization (the M-step). We have E-step: compute
M-step: update the estimate
and the process continues until convergence. We now apply the EM idea to our problem. In our problem, we consider N independent subpulses, and define the incomplete data r as all observations of the sum and difference channels,
T the complete data set as x = [r, h], with the hidden data h as the received components from each target,
T and obviously the parameter set is µ = [´1,´2]. Due to the independence of subpulses, the likelihood function of the complete data is
where N(x; ¹, R) denotes the vector-valued Gaussian pdf with the mean ¹ and the covariance matrix R. We have A 0 and A 2 defined as in (19) , and other terms 
We get
in which g 11 is not a function of the parameters µ; specifically, we have
The maximization is accomplished by differentiating, equating the results to zero and solving for the appropriate argument. The derivation leads to the following condition satisfied by the update 
and in which
wherer [i] k (j) is the jth element ofr [i] k from (53). Interested readers are referred to Appendix D for the detailed derivation of (54) and (56). Overall, the EM approach is: "guess" initial DOA values (the DOA estimates from the extractor (47) are probably quite convenient for this); and iteratively update these according to (56).
VI. EXTENSIONS TO CONSIDER ANTENNA GAIN
Up to now it has been assumed here that the antenna gain is constant over the beam, and therefore the values of a 
This constant antenna gain is often a reasonable assumption, particularly for a single target in which the effect of attenuation of an off-boresight target can be subsumed within the Swerling model. However, following [7] , a typical antenna gain pattern results in the ratio of expected target powers signal-to-interference ratio (SIR)°as the product of the original RRCS°by a factor 
Consider (1): in (1)´1 and´2 appear linearly and solution for them can, as we have shown, be explicit. But when antenna gain is taken into account x 2 and y 2 ought to be multiplied by p°-no explicit solution is possible.
One can choose to ignore the issue of antenna gain. However, for increased accuracy one may wish to take°into account (or equivalently take a into account). If one does, then either one must use a numerical method for ML estimation, or an iterative two-stage ML method, or one can use EM (which is just a structured way to get the ML solution). We favor the latter two approaches.
A. Iterative ML Approach for Antenna Gain
As shown in Section III, with a given a This motivates us to transform the original ML problem into a sequence of problems for which simple solutions can be obtained, similar to iterative methods 6 The raised cosine antenna pattern giving rise to (60) is just an example, but to be concrete in this paper we persist in it.
in solving the blind channel estimation problem [23] . We propose a method that consists of two iterative steps.
Step 1: With a given a 2 1 and a 2 2 , maximize the likelihood function to yield´1 and´2, as the solution shown in Section III.
Step 2: Based on´1 and´2, update the SIR°a ccording to (60), and then maximize the likelihood function to yield a 2 1 . Refer to Appendix E for the detailed derivation to obtain the ML solution of a 2 1 . This method is repeated in this manner until it converges. We refer this method as iterative ML (IML).
It is worth mentioning that we could also include the effects of the antenna gain pattern by applying a similar two-step scheme in the "Blair", NM1, and NM2 approaches; the first of these was discussed in [7] . That is, first the DOAs are estimated by using the RRCS°, and then the SIR°is estimated as in (60) by using´1 and´2 as the above DOA estimates that result from ignoring the effects of the antenna gain pattern. Then, the approach is applied again to refine the DOAs by using the estimated°.
B. EM Approaches with Antenna Gain
Recall that the original EM method (referred to as EM hereafter) assumed known SNRs. We explain in (60) that in our implementations we estimate these and "plug in" the derived SNR values to EM. Is there a way that we could integrate estimation of the target SNRs to the overall DOA estimation procedure? We offer two ideas.
First, we could consider the parameter set µ = f´1,´2, a 2 1 , a 2 2 g and use EM based on this (we call this EM2). Note that this does integrate estimation of SNR, but avoids the issue of antenna pattern, since the two signal strengths are estimated separately and there is no attempt to relate them via the estimated angles.
Alternatively, we might consider the parameter set µ = f´1,´2, a (we call this EM3). This approach is the "correct" one since all parameters are jointly estimated.
For both models, the function Q(µ j µ [i] ) in E-step is still computed as in (54). However, now g 11 is also a function of the new sets of parameters. 1) EM2: Here, in the M-step,´1 and´2 are updated as in (56). The derivation (see Appendix D) leads to the following condition satisfied by the update of a (7), and NM2 to (49).
2) EM3:
Here we continually update the estimate of the SIR at each iteration. Recall the true SIR given as in (60). Therefore, at the ith iteration, we update the SIR based on the current estimates of the parameters as°=°c
2 ¼=(4´b w )) cos 4 
(´[ i]
1 ¼=(4´b w )) (62) and this updated°is used to represent the relationship a 
and a 2 2 is updated correspondingly as
Interested readers are referred to Appendix D for the detailed derivation of (61) and (63).
VII. SIMULATION RESULTS
In this section we compare the different algorithms discussed in the previous sections. Monte Carlo simulations with 40000 experiments were conducted to study the performance of the DOA estimators for various values of N and ¢´, and to assess the impact of ignoring the antenna gain issue. In all cases the effect of the antenna was simulated despite some estimators not incorporating it. The antenna pattern used was the raised cosine that underlies (60), and the values´b w = 0:8, ¾ 2 s = ¾ 2 d = 1 and the RRCS°= 1 were used. The notation Blair refers to the method described in (7), ML to (16) with the explicit calculation, NM1 to (47), NM2 to (49), EM to the method introduced in Section V, EM2 to the method (61), EM3 to (63) and IML to the iterative two-step method introduced in Section VIA.
We first study the effect of the number of subpulses N in Fig. 1 , where the results for Blair and NM2 are illustrated. We set ¢´=´1 ¡´2 = 0:4 and Na 2 1 = Na 2 2 = 300-that is, the average total power is around 25 dB (without the effects of the antenna pattern) and thus the RRCS°= 1; and if´1 = 0:4 this would imply that target 2 is on the antenna boresight, while´1 = 0:2 means that the antenna boresight is pointed between the two targets. During each simulation, the powers a 2 1 and a 2 2 are estimated based on observations. It is noted that the efficiency of each DOA estimator generally improves (i.e., the RMSE is getting smaller) as the number of subpulses N increases from 4 to 12, even though the overall SNR remains fixed. It is worth mentioning that a similar tendency for other methods is also observed; to save space, we only demonstrate the results of Blair and NM2 here.
To assess the effects of antenna gain pattern on the RRCS, we studied three situations. In the first case, a constant RRCS°is used in estimating the DOAs, with the effect of the antenna gain pattern ignored. In the second, the SIR°is estimated by different approaches. In the third situation we have the clairvoyant case that°is assumed known-this is not realistic, but serves as a performance bound. Fig. 2 , the NM2 method provides better performance when´1 is negative, while NM1 offers higher accuracy when´1 is positive and large enough. In Fig. 3 , the EM3 method provides better performance when´1 is negative and small, while EM2 offers higher accuracy when´1 is positive and large. However, as shown in Fig. 4 , as N is large (i.e., N = 8), differences in RMSE resulted from several approaches are negligible. It is somewhat surprising to observe in Fig. 3 that EM3 and IML, in which the estimate of SIR based on the antenna gain pattern is kept updated, provide the worst performance in the sense of RMSE when´1 takes positive values. Next, the effect of ¢´(i.e., the separation between the targets) on DOA estimations is studied, for N = 8 and two 15 dB targets. The bias and RMSE in the DOA estimates for target 1 in the NM2 method are shown in Fig. 5 for various values of´1 and ¢´= 0:4, 0:6, and 0:8. Again, we only report the results of NM2 method to illustrate the effect of ¢´on DOA estimations; similar observations come from other methods. We notice that the accuracy of DOA estimations decreases with the increase of ¢´. The DOA estimations for ¢´= 0:8 are significantly degraded when compared with those for smaller ¢´. We thus corroborate [7] , that it is better to employ sequential DOA estimation with two consecutive dwells at the individual targets than to attempt simultaneous DOA estimation with a single dwell when two targets are separated by more than one-half beamwidth.
We also study the RMSE versus SNR. Here we report the case that the SIR°is estimated. We assume RRCS = 1, N = 6 (N is the number of subpulses), and ¢´=´1 ¡´2 = 0:4. We investigate the RMSE of DOA estimations versus SNR when choosing different´1 in Fig. 6 . We have the following. First, the results of ML and EM coincide with that of NM2 (therefore we report only NM2 here); and second, NM2 generally provides better performance than NM1. Third, the trend of performance changes with the value of SNR and the relative power between two targets. For instance, when´1 = ¡0:1, the Blair method yields smaller RMSE of´1 estimation than NM2, while the NM2 method provides better performance than the Blair method in estimating´2 over the chosen range of SNR (10 dB · SNR · 22 dB). When´1 = 0:2, meaning the two targets have equal power, the performance comparison of NM2 and Blair indicates a mixed pattern as SNR changes, though their performances are quite close. Similarly, when´1 = 0:4, meaning target 2 is the stronger target, a mixed pattern is observed: NM2 shows the better performance in estimating´1 when the SNR is larger. We also examined the performance of the combined approach to be discussed in Section VIII. It is observed that the combined approach yields significantly better performance in estimating the DOA of the weaker target.
To gain a better understanding of the effect of the estimation of the SIR°, we give an example of resolving two 15 dB targets in Fig. 7 for N = 8 and ¢´= 0:4. We first compare the results when using estimated SIR°to those when assuming°as a known quantity. It seems that the efficiency of the DOA estimators becomes degraded rather significantly by (realistically) requiring estimation of°. However, mixed behavior is observed when not including the effects of the antenna gain pattern (i.e., using the RRCS directly in DOA estimators). Estimating the SIR improves the accuracy of the DOA estimators for some´1, and meanwhile degrades the performance for other ranges of´1, as compared with the case when utilizing the RRCS.
VIII. COMBINED APPROACH
The mixed effects of estimating°suggests fusion of the results from different approaches. From Fig. 7 , we noted that estimating°does not help the weaker target. This suggests that we ought to estimate the weaker target without including the effects of the antenna pattern. It is further noted that NM1 provides lower RMSE for the weaker target. Therefore, we introduce the following combined approach. 1) Apply the DOA estimator in (47) (the NM1 method), and record the estimates without including the effects of the antenna pattern as´( 0) = [ˆ1,ˆ2]. We also record the DOA estimations from NM2 method as´ ( 1) with the SIR°either known or estimated. 2) Based on´ ( 0) , we find the index of the weaker target by lettinĝ
Without loss of generality, we assumeĵ = 1. Then we define a new estimation process aŝ
Two examples are shown in Figs. 8 and 9 to illustrate the performance of the combined approach. It is clear that this simple combination quite significantly improves the accuracy of DOA estimation.
IX. CONCLUSIONS
We have here studied in detail the DOA estimation of two unresolved Rayleigh targets based on monopulse measurements. Previous work had culminated in Blair and Brandt-Pearce's quick ad-hoc estimator [7] , and the numerical ML search of [21] . Our contributions include the following.
1)
We have shown that the ML estimator, previously implemented by a numerical search, can in fact be found explicitly. Calculation of the ML solution is hence only slightly more involved than for [7] .
2) In [21] it was seen that the joint two-target ML DOA solution was that the two targets were colocated. We have given explicit conditions under which this is to be expected. 3) The familiar monopulse ratio for DOA estimation of a single target becomes a clear candidate when the effect of thermal noise is removed. We have applied the same philosophy here to the two-target problem, and have developed the "noiseless-model" joint DOA estimator NM1. NM1 can be improved by estimating the effect of thermal noise, and we also present a small modification on it, NM2. 4) We have provided an alternative development to NM2 in Appendix C. This development is statistically rigorous, and the NM2 results give theoretical support not only to NM2 and NM1, but also to Blair and Brandt-Pearce's quick ad-hoc estimator.
5) We have shown via simulation that all four of the above DOA estimators provide, in aggregate, similar performance. 6) We have developed an EM estimator for joint DOA estimation. In fact, there are three variants of EM: with known relative SNR, with the relative SNR estimated from the data without prior information (EM2), and with the relative SNR estimated from the data with prior information both of the relative RCS and the beam-pattern (EM3). Note that any off-boresight target will have its sum-channel return strength attenuated by the beam pattern (we generally assume a raised-cosine shape in simulation) and the amount of the off-boresight angle.
7) All three of the EM procedures exhibit performance similar to each other and to the previous 4 explicit DOA estimators.
a) This implies that it is unnecessary to include the beam-pattern effects in DOA estimation (a welcome development!), and that it is quite sufficient to suggest the simple "two-stage" expedient (adopted by most of the DOA estimators presented) of DOA estimation ignoring the beam pattern, followed by reestimation of the effective SNR from the beam pattern, followed by a second DOA estimation step.
b) There is probably little reason to use EM for this problem. However, the EM formalism developed here is flexible, and may in the future be extended to include other effects.
8) The explicit DOA estimators have comparable numerical load, and provide similar aggregate performance. However, this is by no means uniform, and it has been observed that some estimators are strongest exactly where others are weak. This complementarity has encouraged us to suggest a simple "combined" (fused) approach based on the NM methods. The performance of the combined approach is highly encouraging.
APPENDIX A. A NOTE ON EXCHANGEABILITY OF THE ESTIMATES
In all modes of analysis we have specified that 1¸´2 . This includes the new estimators that we have derived here, but also the explicit ML estimator(s) (see [21] ), and also the Blair and Brandt-Pearce's modified monopulse method [7] . At first this assumption seems innocuous: it merely excludes the mirror-image solution where´2¸´1. But there is a subtlety.
To understand, let us turn to the explicit ML estimator-although it must be understood that the conclusions apply to all, and the ML is chosen for discussion simply because its message is explicit. First, suppose that°= 1; that is, that both targets have the same strength. Then it is easy to show that (ˆ1,ˆ2) and (ˆ2,ˆ1) are both ML pairs.
But let us now assume that°> 1. Then according to Section IIIB we first solve a corresponding equal-SNR problem and then convert that to the true model. The conversion is done according to (37), and it is easily seen that we have, in general, two different ML pairs (ˆa 1 ,ˆa 2 ) and (ˆb 1 ,ˆb 2 ) 6 = (ˆa 2 ,ˆa 1 ). Our insistence that´1¸´2 has obscured this; in a sense, to only admit solutions in whichˆ1¸ˆ2 is tantamount to saying that the strong target is always on the right. We have the following. 1) When°= 1 (equal SNR targets) the issue is moot, since the solutions are exchangeable. The two electronic DOAs (ˆ1 andˆ2) are reported to the system without labeling, and presumably a tracking algorithm associates each datum to its progenitor.
2) A solution would therefore seem to be to optimize assuming°= 1, and ignore the issue. However, the estimated DOAs that arise are less accurate than if the true SNR were chosen.
3) If there were prior information that´1¸´2 (or vice versa) then the exchangeability issue does not arise. This is possible. A tracker may know that the higher SNR target is on the right, but such information may not exist or may be unreliable.
4) It is possible to report both (ˆa 1 ,ˆa 2 ) and (ˆb 1 ,ˆb 2 ) to the tracker as pairs. The true solution could therefore be judged from within the tracking algorithm according to data association. 7 We are not aware of a tracking architecture that presently is capable of using such measurement pairs, however.
Often the pairs (ˆb 1 ,ˆb 2 ) and (ˆa 2 ,ˆa 1 ) are close. However, we note the issue here: the observations and model are not rich enough to disambiguate.
APPENDIX B. DERIVATION OF LIKELIHOOD FUNCTION (40) AND NM1 DOA ESTIMATOR (47)
Here we work on the model (39), assuming the observations are noiseless. Due to the independence of the in-phase and quadrature channels, we have
Symmetry reveals that the observation pair (s I , d I ) follows the same conditional distribution as (s Q , d Q ). We can describe the in-phase observations in a vector form,
and note that the covariance matrix of x is § x = µ a Then it can be shown that
according to the properties of the Gaussian distribution [9] . Applying this vector-valued Gaussian distribution and taking the logarithm, we have
with j:j meaning the determinant of a matrix, and the terms
For N independent subpulses, we have the overall log-likelihood function
with g 1 (k) and g 2 (k) calculated based on the observations of the kth subpulse. We want to simplify the DOA estimation by utilizing relationships between unknowns. Defining A 0 , A 1 , and A 2 as in (19), we derive
Similarly by solving @LL=@a 2 2 = 0, we obtain
Therefore, using the definition of the RRCS, we find the following relationship°=
We further examine the partial derivatives
These imply
Now the relationships expressed in (75) and (73) can be jointly solved to estimate the DOAs of two unresolved targets, giving°A
The constraint´1 ¡´2 > 0 yields the unique choice of the solutions of this second order polynomial function asˆ1
Therefore, we have the DOA estimator in (47).
APPENDIX C. ALTERNATIVE DERIVATION OF NM2 DOA ESTIMATOR (49)
We work on the observation model (1), where the noises are included. Due to the independence of the in-phase and quadrature channels, it is easy to show that°(´1
By restating model (1) in vector notation we get
) since components of b are statistically independent. It is straightforward to show that (17) and (18) describe the joint probability density.
Often only the RRCS is known, while the absolute RCS's a 2 1 and a 2 2 are unknown and need to be estimated based on observations. To estimate the DOAs´1 and´2, our approach is to estimate the covariance matrix R and then match the estimated R to the ideal covariance matrix in (18) . For N independent subpulses the elements of the covariance matrix can be estimated as
with r ij denoting the ith row and jth column element of the matrix R, and the operation » = means that the left term is estimated by the expression on the right. Recalling that the RRCS°is known, and now also matching each element of the estimated R to the one defined in (18), we have four equations. Further considering the constraint´1 ¡´2 > 0 to ensure a unique solution, we can show that these four equations are solvable to the four unknowns asâ
withÂ 0 ,Â 1 , andÂ 2 expressed in (48). We thus have an alternative derivation of the modified DOA estimator (49), one that is perhaps more rigorous than that presented earlier.
APPENDIX D. DERIVATION OF EM METHOD
Based on the likelihood function of the complete data f(x j µ) defined as in (52), and recalling the conditional pdf
we now calculate the Q function
(82) From the definitions in (53), it is clear that Z
Also, by using
in which Tr denotes the trace operation, x is a Gaussian random vector with mean ¹ and autocovariance matrix R, and for which A is arbitrary symmetric matrix [1] . We have
(84) Therefore, combining (83) with (84) together leads to
with g 11 and d k as defined in (55). This completes the expression of the expectation Q(µ j µ [i] ). In the M-step, we need to consider the maximization problem
since exp(g 1 (µ [i] )), f(r j µ [i] ) and g 11 are not functions of µ. We first note that We also note that 
Assuming the inverse matrix exists, this results in the solution (56). To take the antenna gain into account, we also need to estimate a Thus the solution (61) is obtained. In the second model, we assume that a 
IN STEP 2
Recall that a 
