In this work we propose a new methodology to reproduce, by means of simulations, the interannual variability of climatic variables which included only the minimum air temperature. To evaluate the performance of the proposed method, it was maked a comparison with other two weather generators (i.e., PGECLIMA_R and LARS-WG). Moreover, it was utilized the historical series of thirty years of five meteorological stations of the state of Parana -Brazil to generate ten sets of thirty years for each model, which were confronted with the respective historical series. The performance of the proposed model as well as weather generators was evaluated by applying tests of central tendency, variability and distribution. Furthermore, was utilized the statistical measures RMSE, MBE and Willmott agreement index (d). In the stations investigated, the proposed methodology reduced the total error and eliminated the negative bias of interannual variability. In only four (of 600) generated sequences the interannual variability differs significantly from the observed one. The series generated by PGECLIMA_R and LARS-WG presented rejection rate of 99% in the variability test. In this case, the bias was ten times greater and the RMSE was twice times greater than the proposed methodology. The d index was always greater than 0.98 for the five locations in the proposed methodology and around 0.83 in other models. Based on these results, the new methodology provides a relevant contribution concerning the interannual variability of climatic variables.
INTRODUCTION
The analysis, understanding and simulation of climatic data, are of great importance in the assessment of the decision making in the human activities, such as agriculture and environmental monitoring. Several researchers have extensively investigated this area of interest and proposed several computational models to simulate daily synthetic series of precipitation, air temperature, relative humidity of air, among other climatic variables (VIRGENS FILHO et al., 2014) . However, even being suitable tools in this research area, it is important to point out that simulated climatic data are preferred to be applied only in the case where the historical data are not available or also in the case to make prognostic analysis (HOOGENBOOM, 2000) . Moreover, climatic data simulated are utilized to fill incomplete historical series.
Weather generators are computationally inexpensive tools to produce multiple-year climate change scenarios at the daily time scale, which are used to assess the impact of future climate change. However, several of them tend to under predict interannual variability of generated sequences of precipitation and other variables (CHEN et al., 2010) .
For many years, several weather generators were developed, such as WGEN (Richardson, 1981; Richardson and Wright, 1984) , USCLIMATE (Hanson et al., 1994) , CLIGEN (Nicks et al., 1995) , LARS-WG (Semenov and Barrow, 1997) , ClimGen (Stockle et al., 1999) , PGECLIMA_R (Virgens Filho et al., 2013) , WeaGETS (Chen et al., 2012) . It is expected that the data generated by these models provide statistical properties similar to the observed data such as: mean, variability and distribution.
The generators LARS-WG, CLIGEN, WeaGETS and PGECLIMA_R, when utilized in the simulation of agricultural models tend to underestimate the interannual variability of climatic variables in the corresponding generated series (SOLTANI and HOOGENBOOM, 2003) . Great part of weather generators provides good estimates to the mean of climatic variables. However, according to Hansen and Mavromatis (2001) , these weather generators are not good to reproduce oscillations that occur from one year to another, producing monthly means with few variability, generating therefore bias around the mean. One problem with daily weather generators is that they underestimate monthly and interannual variances because they do not take into account the low-frequency component of climate variability (CHEN et al., 2010) .
Several models dealing with climatic variables preserving the variability have been proposed in the literature Chen et al., 2010 and Khazaei et al., 2013) . In other works such as Khazaei et al. (2013) and Virgens Filho et al. (2013) , the authors have compared generators of climatic data. Minuzzi et al. (2010) have investigated trends of monthly climatic variables, such as minimum temperature in some stations in the state of Minas Gerais -Brazil. The authors observed a great variability of monthly means in some stations. They also have verified changes in the non gradual temporal variability of the maximum and minimum temperature in some months. Hansen and Mavromatis (2001) presents a stochastic weather generator to improve interannual variability characteristics by perturbing monthly parameters using a low-frequency stochastic model, and evaluates the effectiveness of the low-frequency component on interannual variability of generated monthly climate. For monthly precipitation and maximum and minimum temperatures, the low-frequency correction reduced total error and eliminated negative bias of interannual variability of monthly climatic means. It was deduced the number of station-months with significant differences between observed and generated interannual variability. The authors concluded that further refinement is needed to better represent interannual variability of both precipitation occurrence and intensity processes, and to rectify over-correction of interannual temperature variability.
An approach to correct the low frequency variability of climate variables in a climate generator was proposed in Chen et al. (2010) that evaluated its ability to reproduce key statistical parameters at the daily, monthly and yearly scales. Low-frequency variability was modeled based on observed power spectra of monthly and annual time series. While weather generators are good at preserving the precipitation quantity, they however underestimate lowfrequency variations. Khazaei et al. (2013) proposed a daily weather generator to preserve extremes and low-frequency variability. Addresses also the unanticipated effects of changes to precipitation occurrence under climate change scenarios on secondary variables.
The weather generator is composed of three major components, including a stochastic rainfall model, a multivariate daily temperature model conditioned to the rainfall occurrence, and a suitable multivariate monthly generator to fit the low-frequency variability of daily maximum and minimum temperature series. The performance was tested by comparing statistical characteristics of the simulated and observed weather data, and by comparing statistical characteristics of the simulated runoff outputs by a daily rainfall-runoff model fed by the generated and observed weather data. Furthermore, compared the simulated data with those of the LARS-WG weather generator. It concluded that the performance of the weather generator is acceptable, better than LARS-WG in the majority of tests.
Many stochastic weather generator use all the variability observed a month (a period) and they do not consider that one year to another the climate variable may show great variability. Therefore, these generators tend to simulate monthly series with few variability around the mean, and this fact has not been observed in the historical series. According to Minuzzi et al. (2010) the climatic changes that occur from one year to another can be caused by climatic phenomena such as El Niño or La Niña or even by phase shifts of interdecadal oscillations, among other phenomena. This view point of the problem suggests that a potential approach to improve the characteristics of interannual variability could disturb the monthly parameters by applying stochastic models which take into account such variation.
Among the climatic variables, the air temperature is of great relevance in the human activities, mainly in agriculture where air temperature exerts a great influence on plant phenology.
Most of the stochastic simulation models of daily minimum and maximum temperatures utilizes Gaussian distributions conditioned to occurrence of precipitation. Thus, the models cannot reproduce interannual great variations of air temperature contained in the historical series. In fact, there exist atypical months with minimum/maximum temperature which are much above or below the mean of the historical period. In this context, in order to reproduce historical series with the same statistical properties, was proposed a new methodology to generate synthetic series of daily climatic variables. This methodological proposal was just applied to the minimum air temperature.
MATERIALS AND METHODS
This research was developed at the Laboratory of Computational and Applied Statistics, at Department of Mathematics and Statistics -State University of Ponta Grossa (UEPG). In this work it was utilized the climatic data of minimum air temperature of thirty years with respect to five weather stations (which belong to the Agronomic Institute of Parana -IAPAR) located in the state of Parana -Brazil.
REGION OF STUDY
The size of the time series, the integrity of the series, data consistency and spatial coverage were important factors in the choice of locations. The meteorological stations are located between latitudes -26°29' and -23°05', longitudes -53°55' and -48°32', and with elevation 40 and 1100m according Table 1 . According to the classification of Köppen, in the state of Parana the predominant climatic types are Cfa (subtropical climate) and Cfb (temperate climate). The locality of Guarapuava, with Cfb climate, presents total annual precipitation of 1956mm and minimum and maximum temperatures of 12.86 and 23.54°C, respectively. In Guaraqueçaba, with Cfa climate, the total annual rainfall is 2423mm and minimum and maximum temperatures are 17.40 and 26.28°C, respectively. The locality of Palmas, with Cfb climate, presents total annual precipitation of 2098mm and minimum and maximum temperatures of 12.01 and 22.59°C, respectively. In Palotina, with Cfa climate, the total annual rainfall is 1665mm and minimum and maximum temperatures are 16.09 and 28.71°C, respectively. The locality of Paranavai, with Cfa climate, presents total annual precipitation of 1478mm and minimum and maximum temperatures of 17.83 and 28.46°C, respectively. 
STATISCAL ANALYSIS
After this initial analysis, the data was separated by month, and then it was applied a hypothesis test for equality of means to verify if the monthly mean minimum temperature observed in each year equals to the monthly historical mean corresponding to thirty years. More precisely, the following hypothesis was tested:
H0: the mean monthly minimum air temperature of each year is equal to its monthly mean of thirty years;
H1: the mean monthly minimum air temperature of each year is different from its monthly mean of thirty years.
Symbolically, for an observed sequence of a years, let ̅ , = 1, 2, 3, . . . , ,, denote the mean monthly minimum air temperature in a given month , = 1, 2, . . . , 12,, and ̅ • denote the mean minimum air temperatures of all a years of the corresponding month i. It was tested the following hypotheses:
In weather generators, including USCLIMATE (Hanson et al., 1994) , LARS-WG (Semenov and Barrow, 1997) , ClimGen (Stockle et al., 1999) , and CLIGEN (Nicks and Lane, 1989) , it is common to assume that daily maximum and minimum air temperature are normally distributed, since these models utilize Gaussian distribution (equation 1) for simulating them, parameterized separately for dry and wet days.
where µ (mean) and σ (standard deviation) are the parameters of the Gaussian distribution.
In order to verify if the distribution of the minimum air temperature for each month on wet and dry days has the same functional form, each sequence of values was standardized and the two sample Kolmogorov-Smirnov (KS) test was applied to historic data of the five stations analyzed.
The KS test was performed on a total of 180 months (3 tests for each of the 12 months and five stations) and there were 10 rejections (Paranavai: 2, Guarapuava: 6 and Guaraqueçaba: 2) at 5% level of significance. This shows that, for local analysis, the minimum temperature distribution has the same functional form in the three cases investigated. These last two facts justify the use of Student´s t test in the proposed method shown in this work.
Based on all these facts, assuming that under null hypothesis and also by considering that the minimum temperature of the month i of each year has a Gaussian distribution with the same mean of the monthly historical series and with unknown variance. The two-tailed Student t test with significance level α = 0.05 is applied in the monthly series under analysis of each station. Several monthly series may not be significant at level α, thus rejecting the hypothesis of equality of means.
As the two-tailed t-test was applied, these rejections occurred because some months the means were smaller (or larger) when compared to the historical monthly mean. Assuming that the daily temperature for the dry/wet days of each month has a Gaussian distribution (because it is used by several weather generators), it was proposed a new procedure to adjust the probability distribution of such variable. The difference of our procedure lies in the form to adjust the distribution.
In sequence the data was separated per month. After this, it was applied the t test in order to separate the monthly data into three groups: a group in which the null hypothesis was not rejected and two groups (lower/higher means) in which the null hypothesis was rejected. In the sequence, it was separated the data of each group into dry and wet days, fitting dry/wet days to a Gaussian distribution with mean and variance estimated from the observed data. In this manner, instead of working with two distributions, one for wet days and another for dry days, it was considered six distributions, three for dry days and three for wet days.
More generally, for historical data of a years, it has been for each month a_1,a_2 rejections due to the fact that the mean is lower or higher than the mean of a years and the acceptance has occurred for 3 = − ( 1 + 2 ) years. Note that , = 1,2,3, can differ from month to month. For each of them, (i.e.
In order to simulate a series of daily minimum temperatures in a given month, it was chosen (for each year) a pair of distributions adjusted for this month. Let us now consider = , = 1,2,3. Then the daily temperature for a given month is generated with probability α_i,i=1,2,3, given by the mixture of two Gaussian distributions parameterized separately for dry (index 0) and wet (index 1) days. This resulting distribution for the air temperature is given by Hansen and Mavromatis (2001) :
where π is the probability of occurrence of wet days and X ̅ and S denote, respectively, the mean and standard deviation computed from historical data. Therefore, the daily monthly temperature simulated has the following distribution:
The interannual variability of the simulated monthly mean values is related to the choice of distribution that generates temperatures of the month, one of the ( )
SIMULATION OF MINIMUM AIR TEMPERATURE
In this study, as in Richardson (1981) , Nicks et al. (1995) , Semenov and Barrow (1997) , Chen et al. (2010 ), Virgens Filho et al. (2013 the minimum air temperature it was conditionated at the precipitation occurrence using a twostate first order Markov chain model to generate the number of precipitation events.
The first order Markov chain model requires the calculation of the probability of a wet day following a dry day and the probability of a wet day following a wet day. The two-state Markov chain for the combination of conditional probabilities can be defined in terms of two transition probabilities p_01 and p_11: 01 = (precipitation on day | no precipitation on day − 1) (4) 11 = (precipitation on day | precipitation on day − 1)
Since precipitation either occurs or does not on a given day, the two complementary transition probabilities are 00 = 1 − 01 and 10 = 1 − 11 . Therefore the transition probabilities are fully defined given 00 , 11 and the wet or dry state on day − 1. These probabilities are computed for each month of the year from the analysis of the historic long-term precipitation data.
The simulated monthly daily minimum temperature is conditioned on wet and dry states of the first-order Markov model, where a wet day is defined to be a day with precipitation > 0.0mm. Since there exist three pairs of fitted distributions, the choice of distribution is random but proportional to the number of times that these ´s were observed in the historical series utilized for the adjustment. Thus, once chosen the pair of distributions, one for dry days and another one for wet days, temperatures of one month with this pair are generated. After this, repeat this procedure every month for the entire simulation period.
To better evaluate the proposed model (PM), the proportion of times that each pair of adjusted distributions was used to simulate the temperature was exactly the same as observed.
In order to evaluate and validate the simulation of the proposed model, it was compared it with two other weather generators available in the literature: the PGECLIMA_R (PG) and LARS-WG (LW).
For each station in Table 1 , each of weather generator models was parameterized using all valid observations. Ten stochastic sequences of daily climatic data with size equal to the observed period (thirty years) were generated. The simulation procedure described above and the weather generators were evaluated by comparing historical monthly means sequences and generated sequences.
To test the hypothesis of equality interannual variability between observed and generated series, it was applied the F-test to monthly means. An independent t-test was utilized to test the hypothesis of equality of the central tendency conditioned on the equality of variances test. Finally, the nonparametric Kolmogorov-Smirnov two-sample test was employed to test the hypothesis of identical distributions. Additionally, it was also performed an analysis of the generated series daily. The performance of the weather generators as well as the proposed model were also characterized by means of three descriptive statistics that indicate the degree of consistency among results based on the observed and generated climatic data for the mean and standard deviation, given by:
mean bias error (MBE)
and Willmott agreement index (d)
where, ̅ , and ̅ , denote, respectively, the ordered values observed and generated monthly in years, and ̅ ,• denotes the mean of temperatures observed in a given month in the period of a years.
Similar procedures for evaluation and comparison of models were also used by Willmott et al. (1985) , Hansen and Mavromatis (2001) , Mavromatis and Hansen (2001) and Coutinho et al. (2016) .
RESULTS AND DISCUSSION
Initially, an analysis of the minimum temperature observed on thirty years in the five stations (Guarapuava, Guaraqueçaba, Palmas, Palotina and Paranavai) was done. It was observed that the monthly mean minimum air temperature in each month presents a large variation. To illustrate that the monthly mean for January, April, July and October for Paranavai station is shown in Figure 1 . It was also observed that the other stations (and months) present similar characteristic (not shown). Although, from one year to another, the mean can fluctuate significantly, there exist periods of two to five years in which the mean has low variation (Figure 1) . The two-tailed Student t test with significance level α (α = 0.05 in this work) is applied in the monthly series under analysis of each station. Several monthly series may not be significant at the significance level α, thus rejecting the hypothesis of equality of means.
It was applied the Student's t test, previously mentioned, with significance level α = 0.05 in all the stations. Several monthly series were not significant for the level of significance considered. In Table 2 , it can be seen the number of times that the referred test were not significant for the level of significance 5% for these five stations.
The number of times that the test rejected the null hypothesis was great. More specifically, the test rejected (on mean) 12.08, 13.42, 10.42, 13.67 and 12.58 times for the stations Guarapuava, Guaraqueçaba, Palmas, Palotina, Paranavai, respectively. In the case of the stations Guaraqueçaba, Palotina and Paranavai, in some months, more than a half of times there was rejection of the equality of the means. The high proportion of rejections can be one of the reasons for which the weather generators do not reproduce the interannual variability of the historical mean. Guarapuava  17  15  10  16  13  10 12  8  10  14  11  9  Guaraqueçaba  16  14  11  19  15  13 15  12  11  11  10  14  Palmas  13  14  8  13  11  10 13  6  11  14  6  6  Palotina  23  20  11  15  14  7  13  11  10  14  13  13  Paranavai  16  15  15  14  11  9  16  8  13  15  8  11 From a total of 600 sequences generated by PM, in the t test all of them were significant at the 5% significance level (Table 3) . This means that PM reproduced accurately the monthly means observed of minimum temperature. In only four generated sequences the interannual variability differs significantly from observed by F-test and there was no rejection on the distribution test (K-S test). Analyzing the descriptive statistics (Table 4) , that indicate the degree of consistency between results observed and generated, it was noted the occurrence of small bias, the RMSE is acceptable and the index of Willmott (d) is greater than 0.98.
On the other hand, the generated sequences in PG and LW had less than 1% of acceptance by the variability test (Table 3) . Additionally, 22% in the distribution test and 31.2% of the sequences generated in PG and LW, respectively, differed significantly from those observed, although in the t-test both had good performance. The bias in these two generators were approximately ten times greater than PM (Table 4 ). The RMSE was two times greater than PM, and the d index was around 0.83.
Concerning the standard deviation, the performance of PM was also better than the other two weather generators. Thus, the temperatures generated monthly were more accurate and had lower variability than those observed.
The results of central tendency, variability and distribution tests of the daily series are shown in Table 5 . The proposed model had less than 2% of rejection on the central tendency test, while PG had 10% of rejection and LW almost 100% of rejection. In variability test, the PM had 2 rejections in 600 tests, while PG had 57 and LW 178 rejections, respectively. The distribution of data generated by PM were different from those observed in 22% of cases, while in the PG and LW were found 66% and 76% of significative differences, respectively.
The results of the tests and descriptive measures showed the capacity of PM to fit to observed data and to simulate daily data with interannual variations of the mean of the minimum air temperature. Hansen and Mavromatis (2001) proposed a stochastic weather generator which attempts to improve interannual variability characteristics by perturbing the monthly parameters (Model 1 and 2). In 300 months simulated, the Models 1 and 2 had 6 and 2 sequences rejected, respectively, in central tendency test. With respect to variability test, the Models 1 and 2 had 78 and 22, respectively. In the distribution test, both had 7 rejections. The bias for the minimum temperature was -0.044 for Model 1 and -0.023 for Model 2, while the value RMSE was 0.220 and 0.251, respectively. Concerning standard deviation, the bias was -0.0653 and RMSE 0.372 in Model 1 and 0.0746 and 0.234 in Model 2, respectively.
Comparing the results obtained by PM with the results of Hansen and Mavromatis (2001) , it was observed that PM have superior performance in the tests of central tendency, variability and distribution, once the bias was lower in PM when compared with the models of Hansen and Mavromatis (2001) . The results of the RSME for the mean and standard deviation in the models of Hansen and Mavromatis (2001) were similar to those proposed in this work. After doing the analysis of the performance of weather generators in tests and in the statistics, it was also performed graphical analyses. The Figures 2, 3, 4 and 5 show the distribution of monthly means observed and generated by season. In these figures, the box plot Ob represents the distribution of monthly mean minimum temperatures observed (30 values). The other box plots represent, respectively, the distribution of monthly mean minimum temperatures of ten simulations of 30 years (300 values) for models PM, PG and LW in each month and station. Analyzing the figures it can be observed that the means of models PG and LW presented little variability when compared to the observed data and the generated by the PM model. For example, the interquartile range of these models is very small, as does the amplitude of the mean, simulated by these models. In the months of May, June and September, the weather generator LW does not reproduce the variability and also presents a bias when compared to the observed data. This shows that the distribution of the observed means and the generated means by PG and LW are different. Thus it is concluded that the mean minimum temperatures generated by PG and LW does not have the same variability of the observed means. On the other hand, the mean minimum temperatures generated by PM can reproduce the interquartile range as well as the variability of the observed means.
Another feature of the generators PG and LW is that both present symmetry of the box plots, while the observed means does not have symmetry. Note that our method does not present symmetry and this fact corroborates with observed means. 
CONCLUSIONS
The results indicated that the proposed methodology in this research generated climatic series with interannual variability similar to the historical series. Mean minimum air temperatures simulated did not differed significantly from the historical mean minimum air temperature. The descriptive statistics, MBE, RMSE and Willmott agreement index, indicated a good degree of consistency between minimum air temperatures observed and generated by the proposed methodology in all station analyzed.
In all aspects analyzed (central tendency, variability and distribution form), the new methodology performed better than, when comparated with the methodologies implemented in the wheather generators LARS-WG and PGECLIMA_R. The statistical properties, mean and standard deviations of monthly series were better reproduced in the series generated with the proposed methodology, and moreover, the model reproduced with good accuracity the observed interannual variability, reflecting the stochastic structure in the historical series.
The proposed methodology has the potential to be applied in other climatic variables, since it does not depend on the probability distribution used. Furthermore, is possible to generate easily scenarios by increasing or decreasing the proportion of months where the monthly average was statistically higher or lower than the historical average.
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