Abstract -The result of a system identification experiment is usually
I. INTRODUCTION
In a lot of engineering problems, such as modelling, simulation, and filter design, one needs a stable transfer function approximation of a complex system. However, due to the disturbing noise and/or the nonlinear distortions the identified transfer function model may be unstable. Also in the filter design, the transfer function that best matches some user defined amplitude and phase specifications is usually unstable.
The transfer function is usually obtained by minimising some distance (norm) between the target function (frequency response function or user defined amplitude and phase specifications) and the transfer function model. According to the particular norm used one gets a minimax, (weighted) least squares, or least absolute values approximation.
There are several ways to obtain a stable approximation. One possible solution is to search for the appropriate model in a restricted subset of the whole parameter space. This leads to a suboptimal but stable approximation. The main problem of this kind of methods is that the solution found by adapted algorithms is a local one. An example is a modified gradient algorithm in which the step size is halved every time the model obtained is unstable. Intuitively if the initial stable value of the gradient method is not close to the global optimum then it is impossible to reach that with guaranteed stable steps [10] . In lots of cases a so-called penalty function is used. This function is close to zero if the point from the model space determines a stable model, and it is very large if the corresponding model is unstable. The modified cost function is the original one plus the penalty function. The main advantage of this approach is that the same numerical tools can be used as without penalty function. However, it remains a local method.
Another approach consists in stabilising the unstable poles by reflecting them w.r.t. the stability border and next adding an all-pass section. For example, if in filter design the resulting IIR filter is unstable then the unstable poles are stabilised by reflecting into the unit circle giving H stab (z). This operation does not change the amplitude characteristic, but does modify the phase. Therefore, an additional all-pass filter H all (z) is designed in order to compensate the phase. The disadvantage of the method is that the resulting filters H stab (z)H all (z) are not optimal concerning their orders [11] . It is shown in [11] that the same accurate approximation can be obtained with lower filter orders by approximating the delayed target in one step. Stability of the final filter is obtained by an appropriate choice of the delay.
In [9] stable approximations are obtained without adding a well chosen delay to the target function. However, the approximation error in the frequency band of interest converges to zero, at the price of an unbounded error outside this band.
This paper handles the method where a delay is added to the target function. Practical examples show that if enough delay is introduced in the target function then the poles of the approximator can be stabilised. Unfortunately this idea implies some problems which has to be managed in a practical case. The most important question is how the optimal delay value can be determined. In this case optimal means that the global minimum of the cost function with fixed delay is the smallest and determines a stable model. In this paper a new method based on ordinary differential equations is introduced for finding automatically a stable (delayed) approximation. The main benefit in contrast with the full search is that this algorithm needs less gradient like steps.
II. PRELIMINARIES AND PROBLEM DESCRIPTION
The identification process can be divided into two steps. In the first step a parametric model is estimated from noisy data. The result is a validated model provided with uncertainty bounds. In the second step the unstable model is stabilised by adding a well chosen delay to the target system. The result is a stable model provided with bias bounds. The end result of two step procedure is a stable model with uncertainty and bias bounds. This is in contrast with the classical one step procedures that cannot provide bias bounds, nor accurate uncertainty bounds [8] . The second step is the topic of this article. Stabilisation means that we want to approximate the model by adding a delay to the transfer function. Without adding a delay it is very hard to stabilise poles in the frequency band of interest (see for example [7] , [9] ).
The result of the identification process is a rational transfer function model T (Ω).
where Ω denotes the corresponding frequency variable (for zdomain e j2πf and for s-domain jω), n δ and n γ are the order of the numerator and denominator, δ l , γ k are the coefficients. If this is stable then the system identification process ends. However, if T is unstable, then further processing is needed to obtain a stable model. In open-loop applications it is allowed to add a delay to the target function T . Practical experience shows that approximating this system in least square sense gives stable results. The approximation problem consists in minimising the following cost function w.r.t. P
where H is the approximator, W a weighting function, P the parameter vector (the coefficients of the numerator and denominator polynomials of H), I the frequency interval of the system, and τ the additional delay,
where n α and n β are the orders of the denominator and numerator, respectively. The dimension of the parameter vector P is n β + n α + 1 because one of the parameters wants fixing in order to obtain unique solution. The conjecture is that there always exists a delay τ such that the global minimum of the cost function (for fixed τ ) results in a stable model. In case of a continuous frequency grid (for z-domain I = [0, 2π], for s-domain I = (−∞, +∞)) the integral in equation (2) remains unchanged, but in case of a finite frequency grid it is replaced by a sum.
where Ω k and ω k denote the frequency points. The target function T need not to be given like in the equation (1) . In equation (5) only F complex numbers must be given. An advantage of the analytical expression is that frequency points selection from the band of interest can be done with less restrictions. It can be important because the delay that determines a minimum of the cost function which is a stable model depends on the frequency grid.
III. THE PROPOSED PRACTICAL ALGORITHM
Equation (5) is continuous w.r.t. τ . The characterisation of the extreme values of the cost function can be done by evaluating the following equation:
This is a necessary but not a sufficient condition for a global minimum of the cost function. As we can see this equation defines an implicit function P (τ ) which is continuous w.r.t. the delay. It means that we can write a differential equation for the local minima. The following formulas come from the total differentiation of equation (6):
Hence
This is a set of ordinary differential equations (ODE), and, hence numerical tools from the numerical differential equations theory can be used, [3] . In this paper and in our software we use for instance the following methods ( [3] ):
• classical Euler method, • Runge Kutta method. The main difference with the classical ODE solvers is that in the proposed method a gradient type algorithm can be rerun at every delay value and hence the optimal parameter vector can be determined. The trigger and frequency of running the gradient type method are control parameters of the algorithm. For example, it is possible to run in every kth integration step of (8), the gradient type algorithm, where k is given by the user. Another possibility consist in running the gradient method when the variation of the cost function exceeds the user defined threshold. The continuity of the parameter vector P (τ ) implies that an ODE step can provide a good initial value for the gradient method.
It is important to note that the solution of equation (6) gives a local extreme value of the cost function for every τ . At least one of these curves is the global optimum P * at a value of the delay. Since the cost function is a complicated function, P * (τ ) does not coincide for all real values τ with any solution of equation (6) . Hence P * (τ ) is not a continuous function of the delay τ . However, C(P * (τ ), τ) is continuous w.r.t. the delay τ .
The benefits of this algorithm are the following:
• The algorithm is able to find a stable approximation that is the global optimum of the cost function with fixed delay. In method in which the delay is arbitrary and one of the parameters during the optimisation, it cannot be guaranteed that the model found is stable. One can obtain a stable approximation but an appropriate initial value of the delay is necessary. However, finding such initial delay is not an easy task.
• In section III.A it can be seen that the computation load of a gradient type step and an ODE step are the same. However, the estimation of the parameter vector with the ODE solver needs only one step, while solving the minimisation problem with a gradient method needs several iteration steps. It means that the required number of steps can be reduced by using the ODE steps.
A. Numerical efficient computation written as an ODE step
Equation (5) can be written as
where y(τ ) : R → R 2F and g(P ) : R n β +nα+1 → R 2F . In this expression the usual map between the complex plane and the two dimensional real space is used. Differentiation of equation (9) w.r.t. P gives
where
where the subscript [k] denotes the kth element of a vector and
∂P 2 ∈ R (n β +nα+1)×(n β +nα+1) . If P is close to an extreme value of the cost function then, y(τ ) ≈ g(P ) and the sum containing terms of the second derivative can be neglected
Since
and using equation (8), (14) we obtain that
where J is the Jacobian matrix, i.e. J =
∂g(P )
∂P . The last equation can be solved in a numerical stable way using the singular value decomposition.
B. Proposed Algorithm
The automatic delay selection algorithm can be split into two main parts. The first part is responsible for finding a delay value such that the minimum of the cost function (5) is a stable model. Using this result as a starting point the second main part of the algorithm improves the parameter vector in order to find the best model. The two parts can be treated independently.
Automatic delay selection is not an easy task. In this paper a possible solution is presented. Two kinds of steps are distinguished. A step is equivalent with updating the parameter vector P . The first group are the steps that are computed at a fixed delay value. These steps are called gradient steps because in the algorithm every step at a fixed delay is a minimisation of the cost function. The second group are the steps that also change the delay. These steps are called ODE steps because the new parameter vector is computed by using the ODE solving algorithms. The overall algorithm is a sequence of different steps. In this part of the algorithm lots of gradient steps are executed. The reason for this is that there is no guarantee that delay changes do not cause a non-continuous jump in the parameter vector P * (τ ).
IV. RESULTS
In order to demonstrate the algorithm is applied to already published examples. In [5] a design of digital integrator is shown. The aim is to approximate the characteristic of an ideal integrator in a restricted frequency band. The ideal integrator transfer function is
In [5] it was found that this integrator can be approximated well using a n β = 6/n α = 6 order model and τ = 4.47796 in the frequency band [0, 0.25]. The sampling frequency equals 1. The relative complex error of the realized transfer function H is defined as
where T is the target function from equation (17). To avoid to a singularity at f = 0 the target T in (17) is replaced by
and an approximator H of order n β /(n α −1) is calculated. The final approximation H equals then
The proposed algorithm finds a stable solution for τ = 2.5853 that has a relative complex approximation error δ that is 20 dB smaller than the solution for τ = 4.47796 given in [5] (see Fig. 1 ). Table I and Table II summarise the poles and zeros of the resulting transfer function.
Applying the proposed method to half-band differentiators and Hilbert transformers gives similar results as in [4] and [5] , respectively. 
V. CONCLUSION
In this paper a new method of the stable approximation with additional delay has been given. The theoretical background has been analysed and explained the difficulties of this kind of algorithms.
In the last section a numerical example has been given in order to demonstrate the advantage of the algorithm. 
