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Einleitung
Wegen der scho¨nen Eigenschaften der kompakten Teilmengen eines (hausdorffschen)
Raumes, die sich ”wie Punkte“ verhalten (z. B. Dugundji S. 225), ist es naheliegend, einen
topologischen Raum durch Auferlegung bestimmter Bedingungen auf seine kompakten
Teilmengen zu untersuchen. Insbesondere zeigt sich, daß die Topologie einer großen und
wichtigen Klasse topologischer Ra¨ume (na¨mlich der lokalkompakten, der CW-Ra¨ume und
der hausdorffschen Ra¨ume, die das 1. Abza¨hlbarkeitsaxiom erfu¨llen) bereits vollsta¨ndig
durch die Topologie ihrer kompakten Teilmengen bestimmt ist.
Die systematische Untersuchung und Verallgemeinerung dieser Situation fu¨hrte zum Be-
griff der ”natu¨rlichen U¨berdeckung“ (Cohen 1954, Brown 1963, Franklin 1969) und zu
einer gewissen kanonischen Quotientendarstellung: Ein Raum, der die schwache Topologie
bezu¨glich einer natu¨rlichen U¨berdeckung Σ tra¨gt, ist Quotient der topologischen Summe
seiner Teilra¨ume, die in Σ liegen. Dabei ist die Identifizierung lokal eine Einbettung.
Mit der Entwicklung der Theorie der Coreflexionen (vgl. Herrlich, Herrlich/Strecker)
wurde der kategorielle Hintergrund gekla¨rt. Coreflektive Unterkategorien von Top ha-
ben eine Reihe wichtiger Eigenschaften: Der Coreflektionsfunktor verfeinert die Topo-
logie bei festgehaltener Tra¨germenge, er erha¨lt inverse Limiten. Daru¨ber hinaus sind
die coreflektiven Unterkategorien durch die Abgeschlossenheit gegenu¨ber Summen- und
Quotientenbildung charakterisiert. Jede natu¨rliche U¨berdeckung gibt Anlaß zu einem
Coreflektionsfunktor, aber nicht jeder Coreflektionsfunktor la¨ßt sich durch eine natu¨rli-
che U¨berdeckung gewinnen (Herrlich/Strecker (2) S. 32). Teile dieser Arbeit sind dem
Nachweis gewidmet, daß sich die wichtigsten Konstruktionen, die durch eine natu¨rliche
U¨berdeckung ermo¨glicht werden, mit geringen Modifizierungen fu¨r beliebige topologische
Coreflexionen durchfu¨hren lassen (vgl. etwa den Abschnitt u¨ber die A-Charakteristik mit
Franklin (3)).
Die von Kelley (1955), Morita (1956), Brown (1963, 1964), Steenrod (1967) angegebene
Kategorie der hausdorffschen kompakt-erzeugten Ra¨ume ist coreflektive Unterkategorie
der Kategorie der Hausdorff-Ra¨ume und noch zusa¨tzlich dadurch ausgezeichnet, daß in
ihr ein Exponentialgesetz fu¨r Funktionenra¨ume gilt. Weitere Argumente (die in dieser
Arbeit nicht mehr beru¨cksichtigt worden sind) fu¨r die Vorteile dieser Kategorie sind von
Gabriel/Zisman (1967), Noble (1970) und Sieradski (1970) angefu¨hrt worden.
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Ein wesentliches Ziel dieser Arbeit bestand nun darin, diese Kategorie sinnvoll auf nicht-
hausdorffsche Ra¨ume zu erweitern, so daß mo¨glichst viele der bereits bekannten Ergeb-
nisse ohne die Einschra¨nkung ”hausdorffsch“ formuliert werden ko¨nnen. In 2.4.4 wird ge-
zeigt, daß in der Kategorie der quasikompakt-erzeugten Ra¨ume (die in der Literatur in der
Regel als die natu¨rliche Erweiterung angesehen wird) kein Exponentialgesetz gilt (Dies
erkla¨rt sich daher, daß der Unterschied zwischen ”kompakt“ und ”quasikompakt“ eben
kein bloß technischer ist wie z. B. zwischen ”quasikompakt und T1“ und ”quasikompakt“).
Infolgedessen mußte das Konzept der natu¨rlichen U¨berdeckung und der schwachen To-
pologie aufgegeben werden.
Durch Verallgemeinerung eines Beweises von Gabriel/Zisman bzw. Damerow (1969) la¨ßt
sich das Exponentialgesetz fu¨r die coreflektive Hu¨lle in Top der kompakten Ra¨ume zeigen
(Diese Kategorie ist gleichzeitig die coreflektive Hu¨lle in Top der von Brown/Steenrod an-
gegebenen Kategorie). Eine Teilmenge eines Raumes aus dieser Kategorie ist genau dann
offen, wenn ihr Urbild unter jeder stetigen Abbildung mit kompaktem Definitionsbereich
offen ist. Tatsa¨chlich ist diese Beschreibung fu¨r topologische Coreflexionen typisch, wie
der trotz seiner Trivialita¨t bisher anscheinend noch nicht bekannte Satz 1.2.9 zeigt. Daß
die hausdorffschen kompakt-erzeugten Ra¨ume die schwache Topologie bzgl. ihrer kom-
pakten Teilmengen tragen, erscheint so als ”zufa¨llig“: In diesem Fall genu¨gt es na¨mlich,
sich auf die Einbettungen mit kompaktem Definitionsbereich zu beschra¨nken. Dieses
”Genu¨gen der Einbettungen“ ist kennzeichnend fu¨r die natu¨rlichen U¨berdeckungen (vgl.
1.2.22, 1.3.7).
Bei der Behandlung der Coreflexionen wurde das Schwergewicht auf das Verha¨ltnis zwi-
schen ”Erzeugendensystem“ (vgl. 1.2.3) und coreflektiver Unterkategorie gelegt. Fast die
gesamte Arbeit beruht auf dem Prinzip, daß sich scho¨ne Eigenschaften, die das Erzeugen-
densystem in Top besitzt, auf die Ra¨ume aus der coreflektiven Unterkategorie in gewisser
Weise u¨bertragen (vgl. 1.2.6, 2.2.3, 2.5.1, 3.1.11 u. a.).
Die Arbeit ist auf topologische Probleme zugeschnitten, d. h. auf Abschwa¨chung der Vor-
aussetzungen wurde nur dann Wert gelegt, wenn sich dadurch allgemeinere Aussagen
u¨ber topologische Ra¨ume ergeben. Zur besseren Veranschaulichung werden auch in Ka-
pitel 1 die Beispiele aus der Kategorie der kompakt-erzeugten Ra¨ume gewa¨hlt. An einigen
Stellen sind wo¨rtlich aus der Literatur u¨bernommene Sa¨tze, die einen la¨ngeren Beweis
erfordern, ohne Beweis wiedergegeben. Im allgemeinen ließen sich aber Rechnereien (vgl.
z. B. Steenrod) vermeiden.
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1. TOPOLOGISCHE COREFLEXIONEN
1.1. Grundlegendes
Zur Theorie der Coreflexionen sei auf Herrlich (1), (2) und Herrlich/Strecker (1), (2)
verwiesen.
1.1.1 Alle in dieser Arbeit betrachteten Unterkategorien von Top seien voll und isomor-
phieabgeschlossen, ferner sollen sie wenigstens einen nichtleeren Raum enthalten.
1.1.2 Definition: U sei Unterkategorie von Top
U heißt coreflektiv in Top ⇐⇒ Der Inklusionsfunktor E : U → Top besitzt einen
coadjungierten Funktor C : Top → U mit C ◦ E =
IdU
Im folgenden wird gelegentlich die Sprechweise ”U coreflektiv“ statt ”U coreflektiv in Top“
gebraucht.
Wegen 1.1.1 la¨ßt sich die Definition auch wie folgt umformulieren:
1.1.3 Lemma:
U ist genau dann coreflektiv in Top, wenn gilt: Zu jedem X ∈ Top existiert eine stetige
Abbildung cX (genannt die U-Coreflexion vonX), so daß gilt: Zu jeder stetigen Abbildung
f : U → X mit U ∈ U existiert genau eine stetige Abbildung f¯ , so daß
CX
cX // X
U
f¯
aaDDDDDDDD
f
OO
kommutiert.
1.1.4 Satz: Jede U-Coreflexion in Top ist bijektiv, das heißt oBdA: CX stellt eine Verfei-
nerung der Topologie auf X bei festgehaltener Tra¨germenge dar.
Beweis: i) zeige: cX ist surjektiv
Annahme: Es existiert x0 ∈ X − cX(CX)
sei U ∈ U, U 6= ∅, die konstante Abbildung von U auf x0 ist stetig und liefert daher einen
Widerspruch zur universellen Eigenschaft.
20. 11. 2005
– 6 –
ii) Sei cX(a) = cX(b) fu¨r a, b ∈ CX
Betrachte wieder die konstante Abbildung f : U → X, die U auf cX(b) abbildet.
Falls nun a 6= b wa¨re, so wa¨re die Abbildung f¯ im Widerspruch zu 1.1.3 nicht eindeutig
bestimmt.
1.1.5 Satz: Sei U coreflektiv in Top. D : I → U sei ein Diagramm. Dann gilt:
(i) (L, li) Colimes von D ⇐⇒ (L, li) ist Colimes von E ◦D : I → Top
(ii) Ist L, li) Limes von E ◦D in Top, so ist (CL, li ◦ cL) Limes von D in U.
1.1.6 Korollar: Jede coreflektive Unterkategorie U von Top ist vollsta¨ndig und covoll-
sta¨ndig.
1.1.7 Korollar: U ist abgeschlossen unter der Bildung topologischer Summen, topologi-
scher Quotienten, Adjunktionsra¨umen und Retrakten.
Beweis zu 1.1.5:
(i) ”⇒“: trivial, denn E besitzt Coadjungierten
”⇐“: Es braucht lediglich L ∈ U gezeigt zu werden. Wegen der universellen Eigenschaft
der Coreflexion gilt:
Zu jedem li : Di→ L existiert genau ein l¯i : Di→ CL, so daß
CL
cL // L
Di
l¯i
aaDDDDDDDD
li
OO
kommutiert.
Sei f : i→ j ein I-Morphismus, betrachte das folgende Diagramm:
L
CL
cL
OO
Di
li
@@
l¯i
=={{{{{{{{
Df
// Dj
l¯j
aaCCCCCCCC
lj
^^
....
..
....
..
....
..
....
..
....
..
....
..
Es gilt also: li = lj ◦Df = cL ◦ l¯j ◦Df
und: li = cL ◦ l¯i
Wegen der Eindeutigkeit (1.1.3) folgt die Kommutativita¨t auch des unteren Dreiecks.
Die universelle Eigenschaft des Colimes liefert die Existenz eines stetigen l : L → CL
mit l ◦ li = l¯i.
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Daher hat man:
li = cL ◦ l¯i = cL ◦ (l ◦ li) = (cL ◦ l) ◦ li
Daraus folgt schließlich wegen der Colimes-Eigenschaft:
cL ◦ l = idL
Weil cL ohnehin bijektiv ist (1.1.4), ergibt sich nun, daß cL Homo¨omorphismus ist.
Beweis von (ii): trivial, denn C besitzt Adjungierten
Beweis der Korollare 1.1.6 und 1.1.7: trivial
1.1.8 Bemerkung: Insbesondere ist mit 1.1.5 in U ein Produkt Π definiert, na¨mlich
U Π U ′ = C(U × U ′) fu¨r U,U ′ ∈ U
Ferner ist mit 1.1.5 eine Definition des Unterraums in U gegeben: Fu¨r U ∈ U geho¨rt
zur Teilmenge M ⊆ U der ”Unterraum“ CM . Ein Beispiel dafu¨r, daß Teilmengen mit
Relativtopologie im allgemeinen nicht wieder in U zu liegen brauchen, wird in 1.4.16
angegeben.
Die folgende Definition wird nur fu¨r den na¨chsten Satz beno¨tigt:
1.1.9 Definition: U ∈ Top, X ∈ Top.
Die Menge {gi/gi:Ui → X injektiv, stetig, Ui ∈ U, i ∈ I} heißt repra¨sentative Menge
von U-Unterobjekten von X, wenn gilt: Zu jedem h : U ′ → X injektiv, stetig mit U ′ ∈ U
existiert i ∈ I, so daß sich h und gi nur um einen Homo¨omorphismus unterscheiden.
Weil in Top zu jedem Raum die Menge seiner Unterobjekte existiert, existiert erst recht
zu jedem U ⊆ Top und jedem X ∈ Top eine repra¨sentative Menge von U-Unterobjekten
von X.
1.1.10 Charakterisierungssatz:
U coreflektiv in Top ⇐⇒ U ist abgeschlossen unter der Bildung topologischer Summen
und Quotienten.
Beweis: ”⇒“: ist mit 1.1.7 bereits gezeigt
”⇐“: Sei X ∈ Top, sei {gi/gi:Ui → X, i ∈ I} eine repra¨sentative Menge von U-Unter-
objekten von X.
Dann liegt auch
⊕
Ui in U und wegen der universellen Eigenschaft der Summe existiert
ein stetiges g :
⊕
Ui → X, so daß
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⊕
Ui
g // X
Ui
mi
OO
gi
==zzzzzzzz
fu¨r alle i ∈ I kommutiert.
Zerlege g in eine Identifizierung h und eine injektive stetige Abbildung c:
X¯
c // X
⊕
Ui
h
aaDDDDDDDD
g
OO
Dann ist nach Voraussetzung auch X¯ ∈ U. Es genu¨gt nun zu zeigen, daß c eine U-
Coreflexion ist.
Dazu sei f : U → X mit U ∈ U gegeben. Zerlege f in eine Identifizierung t und eine
Injektion k:
U
f //
t   A
AA
AA
AA
X
U ′
k
>>}}}}}}}}
Dann ist auch U ′ ∈ U und es existiert j ∈ I, so daß oBdA
U
f //
t   @
@@
@@
@@
X
Uj
gj
>>~~~~~~~
kommutiert. Insgesamt ist dann also das folgende Diagramm kommutativ:
X¯
c // X
⊕
Ui
h
OO
g
<<zzzzzzzz
Ujmj
oo
gj
OO
U
t
oo
f
__????????
Dann ist h ◦mj ◦ t = f¯ die gesuchte Abbildung. Ihre Eindeutigkeit ergibt sich aus der
Injektivita¨t von c. Wegen 1.1.3 ist also U coreflektiv in Top.
1.1.11 Korollar:
Die Kategorie der diskreten Ra¨ume ist coreflektiv in Top und in jeder coreflektiven Un-
terkategorie von Top enthalten.
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Beweis: Der erste Teil der Aussage folgt unmittelbar aus 1.1.10. Sei nun U coreflektiv.
Wegen der Abgeschlossenheit unter Identifizierungen liegt der einpunktige Raum in U,
wegen der Abgeschlossenheit unter Summen also alle diskreten.
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1.2. Coreflektive Hu¨lle und A-System
1.2.1 Lemma: fi : Xi → Yi seien stetige Abbildungen fu¨r i ∈ I, die ji : Xi →
⊕
Xi bzw.
ki : Yi →
⊕
Yi seien Injektionen der Summanden:⊕
Xi //___
⊕
Yi
Xi
ji
OO
fi
// Yi
ki
OO
Dann gilt:
(i) Es existiert genau ein stetiges f :
⊕
Xi →
⊕
Yi, so daß das obige Diagramm fu¨r alle
i ∈ I kommutiert.
(ii) Sind alle fi Identifizierungen, so auch f .
Beweis: (i): universelle Eigenschaft der Summe
(ii): Sei V ∈⊕Yi und f−1V offen, also ist auch f−1i (k−1i V ) = j−1i (f−1V ) offen fu¨r alle
i ∈ I.
Da die fi Identifizierungen sind, ist k−1i V offen fu¨r alle i ∈ I, also ist V ∩ Yi offen in Yi
fu¨r alle i ∈ I, d. h. aber V offen in ⊕Yi.
1.2.2 Satz: Sei A Unterkategorie von Top. Dann existiert eine kleinste A umfassende
coreflektive Unterkategorie A˜ und fu¨r diese gilt:
X ∈ A˜ ⇐⇒ Es existiert eine Menge {Ai/Ai ∈ A, i ∈ I} und X ist Quotient von
⊕
Ai.
Beweis: A˜ werde durch die letzte Aussage definiert. Dann ist A˜ offenbar unter der Bildung
topologischer Quotienten abgeschlossen. Wegen 1.2.1 ist A˜ auch unter Summenbildung
abgeschlossen. Wegen 1.1.10 ist daher A˜ coreflektiv in Top. Ferner ist A˜ wegen 1.1.10
offenbar in jeder A umfassenden coreflektiven Unterkategorie enthalten.
1.2.3 Definition: A˜ heißt die Kategorie der A-erzeugten Ra¨ume. A heißt ein Erzeugenden-
system fu¨r A˜.
Wegen 1.1.10 ist der Operator ˜ idempotent. Jede coreflektive Unterkategorie besitzt
also mindestens ein Erzeugendensystem, na¨mlich sich selbst.
Falls A ⊆ B ⊆ A˜, so ist offenbar auch B ein Erzeugendensystem. Die Bezeichnung ”A-
erzeugt“ wird außer durch 1.2.2 dadurch gerechtfertigt, daß sich eine ganze Reihe von
Eigenschaften von A auf A˜ u¨bertragen.
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1.2.4 Lemma: Sei X ∈ Top, A ⊆ Top. Es gelte:
(i) c : X¯ → X injektiv, stetig
(ii) X¯ ∈ A˜
(iii) Zu jedem stetigen f : A→ X mit A ∈ A existiert genau ein stetiges f¯ : A→ X¯ mit
cf¯ = f
Dann ist c schon die A˜-Coreflexion von X und X¯ homo¨omorph zu CX.
Beweis: Sei Y ∈ A˜ und eine stetige Abbildung g : Y → X gegeben.
Nach 1.2.2 existiert dann eine Identifizierung h :
⊕
Ai → Y . Seien ji : Ai →
⊕
Ai
die Injektionen der Summanden. Wegen 1.1.3 existiert dann zu jedem i ∈ I eine stetige
Abbildung ghji, so daß
X¯
c // X
Ai
...................
ghji
OO
ghji
>>~~~~~~~~
kommutiert.
Wegen der universellen Eigenschaft der Summe existiert ein stetiges k :
⊕
Ai → X¯, so
daß das Diagramm
X¯
c // X
Ai
...................
ghji
<<zzzzzzzzz ji //⊕Ai
k
OO
h // Y
g
OO
kommutiert. Deshalb und weil c injektiv und h surjektiv ist, la¨ßt sich eine Abbildung
g¯ : Y → X¯ durch
g¯(y) = k(h−1(y))
definieren. Weil h Identifizierung ist, folgt aus k = g¯h die Stetigkeit von g¯.
Ferner ist
cg¯h = ck = gh
also
cg¯ = g
Wegen der Injektivita¨t von c ist g¯ auch eindeutig bestimmt.
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1.2.5 Definition: U Unterkategorie von Top
U heißt abgeschlossen-erblich ⇐⇒ Jede abgeschlossene Teilmenge eines Raumes aus U
liegt wieder in U
U heißt offen-erblich ⇐⇒ Jede offene Teilmenge eines Raumes aus U liegt wieder in U
U heißt erblich ⇐⇒ Jeder Teilraum eines Raumes aus U liegt wieder in U
Wenn keine Mißversta¨ndnisse mo¨glich sind, sagt man fu¨r X ∈ U auch ”X ist erblich“,
wenn jeder Teilraum von X wieder zu U geho¨rt.
1.2.6 Satz: A Unterkategorie von Top.
(i) A abgeschlossen-erblich ⇒ A˜ abgeschlossen-erblich
(ii) A offen-erblich ⇒ A˜ offen-erblich
Beweis: (i) Sei X ∈ A˜, B ⊆ X abgeschlossen.
Wegen 1.2.2 existiert eine Identifizierung h :
⊕
Ai → X.
Dann ist auch h|h−1B : h−1B → B eine Identifizierung.
Wegen 1.1.7 genu¨gt es also zu zeigen, daß h−1B ∈ A˜.
h−1B la¨ßt sich schreiben als
⊕
(Ai ∩ h−1B);
Ai∩h−1B ist abgeschlossener Unterraum von AI , liegt also in A, mit 1.1.7 ist man fertig.
(ii): vo¨llig analog
Die Nu¨tzlichkeit der in 1.2.2 gegebenen Quotientendarstellung hat sich schon in 1.2.6
gezeigt. Daher:
1.2.7 Definition: A ⊆ Top, X ∈ Top.
Eine Menge {ϕi/ϕi : Ai → X stetig, Ai ∈ A, i ∈ I} heißt A-System von X, wenn
(ϕi)i∈I :
⊕
Ai → CX
Identifizierung ist (C Coreflexionsfunktor zu A˜).
Beispiel: Sei K die Kategorie der kompakten Ra¨ume. Wegen 1.1.7 sind CW-Ra¨ume
kompakt-erzeugt. Fu¨r einen CW-Raum bilden die charakteristischen Abbildungen ein
K-System.
1.2.8 Definition: A ⊆ Top, X ∈ Top, M ⊆ X
M heißt A-offen ⇐⇒ f−1M offen fu¨r alle stetigen f : A→ X mit A ∈ A
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1.2.9 Satz: A ⊆ Top, X ∈ Top, M ⊆ X, M sei A-System von X. Es sind a¨quivalent:
(i) M offen in CX
(ii) M A-offen
(iii) M A˜-offen
(iv) ϕ−1M offen fu¨r alle ϕ ∈ M
Beweis: (i) ⇒ (iii): Sei f : Y → X gegeben mit Y ∈ A˜. Nach 1.1.3 ist auch f : Y → CX
stetig
(iii) ⇒ (ii): trivial
(ii) ⇒ (iv): trivial
(iv) ⇒ (i): nach Def. des A-Systems trivial
Selbstversta¨ndlich bleibt der Satz richtig, wenn man jeweils ”offen“ durch ”abgeschlossen“
ersetzt.
Die Topologie der Ra¨ume aus A˜ ist also bereits durch die stetigen Abbildungen mit
Definitionsbereich aus A bestimmt. Der Funktor C kann so berechnet werden.
Sei nun M ein A-System von X. M wird wie folgt zu einer Kategorie: Sind ϕ,ψ ∈M zwei
Objekte, so ist eine stetige Abbildung h mit ϕ = ψh ein Morphismus von ϕ nach ψ.
Dann ergibt sich:
1.2.10 Korollar: X ∈ Top, A ⊆ Top, M = {ϕi/ϕi : Ai → X, i ∈ I} sei ein A-System von
X mit der zusa¨tzlichen Eigenschaft: Zu jedem x ∈ X existiert i ∈ I mit ϕi(Ai) = {x}.
Dann gilt:
CX = lim→
M
Ai
Beweis: Sei ein Raum Y sowie stetige Abbildungen ψi : Ai → Y gegeben, so daß gilt:
ϕi = ϕjh⇒ ψi = ψjh
Dann definiere λ : CX → Y durch
λ(x) = ψi(ai) fu¨r ϕi(ai) = x
λ ist wohldefiniert: Sei na¨mlich ϕj(bj) = x (dabei ist j = i zugelassen).
Nach Voraussetzung existiert k ∈ I mit ϕk(Ak) = {x}.
Dann sind die Abbildungen h1 : Ak → Ai und h2 : Ak → Aj
mit h1(Ak) = {ai} und h2(Ak) = {bj} Morphismen von ϕk nach ϕi bzw. ϕj .
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Nach Voraussetzung u¨ber Y ist
ψih1 = ψk = ψjh2
also ψi(ai) = ψj(bj), d. h. aber λ ist wohldefiniert.
Stetigkeit von λ: Sei M ⊆ Y offen, also ist ψ−1i M offen fu¨r alle i ∈ I, also ist ϕ−1i λ−1M
offen fu¨r alle i ∈ I.
Nach 1.2.9 ist dann λ−1M offen in CX.
Die Eindeutigkeit von λ ist klar.
Es folgen nun einige Aussagen u¨ber A-Systeme:
1.2.11 Lemma: X ∈ Top, A ⊆ Top, M sei eine Menge stetiger Abbildungen in X mit
Definitionsbereich aus A
M A-System von X ⇐⇒ (i) Fu¨r jedes M ⊆ X gilt:
M A-offen ⇐⇒ ϕ−1M offen fu¨r alle ϕ ∈ M
und
(ii)
⋃
ϕ ∈ M
ϕ : A→ X
ϕ(A) = X
Beweis: ”⇒“: folgt aus 1.2.9 und 1.2.7
”⇐“: Wegen 1.2.9 ist (ϕ)ϕ∈M :
⊕
M
A→ CX Identifizierung
1.2.12 Lemma:
(i) M A-System, N sei ein Menge stetiger Abbildungen von einem Objekt aus A in X.
Dann ist auch M ∪ N ein A-System von X.
(ii) Jeder Raum besitzt ein A-System, dessen Ma¨chtigkeit die seiner Potenzmenge nicht
u¨bersteigt.
Beweis: (i): folgt aus 1.2.11
(ii) X ∈ Top gegeben. Zu M ⊆ X nicht A-offen wa¨hle gM : AM → X mit g−1M (M) nicht
offen.
Zu M ⊆ X A-offen wa¨hle ein gM : AM → X mit gM (AM ) ∩M 6= ∅ (ein solches existiert
stets, man kann z. B. eine konstante Abbildung wa¨hlen, nach 1.1.1 entha¨lt A ja einen
nichtleeren Raum).
Dann ist Bedingung (i) von 1.2.11 fu¨r M = {gM/M ⊆ X} erfu¨llt.
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Sei x ∈ X. Falls {x} nicht A-offen, so kann g−1{x}(x) nicht leer sein. Falls {x} A-offen, so
folgt ebenfalls
x ∈
⋃
gM∈M
gM (AM )
Damit ist auch 1.2.11 (ii) erfu¨llt.
1.2.13 Satz: Xi ∈ Top, i ∈ I
(i) Seien Mi A-Systeme von Xi. Dann ist
⋃
i∈I
Mi A-System von
⊕
Xi.
(ii) Sei A abgeschlossen unter topologischen Produkten u¨ber der Indexmenge I. Dann
gibt es A-Systeme Mi von Xi, so daß N = { ........
.............
i∈I
ϕi / ϕi ∈ Mi} A-System von ........
.............
i∈I
Xi und
sowohl N als auch alle Mi die zusa¨tzliche Eigenschaft von 1.2.10 haben.
(Das Kreuz bezeichnet das cartesische Produkt im Unterschied zum Produkt Π in A˜).
(iii) Fu¨r i, j ∈ I gelte CXi = CXj . Fu¨r i ∈ I trage Mi ⊆ Xi Relativtopologie.
Dann existiert ein A-System M von CXi, so daß {ϕ/ϕ ∈ M, Bild ϕ ⊆Mi} A-System von
Mi ist.
Beweis:
(i): folgt aus 1.2.1 und 1.2.7
(ii): Sei L ein A-System von .......
....
..........
i∈I
Xi, sei M′i A-System von Xi mit der zusa¨tzlichen Eigen-
schaft gema¨ß 1.2.10 (wegen 1.2.12 (i) ist dies mo¨glich).
Setze Mi = M′i ∪ {pXiϕ/ϕ ∈ L}
Nach 1.2.12 (i) ist dann Mi ein A-System von Xi.
Nach Voraussetzung u¨ber A (Produkttreue) ist N eine Menge stetiger Abbildungen von
einem Objekt aus A in .......
....
..........
i∈I
Xi.
Sowohl N als auch alle Mi besitzen offenbar die ”zusa¨tzliche Eigenschaft“.
Wegen 1.2.12 (i) genu¨gt es zu zeigen, daß
{
....
....
.............
i∈I
pXiϕ / ϕ ∈ L
}
A-System von .......
....
..........
i∈I
Xi ist.
Betrachte das kommutative Diagramm:
....
....
.............
i∈I
Xi
A
ϕ
>>}}}}}}}}}
(id)i∈I
// ......
....
...........
i∈I
A
....
....
.............
i∈I
pXiϕ
bbFFFFFFFF
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Ist M ⊆ .........
............
i∈I
Xi A-offen, so folgt aus der Produkttreue
(
....
....
.............
i∈I
pXiϕ
)−1
M offen fu¨r alle ϕ ∈ L
Die Umkehrung ergibt sich aus der Kommutativita¨t des Diagramms. Also ist 1.2.11 (i)
erfu¨llt; 1.2.11 (ii) ist wieder trivial.
(iii): Sei Mi A-System von Mi und M′ A-System von CXi.
Wegen 1.2.12 (i) ist dann M = M′ ∪
⋃
i∈I
Mi A-System von CXi und ebenfalls mit 1.2.12
(i) folgt der zweite Teil der Behauptung.
1.2.14 Beispiel: Einen zu 1.2.13 analogen Satz fu¨r Identifizierungen oder auch nur fu¨r Re-
trakte gibt es zuna¨chst nicht. Dazu betrachte man den folgenden von Arens angegebenen
Raum (vgl. Kelley S. 77):
X = {(m,n)/m, n ∈ N ∪ {0}}
Topologie auf X: (m,n) 6= (0, 0)⇐ {(m,n)} offen
U offene Umgebung von (0, 0) ⇐⇒ (0, 0) ∈ U und fu¨r fast alle m ist {n/(m,n) /∈ U}
endlich
(D. h.: U entha¨lt fast alle Elemente aus fast allen Spalten).
X ist hausdorffsch, die kompakten Teilmengen sind gerade die endlichen. Also ist {(0, 0)}
offen in jeder kompakten Teilmenge, daraus folgt, daß {(0, 0)} K-offen ist (K bezeichnet
wieder die Kategorie der kompakten).
Offenbar ist S = {(0, 0), (1, 1)} der Sierpinski-Raum S: da S sich bekanntlich als Quotient
des Einheitsintervalls schreiben la¨ßt, ist S nach 1.1.7 kompakt-erzeugt, d. h. K-offene und
offene Teilmengen stimmen u¨berein (1.2.9). Die Abbildung r : X → S, die alle Elemente
von X − S auf (1, 1) abbildet, ist eine Retraktion.
Angenommen, es ga¨be ein K-System M von X, so daß {rϕ/ϕ ∈ M } ein K-System von S
ist.
Weil {(0, 0)} K-offen in X ist, wa¨re dann also
(rϕ)−1(0, 0) = ϕ−1r−1(0, 0) = ϕ−1(0, 0) offen.
Dies ist aber ein Widerspruch, weil {(0, 0)} nicht K-offen in S ist.
Dieses Beispiel beruht darauf, daß X nicht in K˜ liegt, es gilt na¨mlich:
1.2.15 Lemma: X ∈ A˜, f : X → Y Identifizierung, M sei ein A-System von X, dann ist
{fϕ/ϕ ∈ M } A-System von Y .
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Beweis:
M ⊆ Y A-offen ⇒ (fϕ)−1M offen fu¨r alle ϕ ∈ M
⇒ ϕ−1(f−1M) offen fu¨r alle ϕ ∈ M
⇒ f−1M offen (wegen X ∈ A˜ und 1.2.9)
⇒M offen
(In Y stimmen offen und A-offen u¨berein, weil mit X auch Y in A˜ liegt).
Damit ist 1.2.11 (i) gezeigt, Bedingung (ii) ist wieder trivial.
Es lassen sich nun mit Hilfe der Aussagen u¨ber A-Systeme Folgerungen fu¨r das Produkt
Π in A˜ ziehen:
1.2.16 Lemma: A sei abgeschlossen unter endlichen Produkten in Top, X,Y ∈ Top.
Dann gibt es A-Systeme M = {ϕi/ϕi : Ai → X, i ∈ I} und N = {ψj/ψj : Bj → Y, j ∈ J}
von X bzw. Y , so daß gilt:
C(X × Y ) = lim→
M
lim→
N
(Ai ×Bj)
Beweis: M, N werden gema¨ß 1.2.13 (ii) so gewa¨hlt, daß {ϕi × ψj / ϕi ∈ M, ψj ∈ N}
A-System von X × Y ist.
Wegen 1.2.10 ist dann
C(X × Y ) = lim
{ϕi ×
→
ψj/ . . .}
(Ai ×Bj)
Dann ist aber auch (vgl. den Beweis zu 1.2.10)
C(X × Y ) = lim
M
→×N
(Ai ×Bj)
= lim→
M
lim→
M
(Ai ×Bj)
1.2.17 Lemma: X,Y ∈ Top, A abgeschlossen unter endlichen Produkten in Top. Dann
gilt:
C(X × Y ) = C(CX × CY )
Beweis: Nach 1.2.13 (ii) findet man A-Systeme M, N fu¨r X,Y , ebenso M′, N′ fu¨r CX,CY .
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Nach 1.2.12 (i) ist dann {ϕ × ψ/ϕ ∈ M ∪ M′, ψ ∈N ∪ N′} ein A-System sowohl fu¨r
C(X × Y ) als auch fu¨r C(CX × CY ).
1.2.18 Lemma: X,Y ∈ A˜, M ⊆ X, N ⊆ Y tragen Relativtopologie, sei M ΠR N ⊆ X Π Y
mit Relativtopologie. Dann gilt:
M Π N = C(M ×N) = C(M ΠR N)
Beweis: Wegen 1.2.13 (iii) haben M ×N und M ΠR N ein gemeinsames A-System, mit
1.2.7 folgt also die Behauptung.
1.2.19 Lemma: X,Y ∈ Top
X × Y = C(X × Y )⇒ X,Y ∈ A˜
Beweis: Die Projektionen sind Identifizierungen, mit X × Y liegen dann auch X,Y in A˜.
1.2.20 Beispiel: Die in 1.2.19 angegebene notwendige Bedingung fu¨r die Gleichheit von
cartesischem Produkt und Produkt in A˜ ist im allgemeinen nicht hinreichend. Ein bekann-
tes Beispiel dazu ist von Dowker angegeben worden: Zwei CW-Ra¨ume (die nach 3.2.5 (i)
kompakt-erzeugt sind), deren cartesisches Produkt aber kein CW-Raum ist (wegen 3.2.5
(ii) ist dann also k(X × Y ) 6= X × Y , wobei k den Coreflexionsfunktor zu K˜ bedeutet).
Ein a¨hnliches Beispiel, das spa¨ter noch verwendet wird, soll hier vorgerechnet werden:
N trage die diskrete Topologie, in N× [0, 1] werde N× {0} zu einem Punkt identifiziert,
der entstandene Raum X liegt als Quotient einer Summe von kompakten Ra¨umen in K˜.
Der Raum Q der rationalen Zahlen erfu¨llt das erste Abza¨hlbarkeitsaxiom und ist daher
kompakt-erzeugt (3.1.1 (ii) und 1.4.3).
In X ×Q trifft jede Umgebung von ((0, 0), 0) die Menge
M = {(n, 0), 1
n
)/n ∈ N}
Also ist M nicht abgeschlossen in X ×Q.
Um zu zeigen, daß M in k(X × Q) abgeschlossen ist, genu¨gt es nach 3.1.3 zu zeigen,
daß M jede kompakte Teilmenge von X ×Q in einer abgeschlossenen Menge trifft. Weil
jede kompakte Teilmenge im Produkt ihrer Projektionen enthalten ist, genu¨gt es, sich
dabei auf kompakte Teilmengen der Form K1×K2 mit K1,K2 kompakt in X bzw. Q zu
beschra¨nken.
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Jede in X kompakte Teilmenge trifft nur endlich viele {n} × [0, 1]; daher gilt sogar:
Sei K ⊆ Q kompakt, dann genu¨gt es zu zeigen, daß
M ∩
((
k⋃
i=1
{ni} × [0, 1]
)
×K
)
fu¨r jedes k ∈ N abgeschlossen ist in X ×Q.
Dieser Durchschnitt ist aber nichts anderes als
{((ni, 0), 1
ni
) / 1 ≤ i ≤ k und 1
ni
∈ K}
was eine abgeschlossene Menge ist.
Es folgen nun noch einige Aussagen u¨ber die coreflektive Hu¨lle.
Es bezeichne:
Asum die Kategorie aller topologischen Summen von Ra¨umen aus A
Alok die Kategorie aller Ra¨ume, in denen jeder Punkt eine zu A geho¨rige Umgebung hat.
As die Kategorie aller Ra¨ume X, die die schwache Topologie bzgl. {A/A ⊆ X,A ∈ A}
tragen
1.2.21 Lemma: Es gilt: A ⊆ Asum ⊆ Alok ⊆ As ⊆ A˜
Beweis: Die beiden ersten Inklusionen sind trivial
(i): Sei X ∈ Alok und U ∩ A offen in A fu¨r jedes A ⊆ X,A ∈ A, d. h. zu jedem A ⊆ X
existiert WA offen in X mit
U ∩A = WA ∩A
Sei u ∈ U , dann existiert A ∈ A und V offen in X mit u ∈ V ⊆ A.
Dann ist V ∩WA offene Umgebung von u und V ∩WA ⊆ U , also ist U offen.
(ii): Sei X ∈ As, sei (A˜i)i∈I die Familie aller zu A˜ geho¨rigen Teilmengen von X.
Dann ist die natu¨rliche Abbildung f :
⊕
i∈I
A˜i → X surjektiv, weil jede einpunktige
Teilmenge von X wegen 1.1.7 in A˜ liegt.
Trivialerweise gilt: X ∈ As ⇒ X ∈ (A˜)s, daher ist f Identifizierung. Mit 1.1.7 folgt die
Behauptung.
1.2.22 Lemma: X ∈ Top,M ⊆ X,M ∈ A˜. Dann ist die Relativtopologie von M in X und
in CX dieselbe.
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Beweis: Sei j : M → X Einbettung, dann ist nach 1.1.3 und 1.1.4 j¯ : M → CX stetig
und offen.
1.2.23 Lemma: X ∈ Top. Es sind a¨quivalent:
(i) {jA/jA : A→ X Einbettung, A ∈ A, A ⊆ X} ist A-System von X.
(ii) Die natu¨rliche Abbildung h :
⊕
A ⊆ X
A ∈ A
A → CX ist Identifizierung und lokal eine Ein-
bettung.
(iii) CX tra¨gt die schwache Topologie bezu¨glich seiner Teilmengen aus A und jeder Punkt
aus CX liegt in einer Teilmenge aus A.
Beweis: (i) ⇒ (ii): 1.2.7 und 1.2.22
(ii) ⇒ (iii): 1.2.22
(iii) ⇒ (i): 1.2.11
1.2.24 Definition: A ⊆ Top, X ∈ Top
X heißt bildvertra¨glich bzgl. A ⇐⇒ Zu jedem f : A → X stetig mit A ∈ A existiert
A′ ∈ A, A′ ⊆ X mit f(A) ⊆ A′
A heißt bildvertra¨glich ⇐⇒ Alle topologischen Ra¨ume sind bildvertra¨glich bzgl. A
1.2.25 Lemma:
X ist bildvertra¨glich bzgl. A⇒ Die Einbettungen der Teilmengen vonX, die zu A geho¨ren,
bilden ein A-System von X
Beweis: Ist M A-offen, so ist trivialerweise j−1M offen fu¨r alle Einbettungen j : A→ X
mit A ∈ A.
Die Umkehrung ergibt sich daraus, daß sich jedes ϕ : A→ X zerlegen la¨ßt in
A
ϕ′ // A′
j // X
Damit ist 1.2.11 (i) erfu¨llt.
Mit konstanten Abbildungen und 1.2.24 ergibt sich 1.2.111 (ii).
1.2.26 Bemerkung: Sei A bildvertra¨glich. Trotz 1.2.25 kann man den Begriff des A-
Systems nicht ohne weiteres fallenlassen und durch den Begriff ”Menge der zu A geho¨rigen
Teilra¨ume“ ersetzen, weil sich etwa 1.2.13 (ii) (diese Aussage wurde wesentlich fu¨r 1.2.16
und damit 2.2.3 benutzt) nicht analog formulieren la¨ßt. Verwendet man stattdessen co-
finale Teilmengen (so Damerow), so muß man weitere (na¨mlich ordnungstheoretische)
Voraussetzungen an A machen.
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1.2.27 Lemma: X ∈ Top, A ⊆ Top,
X ∈ A˜ ⇐⇒ Zu jedem M ⊆ X und jedem x ∈ M¯ existiert ein abgeschlossenes N ⊆ X
mit N ∈ A˜ und x ∈ .....................................M ∩N .
Beweis: ”⇒“: trivial
”⇐“: Sei M ⊆ X und M A-abgeschlossen, sei x ∈ M¯ . Dann gibt es N abgeschlossen in
X, N ∈ A˜, so daß x ∈ .....................................M ∩N .
Jedes stetige ψ : A′ → N mit A′ ∈ A kann man auch als Abbildung in X auffassen, also
ist ψ−1(M) = ψ−1(M ∩N) abgeschlossen.
Wegen N ∈ A˜ folgt mit 1.2.9, daß M ∩N abgeschlossen in N , also auch in X.
Daher ist x ∈M ∩N , also x ∈M , d. h. M abgeschlossen.
Mit 1.2.9 folgt die Behauptung.
Dieses Lemma verallgemeinert (ebenso wie 1.4.6) Steenrod 2.1.
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1.3 Die Kategorie A-Top
(X,X) bezeichnet den topologischen Raum mit der Topologie X auf der Menge X. Die
Formulierung des folgenden Lemmas ist zur Vereinfachung der Schreibweise etwas la¨ssig.
1.3.1 Lemma: U Unterkategorie von Top. Dann gilt:
U coreflektiv in Top ⇐⇒ Fu¨r jedes (X, X) existiert unter allen Topologien X′, die feiner
als X sind und fu¨r die (X,X′) ∈ U gilt, eine gro¨bste X¯ und es
gilt fu¨r jedes Y ∈ Top:
MorTop(X,Y ) ⊆MorU (X¯, Y¯ )
Beweis: ”⇒“: Wegen 1.1.3 und 1.1.4 existiert eine solche gro¨bste Topologie CX = X¯.
Sei f : X → Y stetig, dann ist f auch als Abbildung von CX in Y stetig. Nach 1.1.3
und 1.1.4 existiert dann ein f¯ : CX → CY mit f¯(x) = f(x) fu¨r alle x ∈ X.
”⇐“: Sei C durch CX = X¯ auf Objekten definiert. Zu zeigen ist, daß id : CX → X
U-Coreflexion ist.
Dazu sei U ∈ U und f : U → X stetig. Offenbar ist U = CU .
Wegen der Inklusionsbeziehung zwischen den Morphismenmengen existiert f¯ , so daß
CX
id // X
U
f¯
aaDDDDDDDD
f
OO
kommutiert, mit dieser Eigenschaft ist f¯ eindeutig bestimmt. Mit 1.1.3 folgt die Behaup-
tung.
Wenn man nun fu¨r je zwei topologische Ra¨ume die Morphismenmenge gema¨ß 1.3.1
”auffu¨llt“ (statt die Objekte auf U einzuschra¨nken), so erha¨lt man eine zu U a¨quivalente
Kategorie. Dies soll im folgenden pra¨zisiert werden.
1.3.2 Definition: A sei Unterkategorie von Top, X,Y ∈ Top, f : X → Y Abbildung (nicht
notwendig stetig).
f heißt A-stetig ⇐⇒ fϕ stetig fu¨r alle stetigen ϕ : A→ X mit A ∈ A
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1.3.3 Lemma: X,Y ∈ Top, f : X → Y Abbildung, M ein A-System fu¨r X. Es sind a¨qui-
valent:
(i) Cf : CX → CY stetig
(ii) f A-stetig
(iii) f A˜-stetig
(iv) fϕ stetig fu¨r alle ϕ ∈ M
(v) Das Urbild jeder A-offenen Teilmenge unter f ist wieder A-offen
Beweis: ”(i) ⇒ (iii)“: Sei ϕ : A→ X mit A ∈ A˜ gegeben, dann kommutiert
CX
id

Cf // CY
id

A
ϕ¯
=={{{{{{{{
ϕ
!!C
CC
CC
CC
C
X
f
// Y
also ist fϕ stetig.
”(iii) ⇒ (ii)“: Abschwa¨chung
”(ii) ⇒ (iv)“: Abschwa¨chung
”(iv) ⇒ (v)“: M ⊆ Y A-offen, also (fϕ)
−1M offen,
d. h. ϕ−1(f−1M) offen fu¨r alle ϕ ∈ M,
d. h. f−1M A-offen
”(v) ⇒ (i)“: 1.2.9
1.3.4 Definition: Die Kategorie, deren Objekte topologische Ra¨ume und deren Morphis-
men A-stetige Abbildungen sind, heiße A-Top.
1.3.5 Lemma: X ist genau dann A-erzeugt, wenn jede A-stetige Abbildung mit Definiti-
onsbereich X stetig ist.
Beweis: ”⇒“: Sei f : X → Y A-stetig
wegen 1.3.3 ist Cf : X → CY stetig, also auch
f : X
Cf // CY
id // Y
”⇐“: Nach 1.3.3 ist id : X → CX A-stetig, nach Voraussetzung also stetig, also Homo¨o-
morphismus, d. h. X = CX.
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1.3.6 Satz: A˜ ist volle Unterkategorie von A-Top und A˜ ist natu¨rlich a¨quivalent zu A-Top.
Beweis: Wegen 1.3.3 (i)⇐⇒ (ii) ist A˜ volle Unterkategorie von A-Top (der Einbettungs-
funktor heiße E′).
Ebenfalls wegen 1.3.3 definiert C einen Funktor C ′ von A-Top nach A˜.
(i) Sei X,Y ∈ A˜, f : X → Y stetig. Dann ist C ′E′X = X, also liefert id eine natu¨rliche
A¨quivalenz:
X
f // Y
C ′E′X
id
OO
C′E′f
// C ′E′Y
id
OO
(ii) Seien X,Y ∈ A-Top, f : X → Y A-stetig. Dann ist E′C ′X = CX und id liefert eine
natu¨rliche Transformation:
X
f // Y
E′C ′X
id
OO
E′C′f
// E′C ′Y
id
OO
Aber diese natu¨rliche Transformation ist auch eine natu¨rliche A¨quivalenz, denn wegen
1.3.3 ist auch id : X → CX = E′C ′X A-stetig.
Wie der zweite Teil des Beweises zeigt, ist durch die Vergro¨ßerung der Morphismenmen-
gen der Isomorphie-Begriff in A-Top schwa¨cher als der Homo¨omorphie-Begriff. In jeder
Isomorphie-Klasse von Ra¨umen aus A-Top liegt genau ein Raum, der schon zu A˜ geho¨rt.
1.3.7 Lemma: f : X → Y Abbildung, X sei bildvertra¨glich bzgl. A. Dann gilt:
f A-stetig ⇐⇒ f |A stetig fu¨r alle A ⊆ X mit A ∈ A
Beweis: ergibt sich unmittelbar aus 1.3.3 (ii)⇐⇒ (iv) sowie 1.2.25
1.3.8 Bemerkung: Die Kategorie K-Top ist eine volle Unterkategorie der von Spanier ange-
gebenen Kategorie quasitopologischer Ra¨ume und quasistetiger Abbildungen. Brown (2)
hat eine volle Unterkategorie von K-Top untersucht, na¨mlich die hausdorffschen Ra¨ume
mit K-stetigen Abbildungen.
Die Kategorie A-Top hat gegenu¨ber A˜ den Vorteil, daß in A-Top Unterra¨ume die Rela-
tivtopologie tragen und keine Modifizierung der Produktdefinition erforderlich ist. Dem
steht aber ein Nachteil gegenu¨ber, der im allgemeinen schwerwiegender sein wird: Weil
die A-stetigen Abbildungen die Struktur eines topologischen Raumes nur ”unter einem
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gewissen Gesichtspunkt“ respektieren, muß eine Reihe von topologischen Begriffen in A-
Top umdefiniert werden. Dies soll im folgenden in der Kategorie K-Top am Beispiel der
Zusammenhangsbegriffe erla¨utert werden.
1.3.9 Lemma: f : X → Y K-stetig, X bogenzusammenha¨ngend. Dann ist auch f(X)
bogenzusammenha¨ngend.
Beweis: f(x1), f(x2) gegeben. Dann existiert w : [0, 1] → X stetig mit w(0) = x1 und
w(1) = x2. Dann ist fw geeignet.
Im Gegensatz dazu ist der Begriff des Zusammenhangs nicht vertra¨glich mit dem durch
K gegebenen ”Gesichtspunkt“:
1.3.10 Beispiel: Das K-stetige Bild eines zusammenha¨ngenden Raums braucht nicht zu-
sammenha¨ngend zu sein.
Dazu werde das Einheitsintervall wie folgt umtopologisiert:
U Umgebung von 0 ⇐⇒ 0 ∈ U und U entha¨lt ein offenes Intervall um 0, in dem
endlich viele gegen Null konvergierende Folgen fehlen du¨r-
fen (konvergent in der u¨blichen Topologie).
Fu¨r die anderen Punkte bleiben die Umgebungssysteme unvera¨ndert. Der so entstandene
Raum heiße X.
(i) X ist hausdorffsch
Beweis: trivial
(ii) X ist zusammenha¨ngend
Beweis: X − {0} tra¨gt die gewo¨hnliche Topologie und ist daher als halboffenes Intervall
sogar bogenzusammenha¨ngend,
dann ist auch
...........................................
X − {0} = X zusammenha¨ngend
(iii) Sei K ⊆ X kompakt mit 0 ∈ K. Dann existiert ε > 0 mit K ∩ [0, ε[= {0}
Beweis: indirekt, Annahme: Zu jedem n ∈ N existiert xn 6= 0 mit xn ∈ K ∩ [0, 1n [
Dann ist die Folge (xn)n∈N gegen Null konvergent (in der gewo¨hnlichen Topologie).
Also ist U = X − {x1, x2, . . .} offen
Setze mi = min{xi−1 − xi, xi − xi+1} fu¨r i ∈ N,
dann erha¨lt man eine offene U¨berdeckung von K
K ⊆ U ∪
⋃
i∈N
]xi −mi, xi +mi[
die keine endliche Teilu¨berdeckung entha¨lt, Widerspruch !
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(iv) kX ist nicht zusammenha¨ngend
Sei ϕ : K ′ → X stetig mit K ′ kompakt. Dann ist ϕK ′ kompakt, wegen (iii) also ϕ−10
offen, nach 1.2.9 ist also {0} offen und abgeschlossen in kX.
(X ist wegen (iii) ein instruktives Beispiel fu¨r einen nicht-kompakt-erzeugten Raum: Die
kompakten Teilmengen (X ist hausdorffsch) sind in der Na¨he der Null so du¨nn gesa¨t,
daß sie dort zur Bestimmung der Topologie nicht ausreichen).
Wegen 1.3.3 ist id : X → kX K-stetig, daher Isomorphismus in K-Top, mithin ist der
Zusammenhang in K-Top keine Invariante. (Anders gesagt: Der Funktor k fu¨hrt zusam-
menha¨ngende Ra¨ume nicht notwendig in zusammenha¨ngende u¨ber.) Invariant ist aber
der folgende Begriff (der wegen 1.3.3 und 1.2.9 analog zu K-stetig und K-offen gebildet
ist):
1.3.11 Definition: X ∈ K-Top
X heißt K-zusammenha¨ngend ⇐⇒ kX ist zusammenha¨ngend
1.3.12 Lemma: X ∈ K-Top
(i) Das K-stetige Bild eines K-zusammenha¨ngenden Raumes ist K-zusammenha¨ngend
(ii) Jeder bogenzusammenha¨ngende Raum ist K-zusammenha¨ngend
(iii) X K-zusammenha¨ngend ⇐⇒ Die leere Menge und der ganze Raum sind die einzigen
Teilmengen von X, die K-offen und K-abgeschlossen
sind.
Beweis: (i): 1.3.3 (i)⇐⇒ (ii) und 1.3.11
(ii): X bogenzusammenha¨ngend ⇒ kX bogenzusammenha¨ngend (wegen 1.3.9)
⇒ kX zusammenha¨ngend
⇒ X K-zusammenha¨ngend
(iii): 1.2.9 und 1.3.11
1.3.13 Bemerkung: Ebenso ist in K-Top der Begriff ”hausdorffsch“ nicht invariant. Dazu
betrachte man den unter 1.2.14 angegebenen Raum X und setze M = X − {(0, 0)}.
Dann ist die Fasersumme X unionsqM X nicht hausdorffsch, aber k(X unionsqM X) ist hausdorffsch
(na¨mlich diskret).
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1.4. Die A-Charakteristik
In diesem Abschnitt werden Ergebnisse von Franklin (3), Arhangelskij/Franklin und
Weddington auf coreflektive Unterkategorien u¨bertragen.
1.4.1 Definition: X ∈ Top, M ⊆ X, α, β Ordinalzahlen. Fu¨r vorgegebenes A ⊆ Top
werden folgende Mengenoperatoren definiert (transfinite Induktion):
M ′ = {x ∈ X/ Existiert ϕ : A→ X stetig mit A ∈ A und x ∈ ϕ(
......................................
ϕ−1M)}
M0 = M
Mα =

(Mβ)′ falls α = β + 1⋃
β<α
Mβ sonst
1.4.2 Definition:
Die kleinste Ordinalzahl α (falls sie existiert), so daß Mα = M¯ fu¨r jedes M ⊆ X gilt,
heißt die A-Charakteristik von X.
Diese Definition ist topologisch invariant.
1.4.3 Satz: X ∈ Top, A ⊆ Top
X ist A-erzeugt ⇐⇒ X besitzt eine A-Charakteristik
Beweis: ”⇒“: Es genu¨gt zu zeigen: Fu¨r jedes M ⊆ X existiert ein α mit M
α = M¯ (dann
existiert na¨mlich zu jedem M ein kleinstes α, von denen kann man dann das Supremum
nehmen).
Fu¨r jede Ordinalzahl β gilt jedenfalls M ⊆Mβ ⊆ M¯ .
Falls Mβ nicht abgeschlossen ist, so existiert wegen X ∈ A˜ ein stetiges ϕ : A → X mit
A ∈ A und ϕ−1(Mβ) nicht abgeschlossen (wegen 1.2.9), also ist
Mβ+1 = (Mβ)′ 6= Mβ
Weil also Mβ+1 −Mβ mindestens einen Punkt entha¨lt, existiert ein α mit Mα abge-
schlossen, also Mα = M¯ .
”⇐“: Sei M ⊆ X und M A-abgeschlossen.
Dann folgt M ′ ⊆M , also Mα ⊆M fu¨r alle Ordinalzahlen α, also auch M¯ ⊆M , d. h. M
abgeschlossen. Mit 1.2.9 folgt die Behauptung.
Der Satz besagt also, daß es nur in A-erzeugten Systemen mo¨glich ist, den Abschluß aller
Teilmengen mit Hilfe von Morphismen von den A ∈ A zu erreichen.
20. 11. 2005
– 28 –
1.4.4 Bemerkung: Im Gegensatz zu den Begriffen ”A-offen“ und ”A-stetig“, die a¨quiva-
lent sind zu ”A˜-offen“ bzw. ”A˜-stetig“ (vgl. 1.2.9 und 1.3.3) ha¨ngt die A-Charakteristik
tatsa¨chlich vom Erzeugendensystem A ab: Trivialerweise hat jeder Raum aus A˜ eine A˜-
Charakteristik ≤ 1.
Die Ra¨ume mit K-Charakteristik ≤ 1 heißen in der Literatur k′-Ra¨ume (vgl. Arhangelskij
(1), (2), Bagley/Weddington, Weddington etc.). Es gibt kompakt-erzeugte Ra¨ume, die
keine k′-Ra¨ume sind (vgl. 1.4.22, 3.2.3 und auch Frolik). Ra¨ume mit K-Charakteristik
> 1 sind jedoch ”sehr selten“ und daher kaum untersucht.
1.4.5 Lemma: X ∈ Top
X hat A-Charakteristik 0 ⇐⇒ X diskret
Beweis: trivial
1.4.6 Lemma: X ∈ Top
X hat A-Charakteristik ≤ 1 ⇐⇒ Zu jedem M ⊆ X und jedem x ∈ M¯ existiert ein
stetiges ϕ : A→ X mit A ∈ A und ϕ−1x ∩
..................................
ϕ−1M 6= ∅
Beweis: trivial
Wegen 1.4.3 ist dies eine Verallgemeinerung von Steenrod 2.1
1.4.7 Lemma: A ∈ Top, X ∈ A˜. Dann gilt:
(i) X indiskret ⇒ X hat A-Charakteristik 1
(ii) X Sierpinski-Raum ⇒ X hat A-Charakteristik 1
Beweis: (i): Sei M ⊆ X, x ∈ M¯ = X,
nach 1.1.11 muß A einen nicht-diskreten Raum A enthalten, sei also B ⊆ A nicht abge-
schlossen und m ∈M .
Dann ist ϕ : A→ X
ϕ(B) = m und ϕ(A−B) = x
stetig, wegen x ∈ ϕ
.........................................
(ϕ−1M) folgt nach 1.4.6 sowie 1.4.5 die Behauptung.
(ii): Annahme: Alle Ra¨ume aus A haben die Eigenschaft: Jede offene Teilmenge ist auch
abgeschlossen.
Mit 1.2.9 folgt dann, daß die A-erzeugten Ra¨ume dieselbe Eigenschaft haben, also ist der
Sierpinski-Raum nicht A-erzeugt, Widerspruch zur Voraussetzung.
Sei also A ∈ A und U ⊆ A offen, aber nicht abgeschlossen.
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Sei X = {x, y} mit {x} offen. Dann ist ϕ : A→ X mit
ϕ(U) = x und ϕ(A− U) = y
stetig, also y ∈ {x}1.
Da X nicht diskret ist (vgl. 1.4.5), folgt die Behauptung.
1.4.7 (i) ist u¨brigens gleichwertig zu der Aussage, daß der bei Herrlich (1) 22.1.3 (c)
definierte ”Limesoperator“ idempotent ist (vgl. Herrlich (1) S. 146–149).
1.4.5 und 1.4.7 sowie die triviale Aussage
X ∈ A˜ und A ⊆ B⇒ A-Charakteristik von X ≥ B-Charakteristik von X
legen die Vermutung nahe, daß die Charakteristik Informationen u¨ber den ”Verband“ der
coreflektiven Unterkategorien von Top (vgl. Herrlich (1), S. 148–152) gibt. Eine mo¨gliche
Vermutung wa¨re z. B.: SindX,Y A-erzeugt und ist die coreflektive Hu¨lle von X in der von
Y enthalten, so ist die A-Charakteristik von X kleiner oder gleich der A-Charakteristik
von Y .
1.4.8 Definition: X ∈ Top, M ⊆ X
M heißt A-vertra¨glich bezu¨glich X ⇐⇒ Fu¨r jedes N ⊆M gilt: Aus ϕ−1N abgeschlossen
in ϕ−1M fu¨r alle stetigen ϕ : A→ X mit A ∈ A
folgt: N ist abgeschlossen in M
Offenbar gilt:
M A-vertra¨glich bezu¨glich M ⇐⇒ M ∈ A˜
Falls keine Verwechslungen entstehen ko¨nnen, wird der Zusatz ”bezu¨glich X“ weggelas-
sen.
Fu¨r hausdorffsches X ist ”M K-vertra¨glich bezu¨glich X“ gleichbedeutend mit der von
Weddington benutzten Ausdrucksweise ”M hat Eigenschaft (k)“.
1.4.9 Satz: X ∈ A˜
X hat A-Chaakteristik ≤ 1 ⇐⇒ Jede Teilmenge von X ist A-vertra¨glich
Beweis: ”⇒“: M ⊆ X gegeben. Sei N ⊆ M und ϕ
−1N abgeschlossen in ϕ−1M fu¨r alle
stetigen ϕ : A→ X mit A ∈ A.
Sei x Ha¨ufungspunkt von N in M , dann ist auch x ∈ N¯ .
Nach 1.4.6 existiert ϕ : A→ X mit
ϕ−1x ∩
................................
ϕ−1N 6= ∅
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Außerdem gilt: ϕ−1x ⊆ ϕ−1M
Nach Voraussetzung ist ϕ−1N abgeschlossen in ϕ−1M , daher folgt
ϕ−1x ∩ ϕ−1N 6= ∅
also x ∈ N , d. h. aber N abgeschlossen in M .
”⇐“: Annahme: X hat A-Charakteristik > 1,
nach 1.4.6 existiert dann M ⊆ X und x ∈ M¯ −M mit: Fu¨r alle ϕ : A→ X ist
ϕ−1x ∩
................................
ϕ−1M = ∅
Dann ist
ϕ−1M =
................................
ϕ−1M ∩ (ϕ−1(M ∪ {x}))
Das bedeutet aber, daß ϕ−1M abgeschlossen ist in
ϕ−1 (M ∪ {x})
Weil M ∪ {x} A-vertra¨glich ist, folgt: M ist abgeschlossen in M ∪ {x}. Dies ist aber ein
Widerspruch zu x ∈ M¯ −M .
1.4.10 Definition: f : X → Y Identifizierung
f heißt erbliche Identifizierung ⇐⇒ Fu¨r jedes M ⊆ Y ist f ...........
....
.
f−1M : f−1M → M eine
Identifizierung
1.4.11 Korollar: X ∈ A˜ (d. h. X ist Quotient eines Raumes aus Asum)
X hat A-Charakteristik ≤ 1 ⇐⇒ Es gibt eine erbliche Identifizierung f : S → X mit
S ∈ Asum
Beweis: ”⇒“: Zu jedem (N,M) ∈ P(X)× P(X) mitN ⊆M wa¨hle ein stetiges fi : Ai → X
(i ∈ I, I geeignetes Indexsystem) mit
f−1i N abgeschlossen in f
−1
i M ⇐⇒ Fu¨r alle stetigen ϕ : A→ X mit A ∈ A ist
ϕ−1N abgeschlossen in ϕ−1M
OBdA sei dann {fi/i ∈ I} ein A-System von X (sonst bildet man gema¨ß 1.2.12 (i) die
Vereinigung mit einem A-System).
Zu zeigen ist, daß (fi)i∈I :
⊕
Ai → X erbliche Identifizierung ist.
Sei M ⊆ X und N ⊆M und (fi)−1i∈IN abgeschlossen in (fi)−1i∈IM .
Also ist f−1i N abgeschlossen in f
−1
i M fu¨r alle i ∈ I.
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Nach Wahl des zu (N,M) geho¨rigen fi gilt also:
ϕ−1N abgeschlossen in ϕ−1M fu¨r alle ϕ : A→ X mit A ∈ A.
Wegen 1.4.9 ist dann aber N abgeschlossen in M , woraus die Behauptung folgt.
”⇐“: Wegen 1.4.9 genu¨gt es zu zeigen: Jede Teilmenge M von N ist A-vertra¨glich.
Sei N ⊆M und ϕ−1N abgeschlossen in ϕ−1M fu¨r die ϕ : A→ X, sei S =
⊕
i∈I
Ai.
Dann ist also f ........
....
....−1
Ai
N abgeschlossen in f ........
....
....−1
Ai
M fu¨r alle i ∈ I,
d. h. f−1N abgeschlossen in f−1M .
Weil f erbliche Identifizierung ist, folgt: N abgeschlossen in M .
1.4.12 Korollar: Sei X bildvertra¨glich bzgl. A, X ∈ A˜
X hat A-Charakteristik ≤ 1 ⇐⇒ Die natu¨rliche Abbildung
⊕
A ⊆ X
A ∈ A
A → X ist erbliche
Identifizierung
Beweis: ”⇐“: folgt sofort aus 1.4.11
”⇒“: Zu jedem Ai ⊆ X mit Ai ∈ A sei fi : Ai → X die Einbettung.
Dann ist {fi/i ∈ I} eine Menge, wie sie im Beweis von 1.4.11 ”⇒“ gebraucht wird:
Sei na¨mlich (N,M) ∈ P(X)× P(X) mit N ⊆ M gegeben, falls ϕ : A′ → X existiert mit
ϕ−1N nicht abgeschlossen in ϕ−1M , so gibt es A′′ ∈ A, ϕA′ ⊆ A′′ ⊆ X und A′′∩N kann
nicht abgeschlossen sein in A′′ ∩M .
Wegen 1.2.25 ist {fi/i ∈ I} auch ein A-System von X.
1.4.13 Lemma: Sei Xi ∈ A˜ fu¨r i ∈ I. Dann gilt:
Die A-Charakteristik der Summe der Xi ist gleich dem Supremum der A-Charakteristiken
der Xi.
Insbesondere ist also die Kategorie der Ra¨ume mit A-Charakteristik α abgeschlossen
unter Summenbildung.
Beweis: Zuna¨chst folgt jedenfalls sofort
A-Charakteristik von
⊕
Xi ≥ A-Charakteristik von Xi fu¨r jedes i ∈ I
Sei nun M ⊆⊕Xi, wegen
M abgeschlossen ⇐⇒ M ∩Xi abgeschlossen in Xi fu¨r alle i ∈ I
folgt die Behauptung.
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1.4.14 Lemma: X ∈ A˜, M ⊆ X
M ∈ A˜⇒M ist A-vertra¨glich bzgl. X
Beweis: folgt aus 1.2.9 (mit ”abgeschlossen“ statt ”offen“), weil sich jedes ϕ : A→M als
ein ϕ : A→ X auffassen la¨ßt.
Die Umkehrung von 1.4.14 gilt jedoch nicht (vgl. 1.4.16).
1.4.15 Korollar: X ∈ A˜
X erblich ⇐⇒ Jede Teilmenge von X hat A-Charakteristik ≤ 1
Beweis: ”⇒“: M ⊆ X gegeben. Sei N ⊆ M beliebig, dann ist auch N ∈ A˜, wegen 1.4.14
ist also N A-vertra¨glich bzgl. M ,
nach 1.4.9 hat dann M A-Charakteristik ≤ 1.
”⇐“: wegen 1.4.3 trivial
Die Aussage ”X ist erblich“ ha¨ngt nur von A˜ ab, die A-Charakteristik ha¨ngt dagegen sehr
wohl vom Erzeugendensystem ab (vgl. 1.4.4), aber — wie dieser Satz zeigt — ”nicht zu
sehr“.
1.4.16 Beispiel: Es gibt Ra¨ume mit A-Charakteristik 1, die nicht erblich sind.
Dazu betrachte man den unter 1.2.14 angegebenen Raum X. X ist vollsta¨ndig regula¨r,
denn:
Ist U offene Umgebung von (0, 0), dann ist f : X → [0, 1] mit f(U) = 0 und
f({U) = 1 von der gesuchten Art.
Ist U offene Umgebung von (n,m) 6= (0, 0), dann definiere f(n,m) = 0 und
f(X − {(n,m)}) = 1
Also ist X Teilraum eines kompakten Raumes K. K hat trivialerweise K-Charakteristik
1, ist aber nicht erblich wegen X /∈ K˜.
Wegen 1.4.9 ist X K-vertra¨glich bzgl. K, also kann man 1.4.14 nicht umkehren.
1.4.17 Lemma:
f, g erbliche Identifizierung ⇒ f ◦ g erbliche Identifizierung
Beweis: trivial
Damit la¨ßt sich nun die Kategorie der Ra¨ume mit A-Charakteristik ≤ 1 analog zu 1.1.10
charakterisieren:
1.4.18 Satz: Die Kategorie A′ der Ra¨ume mit A-Charakteristik ≤ 1 ist die kleinste A
umfassende Kategorie, die unter Summen und erblichen Quotienten abgeschlossen ist.
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Beweis: (i): Wegen 1.4.11 und 1.4.17 haben erbliche Quotienten von Ra¨umen aus A′
wieder A-Charakteristik ≤ 1.
Wegen 1.4.13 ist A′ auch unter Summen abgeschlossen.
(ii): Eine A umfassende Kategorie, die unter Summen und erblichen Quotienten abge-
schlossen ist, muß wegen 1.4.11 auch A′ umfassen.
Analog zu 1.2.19 gilt:
1.4.19 Lemma:
X × Y erblicher A-erzeugter Raum ⇒ X,Y erbliche A-erzeugte Ra¨ume
Beweis: Die Projektionen sind offen, also erbliche Identifizierungen.
Also ist jede Teilmenge von X bzw. Y Quotient einer A-erzeugten Teilmenge von X×Y ,
mit 1.1.7 fertig.
1.4.20 Lemma:
(i) A abgeschlossen-erblich ⇒ A′ abgeschlossen-erblich
(ii) A offen-erblich ⇒ A′ offen-erblich
(iii) A erblich ⇒ A′ erblich
Beweis: (i), (ii), (iii): Der Beweis verla¨uft vo¨llig analog zu 1.2.6 (statt 1.1.7 wird diesmal
1.4.18 zitiert).
1.4.21 Beispiel: Ein wichtiges Beispiel fu¨r eine coreflektive Unterkategorie von Top ist die
Kategorie der folgenbestimmten Ra¨ume (vgl. Franklin (1), (2), (3)). Man kann sie wie
folgt erhalten:
Sei S ein hausdorffscher Raum, dann definiere:
S ∈ S ⇐⇒ Es gibt eine Folge (xn)n∈N in S, die gegen x0 ∈ S konvergiert und es ist
S = {xn/n ∈ N} ∪ {x0}
Dann heißt S˜ die Kategorie der folgenbestimmten Ra¨ume.
Weil jedes S ∈ S kompakt ist, gilt S ⊆ K und also S˜ ⊆ K˜.
Man definiert nun:
X Fre´chet-Raum ⇐⇒ (M ⊆ X und x ∈ M¯ ⇒ Es existiert eine Folge in M , die gegen
x konvergiert)
Dann sind folgende Aussagen a¨quivalent:
(i) X ist Fre´chet-Raum
(ii) X ist erblicher S-erzeugter Raum
(iii) X hat S-Charakteristik ≤ 1.
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Beweis: Wegen 1.4.6 folgt (i)⇐⇒ (iii)
Deshalb hat auch jede Teilmenge von X S-Charakteristik ≤ 1, also folgt (i) ⇒ (ii).
Wegen 1.4.15 ist (ii) ⇒ (iii) nur eine Abschwa¨chung.
Fu¨r die Kategorie der folgenbestimmten Ra¨ume la¨ßt sich also ein Erzeugendensystem
angeben, so daß jeder Raum mit Charakteristik ≤ 1 schon erblich ist.
1.4.22 Bemerkung: Abschließend sollen ohne Beweis Ergebnisse von Arhangelskij/Frank-
lin u¨ber den Wertevorrat der S- und K-Charakteristik zitiert werden:
(i) Die S-Charakteristik ist stets kleiner oder gleich als die erste u¨berabza¨hlbare Ordi-
nalzahl ω1.
(ii) Zu jeder Ordinalzahl α ≤ ω1 existiert ein hausdorffscher Raum Xα mit der Eigen-
schaft:
S-Charakteristik von Xα = K-Charakteristik von Xα = α.
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2. EXPONENTIALKATEGORIEN
2.1 Eigenschaften
2.1.1 Definition: E sei volle Unterkategorie von Top und enthalte den einpunktigen Raum.
E besitze ein Produkt Π, so daß fu¨r den Vergißfunktor V gilt: V (X Π Y ) = X × Y fu¨r
alle X,Y ∈ E.
E heißt Exponentialkategorie ⇐⇒ Fu¨r alle X ∈ E hat der Funktor · Π X : E → E einen
Coadjungierten.
Der folgende Satz ist von Damerow u¨bernommen:
2.1.2 Satz: E sei Exponentialkategorie, X,Y, Z ∈ E. Dann existiert ein bis auf natu¨rliche
Isomorphie eindeutig bestimmter Funktor T : E × E → E mit
(i) V ◦ T = MorE
(ii) Es gibt einen in allen drei Variablen natu¨rlichen Isomorphismus
ϕ : MorE(X Π Y,Z)→MorE(X,T (Y, Z))
T topologisiert die Abbildungsmengen also in kanonischer Weise.
Beweis: nach Voraussetzung gibt es einen in X und Z natu¨rlichen Isomorphismus
ϕ : MorE(X Π Y, Z)→MorE(X,FY (Z))
Setzt man nun fu¨r X den einpunktigen Raum, so ergibt sich, daß man oBdA
MorE(Y, Z) = V ◦ FY (Z)
annehmen kann.
(i) Fu¨r jedes Z ∈ E soll zuna¨chst ein kontravarianter Funktor GZ : E→ E definiert werden,
setze
GZ(Y ) = FY (Z)
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Sei nun f : Y ′ → Y stetig, dann ist
η(f) = ϕ ◦MorE(· Π f, id) ◦ ϕ−1
eine natu¨rliche Transformation
η(f) : Mor(·, FY (Z))→Mor(·, FY ′(Z))
Dann setze
GZ(f) = η(f)(idFY (Z))
Daraus folgt mit dem Yoneda-Lemma:
η(f) = MorE(· , GZ(f))
Man u¨berlegt sich dann leicht, daß GZ ein Funktor ist.
Weiter definiert man: T (Y, Z) = FY (Z) und
T (f, g) = GZ′(f) ◦ FY (g) fu¨r f : Y ′ → Y und g : Z → Z ′
Man kann dann nachrechnen, daß T ein Funktor ist.
(ii) ϕ ist auch in Y natu¨rlich:
Sei f : Y ′ → Y gegeben, dann ist
Mor(idX , T (f, idZ)) = Mor(idX , GZ(f))
= ηX(f)
Nach Definition von η(f) ist dann
Mor(X Π Y, Z)
Mor(id Π f,id)

ϕ // Mor(X,T (Y, Z))
Mor(id,T (f,id))

Mor(X Π Y ′, Z)
ϕ
// Mor(X,T (Y ′, Z))
kommutativ, also ϕ in allen drei Variablen natu¨rlich.
(iii) Sei nun T ′ ein zweiter solcher Funktor mit der natu¨rlichen Isomorphie ϕ′.
Dann ist
ϕ′ ◦ ϕ−1 : Mor(X,T (Y, Z))→Mor(X,T ′(Y, Z))
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eine natu¨rliche Isomorphie. Ihr Bild unter der Yoneda-Abbildung liefert eine natu¨rliche
Isomorphie zwischen T (Y, Z) und T ′(Y, Z).
(iv) Die Funktorgleichung V ◦ T = MorE gilt auch auf Morphismen: Das folgende Dia-
gramm kommutiert:
Mor(∗, T (Y,Z))
Mor(id,T (f,g))

ϕ // Mor(∗ Π Y, Z)
Mor(id Π f,g))

// Mor(Y, Z) = V T (Y, Z)
Mor(f,g)

Mor(∗, T (Y ′, Z ′))
ϕ
// Mor(∗ Π Y ′, Z ′) // Mor(Y ′, Z ′) = V T (Y ′, Z ′)
Weil die waagerechten Abbildungen natu¨rliche Isomorphismen sind, folgt Mor(f, g) =
V T (f, g).
Nachdem die Existenz einer in allen drei Variablen natu¨rlichen Isomorphie gezeigt ist,
kann man nun sogar zeigen:
2.1.3 Satz: E sei Exponentialkategorie. Dann ist
α : MorE(X Π Y, Z)→MorE(X,T (Y,Z))
(f)(x)(y) = f(x, y)
natu¨rliche Isomorphie.
Beweis: Sei f : X Π Y → Z stetig. Weil der einpunktige Raum ∗ in E liegt, besagt 2.1.2
(ii) insbesondere, daß das folgende Diagramm kommutiert:
Mor(X Π Y, Z)

ϕ // Mor(X,T (Y, Z))

Mor({x} Π {y}, Z) ϕ // Mor({x}, T ({y}, Z))
Mor({x} Π {y}, {f(x, y)})
OO
ϕ=α // Mor({x}, T ({y}, {f(x, y)}))
OO
Daraus folgt die Behauptung.
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2.1.4 Lemma: E Exponentialkategorie, X,Y ∈ E
Dann ist die Evaluation ε : T (X,Y ) Π X → Y
ε(f, x) = f(x)
stetig.
Beweis: id : T (X,Y )→ T (X,Y ) ist stetig und es ist ε = α−1(id)
Der folgende Satz rechtfertigt nun die Bezeichnung ”Exponentialkategorie“:
2.1.5 Satz: E Exponentialkategorie, X,Y, Z ∈ E
Dann ist α : T (X Π Y, Z)→ T (X,T (Y, Z))
α(f)(x)(y) = f(x, y)
ein natu¨rlicher Homo¨omorphismus.
Beweis: (i) α ist stetig:
ε : T (X Π Y,Z) Π X Π Y → Z
(f, x, y) 7→ f(x, y) ist stetig nach 2.1.4
Wegen 2.1.3 ist dann auch
T (X Π Y,Z) Π X → T (Y, Z)
(f, x) 7→ f(x, ·)
stetig, erneute Anwendung von 2.1.3 liefert die Stetigkeit von α:
T (X Π Y, Z)→ T (X,T (Y,Z))
f 7→ f(·)(·)
(ii) α−1 ist stetig:
Wegen 2.1.4 ist die folgende Zusammensetzung stetig:
ε ◦ (ε′ Π id) : T (X,T (Y, Z)) Π X Π Y → T (Y, Z) Π Y → Z
(α(f), x, y) 7→ (α(f)(x), y) 7→ f(x, y)
Nach 2.1.3 ist dann auch
T (X,T (Y,Z))→ T (X Π Y,Z)
α(f) 7→ ((x, y) 7→ f(x, y))
stetig. Dies ist aber α−1.
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2.1.6 Satz: E Exponentialkategorie, X ∈ E. Dann gilt:
(i) T (X, ·) : E → E erha¨lt Limites
(ii) · Π X : E → E erha¨lt Colimites
(iii) T (·, X) : Ed → E erha¨lt Limites (Ed ist die duale Kategorie)
Beweis: (i) und (ii): wegen 2.1.5 klar
(iii): Sei X,Y, Z ∈ E, sei s : Z Π Y → Y Π Z der naheliegende Homo¨omorphismus.
Dann ist die folgende Zusammensetzung
MorE(Z, T (Y,X))
α−1 // MorE(Z Π Y,X)
Mor
E
(s,id)
// Mor(Y Π Z,X)
α

Mor(Y, T (Z,X))
ein natu¨rlicher Isomorphismus, dann gibt es auch einen natu¨rlichen Isomorphismus
Mor
Ed
(T (Y,X), Z)→MorE(Y, T (Z,X))
d. h. aber der kovariante Funktor T ( · , X) : Ed → E hat einen Adjungierten. Daraus folgt
die Behauptung.
2.1.7 Korollar: E Exponentialkategorie, f : X → X ′ und g : Y → Y ′ seien Identifizierun-
gen. Dann ist auch f Π g : X Π Y → X ′ Π Y ′ Identifizierung.
Beweis: Nach 2.1.6 (ii) sind f Π idY und idX′ Π g Identifizierungen, also auch die Zu-
sammensetzung.
2.1.8 Korollar: E Exponentialkategorie, X,Y, Z ∈ E
T (X,Y Π Z) = T (X,Y ) Π T (X,Z)
Beweis: folgt aus 2.1.6 (i)
2.1.9 Satz: E Exponentialkategorie, X,Y, Z ∈ E
Die Verknu¨pfung von Abbildungen
◦ : T (Y, Z) Π T (X,Y )→ T (X,Z)
(g, f) 7→ g ◦ f
ist stetig.
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Beweis: Wegen 2.1.4 ist
T (Y,Z) Π T (X,Y ) Π X
id Π ε
// T (Y, Z) Π Y
ε′
// Z
stetig, wegen 2.1.5 ist dann auch
α(ε′ ◦ (id Π ε)) : T (Y, Z) Π T (X,Y )→ T (X,Z)
stetig und es ist
α(ε′ ◦ (id Π ε))(g, f) = g ◦ f
Fu¨r weitere Aussagen beno¨tigt man mehr Informationen u¨ber E. Im folgenden Abschnitt
wird nun eine spezielle Klasse von Exponentialkategorien angegeben.
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2.2. Konstruktion von coreflektiven Exponentialkategorien
2.2.1 Bezeichnungsweisen: Fu¨r X,Y ∈ Top bezeichne Stet(X,Y ) die Menge der ste-
tigen Abbildungen von X nach Y , versehen mit einer Topologie (nicht notwendig der
quasikompakt-offenen).
B bezeichne dann die volle Unterkategorie derjenigen Objekte B ∈ Top, fu¨r die fu¨r alle
X,Y ∈ Top ein natu¨rlicher Homo¨omorphismus α : Stet(X×B, Y )→ Stet(X,Stet(B, Y ))
existiert. (B ha¨ngt also offenbar von der vorgegebenen Funktionenraumtopologie ab).
2.2.2 Lemma: B ist abgeschlossen unter der Bildung endlicher topologischer Produkte.
Beweis: ergibt sich aus
Stet(X ×B ×B′, Y ) // Stet(X ×B,Stet(B′, Y ))

Stet(X,Stet(B,Stet(B′, Y )))

Stet(X,Stet(B ×B′, Y ))
Der folgende Satz verscha¨rft ein Ergebnis von Damerow (vgl. auch Vogt):
2.2.3 Satz: A sei volle Unterkategorie von B und A sei abgeschlossen unter endlichen
Produkten in Top. Dann gilt:
(i) X ×B = X Π B fu¨r alle X ∈ A˜, B ∈ A˜ ∩ B
(ii) A˜ ist Exponentialkategorie
(iii) C Stet(Y,Z) = T (Y,Z) fu¨r Y, Z ∈ A˜
Beweis: (i): Nach 1.2.16 existieren A-Systeme M, N fu¨r X,B, so daß
C(X ×B) = lim→
M
lim→
N
(Ai ×A′j)
Nach 1.2.10 gilt:
X ×B = (lim→
M
Ai)×B
20. 11. 2005
– 42 –
Wegen B ∈ B folgt:
= lim→
M
(Ai ×B)
Erneute Anwendung von 1.2.10 liefert:
= lim→
M
(Ai × lim→
N
A′j)
Wegen A ⊆ B folgt:
= lim→ lim→ (Ai ×A
′
j)
= C(X × Y )
= X Π B
(ii): Seien X,Y, Z ∈ A˜. Nach 1.2.16 existieren A-Systeme M = {ϕj/ϕj : A′j → X, j ∈ J}
und N = {ψi/ψi : Ai → Y, i ∈ I} von X bzw. Y , so daß
X Π Y = lim→
M
lim→
N
(A′j ×Ai)
Nach 1.1.1 existiert eine natu¨rliche Bijektion
Mor˜A
(X Π Y, Z) ' Stet(lim→ lim→ (A
′
j ×Ai), Z)
Wegen A ⊆ B folgt weiter
' Stet(lim→
N
(lim→
M
A′j ×Ai), Z)
' lim← Stet(X ×Ai, Z)
Mit A ⊆ B ergibt sich
' lim← Stet(X.Stet(Ai, Z))
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' Stet(X, lim←
N
Stet(Ai, Z))
Aus 1.1.2 folgt schließlich
'Mor˜A(X,C lim← Stet(Ai, Z))
Nach der Definition der Exponentialkategorie ergibt sich daraus die Behauptung.
(iii): Sei A ∈ A. Wegen A ⊆ B und 1.1.2 ist
Mor˜A
(X ×A,Z) // Mor˜A(X, C Stet(A,Z))
Adjunktionsisomorphismus, wegen 2.2.3 (i) ist X×A = X Π A, mit 2.1.2 (Eindeutigkeit)
ergibt sich daher
T (A,Z) = C Stet(A,Z)
Der Beweis von (ii) zeigt, daß
T (Y,Z) = C lim← Stet(Ai, Z)
Mit 1.1.5 (ii) folgt
= C lim← C Stet(Ai, Z)
Aus 2.1.6 (iii) ergibt sich schließlich
= C Stet(lim→ Ai, Z)
= C Stet(Y, Z)
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2.3 ”Day-Kelley“-Ra¨ume
Dieser Abschnitt stu¨tzt sich auf eine Arbeit von B. J. Day und G. M. Kelley. Die Autoren
topologisieren die Menge der offenen Mengen eines Raumes und formulieren mit Hilfe
dieser Topologie Aussagen u¨ber den urspru¨nglichen Raum.
2.3.1 Definition: Sei (Z, Z) ein topologischer Raum. In der Potenzmenge P(Z) wird eine
Teilmenge H ausgezeichnet:
H ∈ H ⇐⇒ (1) V,W ∈ Z mit V ⊆W und V ∈ H ⇒W ∈ H
und
(2) Vi ∈ Z fu¨r i ∈ I und
⋃
i∈I
Vi ∈ H ⇒ Es existieren endlich viele Indizes
i1 . . . in mit
n⋃
k=1
Vik ∈ H
2.3.2 Lemma: (Z, H) ist ein topologischer Raum
Beweis: (i) ∅ ∈ H trivial
(ii): Z ∈ H trivial
(iii): beliebige Vereinigungen: Seien Hλ ∈ H fu¨r λ ∈ Λ
(1) Sei V ∈ ⋃Hλ und sei W ∈ Z mit V ⊆W .
Dann ist V ∈ Hλ1 , also W ∈ Hλ1 , also W ∈
⋃
Hλ
(2) Seien Vi ∈ Z und
⋃
Vi ∈
⋃
Hλ
also
⋃
Vi ∈ Hλ1 , also
n⋃
k=1
Vik ∈ Hλ1
also
n⋃
k=1
Vik ∈
⋃
Hλ
(iv) endliche Durchschnitte: Seien Hµ ∈ H fu¨r 1 ≤ µ ≤ m.
(1) Sei V ∈ ⋂Hµ und V ⊆W .
Dann folgt W ∈ ⋂Hµ
(2)
⋃
Vi ∈
⋂
Hµ ⇒
⋃
Vi ∈ Hµ fu¨r 1 ≤ µ ≤ m,
⇒
nµ⋃
kµ=1
Vikµ ∈ Hµ fu¨r 1 ≤ µ ≤ m,
⇒
m⋃
µ=1
nµ⋃
kµ=1
Vikµ ⊇
nµ⋃
kµ=1
Vikµ fu¨r 1 ≤ µ ≤ m,
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Wegen (1) folgt daher
m⋃
µ=1
nµ⋃
kµ=1
Vikµ ∈ Hµ fu¨r 1 ≤ µ ≤ m
also liegt diese Menge auch im Durchschnitt der Hµ.
2.3.3 Definition: Z ∈ Top
Z heißt ”Day-Kelley“-Raum (DK-Raum) ⇐⇒ Fu¨r alle Identifizierungen f : X → Y ist
f×id : X×Z → Y ×Z eine Identifizierung.
2.3.4 Satz: Z ∈ Top
Z DK-Raum ⇐⇒ Zu jedem z ∈ Z und jeder offenen Umgebung W von z existiert
H ∈ H mit W ∈ H, so daß
⋂
V ∈H
V Umgebung von z in Z.
Beweis: s. Day/Kelley
2.3.5 Definition: Z ∈ Top
Z heißt lokal-quasikompakt ⇐⇒ Jeder Punkt in Z besitzt eine Umgebungsbasis aus
quasikompakten Mengen.
Z heißt regula¨r ⇐⇒ Jeder Punkt besitzt eine Umgebungsbasis aus abgeschlossenen
Mengen.
2.3.6 Satz:
(i) Z lokal-quasikompakt ⇒ Z DK-Raum
(ii) Z regula¨rer DK-Raum ⇒ Z lokal-quasikompakt
(iii) Z hausdorffscher DK-Raum ⇒ Z lokalkompakt
Beweis: Der Beweis erfolgt jeweils mit 2.3.4
(i) z ∈ Z, W offene Umgebung von z, gegeben.
Dann existiert eine quasikompakte Umgebung Q von z mit Q ⊆W .
Setze M = {V ∈ Z / Q ⊆ V }
Dann ist H ∈ H, W ∈ H und
⋂
V ∈H
V ist Umgebung von z.
(ii): z,W gegeben. Dann gibt es H ∈ H mit W ∈ H, so daß
⋂
V ∈H
V Umgebung von z ist.
Weil Z regula¨r ist, umfaßt
⋂
V eine abgeschlossene Umgebung A.
Wegen A ⊆W genu¨gt es zu zeigen, daß A quasikompakt.
Sei (Ui)i∈I offene U¨berdeckung von A.
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Dann ist (Ui) zusammen mit W ∩ {A offene U¨berdeckung von W .
Wegen W ∈ H folgt aus 2.3.1
(W ∩ {A) ∪
⋃
i∈I
Ui ∈ H
Dann liegt schon eine endliche Vereinigung in H, bei der W ∩{A eventuell nicht auftritt;
2.3.1 (i) folgt aber
(W ∩ {A) ∪
n⋃
k=1
Uik ∈ H
Weil A im Durchschnitt aller Elemente aus H enthalten ist, ergibt sich nun
A ⊆
n⋃
k=1
Uik
(iii): Wegen (ii) genu¨gt es zu zeigen, daß Z regula¨r ist.
Sei z,W gegeben. Dazu gibt es H ∈ H gema¨ß 2.3.4
Dann genu¨gt es zu zeigen, daß
....................⋂
V ∈H
V ⊆W
Sei nun x ∈ Z −W . Z hausdorffsch, also existieren zu jedem w ∈W offene Umgebungen
Uw von w und Ow von x mit Uw ∩Ow = ∅.
Wegen
⋃
w∈W
Uw ⊇W und W ∈ H folgt, daß
n⋃
k=1
Uwk ∈ H
gilt. Also folgt
⋂
V ∈H
V ⊆
n⋃
k=1
Uwk
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Wegen x ∈
n⋂
k=1
Owk und
n⋂
k=1
Owk ∩
n⋃
k=1
Uwk = ∅ folgt nun
x /∈
....................⋂
V ∈H
V
Daraus ergibt sich die Behauptung.
Aus den bisher referierten Ergebnissen von Day/Kelley folgt nun unmittelbar eine scha¨r-
fere Bestimmung der Kategorie B (vgl. 2.2.1) als es mit den Ergebnissen von Fox (Theo-
rem 3) bzw. Arens (vgl. auch Dugundji S. 260) mo¨glich ist (na¨mlich: Jeder vollsta¨ndig
regula¨re Raum aus B ist schon lokalkompakt).
2.3.7 Satz:
(i) X ∈ B → X DK-Raum
(ii) X ∈ B, hausdorffsch ⇒ X lokalkompakt
(iii) X ∈ B, X regula¨r ⇒ X lokal-quasikompakt
Beweis: (i): Der Funktor · ×X hat einen Coadjungierten
(ii) und (iii): wegen 2.3.6 trivial
2.3.8 Bemerkung: Die Untersuchungen von Arens/Dugundji (Theorem 4.21) sowie Garcia
((1), Theorem 3.14 und Korollar 3.8) haben ergeben, daß unter den set-open-Topologien
diejenigen Topologien eine ausgezeichnete Rolle spielen, bei denen alle ”sets“ quasi-
kompakt sind. Man kann nun diese Ergebnisse unpra¨zise, aber plausibel erga¨nzen: Ob-
wohl 2.3.6 keine ”genau-dann“-Aussage macht, ist kein DK-Raum bekannt, der nicht
schon lokal-quasikompakt ist (vgl. Day/Kelley). Fu¨r die lokal-quasikompakten Ra¨ume
gilt das Exponentialgesetz in Top bekanntlich schon dann, wenn die Funktionenra¨ume
die quasikompakt-offene Topologie tragen. Satz 2.3.7 zeigt also, daß es keine oder doch
nur eine ”geringe“ Verkleinerung der Kategorie B bedeutet, wenn man in Top die Funk-
tionenra¨ume mit der quasikompakt-offenen Topologie versieht. Dies relativiert in gewisser
Weise Ergebnisse von Noble (2) u¨ber ”Graphentopologien“.
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2.4. Exponentialkategorien im ”Verband“ der coreflektiven Unterkategorien von Top
2.4.1 Satz: Stet(X,Y ) trage die quasikompakt-offene Topologie. Dann sind die folgen-
den coreflektiven Unterkategorien von Top Exponentialkategorien mit C Stet(X,Y ) als
Funktionenraumtopologie:
(i) Die diskreten Ra¨ume
(ii) Die indiskret-erzeugten Ra¨ume
(iii) Die endlich-erzeugten Ra¨ume
(iv) Die folgenbestimmten Ra¨ume
(v) Die bogenzusammenha¨ngend-kompakt - erzeugten Ra¨ume
(vi) Die zusammenha¨ngend-kompakt - erzeugten Ra¨ume
(vii) Die kompakt-erzeugten Ra¨ume
(viii) Die quasikompakt-regula¨r - erzeugten Ra¨ume
(ix) Die lokalquasikompakt-erzeugten Ra¨ume
(x) Die Kategorie B˜
Es gelten folgende Inklusionsbeziehungen:
(i) ⊆ (ii) ⊆ (iii) ⊆ (v) ⊆ (vi)
(iv)
⊆ (vii) ⊆ (viii) ⊆ (ix) ⊆ (x)
Beweis: Der Beweis beruht jeweils auf 2.2.3
(i): A = {∗} ist Erzeugendensystem (vgl. 1.1.11)
(ii), (iii), (v), (vi), (vii), (viii), (ix): Im Namen ist jeweils schon ein Erzeugendensystem
angegeben, das unter endlichen topologischen Produkten abgeschlossen ist.
Ferner entha¨lt jedes dieser Erzeugendensysteme nur lokalquasikompakte Ra¨ume, diese
liegen aber nach Arens/Dugundji (4.2.1 zusammen mit 4.7) in B.
(iv): Wa¨hle fu¨r A alle endlichen cartesischen Produkte von Ra¨umen aus S (vgl. 1.4.21).
Dann sind die Objekte aus A kompakt, also A ⊆ B.
Jedes Objekt aus A ist Fre´chet-Raum, also S-erzeugt. Dann ist A auch ein Erzeugenden-
system von S˜.
(x) wegen 2.2.2 klar
Die angegebenen Inklusionen ergeben sich teils aus Herrlich (1) (S. 148–152) bzw. sind
großenteils trivial, weil offensichtliche Inklusionen zwischen den Erzeugendensystemen
vorliegen.
Daß die unter (vii) und (viii) angegebenen Kategorien u¨bereinstimmen, wird unter 3.3
gezeigt.
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2.4.2 Satz: C, D seien coreflektive Unterkategorien von Top mit Coreflexionsfunktoren
C,D. D sei Exponentialkategorie mit Funktionenraumfunktor TD( · , · , · ). Dann gilt:
C(X × Y ) = D(X × Y ) fu¨r alle X,Y ∈ C ⇐⇒ (i) C ⊆ D
und (ii) C Exponentialkategorie
und (iii) TC = CTD
Beweis: ”⇒“: Sei X ∈ C, dann folgt
C(X × ∗) = D(X × ∗)
also X = DX, d. h. aber C ⊆ D.
Seien nun X,Y, Z ∈ C, dann gilt:
MorC(C(X × Y ), Z) = MorD(D(X × Y ), Z) 'MorD(X,TD(Y, Z))
'MorC(X,CTD(Y, Z))
also ist C Exponentialkategorie.
Wegen der Eindeutigkeit (Satz 2.1.2) folgt TC = CTD.
”⇐“: Seien X,Y, Z ∈ C. Dann gilt:
MorC(C(X × Y ), Z) 'MorC(X,TC(Y, Z))
'MorC(X,CTD(Y, Z))
'MorD(X,TD(Y,Z)) (wegen 1.1.1 und 1.1.3)
'MorD(D(X × Y ), Z)
Setze Z = C(X × Y ), dann ist id : D(X × Y ) → C(X × Y ) stetig, aber C(X × Y ) hat
wegen C ⊆ D feinere Topologie als D(X × Y ) (wegen 1.2.9), also folgt die Behauptung.
2.4.3 Bemerkung: Dieser Satz la¨ßt nun merkwu¨rdige (wegen 1.2.20) Folgerungen zu, wie
beispielsweise:
Wenn das cartesische Produkt zweier folgenbestimmter Ra¨ume kompakt-erzeugt ist, so
ist es schon folgenbestimmt. (Beweis folgt unmittelbar aus 2.4.1 und 2.4.2).
Weiterhin lassen sich mit 2.4.2 gewisse Aussagen u¨ber die Gro¨ße von coreflektiven Ex-
ponentialkategorien mit ”scho¨ner“ Funktionenraumtopologie machen. Aus 2.4.2 folgt
na¨mlich unmittelbar z. B.:
Sei C coreflektive Exponentialkategorie mit C Stet als Funktionenraumtopologie, X,Y ∈
C, X × Y /∈ C. Dann gibt es keine coreflektive Exponentialkategorie D mit X × Y ∈ D
und DStet als Funktionenraumtopologie.
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Eine bessere Schranke fu¨r die Gro¨ße einer coreflektven Exponentialkategorie la¨ßt sich wie
folgt angeben:
2.4.4 Satz: Es gibt keine coreflektive Exponentialkategorie, die alle quasikompakten Ra¨u-
me umfaßt.
Beweis: Betrachte die Ein-Punkt-Kompaktifizierung K von N× [0, 1] (N diskret) und die
Ein-Punkt-Kompaktifizierung Q∗ der rationalen Zahlen Q.
N × [0, 1] ist lokalkompakt; wie schon in 1.2.20 bemerkt, ist Q kompakt-erzeugt. Nach
2.2.3. (i) ist dann N× [0, 1]×Q kompakt-erzeugt.
In K werde N×{0} zu einem Punkt identifiziert (die Identifizierung heiße p). Angenom-
men,
p× id : K ×Q∗ → K
....
....
....
....
....
..
N× {0} ×Q
∗
ist ebenfalls Identifizierung. Dann ist auch die Einschra¨nkung auf ein offenes Urbild
p× id
....
....
....
....
.
N×[0,1]×Q : N× [0, 1]×Q→ N× [0, 1]
....
....
....
....
....
..
N× {0} ×Q
eine Identifizierung. Wegen 1.1.7 ist mit N × [0, 1] × Q auch N× [0, 1]
....
....
....
....
....
..
N× {0} × Q
kompakt-erzeugt. Aber dies ist ein Widerspruch zu 1.2.20. Also ist p× id keine Identifi-
zierung.
Angenommen, es gibt eine coreflektive Exponentialkategorie C mit Coreflexionsfunktor
C, die alle quasikompakten Ra¨ume umfaßt. Insbesondere gilt dann
C(K ×Q∗) = K ×Q∗
C
(
K
....
....
....
....
....
..
N× {0} ×Q
∗
)
= K
....
....
....
....
....
..
N× {0} ×Q
∗
Aber dann ist C(p× id) = p× id im Widerspruch zu 2.1.7 keine Identifizierung.
Wegen 2.2.3 besagt dieser Satz also insbesondere, daß nicht alle quasikompakten Ra¨ume
in B liegen.
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Mit K
....
....
....
....
....
..
N× {0} × Q∗ ist gleichzeitig ein quasikompakter Raum angegeben, der nicht
kompakt-erzeugt ist (denn sonst mu¨ßte der offene Unterraum
N× [0, 1]
....
....
....
....
....
..
N× {0} ×Q
wegen 3.1.6 auch kompakt-erzeugt sein). Damit wird eine Frage beantwortet, die Herr-
lich auf der Topologie-Konferenz in Pittsburgh 1970 stellte (vgl. Herrlich: Categorical
Topology, in: General Topology and its Applications, vol. 1, No. 1, April 1971, S. 13).
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2.5 Ergebnisse in Top
Mit Hilfe der Quotientendarstellung fu¨r die Objekte der coreflektiven Hu¨lle (1.2.2) la¨t sich
ein recht allgemeiner Satz von Michael (3) ohne die Voraussetzung ”hausdorffsch“ aus-
sprechen (Michael verwendet ”kompakt-erzeugt“ im Sinne von ”quasikompakt-erzeugt“).
2.5.1 Satz: X1 und Y1 × Y2 seien kompakt-erzeugt, X2 ∈ Top, fi : Xi → Yi Identifizie-
rungen fu¨r i = 1, 2. Dann ist auch f1 × f2 : X1 × X2 → Y1 × Y2 Identifizierung. (Statt
”kompakt-erzeugt“ wu¨rde es genu¨gen zu verlangen: ”aus der coreflektiven Hu¨lle von B“).
Beweis: Wegen 1.2.2 existiert ein lokalkompaktes L und eine Identifizierung g : L→ X1.
Dann kommutiert das folgende Diagramm:
L× Y2
f1g×id
&&LL
LLL
LLL
LL
L×X2
id×f2
88rrrrrrrrrr
g×id &&LL
LLL
LLL
LL
Y1 × Y2
X1 ×X2
f1×f2
88rrrrrrrrrr
Wegen 1.2.19 ist Y2 kompakt-erzeugt, wegen 2.2.3 (i) ist dann auch L × Y2 kompakt-
erzeugt. Mit 2.4.1 (vii) und 2.1.7 ergibt sich weiter, daß f1g × id Identifizierung ist.
Weil L lokalkompakt ist, ist auch id× f2 Identifizierung. Also ist auch (f1 × f2)(g × id)
Identifizierung.
Dann ist aber auch f1 × f2 eine Identifizierung.
Michael hat fu¨r diesen Satz zwei Beispiele angegeben, fu¨r die die Voraussetzungen des
Satzes erfu¨llt sind, wie man sich leicht u¨berlegt:
(i) X1 kompakt-erzeugt, Y2 lokalkompakt
(ii) X1, Y1, Y2 erfu¨llen das erste Abza¨hlbarkeitsaxiom
2.5.2 Satz: A wie in 2.2.3, X,Y, Z ∈ Top. Dann gilt:
α : Stet(C(X × Y ), Z)→ Stet(CX,Stet(CY,Z))
α(f)(x)(y) = f(x, y)
ist Homo¨omorphismus.
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Beweis: 2.2.3 besagt in Verbindung mit 2.1.3, daß
α : Stet(C(X × Y ), CZ)→ Stet(CX,CStet(CY,CZ))
bijektiv ist. Nach Definition der Coreflexion ist dann auch
α : Stet(C(X × Y ), Z)→ Stet(CX,Stet(CY,Z))
bijektiv. Wie in 2.1.4 und 2.1.5 folgt dann die Behauptung.
Die folgenden beiden Sa¨tze werden in Top ausgesprochen, obwohl man sie natu¨rlich auch
als Sa¨tze in A˜ interpretieren kann (nach Anwendung des Coreflektionsfunktors auf alle
nicht in A˜ gelegenen Ra¨ume).
2.5.3 Satz: A wie in 2.2.3, das Einheitsintervall I liege in A˜, X ∈ A˜. Dann gilt:
(i) Das Homotopiekonzept in A˜ ist dasselbe wie in Top.
(ii) Die Homotopieklassen stetiger Abbildungen von X nach Y sind die Bogenkomponen-
ten von Stet(X,Y ).
Beweis: (i): nach 2.2.3 (i) ist X Π I = X × I fu¨r alle X ∈ A˜.
(ii): Seien f, g : X → Y stetig
f homotop zu g ⇐⇒ Es existiert eine Homotopie λ : I ×X → Y mit λ( · , 0) = f und
λ( · , 1) = g
Wegen 2.5.2 und C(I ×X) = I ×X folgt
⇐⇒ α(λ) : I → Stet(X,Y ) stetig und α(λ)(0) = f und α(λ)(1) = g
Wie man sieht, hat dieser Satz also zuna¨chst nichts mit der quasikompakt-offenen Topo-
logie zu tun (dazu vgl. Dugundji S. 319–320).
2.5.4 Satz: A wie in 2.2.3, I ∈ A˜, X,Y, Z ∈ Top, die Funktionenra¨ume in Top seien mit
der quasikompakt-offenen Topologie versehen. Dann gilt:
(i) Sei X ∈ A˜. Der Funktor Stet( · , Z) fu¨hrt homotope Abbildungen von X in Y wieder
in homotope u¨ber.
(ii) Sei Z ∈ A˜. Der Funktor Stet(Z, · ) fu¨hrt homotope Abbildungen von X in Y wieder
in homotope u¨ber.
Beweis: f, g : X → Y seien stetig, λ sei Homotopie zwischen f und g.
(i): Mit λ ist auch
Stet(λ,Z) : Stet(Y, Z)→ Stet(I ×X,Z) stetig (vgl. Dugundji S. 259).
20. 11. 2005
– 54 –
Seien
α : Stet(I ×X,Z)→ Stet(I, Stet(X,Z)
α′ : Stet(Stet(Y,Z)× I, Stet(X,Z))→ Stet(Stet(Y, Z), Stet(I, Stet(X,Z)))
die wegen 2.5.2 bzw. des bekannten Satzes u¨ber lokalkompakte Ra¨ume existierenden
Homo¨omorphismen.
Sei h ∈ Stet(Y,Z), t ∈ I. Es ist
Stet(λ,Z)(h) = h ◦ λ
α ◦ (Stet(λ,Z))(h) = hλ( · )( · )
α′−1(α ◦ Stet(λ,Z))(h, t) = hλ(t)( · )
Diese Abbildung vermittelt also eine Homotopie zwischen Stetf, Z) und Stet(g, Z).
(ii): I lokalkompakt, also ist
α(λ) : X → Stet(I, Y ) stetig
dann ist auch
Stet(Z,α(λ)) : Stet(Z,X)→ Stet(Z, Stet(I, Y ))
stetig.
Man setzt nun Stet(Z,α(λ)) mit den folgenden Homo¨omorphismen zusammen:
Stet(Z, Stet(I, Y )) // Stet(Z × I, Y ) // Stet(I × Z, Y )
(wegen 2.5.2)

Stet(I, Stet(Z, Y ))
Weil I lokalkompakt ist, erha¨lt man nun schließlich eine stetige Abbildung
Stet(Z,X)× I → Stet(Z, Y ), die die gesuchte Homotopie vermittelt.
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3. DIE KATEGORIE DER KOMPAKT-ERZEUGTEN RA¨UME
3.1 Eigenschaften
Mit dem folgenden Lemma werden zwei wichtige Klassen topologischer Ra¨ume angege-
ben, die wegen 1.4.3 kompakt-erzeugt sind. Eine weitere wichtige Klasse wird in 3.2.5 (i)
angegeben.
3.1.1 Lemma: X ∈ Top, M ⊆ X
(i) X lokalkompakt ⇒ X hat K-Charakteristik ≤ 1
(ii) X Fre´chet-Raum ⇒ M hat K-Charakteristik ≤ 1
Beweis: Sei M ⊆ X und x ∈ M¯ .
(i): Sei K kompakte Umgebung von x. Sei V beliebige Umgebung x, dann ist auch V ∩K
Umgebung, also V ∩K ∩M 6= ∅, d. h. aber x ∈ .....................................K ∩M . Mit 1.4.6 folgt die Behauptung
(man nehme die Einbettung von K in X).
(ii): Weil jeder Teilraum von X wieder Fre´chet-Raum ist, genu¨gt es die Behauptung fu¨r
X selber zu zeigen.
Es existiert also eine gegen x konvergente Folge (xn) mit xn ∈M .
Die Menge {xn/n ∈ N} erhalte diskrete Topologie, K sei ihre Ein-Punkt-Kompaktifizie-
rung. Dann ist die Injektion j : K → X stetig, mit 1.4.6 folgt die Behauptung.
3.1.2 Satz: X kompakt-erzeugt
(i) X Fre´chet-Raum ⇒ X erblich
(ii) X hausdorffsch und erblich ⇒ X Fre´chet-Raum
Beweis: (i): folgt sofort aus 3.1.1 (ii) und 1.4.15
(ii): s. Arhangelskij (3)
Der von Arhangelskij angegebene Beweis macht wesentlich von der Voraussetzung ”haus-
dorffsch“ Gebrauch.
Wegen 1.4.21 hat also die Kategorie der hausdorffschen folgenbestimmten Ra¨ume diesel-
ben erblichen Ra¨ume wie die Kategorie der hausdorffschen kompakt-erzeugten.
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3.1.3 Lemma: X hausdorffsch
(i) X und kX haben dieselben kompakten Teilmengen
(ii) X kompakt-erzeugt ⇐⇒ X tra¨gt die schwache Topologie bzgl. seiner kompakten
Teilmengen
Beweis: (i): Wegen 1.2.22 haben die kompakten Teilmengen von X in kX dieselbe
Topologie. Andererseits kann kX auch nicht mehr kompakte Teilmengen haben, denn
id : kX → X ist stetig.
(ii) ”⇒“: wegen 1.2.25 und 1.2.23
”⇐“: wegen 1.2.21
3.1.4 Bemerkung: Die in dieser Arbeit gewa¨hlte Definition von ”kompakt-erzeugt“ er-
laubt es nicht, diesen Satz ohne die Voraussetzung ”hausdorffsch“ auszusprechen. Diesen
”Preis“ muß man fu¨r das Exponentialgesetz bzw. etwa 2.5.1 zahlen.
Trivialerweise ist jeder kompakt-erzeugte Raum quasikompakt-erzeugt, tra¨gt folglich we-
gen 1.2.25 und 1.2.23 die schwache Topologie bezu¨glich seiner quasikompakten Teilmen-
gen, aber die kompakt-erzeugten sind durch diese Eigenschaft nicht charakterisiert. Ein
Beispiel fu¨r einen Raum mit schwacher Topologie bezu¨glich seiner quasikompakten Teil-
mengen, der aber nicht kompakt-erzeugt ist, wurde schon unter 2.4.4 angegeben. (Weitere
Beispiele sind leicht zu konstruieren durch Ein-Punkt-Kompaktifizierungen: Beispiels-
weise ist die Ein-Punkt-Kompaktifizierung des unter 1.2.14 angegebenen Raumes qua-
sikompakt, aber nicht kompakt-erzeugt wegen 3.1.16 (i)). Gleichzeitig zeigen diese Bei-
spiele, daß quasikompakte Teilmengen (im Unterschied zu 3.1.13 (i)) unter dem Funktor
k sehr wohl ihre Topologie a¨ndern ko¨nnen. Die ”richtige“ Verallgemeinerung der fu¨r haus-
dorffsche Ra¨ume geltenden Aussage ”kompakte Teilmengen behalten ihre Topologie“ ist
also durch 1.2.22 gegeben.
3.1.5 Lemma: X ∈ Top
Die Identita¨t von kX nach X induziert Isomorphismen auf den Homotopie-Gruppen
sowie den singula¨ren Homologie- und Kohomologie-Gruppen.
Beweis: Abgeschlossene Zellen sind kompakt, mit 1.1.3 folgt die Behauptung.
3.1.6 Lemma: X kompakt-erzeugt, U ⊆ X offen, A ⊆ X abgeschlossen. Dann gilt:
(i) U ist kompakt-erzeugt
(ii) A ist kompakt-erzeugt
(iii) Wenn X K-Charakteristik ≤ 1 hat, dann ist auch U ∩A kompakt-erzeugt
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Beweis: (i), (ii): Die Kategorie der lokalkompakten ist offen-erblich und abgeschlossen-
erblich. Wegen 1.2.21 bilden die lokalkompakten ein Erzeugendensystem fu¨r K˜, mit 1.2.6
folgt die Behauptung.
(iii): Wegen 1.4.11 gibt es eine erbliche Identifizierung f : L → X mit L lokalkompakt.
Dann ist f−1(U ∩A) = f−1U ∩ f−1A ebenfalls lokalkompakt und
f
....
....
....
....
...
f−1(U∩A) : f−1(U ∩A)→ U ∩A
ist Identifizierung. Aus 1.1.7 folgt die Behauptung.
Wenngleich also die Ra¨ume mit K-Charakteristik ≤ 1 nicht unbedingt erblich sind (im
Gegensatz zu 1.4.21), so erlauben sie doch immerhin etwas weitergehende Aussagen u¨ber
Unterra¨ume.
3.1.7 Lemma: Es sind a¨quivalent:
(i) X ist kompakt-erzeugt
(ii) Es gibt eine Identifizierung g : L→ X mit L lokalkompakt und parakompakt
(iii) X ist Quotient eines lokalkompakten Raumes
Beweis: (i) ⇒ (ii): wegen 1.2.2 klar
(ii) ⇒ (iii): trivial
(iii) ⇒ (i): wegen 1.2.21 und 1.1.7 klar
3.1.8 Definition: f : X → Y stetig
f heißt compact-covering ⇐⇒ Fu¨r jedes quasikompakteQ ⊆ Y existiert quasikompaktes
Q′ ⊆ X mit f(Q′) = Q
3.1.9 Zusatz:
(i) Ist X hausdorffsch, so kann man g in 3.1.7 (ii) als compact-covering wa¨hlen
(ii) Ist g in 3.1.7 (ii) abgeschlossen, so ist g compact-covering
Beweis: (i): ergibt sich aus 1.2.25, 1.2.23 (i)⇐⇒ (ii) und 3.1.3 (i)
(ii): dies ist ein Ergebnis von Michael (4) (Korollar 1.2 besagt: P parakompakt, g : P → X
abgeschlossene Identifizierung ⇒ g compact-covering).
Unter 4.1.10 wird ein kompakt-erzeugter Raum angegeben, fu¨r den es kein compact-
covering g gibt. — Das folgende Lemma stammt ebenfalls von Michael:
3.1.10 Lemma: f : X → Y compact-covering, Y hausdorffsch kompakt-erzeugt. Dann ist
f Identifizierung.
Beweis: Aus ”f compact-covering“ folgt insbesondere, daß f surjektiv ist.
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Sei A ⊆ Y und f−1A abgeschlossen, sei K ⊆ Y kompakt.
Dann existiert quasikompaktes Q ⊆ X mit f(Q) = K.
Dann ist auch Q ∩ f−1A quasikompakt, also ist f(Q ∩ f−1A) = K ∩ A kompakt, d. h.
abgeschlossen.
Wegen 3.1.3 (ii) ist dann A abgeschlossen.
Da in der Definition der quasikompakt-offenen Topologie auf Stet(X,Y ) nur eine Sub-
basis explizit angegeben wird, ist die Topologie auf Stet(Z, Stet(X,Y )) zuna¨chst nur
in a¨ußerst unhandlicher Form gegeben. Jackson (vgl. auch Dugundji S. 264) hat nun
folgendes gezeigt:
X hausdorffsch, (Uλ)λ∈Λ sei Subbasis von Y . Dann ist
{M(K,Uλ)/K ⊆ Y kompakt, λ ∈ Λ}
Subbasis der quasikompakt-offenen Topologie auf Stet(X,Y ). Der Beweis macht wesent-
lich davon Gebrauch, daß X hausdorffsch ist. Durch geringe Modifikation des Beweises
kann man jedoch den folgenden Satz (ohne die Voraussetzung ”hausdorffsch“) zeigen, der
in der Kategorie der kompakt-erzeugten dem Satz von Jackson analog ist:
3.1.11 Satz: X,Y kompakt-erzeugt, (Uλ)λ∈Λ sei Subbasis der Topologie auf Y . Dann
erha¨lt man die Topologie auf T (X,Y ), indem man den Coreflexionsfunktor k auf die von
der Subbasis
{M(Q,Uλ) / Q ⊆ X quasikompakt, λ ∈ Λ}
erzeugte Topologie anwendet.
Beweis: Sei M ein K-System von X mit der zusa¨tzlichen Eigenschaft: Ist ϕ ∈ M mit
ϕ : K → X und K ′ ⊆ K kompakt, dann ist auch ϕ
....
....
....
....
K′ ∈ M. (Ein solches K-System
existiert wegen 1.2.12 (i)).
Fu¨r V ⊆ Y offen und ϕ ∈ M mit ϕ : K → X definiere
M(ϕ, V ) = {f/f : X → Y und fϕ(K) ⊆ V }
Der topologische Raum mit der von der Subbasis {M(ϕ,Uλ)/ϕ ∈ M, λ ∈ Λ} erzeugten
Topologie auf der Menge der stetigen Abbildungen von X nach Y heiße B(X,Y ).
Stet(X,Y ) trage die quasikompakt-offene Topologie, dann genu¨gt es zu zeigen, daß
kB(X,Y ) = kStet(X,Y ) gilt.
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Wegen 2.1.6 (iii) und 2.4.1 (vii) genu¨gt es also
kB(X,Y ) = k lim
ϕ
←
∈ M
k Stet(Kϕ, Y )
zu zeigen. Wegen 1.1.5 (k und lim← vertauschbar) wird dies gezeigt sein, wenn
B(X,Y ) = lim← Stet(Kϕ, Y )
bewiesen ist.
Wegen X = lim→ Kϕ existiert offenbar eine Bijektion zwischen den Mengen.
(i) Sei die in B(X,Y ) offene Menge M(ψ,Uλ) gegeben mit ψ : K → X.
Dann ist {f/f : K → Y und f(K) ⊆ Uλ} offen in Stet(K,Y ).
Folglich ist {g : X → Y/gψ(K) ⊆ Uλ} offen in lim← Stet(Kϕ, Y ), dieser Limes hat also
feinere Topologie als B(X,Y ).
(ii) Nach Wahl von M und Definition des Limes erzeugen die Mengen der Form
{g : X → Y/gϕ(Kϕ) ⊆ V } mit ϕ ∈ M und V offen in Y
die Topologie auf lim← Stet(Kϕ, Y ).
Sei ψ ∈ M, ψ : K → X, V offen in Y gegeben und sei h ∈ {g/gψK ⊆ V }.
Dann genu¨gt es ψµ, Uµ, µ = 1, . . .m, zu finden, so daß
h ∈
m⋂
µ=1
M(ψµ, Uµ) ⊆M(ψK, V )
gilt.
Weil (Uλ)λ∈Λ Subbasis von Y ist, kann man schreiben
V =
⋃
Vβ mit Vβ =
k(β)⋂
j=1
Uβ,j
Wegen hψK ⊆ V bilden die (hψ)−1Vβ eine offene U¨berdeckung von K. Sei (hψ)−1Vβµ
mit µ = 1, . . . ,m eine endliche Teilu¨berdeckung.
Weil K insbesondere normal ist (vgl. Dugundji S. 152), existieren kompakte Kµ ⊆ K
mit
m⋃
µ=1
Kµ = K und Kµ ⊆ (hψ)−1Vβµ
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Nun gilt fu¨r µ = 1, . . .m:
h ∈M(ψ
....
....
....
....
Kµ , Vβµ) = M(ψ ........
....
....
Kµ ,
⋂
j
Uβµ,j)
=
⋂
j
M(ψ
....
....
....
....
Kµ , Uβµ,j)
Also folgt:
h ∈
m⋂
µ=1
⋂
j
M(ψ
....
....
....
....
Kµ , Uβµ,j) =
⋂
µ
M(ψ
....
....
....
....
Kµ , Vβµ) ⊆M(ψK,
⋃
µ
Vβµ) ⊆M(ψK, V )
Das war aber zu zeigen.
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3.2 Verhalten kompakt-erzeugter Ra¨ume unter Produktbildung
In 1.2.20 ist bereits ein Beispiel dafu¨r angegeben worden, daß das cartesische Produkt
kompakt-erzeugter Ra¨ume nicht kompakt-erzeugt zu sein braucht.
3.2.1 Satz:
(i) X lokalquasikompakt, X,Y ∈ K˜⇒ X × Y = X Π Y
(ii) X regula¨r, kompakt-erzeugt, fu¨r jedes kompakt-erzeugte Y sei X × Y = X Π Y .
Dann ist X lokalquasikompakt.
Beweis: (i): folgt unmittelbar aus 2.2.3 (i)
(ii): s. Michael (2)
Analog zu 3.2.1 ist von Bagley/Weddington (eigentlich fu¨r quasikompakt-erzeugte Ra¨u-
me) gezeigt worden:
3.2.2 Lemma: X T1-Raum
X hat K-Charakteristik 0 ⇐⇒ X × Y hat K-Charakteristik ≤ 1 fu¨r jedes Y mit
K-Charakteristik ≤ 1.
Beweis: ”⇒“: Wegen 1.4.5 ist X diskret, also
X × Y =
⊕
x∈X
Yx
dann folgt aus 1.4.13 die Behauptung.
”⇐“: Angenommen, X ist nicht diskret. Dann existiert x ∈ X und eine Menge {xi/i ∈ I}
mit x als Ha¨ufungspunkt und der Eigenschaft xi 6= x fu¨r alle i ∈ I.
Topologisiere Y = {z} ∪ I × N wie folgt:
I × N ist diskret und
U offene Umgebung von z ⇐⇒ z ∈ U und {i} × N− U ist endlich fu¨r jedes i ∈ I.
Sei M ⊆ X und y ∈ M¯ gegeben. Mit 1.4.6 soll nun zuna¨chst gezeigt werden, daß Y
K-Charakteristik ≤ 1 hat.
1. Fall: y ∈ I ×N. Dann ist {y} offen, also y ∈M , dann ist die Einbettung von {y} in Y
geeignet.
2. Fall: y = z.
Wegen z ∈ M¯ existiert i ∈ I und M ∩ {i} × N ist unendlich.
Nach Definition der Umgebungen von z ist {z} ∪ {i} × N kompakt.
Also ist die Einbettung j : {z} ∪ {i} × N→ Y geeignet.
Also hat Y K-Charakteristik ≤ 1.
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Setze P = {(xi, (i, n))/i ∈ I, n ∈ N} ⊆ X × Y ,
dann ist (x, z) ∈ P¯ .
Sei ϕ : K → X × Y gegeben mit K kompakt.
Dann ist ϕK ⊆ pXϕK × pY ϕK;
weil pY ϕK kompakt ist, gilt
pY ϕK ∩ {i} × N 6= ∅ fu¨r nur endlich viele i ∈ I.
Dann gibt es auch nur endlich viele i ∈ I mit xi ∈ pX(P ∩ ϕK).
Weil X T1-Raum ist, gibt es eine Umgebung von x, in der keines dieser endlich vielen xi
liegt. Also folgt
(x, z) /∈ ............................................P ∩ ϕK
Wegen 1.4.6 kann dann aber X × Y nicht K-Charakteristik ≤ 1 haben. Das ist ein Wi-
derspruch.
Also ist X diskret, mit 1.4.5 folgt die Behauptung.
3.2.3 Korollar: Es gibt Ra¨ume mit K-Charakteristik > 1.
Beweis: Wa¨hle X lokalkompakt, nicht diskret. Konstruiere Y wie im Beweis zu 3.2.2,
dann ist Y kompakt-erzeugt (denn Y hat sogar K-Charakteristik ≤ 1).
Nach 3.2.1 ist dann X × Y kompakt-erzeugt, nach 3.2.2 (Beweis von ”⇐“) hat X × Y
aber nicht K-Charakteristik ≤ 1.
3.2.4 Satz: X,Y erfu¨llen das erste Abza¨hlbarkeitsaxiom.
Dann gilt: X × Y = X Π Y
Beweis: 3.1.1 (ii) (denn auch X × Y erfu¨llt das erste Abza¨hlbarkeitsaxiom).
Fu¨r den na¨chsten Satz wird die folgende Definition beno¨tigt: Ein CW-Raum heißt lokal-
abza¨hlbar, wenn jeder Punkt im Innern eines abza¨hlbaren Unterkomplexes liegt.
3.2.5 Satz:
(i) Jeder CW-Raum ist kompakt-erzeugt
(ii) X,Y CW-Ra¨ume ⇒ X Π Y CW-Raum
(iii) X,Y CW-Ra¨ume, X lokalendlich ⇒ X × Y = X Π Y
(iv) X,Y lokal-abza¨hlbare CW-Ra¨ume ⇒ X × Y = X Π Y
Beweis: (i): Jeder CW-Raum ist Quotient eines lokalkompakten Raums, mit 3.1.7 folgt
die Behauptung.
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(ii): Seien Ki, Lj abgeschlossene Zellen und f :
⊕
Ki → X und g :
⊕
Lj → Y die
Identifizierungen. Dann muß lediglich noch gezeigt werden, daß f Π g identifizierend ist
(denn vgl. Schubert III.3.3).
Wegen 3.2.1 (i) gilt
k
(⊕
Ki ×
⊕
Lj
)
=
⊕
Ki ×
⊕
Lj
=
⊕
Ki × Lj
und wegen 2.1.7 folgt, daß
f Π g :
⊕
Ki × Lj → k(X × Y )
identifizierend ist.
(iii): folgt aus 3.2.1 (i)
(iv) s. James (1)
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3.3 Die Kategorie der quasikompakt-regula¨r - erzeugten Ra¨ume
Das Ziel dieses Abschnitts ist der Beweis des folgenden Satzes:
3.3.1 Satz: Die coreflektive Hu¨lle der quasikompakten und regula¨ren Ra¨ume stimmt mit
der coreflektiven Hu¨lle der kompakten Ra¨ume u¨berein.
Der Beweis erfolgt in mehreren Schritten. Fu¨r das folgende sei Q ein quasikompakter und
regula¨rer Raum. Falls Q T1-Raum ist, so ist Q bereits kompakt.
OBdA sei also im folgenden Q nicht T1. Dann ist
M =
{
..............
{q}/{q} nicht abgeschlossen, q ∈ Q
}
6= ∅
Die Elemente von M werden durch die Indexmenge I indiziert: M = {Ai/i ∈ I} und
ai ∈ Q seien so gewa¨hlt, daß Ai =
.................
{ai} fu¨r jedes i ∈ I.
3.3.2 Lemma: Jedes Ai tra¨gt indiskrete Topologie
Beweis: Angenommen, es gibt U ⊆ Ai offen mit U 6= ∅ und U 6= Ai.
1. Fall: ai /∈ U
U offen in Ai ⇒ Es existiert V offen in Q mit U = Ai ∩ V
Sei a ∈ U , dann ist V offene Umgebung von a in Q, aber ai /∈ V .
Dies ist aber ein Widerspruch zu a ∈
.................
{ai}.
2. Fall: ai ∈ U
als Teilmenge eines regula¨ren Raumes ist auch Ai regula¨r, also existiert F abgeschlossen
in Ai mit ai ∈ F ⊆ U .
Dann ist aber {AiF offen in Ai, nicht leer (denn U 6= Ai), verschieden von Ai (denn
ai ∈ F ). Also liegt fu¨r {AiF der erste Fall vor.
3.3.3 Lemma:
(i) Q′ =def Q−
⋃
i∈I
Ai ist hausdorffsch
(ii) Ai = Aj ⇐⇒ Ai ∩Aj 6= ∅
Beweis: (i): Q′ ist T1 und regula¨r, also T2
(ii) ”⇒“: trivial
”⇐“: Sei x ∈ Ai ∩Aj und sei y ∈ Ai.
Sei U offene Umgebung von y in Q.
Ai ist indiskret, also x ∈ U .
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Aj ist indiskret, also aj ∈ U .
D. h. aber y ∈
.................
{aj} = Aj
Aus Symmetriegru¨nden folgt auch Aj ⊆ Ai.
3.3.4 Lemma: Je zwei disjunkte abgeschlossene Teilmengen von Q haben disjunkte Um-
gebungen.
Beweis: A,B ⊆ Q seien abgeschlossen und A ∩ B = ∅. Mit Q ist dann auch A qua-
sikompakt. Weil Q regula¨r ist, folgt dann die Behauptung (vgl. Schubert S. 76, Satz
8.1).
Identifiziere nun jedes Ai zu einem Punkt. Der entstandene Raum heiße Q∗, p : Q→ Q∗
sei die Identifizierung.
3.3.5 Satz:
(i) p ist offen
(ii) Q∗ ist kompakt
(iii) Jede stetige Abbildung von Q in einen T1-Raum faktorisiert u¨ber p.
Beweis: (i): Wegen 3.3.2 gilt fu¨r jedes offene U in Q und fu¨r jedes i ∈ I: Ai ⊆ U oder
Ai ∩ U = ∅,
also ist U = p−1pU , d. h. aber pU offen.
(ii): Q∗ = p(Q) ist quasikompakt.
Seien x, y ∈ Q∗ und x 6= y. Dann sind p−1(x) und p−1(y) disjunkt und abgeschlossen
(wegen 3.3.3 (i) und weil jedes Ai abgeschlossen ist). Nach 3.3.4 existieren disjunkte
offene Umgebungen von p−1(x) und p−1(y).
Deren Bilder unter p sind offen und disjunkt (wiederum wegen 3.3.2). Also ist Q∗ haus-
dorffsch.
(iii): Sei X T1-Raum und f : Q→ X stetig.
Angenommen, es gibt i ∈ I und q, q′ ∈ Ai mit f(q) 6= f(q′).
{f(q)} und {f(q′)} sind abgeschlossen und disjunkt, also auch ihre Urbilder, im Wider-
spruch zu 3.3.2. — Also gilt in der Schreibweise von Garcia (1) (S. 28–29) kX = k′X fu¨r
jeden T1-Raum.
Die Struktur von Q ist jetzt soweit bekannt, daß der folgende Satz bewiesen werden kann,
aus dem dann 3.3.1 folgt:
3.3.6 Satz: Q ist kompakt-erzeugt
Beweis: Sei F ⊆ Q nicht abgeschlossen
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1. Fall: Es existiert i ∈ I mit Ai ∩ F 6= ∅ und Ai − F 6= ∅,
dann existiert a ∈ F ∩Ai und b ∈ Ai − F .
Dann ist f : [0, 1] → Q mit f([0, 12 [) = a und f([ 12 , 1]) = b stetig, aber f−1F = [0, 12 [ ist
nicht abgeschlossen.
2. Fall: Fu¨r alle i ∈ I gilt: Ai ∩ F 6= ∅ ⇒ Ai ⊆ F
Dann ist f : Q∗ → Q mit
f(p(q)) =
{
q falls q ∈ Q′
ai falls q ∈ Ai
stetig (denn fu¨r offenes U gilt f−1U = pU). Nach der Voraussetzung in der Fallunter-
scheidung ist f−1F = pF . Aber p−1pF = F , also ist pF nicht abgeschlossen.
Also ist jede K-abgeschlossene Teilmenge schon abgeschlossen, mit 1.2.9 fertig.
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4. ANHANG: Es gibt einen quasikompakten Raum, der nicht stetiges Bild eines kom-
pakten ist
Die folgende Definition sowie die Aussagen 4.1.3 bis 4.1.6 stammen von McCord.
4.1.1 Definition: X ∈ Top
X schwach hausdorffsch ⇐⇒ Fu¨r jedes stetige ϕ : K → X mit K kompakt ist ϕ(K)
abgeschlossen in X.
Die Eigenschaft ”schwach T2“ liegt also zwischen T1 und T2. Daß diese Eigenschaft
”knapp“ unterhalb von T2 liegt, soll das folgende Lemma plausibel machen.
4.1.2 Lemma: X schwach hausdorffsch
(i) X erfu¨lle das erste Abza¨hlbarkeitsaxiom. Dann ist X hausdorffsch.
(ii) X lokal-quasikompakt und kompakt-erzeugt. Dann ist X hausdorffsch.
Beweis: (i): Sei (xn)n∈N Folge in X, die gegen x und y konvergiert. Annahme: x 6= y.
1. Fall: Es gibt unendlich viele n ∈ N mit xn = y.
Dann trifft jede Umgebung von x den Punkt y, also ist {y} nicht abgeschlossen, also ist
X nicht schwach hausdorffsch, Widerspruch !
2. Fall: Es gibt ho¨chstens endlich viele n ∈ N mit xn = y.
Dann kann man oBdA annehmen, daß xn 6= y fu¨r alle n ∈ N.
Die Menge {xn/n ∈ N} erhalte die diskrete Topologie, K sei ihre Ein-Punkt-Kompaktifi-
zierung. Dann ist j : K → X mit j(xn) = xn und j(∗) = x stetig, also j(K) abgeschlossen.
Aber es ist y /∈ j(K), Widerspruch !
(ii): Wegen 3.2.1 (i) ist X ×X = k(X ×X).
Es genu¨gt also zu zeigen, daß die Diagonale abgeschlossen ist in k(X ×X). Dies wird in
4.1.5 gezeigt.
Wenn es also einen lokal-quasikompakten Raum gibt, der schwach hausdorffsch, aber
nicht hausdorffsch ist, so wa¨re damit die Verschiedenheit der beiden in 2.4.1 (vii) und
(ix) angegebenen Kategorien gezeigt.
4.1.3 Lemma: X schwach hausdorffsch, ϕ : K → X stetig mit K kompakt. Dann ist auch
ϕK kompakt.
Beweis: Seien x1, x2 ∈ ϕK mit x1 6= x2.
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X T1-Raum, K normal, also existieren offene Mengen U1, U2 in K mit ϕ−1xi ∈ Ui und
U1 ∩ U2 = ∅.
X schwach hausdorffsch, also sind ϕ(K − Ui) abgeschlossen in ϕK.
Also sind ϕK − ϕ(K − Ui) offene und disjunkte Umgebungen fu¨r x1 und x2.
In Verscha¨rfung von 3.1.3 gilt:
4.1.4 Korollar: X schwach hausdorffsch. Dann gilt:
X kompakt-erzeugt ⇐⇒ X tra¨gt die schwache Topologie bzgl. seiner kompakten Teil-
mengen.
Beweis: folgt aus 4.1.3 und 1.2.25 sowie 1.2.23
4.1.5 Satz: X kompakt-erzeugt. Dann gilt:
X schwach hausdorffsch ⇐⇒ Die Diagonale ∆ ist abgeschlossen in X Π X
Beweis: ”⇐“: Sei ϕ : K → X gegeben, ebenso ψ : L→ X mit K,L kompakt.
Dann ist
ψ−1(ϕK) = {l ∈ L/ψl = ϕk fu¨r ein k ∈ K }
= proj2(ϕ× ψ)−1∆
(ϕ × ψ)−1∆ ist abgeschlossen in K × L, dann ist auch proj2(ϕ × ψ)−1∆ abgeschlossen
(Projektion entlang des kompakten Faktors, vgl. Dugundji S. 227).
Weil X kompakt-erzeugt ist, ist also ϕK abgeschlossen.
”⇒“: ϕ : K → X ×X gegeben
Nach 4.1.3 ist also proj ϕK kompakte Teilmenge von X, also ist A = proj1ϕK∪proj2ϕK
kompakt.
Weil also A hausdorffsch ist, folgt
∆A abgeschlossen in A×A
Wegen ϕK ⊆ A×A folgt weiter
ϕ−1∆X = ϕ−1∆A abgeschlossen in K
Wegen 1.1.8 und 1.2.9 ist also ∆X abgeschlossen in X Π X.
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4.1.6 Satz: X kompakt-erzeugt, schwach hausdorffsch,
A ⊆ X abgeschlossen. Dann ist auch X
....
....
....
..
A schwach hausdorffsch.
Beweis: Sei p : X → X
....
....
....
..
A die Identifizierung.
Wegen 2.1.7 ist dann auch p Π p : X Π X → X
....
....
....
..
A Π
X
....
....
....
..
A eine Identifizierung.
Es ist (p Π p)−1∆X
....
....
....
..
A
= {(x, x)/x ∈ X −A} ∪A×A
= ∆X ∪A×A abgeschlossen wegen 4.1.5
Dann folgt aus 4.1.5 die Behauptung.
Der folgende Satz stammt von Joseph:
4.1.7 Satz: X quasikompakt
Jede quasikompakte Teilmenge von X ⇐⇒ Jede stetige Bijektion von einem quasikom-
ist abgeschlossen pakten Raum auf X ist ein Homo¨omorphis-
mus
Beweis: ”⇒“: Sei f : Q→ X bijektiv, stetig, Q quasikompakt, A ⊆ Q abgeschlossen.
Dann ist A quasikompakt, also auch f(A), also ist f(A) abeschlossen, d. h. aber f
Homo¨omorphismus.
”⇐“: Sei A ⊆ X quasikompakt.
Zusa¨tzlich zu den inX offenen Mengen werde auch {A fu¨r offen erkla¨rt, der so entstandene
Raum mit verfeinerter Topologie heiße X ′. Dann ist offenbar
{U ∪ (V ∩ {A)/U, V offen in X}
die Menge der in X ′ offenen Mengen.
Es soll nun gezeigt werden, daß X ′ quasikompakt ist. Sei also
X ′ =
⋃
i∈I
(Ui ∪ (Vi ∩ {A))
=
⋃
i∈I
Ui ∪ ({A ∩
⋃
i∈I
Vi)
Fu¨r i0 ∈ I gilt dann trivialerweise
{Vi0 ∪A ⊆
⋃
i∈I
Ui ∪
⋃
i∈I
Vi
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Links steht die Vereinigung zweier in X quasikompakter Mengen, oBdA folgt also, daß
ein n ∈ N existiert mit
{Vi0 ∪A ⊆
n⋃
k=1
Uik ∪
n⋃
k=1
Vik
Dann ist
X ′ =
n⋃
k=1
Uik ∪
n⋃
k=1
Vik ∪ {({Vi0 ∪A)
=
n⋃
k=0
(Uik ∪ (Vik ∩ {A))
also ist X ′ quasikompakt.
Weil X ′ feinere Topologie tra¨gt, ist id : X ′ → X stetig, also ein Homo¨omorphismus. Also
ist A abgeschlossen in X.
4.1.8 Bemerkung: X sei eine Menge, X 6= ∅. H (X) bezeichne die Menge aller hausdorff-
schen Topologien auf X, Q (X) die aller quasikompakten. Beide Mengen sind nicht leer
(diskrete bzw. indiskrete Topologie). Durch
X1  X2 ⇐⇒ Es existiert j : X2 → X1 bijektiv, stetig
wird eine Ordnung erkla¨rt. Dann kann man 4.1.7 auch so formulieren: Sei X ∈ Top,
Jede quasikompakte Teilmenge von X ist abgeschlossen ⇐⇒ X ist maximales Element
von Q (X)
Insbesondere ist also jedes maximale Element von Q (X) schwach hausdorffsch. Die
kompakten Ra¨ume mit Tra¨germenge X sind bekanntlich dadurch charakterisiert, daß sie
sowohl maximal in Q (X) als auch minimal in H (X) sind.
4.1.9 Satz: X quasikompakt, nicht kompakt
(i) X schwach hausdorffsch ⇒ Es gibt keine stetige Surjektion f : K → X mit K
kompakt.
(ii) Jede quasikompakte Teilmenge von X ⇐⇒ X ist kein stetiges Bild eines kompakten
ist abgeschlossen Raumes und X ist maximal mit dieser
Eigenschaft in Q (X)
Beweis: (i): folgt sofort aus 4.1.3
(ii) ”⇒“: folgt aus 4.1.9 (i) und 4.1.8
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”⇐“: Wegen 4.1.8 genu¨gt es zu zeigen, daß X u¨berhaupt maximal ist in Q (X).
Angenommen, es gibt quasikompaktes Q und j : Q → X stetig, bijektiv, aber kein
Homo¨omorphismus.
Nach Voraussetzung muß dann Q stetiges Bild eines kompakten sein, dann ist aber auch
X stetiges Bild, Widerspruch !
4.1.10 Beispiel:
Die Topologie der reellen Zahlen R werde dadurch verfeinert, daß auch die Menge der ra-
tionalen Zahlen Q fu¨r offen erkla¨rt wird. Der entstandene Raum erfu¨llt offenbar ebenfalls
das erste Abza¨hlbarkeitsaxiom, ist also nach 3.1.1 (ii) kompakt-erzeugt. Identifiziere die
abgeschlossene Teilmenge {Q zu einem Punkt ∗, der entstandene Raum heiße Y . Nach
4.1.6 ist auch Y schwach hausdorffsch (und wegen 1.1.7 sowieso kompakt-erzeugt).
Y ist aber nicht hausdorffsch, denn 1 und ∗ haben keine disjunkten Umgebungen (denn
jede Umgebung von 1 hat ein Urbild unter der Identifizierung mit irrationalen Zahlen).
Entfernt man endlich viele in Q konvergente Folgen aus Y , so erha¨lt man offene Umge-
bungen von ∗. Dies sind auch alle offenen Umgebungen von ∗.
Also ist Y quasikompakt (Y ist u¨brigens gerade die Ein-Punkt-Kompaktifizierung der
rationalen Zahlen). Nach 4.1.9 (i) ist also Y nicht stetiges Bild eines kompakten Raumes.
Daru¨berhinaus ist Y wegen 3.3.5 (iii) auch nicht stetiges Bild eines quasikompakten und
regula¨ren Raums. (Dies beantwortet einen Teil einer Frage von Garcia (1), S. 30–31).
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