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1 Introduction
Meta-Learning is a subarea of Machine Learning that aims to take advantage of prior knowledge to learn faster and
with fewer data [1]. There are different scenarios where meta-learning can be applied, and one of the most common is
algorithm recommendation, where previous experience on applying machine learning algorithms for several datasets
can be used to learn which algorithm, from a set of options, would be more suitable for a new dataset [2]. Perhaps
the most popular form of meta-learning is transfer learning, which consists of transferring knowledge acquired by
a machine learning algorithm in a previous learning task to increase its performance faster in another and similar
task [3]. Transfer Learning has been widely applied in a variety of complex tasks such as image classification, machine
translation and, speech recognition, achieving remarkable results [4, 5, 6, 7, 8]. Although transfer learning is very
used in traditional or base-learning, it is still unknown if it is useful in a meta-learning setup. For that purpose, in this
paper, we investigate the effects of transferring knowledge in the meta-level instead of base-level. Thus, we train a
neural network on meta-datasets related to algorithm recommendation, and then using transfer learning, we reuse the
knowledge learned by the neural network in other similar datasets from the same domain, to verify how transferable is
the acquired meta-knowledge.
2 Algorithm recommendation problem and transfer learning
Meta-learning for algorithm recommendation: Meta-learning, or learning to learn, uses prior knowledge from a
range of tasks, algorithms and model evaluations in order to perform better, faster and more efficient when applied
to previously unseen data [9]. It is different from the traditional learning or base-learning, where the process of
learning to induce a model is more focused on a specific task or dataset [10]. In the traditional machine learning
setup, algorithms are trained using features already present in the datasets, whilst in meta-learning the algorithms or
meta-learners use meta-features extracted from these original datasets [11]. A common meta-learning problem is the
algorithm recommendation, where given a set of problem instances P from a distribution D, a set A of algorithms
and a performance measure m: P X A→ R, the algorithm recommendation problem consists of finding a mapping f :
P → A that optimizes the expected performance measure m for instances P with a distribution D [3]. Even though
algorithm recommendation is a well known problem, using meta-learning to explore prior knowledge and accelerate
inference is a recent and potential trend which still requires exploration [2].
Transfer Learning: A formal definition of transfer Learning is given in terms of domains and learning tasks. Given a
source domain Ds and target domain Dt, learning tasks Ts and Tt, transfer learning aims to improve the performance
of Tt with knowledge obtained from a different but related domain Ds and learning task Ts, where Ds 6= Dt, or Ts 6=
Tt [12, 13].
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3 Experimental results
Setup: The datasets used in this paper were collected from Aslib [14], a repository associated with optimization
problems such as the Traveling Salesman Problem (TSP), Quantified Boolean Formula (QBF) and Propositional
Satisfiability Problem (SAT). We used 4 meta-datasets from Aslib related to the algorithm recommendation problem,
which were preprocessed before training. Numerical features were normalized between 0 and 1, and targets were
transformed in discrete numerical values. Since transfer learning requires certain standardization, the number of
predictive features on the datasets were selected. Therefore, the Select K Best method [15] was used to select the
K features with the highest score for a specific metric. The metric used was anova f-test, and K was the number of
features from the dataset with fewer features. To handle class imbalance, we used a Stratified Hold-out validation
method partitioning 80% of the original data for train and 20% for test. Our meta-learner was a MultiLayer Perceptron
with two hidden layers optimized with Adam, Relu activation, Cross-entropy loss and He-et-al initialization. The neural
network was trained 30 times on each configuration and mean values for accuracy and loss were extracted, as well as
standard deviations. For the transfer learning setup, we used three configurations: (1) “freeze” two hidden layers, thus
setting them to be not trainable and just using their weights; (2) freeze only the first hidden layer; (3) freeze no hidden
layer, thus using weights to warm-start training on other datasets.
Results: In the headers of Table 1 are the datasets where transfer learning was applied and, above, the datasets
that generated the pre-trained models. For example, the results above CSP-2010 (first row) refers to the final test
accuracy and test loss obtained after the Normal training on CSP-2010, training using pre-trained models on CSP-MZN,
CSP-Minizinc-Obj and CSP-Minizinc-Time, with the three transfer learning configurations (0HL, 1HL and 2HL). As
seen for CSP-2010, using weights from the pre-trained model on CSP-MZN as a warm-start showed slightly better
accuracy in comparison with Normal training, but resulted in considerably less loss. For CSP-MZN, the best results
were obtained using transfer learning with two hidden layers from the pre-trained model of CSP-Minizinc-Obj, as
well as for the pre-trained model of CSP-Minizinc-Time with one hidden layer frozen. Regarding CSP-Minizinc-Obj,
although some executions showed competitive results, transfer learning configurations did not outperformed the Normal
training. In the case of CSP-Minizinc-Time, the pre-trained model from CSP-MZN with two hidden layers frozen
showed the best results in accuracy, quite surpassing the original/normal training. Our preliminary results suggests that:
(1) transfer learning on the meta-level appears to be feasible and useful, achieving results comparable or superior to
those obtained from training on original data; (2) transfer learning can be a potential tool for evaluating how general is
the meta-knowledge leveraged by meta-learning approaches.
Table 1: Summary of the results. Columns 2HL stands for two hidden layers, which means that these layers were
frozen. Columns 1HL stands for one hidden layer, meaning that the first hidden layer was not trained. Columns 0HL
stands for no hidden layer, which means that no layer was frozen.
CSP-2010
Normal CSP-MZN CSP-Minizinc-Obj CSP-Minizinc-Time
- 0HL 1HL 2HL 0HL 1HL 2HL 0HL 1HL 2HL
Acc 0.87± 0.01 0.88± 0.01 0.87± 0.01 0.87± 0.01 0.87± 0.01 0.86± 0.01 0.87± 0.01 0.87± 0.01 0.86± 0.01 0.85± 0.01
Loss 0.64± 0.15 0.56± 0.12 0.84± 0.08 1.01± 0.06 0.65± 0.15 0.90± 0.04 1.01± 0.09 0.65± 0.17 1.00± 0.06 1.07± 0.09
CSP-MZN
Normal CSP-2010 CSP-Minizinc-Obj CSP-Minizinc-Time
- 0HL 1HL 2HL 0HL 1HL 2HL 0HL 1HL 2HL
Acc 0.71± 0.01 0.71± 0.01 0.70± 0.01 0.71± 0.01 0.71± 0.01 0.71± 0.01 0.72± 0.01 0.71± 0.01 0.72± 0.01 0.71± 0.01
Loss 1.23± 0.19 1.27± 0.22 1.71± 0.07 1.95± 0.07 1.25± 0.21 1.71± 0.08 1.98± 0.08 1.18± 0.18 1.63± 0.11 1.92± 0.06
CSP-Minizinc-Obj
Normal CSP-2010 CSP-MZN CSP-Minizinc-Time
- 0HL 1HL 2HL 0HL 1HL 2HL 0HL 1HL 2HL
Acc 0.91± 0.02 0.87± 0.04 0.90± 0.00 0.90± 0.00 0.66± 0.02 0.70± 0.00 0.70± 0.00 0.90± 0.00 0.90± 0.00 0.90± 0.00
Loss 0.77± 0.06 1.01± 0.16 1.37± 0.11 1.55± 0.06 3.26± 0.06 3.30± 0.01 3.27± 0.01 0.79± 0.11 1.01± 0.10 1.37± 0.15
CSP-Minizinc-Time
Normal CSP-2010 CSP-MZN CSP-Minizinc-Obj
- 0HL 1HL 2HL 0HL 1HL 2HL 0HL 1HL 2HL
Acc 0.65± 0.00 0.65± 0.01 0.65± 0.00 0.65± 0.00 0.67± 0.03 0.70± 0.00 0.73± 0.02 0.70± 0.00 0.70± 0.00 0.70± 0.00
Loss 4.11± 0.60 3.78± 0.92 5.24± 0.18 5.59± 0.04 3.27± 0.30 3.81± 0.10 4.04± 0.03 3.87± 0.74 4.54± 0.07 4.60± 0.02
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