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Abstract—This paper proposes and analyzes the first dis-
tributed algorithm that solves the weight-balancing problem
using only finite rate and simplex communications among nodes,
compliant to the directed nature of the graph edges. It is proved
that the algorithm converges to a weight-balanced solution at
sublinear rate. The analysis builds upon a new metric inspired
by positional system representations, which characterizes the
dynamics of information exchange over the network, and on a
novel step-size rule. Building on this result, a novel distributed
algorithm is proposed that solves the average consensus problem
over digraphs, using, at each iteration, finite rate simplex com-
munications between adjacent nodes–some bits for the weight-
balancing problem and others for the average consensus. Con-
vergence of the proposed quantized consensus algorithm to the
average of the unquantized node’s initial values is proved, both
almost surely and in the rth moment of the error, for all positive
integers r. Finally, numerical results validate our theoretical
findings.
Index Terms—Distributed weight-balancing, distributed aver-
age consensus, directed graph, quantization, data rate.
I. INTRODUCTION
Weight-balanced directed graphs–digraphs wherein the sum
of the weights of the edges outgoing from each node is equal
to the sum of the weights of the edges incoming to the node–
play a key role in a number of network applications, in-
cluding distributed optimization [2], distributed flow-balancing
[3], distributed averaging and cooperative control [4], just to
name a few. In particular, distributed average consensus over
(di)graphs, whereby nodes aim at agreeing on the sample av-
erage of their local values, has received considerable attention
over the years; some applications include load-balancing [5],
vehicle formation [6], and sensor networks [7], [8]. Several
of the aforementioned distributed algorithms, when run on
digraphs, require some form of graph regularity, such as the
weight-balanced property (see, e.g., [9]).
A variety of centralized algorithms have been proposed in
the literature to balance a weighted digraph; see, e.g., [10]
and references therein. In this paper, we are interested in
the design of distributed iterative algorithms that solve the
weight-balancing problem as well as the average consensus
problem over digraphs, using only quantized information, sim-
plex communications among nodes (compliant to the directed
nature of the graph edges), and requiring knowledge of the
direct neighbors only, but not of the entire graph topology.
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A preliminary version of this paper appeared at IEEE CDC 2018 [1].
This is motivated by realistic scenarios, such as wireless
sensor networks, where channels may be asymmetric due to
different transmit powers of nodes and interference, and where
transmissions are subject to rate constraints, meaning that
only a finite number of bits can be reliably transmitted per
channel use. To date, the design of such algorithms remains a
challenging and open problem, as documented next.
A. Related works
Distributed weight-balancing: Distributed algorithms aimed
at solving the weight-balancing problem were proposed in
[3], [9], [11], [12]. Specifically, [9] (resp. [11]) considered
the cases that the weights are integers or real numbers (resp.
real numbers); in particular, in the integer weight balanc-
ing algorithm [9], agents compute and communicate integer
weights, using thus a finite number of bits at every iteration.
In [3], the authors extended the real weight-balancing scheme
of [9] to deal with box constraints on the graph weights.
With the exceptions of [9], [12], all of the aforementioned
algorithms require communications with infinite rate. In fact,
they transmit either real valued quantities or some unbounded
integer information on the local balance (that is, the differ-
ence between the out-going and the incoming sum-weights).
While compliant with finite rate constraints, the distributed
integer weight-balancing algorithm [12] requires full-duplex
edge communications–each node must exchange information
with both its out-neighbors and its in-neighbors–which may
not be compliant with the underlying directed nature of the
edges. On the other hand, in [9], agents cannot choose the
number of bits to use in each communication, as they must
encode the integer weight to be transmitted; since an upper
bounds on the weight values generated by the algorithm is
not known, it seems not possible to implement the algorithm
using a prescribed budget of bits in each iteration.
Therefore, to the best of our knowledge, algorithms that
solve the weight-balancing problem using finite rate and
simplex communications are still missing.
Distributed average consensus: Distributed average con-
sensus algorithms have a long history, tracing back to the
seminal works [4], [13], [14]. These early works assumed
that nodes can reliably exchange unquantized information.
To cope with the limited data rate constraint, quantization
was later introduced in consensus algorithms, and its effect
analyzed in [15]–[24], with [15]–[21] considering undirected
graphs and [24] directed but balanced graphs. Specific features
of these algorithms are briefly discussed next. In [15], [16],
nodes store and communicate quantized information using
deterministic uniform quantization. These schemes achieve
convergence to the average of the initial values of the nodes’
variables, but only within some error. In [17], nodes utilize
dithered (probabilistic) quantization to communicate with each
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2other; consensus is achieved almost surely but at a quantized
value, whose expected value is equal to the average of the
nodes’ initial data. Distributed quantized consensus algorithms
converging to the exact (i.e., unquantized) average of the
initial values of nodes’ variables were proposed in [19]–[21].
However, all these schemes are applicable only to undirected
graphs. Referring to the literature dealing with quantized
consensus over digraphs [22]–[24], either quantization with
infinite number of bits is considered [23] or a weight-balanced
digraph is required [24] to achieve exact average consensus (in
contrast, [22] does not converge to the exact average).
B. Summary of the main contributions
The above literature review shows that there are no dis-
tributed algorithms solving the weight-balancing and the exact
average consensus problems (the latter over unbalanced di-
graphs), using quantized information and simplex communica-
tions. This paper provides an answer to these open questions.
The first contribution is a novel distributed quantized
weight-balancing algorithm whereby nodes transfer part of
their balance–the difference between the out-going and the
incoming sum-weights, which should be zero for a weight-
balanced graph–to their neighbors via quantized simplex com-
munications, so as to reduce their own local imbalance–the
absolute value of their balance. Differently from quantized
weight-balancing schemes in the literature, the proposed al-
gorithm does not impose any constraint on the number of bits
used at each iteration; it is sufficient that there exits a finite
(arbitrarily large) time window, independent on the iteration
index, within which at least one communication is performed
(using an arbitrary positive number of bits); time-varying bit-
rates are also supported. We prove that the proposed scheme
converges to a weight-balanced solution at sublinear rate.
The convergence analysis is also a novel technical contri-
bution of the paper; its high-level steps are described next.
1) First, we prove that the total imbalance decreases if and
only if (iff.) the so-called decreasing event occurs, that
is, nodes with sufficiently large positive balance transfer
part of it to nodes with negative one. Hence, nodes with
positive balance closer to nodes with negative one are
more important than those farther away, in the sense that
they more directly contribute to trigger the decreasing
event and thus reduce the total imbalance. Based on that,
we rank the nodes with positive balance according to their
directed distance from those with negative balance, being
those at distance one the most important ones, those at
distance two the second most important ones, and so on.
2) The next step is to prove that the decreasing events occur
infinitely often, so that the total imbalance asymptoti-
cally vanishes. To this end, we show that the number
of iterations between two consecutive occurrences of a
decreasing event is uniformly bounded. This is proved by
introducing a sophisticated metric, a non-negative integer-
valued function of the balances of nodes, which strictly
increases every time there is a transfer of balance from
less important nodes to more important ones, up until the
next decreasing event occurs. It is thus sufficient to prove
that this function is uniformly bounded.
To build such a function, we use the idea of positional
system representation: the value of the function at each
iteration is expressed in mixed radix notation wherein
the nth digit represents the current balance of the nth
most important nodes. By doing so, every transfer of
balance from nodes of lower importance towards those
of higher importance triggers the increase of the value of
this function by at least one unit, as it induces a “carry”
operation from a digit to the next more significant one in
the positional representation of the value of the function.
3) We introduce a novel diminishing step-size rule, which
guarantees that the balance at each node can be expressed
as an integer multiple of the current step-size. This novel
step-size rule greatly facilitates the convergence analysis,
since it allows one to tightly control the amount of
decrement of the total imbalance at each iteration.
Building on the aforementioned weight-balancing scheme,
we then introduce a novel distributed algorithm that performs
average consensus and weigh-balancing on the same time scale
while using finite-bit simplex communications–some bits are
devoted to the consensus and some to balance the digraph. The
key idea is to preserve the average of the consensus variables
over time, while gradually weight-balancing the graph to
achieve asymptotic consensus. The algorithm only requires
finite bits of information per iteration. For instance, one may
perform one-bit (simplex) communication per channel use, by
exchanging weight-balancing and consensus information alter-
natively. We prove convergence of the nodes’ local variables
to the exact average of the initial values, both almost surely
and in the rth moment of the error, for all positive integers
r, along with convergence of the sequence of weights to a
weight-balanced solution.
The rest of the paper is organized as follows. In Sec-
tion II, we introduce some basic notation and preliminary
definitions. Section III introduces the proposed quantized
distributed weight-balancing algorithm along with its conver-
gence properties. Section IV presents the proposed distributed
quantized algorithm solving the average consensus problem
while balancing the digraph, and studies its convergence. Some
numerical results are discussed in Section V, while Section VI
draws some conclusions. The proof of auxiliary lemmas is
provided in the appendix.
II. NOTATION AND BACKGROUND
A. Notation
The set of real, integer, nonnegative integer, and positive
integer numbers is denoted by R, Z, Z+, and Z++, respec-
tively. Given k ∈ Z, we define Zk ≡ {t ∈ Z : t ≥ k}.
The indicator function is denoted by I{A}, which returns 1
if the input argument A is true, and 0 otherwise. We define
bxc+ , bmax(0, x)c. We denote the probability space of a
stochastic process {z(k)}k∈Z+ by (Ω, σ, P ), where Ω is a
sample space, σ is a σ-algebra, and P is a probability measure.
In addition, filtration is denoted by F = {σ(k)}k∈Z+ , where
σ(k) is a sub-σ-algebra of σ for every k ∈ Z+. E[·] denotes
expectation, whose underlying distribution will be clear from
the context. Vectors (respectively, matrices) are denoted by
lower-case (respectively, capital), bold letters. Finally, all
3Symbol Description
N+i ,N−i out-neighbor, in-neighbor sets ofnode i.
d+i , d
−
i out-degree, in-degree of node i.
k iteration index
γ(k) step-size (for weight-balancing).
α(k) step-size (for consensus).
A(k) = (aij(k))
N
i,j=1 Weight matrix.
S+i (k), S
−
i (k)
sum of outgoing, incoming
weights at node i.
(k) = (i(k))
N
i=1
(Weight) imbalance.
L+(k),L−(k) graph Laplacian matrices.
[qmin, qmax] quantization range.
y(k)= (yi(k))
N
i=1
Local estimate. (cf. (32))
y˜(k)= (y˜i(k))
N
i=1
clipped local estimate. (cf. (30))
y(0) = (yi(0))
N
i=1
initial measurements.
TABLE I
NOTATION USED IN THE PAPER
equalities and inequalities involving random variables are
tacitly assumed to hold almost surely (i.e., with probability
1), unless otherwise stated. The rest of the symbols used in
the paper are summarized in Table I.
B. Basic graph-related definitions
Consider a network with N nodes, modeled as a static,
directed graph G={V, E}, where V={1, · · · , N} is the set of
vertices (the nodes), and E⊆V×V is the set of edges (the
communication links). A directed edge from i∈V to j∈V is
denoted by (i, j)∈E ; information on (i, j) flows from i to
j. We assume that G does not contain self-loops, that is,
(i, i)/∈E . The in-neighbors of node i are nodes in the set
N−i ={j : (j, i)∈E}, while its out-neighbors are those in the
set N+i ={j : (i, j)∈E}. The cardinality of N−i (respectively,
N+i ) is called in-degree (respectively, out-degree) of node i
and is denoted by d−i =|N−i | (respectively, d+i =|N+i |). We
denote by d(i, j) the directed distance between i and j∈V ,
that is, the length of the shortest path from i to j; we set
d(i, i)=0, for all i∈V . We will consider strongly connected
digraphs.
Definition 1. A digraph G is strongly connected if, for every
two distinct nodes i, j ∈ V , there exists a directed path
connecting i to j, i.e., d(i, j) <∞,∀i, j.
Associated with the digraph G, we define a weight matrix
compliant to it, along with some related quantities instrumental
to formulate the weight-balancing problem.
Definition 2 (Weight matrix). Given a digraph G, a matrix
A , (aij)Ni,j=1 ∈ RN×N is said to be compliant to G if
aij =
{
≥ 0, if (j, i) ∈ E ;
0, otherwise;
∀i, j ∈ V.
We will only consider compliant weight matrices.
Definition 3 (In-flow and out-flow). Given a digraph G with
weight matrix A, the in-flow and out-flow of node i∈V are de-
fined as S−i ,
∑
j∈N−i aij and S
+
i ,
∑
j∈N+i aji, respectively.
Definition 4 (Node weight (im)balance). Given a digraph G
with weight matrix A, the weight balance of node i is defined
Fig. 1. Some basic graph definitions.
as bi,S−i −S+i , and its weight imbalance as i,|bi|. The
weight imbalance vector across the network is ,(i)Ni=1.
Definition 5 (Weight-balanced digraph). A digraph G is said
to be weight-balanced if its associated weight matrix A
induces a total imbalance equal to zero,  = 0.
Fig. 1 summarizes some of the quantities defined above.
III. DISTRIBUTED QUANTIZED WEIGHT-BALANCING
In this section, we introduce a distributed, iterative algo-
rithm to solve the weight-balancing problem using only quan-
tized information and simplex communications. We denote
by "(k)" the values of the associated variables at iteration k
of the algorithm. We are given a strongly connected digraph
G. Note that strong connectivity guarantees the existence of
a matrix, compliant to the digraph G (cf. Definition 2) that
makes G weight-balanced (cf. Definition 5) [10]. Each node
i controls the set of weights (aij)j∈N−i associated with its
incoming edges; the goal is to update iteratively the weights
so that, eventually, the weight matrix converges to a matrix,
compliant to G, which makes G weight-balanced. To do so,
nodes exchange information with their neighbors, under the
following communication constraints: i) information flows
according to the edge directions (simplex communications);
and ii) information flows are quantized with a finite number of
bits. We denote the number of bits used by node i and the step-
size at time k as Bi(k) and γ(k), respectively. The proposed
algorithm is formally stated in Algorithm 1 and discussed next.
Algorithm 1 Distributed Quantized Weight-Balancing
Initialization: A(0) = (aij(0))Ni,j=1,; {γ(k)}k∈Z+ ; and{
(Bi(k))i∈V
}
k∈Z+ . Set k = 0.
(S.1) If A(k) satisfies a termination criterion: STOP;
(S.2) Each node i broadcasts ni(k) to N+i , where
ni(k) = min
{⌊
bi(k)
d+i γ(k)
⌋+
, 2Bi(k) − 1
}
; (1)
(S.3) Each node i collects signals nj(k) from j ∈ N−i ,
and updates (aij(k))j∈N−i and bi(k) as
aij(k + 1) = aij(k) + γ(k)nj(k), ∀j ∈ N−i , (2)
bi(k + 1) = bi(k)− γ(k) d+i ni(k)+γ(k)
∑
j∈N−i
nj(k). (3)
4In S.2, each node i generates the signal ni(k) by quantizing
the local balance bi(k), normalized by d+i γ(k), using Bi(k)
bits; then, it broadcasts such signal to its out-neighbors, using
Bi(k) bits. In S.3, it collects the signals from its in-neighbors,
and updates the corresponding weights according to (2): if
nj(k) > 0, the incoming weight aij(k) will be increased
by γ(k)nj(k). The balance of each node is then updated
according to (3). Roughly speaking, by (2)-(3) there is a
transfer of the positive balance among nodes in the network:
if ni(k) > 0, the quantity γ(k) d+i ni(k) is subtracted from the
balance bi(k) of node i [cf. (3)], and equally divided among
its out-neighbors j ∈ N+i , which will increase their incoming
weight aji(k) by γ(k)ni(k) [cf. (2)]. Note that Algorithm 1
is fully distributed: each node i only needs to know its out-
degree d+i and its initial value bi(0) = S
−
i (0) − S+i (0), and
to agree on a common step-size rule {γ(k)}k∈Z+ .
Algorithm 1 offers flexibility in the choice of the step-size
{γ(k)}k∈Z+ , the initial weights A(0),(aij(0))Ni,j=1, and the
number of bits Bi(k) used by the nodes at each iteration.
Convergence is proved under the following mild assumptions.
Assumption 1. The step-size {γ(k)}k∈Z+ and weight matrix
A(0) , (aij(0))Ni,j=1 satisfy:
γ(k) =
γ(0)
cn1
, with n∈Z+ : (cn1−1)c2 ≤ k ≤ (cn+11 −1)c2−1;
and aij(0) =
{
cij γ(0), if j ∈ N−i ;
0, if j /∈ N−i ,
respectively, where cij ∈ Z++, γ(0) ∈ R++, c1 ∈ Z2, and
c2 ∈ Z++.
Assumption 2. There exist positive integers W and Bmax
such that
{
(Bi(k))i∈V
}
k∈Z+ satisfies
∑(k+1)W−1
n=kW Bi(n) ≥ 1
and Bi(k) ≤ Bmax, for all i ∈ V and k ∈ Z+.
Note that the step-size satisfying Assumption 1 is vanishing
and nonsummable, as shown below.
Lemma 1. If {γ(k)}k∈Z+ satisfies Assumption 1, then
γ(0) c2
k + c2
≤ γ(k) ≤ γ(0) c1 c2
k + c2
, ∀k ∈ Z+. (4)
Proof: See Appendix A-I.
Assumption 1 is consistent with similar choices adopted,
e.g., in stochastic optimization [25], such as γ(k)=1/(k+1),
k∈Z+. However the diminishing and non-summability prop-
erties alone do not seem sufficient to prove convergence of
Algorithm 1; to this end, the further structure on the step-size
rule as stated in Assumption 1 guarantees that the balance at
each node is always an integer multiple of the current step-
size, which will be shown to be key to prove that the total
imbalance ‖(k)‖1 is asymptotically vanishing. An instance
of {γ(k)}k∈Z+ satisfying Assumption 1 is [1]
{γ(k)}k∈Z+ =
{
1,
1
2
,
1
2
,
1
4
,
1
4
,
1
4
,
1
4
,
1
8
, · · ·
}
.
Assumption 2 states that each node only needs to send its
quantized information to its out-neighbors every W iterations.
This offers some flexibility in the design of the communication
protocol. For instance, nodes can transmit one bit at each time
slot [1], yielding one bit per channel use, or transmit one bit
every W > 1 time slots, resulting in a lower effective rate of
1/W bits per channel use.
We are now ready to state our main convergence result.
Theorem 2. Let G be a strongly connected digraph. Let
{A(k)}k∈Z+ be the sequence generated by Algorithm 1 under
Assumptions 1 and 2. Then, there hold:
(a)
‖(k)‖1 = O
(
1
k
)
, (5)
with (k) , (i(k))Ni=1; and
(b)
lim
k→∞
A(k) = A∗, (6)
where A∗ is a solution of the weight-balancing
problem (i.e., it satisfies Definition 5).
A. Proof of Theorem 2
1) Proof of statement (a): We begin by highlighting the main
steps of the proof, with the help of Fig. 2. Step 1: We show that
{‖(k)‖1}k∈Z+ is non-increasing. Furthermore, we identify
two key events affecting the dynamics of ‖(k)‖1, namely: the
so-called “decreasing event” Dk and “update event” Uk. Dk
occurs if at iteration k a node with sufficiently large positive
balance (i.e., ni(k) > 0, for some i ∈ V) triggers the update
of the weights of an out-neighbor with negative balance; Uk
instead occurs if at iteration k there is a node triggering the
update of the weights of its out-neighbors (i.e., ni(k) > 0,
for some i ∈ V) but Dk does not occur. Note that it can
happen that neither Dk nor Uk occur at some k; this is the
case when bi(k) is “too small” or Bi(k) = 0, for all i ∈ V . We
show that ‖(k)‖1 decreases by at least 2γ(k) iff. Dk occurs,
and remains unchanged otherwise. Step 2: To guarantee that
‖(k)‖1 asymptotically vanishes, the decreasing event must
occur sufficiently often. Towards this goal, in this step, we
prove two key properties of the decreasing and update events,
namely:
P1) the number of occurrences of the update event be-
tween two consecutive decreasing events is at most
N2N − 1;
P2) if ‖(k)‖1≥2N(N−1)γ(k) (roughly speaking, if
‖(k)‖1 does not decrease sufficiently fast), there are
at most 2W − 2 iterations between two consecutive
update events.
P1 and P2 are sufficient to guarantee that the decreasing events
occur at uniformly bounded time intervals (note that P2 is
needed, as neither Dk nor Uk might occur at some k). Finally,
Step 3 builds on the above results to prove statement (a).
Roughly speaking, one can infer that: either 1) ‖(k)‖1 is
below the diminishing threshold (Step 1), causing it to vanish;
or 2) it exceeds the threshold at some iterations, causing it to
be suppressed by the decreasing event (Step 2) until it falls
again below the vanishing threshold. We proceed next with
the formal proof.
Step 1: We begin by introducing the definition of Dk and Uk.
5Fig. 2. Key properties of ‖(k)‖1 in Algorithm 1.
Definition 6 (Decreasing event Dk and its occurrence time tl).
Let Dk, k ∈ Z+, be defined as
∃ i ∈ V and j ∈ N+i : ni(k) > 0 and bj(k) < 0. (7)
Furthermore, let tl, l ∈ Z+, be the iteration-index correspond-
ing to the occurrence of the lth decreasing event; recursively,
tl ≡ min{k ∈ Ztl−1+1 : I(Dk) = 1}, l ∈ Z+, (8)
and t−1 ≡ −1, with possibly tl =∞.
Definition 7 (Update event Uk). Let Uk, k ∈ Z+, be defined
as
∃ i ∈ V : ni(k) > 0 and I(Dk) = 0. (9)
We show next that ‖(k)‖1 decreases by at least 2γ(k) iff.
Dk occurs, and remains unchanged otherwise.
Lemma 3. There holds
‖(k + 1)‖1
{
≤ ‖(k)‖1 − 2 γ(k), if I (Dk) = 1,
= ‖(k)‖1, otherwise.
(10)
Proof: See Appendix A-III.
The next step will characterize “how often” Dk and Uk do
occur, and the implication of this fact on ‖(k)‖1.
Step 2: We begin with the following intermediate result.
Lemma 4. Let V+(k) , {i ∈ V : bi(k) ≥ 0} and V−(k) ,
{i ∈ V : bi(k) < 0} denote the set of nodes with non-negative
and negative balance at iteration k, respectively. There holds
I(Dk) = 0 ⇒ V+(k+1) = V+(k) and V−(k+1) = V−(k).
Proof: See Appendix A-IV.
In words, if the event Dk does not occur at iteration k, the
sets of nodes having non-negative and negative balance do not
change from k → k + 1.
Next, we prove properties P1 and P2. We first provide some
intuition motivating our approach.
• Intuition: Let us look at the transfer of the balance
among the nodes within two consecutive decreasing events.
Let tl <∞, for some l ∈ Z+ (i.e., I(Dtl) = 1); and consider
the iteration-interval between Dtl and Dtl+1 . By Lemma 4,
V+(k) and V−(k) are invariant over k ∈ [tl + 1, tl+1]; let
V+ , V+(tl + 1) and V− , V−(tl + 1). For the next
decreasing event Dtl+1 to occur, there must be a node i ∈ V+
(and thus V+ 6= ∅) that has accumulated enough balance to
trigger the update at tl+1 (i.e., ni(tl+1) > 0) and has an
out-neighbor in V−. This balance is built-up throughout the
update events: the nodes triggering the update events within
[tl + 1, tl+1] will transfer each time part of their balance to
their out-neighbors (in V+) closer to V−. Hence, one can
expect that the decreasing event Dtl+1 will occur after a certain
number of update events, specifically when a sufficient amount
of balance has been transferred to some node(s) having out-
neighbors in V−. To characterize this number and show that
it is bounded over each interval [tl + 1, tl+1], the proposed
idea is to construct a nonnegative, integer-valued function of
{bi(k)}Ni=1, k ∈ [tl + 1, tl+1], denoted by U(k), which (a)
strictly increases whenever Uk occurs; and (b) is uniformly
(upper) bounded on [tl + 1, tl+1]. These properties in fact
guarantee that the number of update events within [tl+1, tl+1]
is finite (bounded by the sup of U on [tl + 1, tl+1]), which
would prove P1. The same function U will be then leveraged
to prove also P2 (cf. Proposition 5 & Corollary 6). We build
next such a function and provide a formal proof of P1 and P2.
• Building the function U(k): We begin by ranking the nodes
in V+ based on their (directed) distance to the nodes in V−.
Specifically, given tl <∞, for some l ∈ Z+, let
Vn ,
{
i ∈ V+ : min
j∈V−
d(i, j) = n
}
, n ∈ Z+, (11)
be the set (possibly empty) of nodes in V+ that are n-hops
(directed) away from a node with negative balance [recall
that d(i, j) denotes the directed distance from i to j, cf.
Sec. II-B]. Based on the above discussion, nodes in V1 are
“more important” than nodes in V2, in the sense that they will
contribute more immediately to trigger the next decreasing
event; nodes in V2 are more important than those in V3, and
so on. The function U(k) aims at capturing this hierarchical
transfer of the balance along the chain Vnmax → · · · →
Vn+1 → Vn → · · · → V1 during each update event, up until
Dtl+1 occurs, where nmax , max {n : |Vn| > 0}. In particular
we want U(k) to increase its value by (at least) one (integer)
unit every time one of such transfers happens (i.e., Uk occurs,
k ∈ [tl + 1, tl+1]).
To build such a function, let us look at the balance trans-
fer during an update event; say there is one node i∈Vn+1
triggering Uk, k ∈ [tl + 1, tl+1], thus transferring part of its
balance to its out-neighbor j ∈ Vn, according to (3); for
the sake of simplicity, suppose also that ni(k) = 1. In (3),
γ(k) can be regarded as the unit of balance and bi(k)/γ(k) is
the normalized balance. Notice that bi(k)/γ(k) is an integer
number, as bi(k) is a multiple of γ(k) (cf. Lemma 12 in
Appendix A-III). Such a node i experiences a decrease of its
normalized balance by d+i units while the normalized balance
of j increases at least by one unit. To record this balance
transfer as an increase of U(k) by (at least) one integer, we can
associate it with the “carry” operation from a digit to the next
more significant one in a positional notational representation of
the U(k) value. Specifically, the (non-negative) integer number
U(k) is expressed in mixed radix notation wherein the total
(sum) normalized balance of nodes in V1 is represented by the
most significant digit, the one of nodes in V2 is represented
by the second most significant digit, and so on. By doing so,
based upon I(Uk) = 1 described above, the aforementioned
exchange of balance Vn+1 → Vn triggers the transfer of one
unit from the (n + 1)th most representative digit to the nth
one, determining thus an increase of U(k) (by at least one
unit). The same argument can be easily generalized to the
6case when multiple nodes (with ni(k) > 0) are involved in
the update event.
More formally, given k ∈ [tl + 1, tl+1], the representation
of U(k) in mixed radix notation reads:
U(k) ,
nmax∑
n=1
Un
∑
i∈Vn
min
{
bi(k)
γ(k)
, d+i
}
, (12)
with
Un ,
nmax∏
m=n+1
(
1 +
∑
i∈Vm
d+i
)
. (13)
• Proof of P1 and P2: Proposition 5 below states the desired
properties of U(k) and proves by-product P2; P1 follows from
Corollary 6.
Proposition 5. In the setting above, U(k) exhibits the follow-
ing properties:
(i) U(k) ≥ 0;
(ii) U(k) is non-decreasing, and it increases iff. Uk occurs,
i.e.,
U(k + 1)
{
= U(k), if I(Uk) = 0;
≥ U(k) + 1, if I(Uk) = 1; (14)
(iii) If ‖(k)‖1 ≥ 2N(N − 1)γ(k), U(k) strictly increases
within 2W − 1 slots, U(k + 2W − 1) ≥ U(k) + 1.
Therefore, there are at most 2W − 2 slots between two
consecutive update events; and
(iv) U(k) < N2N .
Proof: See Appendix A-V.
Corollary 6. There are at most N2N − 1 update events
between two consecutive decreasing events. In particular, if
‖(tl + 1)‖1 ≥ 2N(N − 1)γ(tl + 1), then
tl+1 − tl ≤ (2W − 1)N2N ; and, ∀k ∈ [tl + 1, tl+1],∥∥(k+(2W−1)N2N)∥∥
1
≤‖(k)‖1 − 2γ
(
k + (2W − 1)N2N) .
Proof: We only prove the last inequality; the other
statements are direct results of Proposition 5 and Assumption
2. Suppose that ‖(tl + 1)‖1 ≥ 2N(N − 1)γ(tl + 1), for
some l ∈ Z+; invoking Proposition 5, we infer that i) there
are at most N2N − 1 update events between two consecutive
decreasing events; additionally, ii) ‖(k)‖1 ≥ 2N(N−1)γ(k),
k ∈ [tl+1, tl+1], so that there are at most 2W−2 slots between
two consecutive update events occurring within [tl + 1, tl+1].
These two facts together imply that tl+1−tl ≤ (2W−1)N2N ;
therefore, for k ∈ [tl + 1, tl+1],∥∥(k+(2W−1)N2N)∥∥
1
(10)
≤ ‖(tl+1+1)‖1
(10)
≤ ‖(tl+1)‖1−2γ(tl+1)
(A.1)
≤ ‖(k)‖1−2γ
(
k+(2W−1)N2N) ,
where A.1 stands for Assumption 1.
Step 3: We begin by introducing the following intermediate
result.
Lemma 7. For any k ∈ Z+, there exists τ ≥ k such that
‖(τ)‖ < 2N(N − 1)γ(τ).
Proof: See Appendix A-VI.
Equipped with Lemma 3, Corollary 6, and Lemma 7, we
now prove that ‖(k)‖1=O(1/k), i.e.,
∃ 0<M<∞ and k¯ ∈ Z++ :k · ‖(k)‖1≤M, ∀k ≥ k¯. (15)
Let k˜m , (cm1 − 1)c2, m ∈ Z+. We prove that (15) holds
with the following choice of M and k¯ ∈ Z++:
M = 2N(N − 1)γ(0)c21c2, (16)
k¯ = min
{
τ ≥ k˜n : ‖(τ)‖1<2N(N−1)γ(τ)
}
, (17)
with n ∈ Z+ sufficiently large so that
T˜ , (c1 − 1)(2W − 1)N(N − 1)N2N
≤ (k˜n+1 − k˜n)− 1 = c2cn1 (c1 − 1)− 1. (18)
Note that such a choice of n guarantees that
γ
(
k˜m−1−τ
)
= γ
(
k˜m−1
)
, ∀τ ∈ [0, T˜ ], ∀m>n. (19)
The existence of k¯ ∈ Z++ is guaranteed by Lemma 7. Let
p = min
{
m > n : k˜m > k¯
}
.
We will prove that
‖(k)‖1 ≤ 2N(N − 1)c1γ(k), ∀k ≥ k¯, (20)
so that k‖(k)‖1 ≤M readily follows from Lemma 1. To this
end, it suffices to show that∥∥∥ (k˜m − 1)∥∥∥
1
≤ 2N(N − 1)γ
(
k˜m − 1
)
, ∀m ≥ p. (21)
In fact, by the choice of the step-size in Assumption 1, this
condition implies that, for all k˜m ≤ k ≤ k˜m+1−1 and m ≥ p,
‖(k)‖1
(10)
≤
∥∥∥ (k˜m − 1)∥∥∥
1
(21)
≤ 2N(N − 1)γ
(
k˜m − 1
)
(A.1)
= 2N(N − 1)c1γ
(
k˜m
)
= 2N(N − 1)c1γ(k), (22)
whereas for k¯ ≤ k ≤ k˜p − 1,
‖(k)‖1
(10)
≤ ∥∥ (k¯)∥∥
1
(17)
< 2N(N − 1)γ (k¯)
(A.1)
= 2N(N − 1)γ(k). (23)
We prove (21) by induction. The condition clearly holds for
m=p, as seen in (23) with k=k˜p−1. Assume it holds for
m=q−1, with q>p. We show by contradiction that it holds
for m=q as well, thus proving the induction. That is, assume
that
2N(N − 1)γ
(
k˜q − 1
)
<
∥∥∥ (k˜q − 1)∥∥∥
1
≤ 2N(N − 1)c1γ
(
k˜q − 1
)
, (24)
where the upper bound is a consequence of (22) and the
induction hypothesis. Lemma 3 and the induction hypothesis
imply
2N(N − 1)γ(k) < ‖(k)‖1
≤ 2N(N − 1)c1γ(k), ∀k ∈
[
k˜q−1, k˜q − 1
]
. (25)
7Then, we can apply recursively Corollary 6 and the fact that
k˜q − 1− T˜ ≥ k˜q−1 to get∥∥∥ (k˜q − 1)∥∥∥
1
≤
∥∥∥ (k˜q − 1− T˜)∥∥∥
1
− 2
N(N−1)(c1−1)−1∑
i=0
γ
(
k˜q − 1− i(2W − 1)N2N
)
(19)
≤
∥∥∥ (k˜q − 1− T˜)∥∥∥
1
− 2N(N − 1)(c1 − 1)γ
(
k˜q − 1
)
(25)
≤ 2N(N − 1)γ
(
k˜q − 1
)
,
yielding the contradiction. This proves that ‖(k)‖1=O(1/k).
2) Proof of statement (b): Since {A(k)}k∈Z+ is nondecreas-
ing [cf. (2)], to prove convergence of the sequence it suffices
to show that the weights are upper bounded, as done next.
Lemma 8. The sequence {A(k)}k∈Z+ is bounded.
Proof: Note that, if ‖(0)‖1=0, the graph is already
weight-balanced, and no updates occur. We thus consider the
case ‖(0)‖1>0. Since ‖(k)‖1→0, this implies that t0<∞,
i.e., the decreasing event must occur at least once. Define
TU,l ≡ {k ∈ [tl, tl+1 − 1] : I(Uk) + I(Dk) = 1}.
Let n(w)max,2Bmax−1; using (2), we infer
aji(k) ≤ aji(0) + n(w)max
∑
l
∑
m∈TU,l:m≤k
γ(m)
(A.1)
≤ aji(0) + n(w)max
∑
l
|TU,l|γ(tl).
Since there are at most N2N − 1 update events between two
consecutive decreasing events (cf. Corollary 6), it follows that
|TU,l| ≤ N2N , thus implying that
aji(k) ≤ aji(0) + n(w)maxN2N
∑
l
γ(tl).
Finally, to bound
∑
l
γ(tl) (hence aji(k)), note that using
Corollary 6 and induction,
0 ≤ ‖(tl + 1)‖1 ≤ ‖(0)‖1 − 2
l∑
q=0
γ(tq),
which implies
∑
q γ(tq)≤ (1/2) ‖(0)‖1.
IV. DISTRIBUTED QUANTIZED AVERAGE CONSENSUS
In this section, we devise a novel distributed algorithm
solving the quantized average consensus problem over non-
balanced digraphs; the proposed scheme builds on the dis-
tributed quantized weight-balancing algorithm (Algorithm 1)
introduced in Section III, as described next.
Consider the same network setting as in Section III. Let
yi(0) ∈ R denote the initial sample owned by node i. The
goal is to design a distributed algorithm whereby nodes will
eventually agree on the average of the initial values,
y¯(0) , 1
N
N∑
i=1
yi(0). (26)
nodes can exchange quantized information with their neigh-
bors via simplex communications. Since the digraph is not
assumed to be balanced, plain quantized consensus schemes
cannot be readily used; a weight-balancing procedure needs to
be incorporated into the consensus updates. The proposed idea
is then to combine the weight-balancing algorithm introduced
in Section III with the average consensus protocol based on
probabilistic quantization, which we recently proposed in [24].
The new algorithm is designed so that these two building
blocks run on the same time-scale. The scheme is summarized
in Algorithm 2 and described below.
Every node i owns two sets of variables, namely: the
weights associated to the in-neighbors (aij)j∈N−i and the
local estimate yi, which we want to asymptotically converge
to (26); we denote by (aij(k))j∈N−i and yi(k) the value of
these variables at time k. At each iteration k, based upon
its current balance bi(k) and local estimate yi(k), node i
generates and broadcasts to its out-neighbors the quantized
signals ni(k) (using B
(w)
i (k) bits) and xi(k) (using B
(c)
i (k)
bits), respectively (Step 2). More specifically, the signal ni(k)
is generated according to (28) while, to generate xi(k), node i
first clips its local estimate yi(k) within the quantization range
[qmin, qmax] [cf. (30)], and then quantizes the clipped esti-
mate y˜i(k) via (29). Upon receiving the signals (nj(k))j∈N−i
and (xj(k))j∈N−i from its in-neighbors, node i updates its
weights (aij(k))j∈N−i using the quantized weight-balancing
rule introduced in Algorithm 1 [cf. (31)], and the local variable
yi(k) according to (32). The update in (32) aims at forcing
a consensus among the local variables yi(k) on the average
y¯(0). In fact, the third term in (32) is instrumental to align
the local copies yi(k), while the second term bi(k)xi(k)
is a correction needed to preserve the average of the iter-
ates, i.e., (1/N)
∑
i yi(k + 1) = (1/N)
∑
i yi(k), for all
k ∈ Z+. The latter property can be checked using (32),
with S−i (k) =
∑
j∈N−i aij(k), S
+
i (k) =
∑
j∈N+i aji(k), and
bi(k) = S
−
i (k)− S+i (k), which yields
N∑
i=1
yi(k+1) =
N∑
i=1
yi(k) + α(k)
N∑
i=1
[
S−i (k)− S+i (k)
]
xi(k)
+α(k)
N∑
i=1
∑
j∈N−i
aij(k)xj(k)−α(k)
N∑
i=1
S−i (k)xi(k)
=
N∑
i=1
yi(k)− α(k)
N∑
i=1
N∑
j=1
aji(k)xi(k)
+ α(k)
N∑
i=1
N∑
j=1
aij(k)xj(k) =
N∑
i=1
yi(k). (27)
Hence, if all yi(k) are asymptotically consensual, it must be∣∣yi(k)−(1/N)∑i yi(k)∣∣ = ∣∣yi(k)−(1/N)∑i yi(0)∣∣ −→
k→∞
0.
Finally, note that all the above steps in the algorithm can
be implemented in a distributed fashion, using only local
information.
Convergence of Algorithm 2 is proved under some mild
assumptions on the free parameters of the algorithm, as
discussed next. The first condition is on the number of bits
used to quantize the consensus variables at each iteration.
8Algorithm 2 Distributed Quantized Average Consensus and
Weight-Balancing
Initialization: A(0); qmin, qmax; {γ(k)}k∈Z+ , {α(k)}k∈Z+ ;{(
B
(w)
i (k)
)
i∈V
}
k∈Z+ ,
{(
B
(c)
i (k)
)
i∈V
}
k∈Z+ ; and y(0).
Set k = 0.
(S.1) If a termination criterion is satisfied: STOP;
(S.2) Each node i broadcasts the ni(k) and xi(k) to N+i ,
where
ni(k) = min
{⌊
bi(k)
d+i γ(k)
⌋+
, 2B
(w)
i (k) − 1
}
; (28)
xi(k) = 0 if B
(c)
i (k) = 0 and, if B
(c)
i (k) > 0,
xi(k)=

qmin+
 y˜i(k)−qmin∆(B(c)i (k))
∆
(
B
(c)
i (k)
)
, w.p. pi(k);
qmin+
 y˜i(k)−qmin
∆
(
B
(c)
i (k)
)
∆(B(c)i (k)) , w.p. 1−pi(k),
(29)
where y˜i(k) = min
{
max
{
yi(k), qmin
}
, qmax
}
,
∆(B) =
qmax − qmin
2B − 1 ,∀B ∈ Z++, (30)
pi(k) =
y˜i(k)− qmin
∆
(
B
(c)
i (k)
) −
 y˜i(k)− qmin
∆
(
B
(c)
i (k)
)
 .
(S.3) node i collects (nj(k))j∈N−i and (xj(k))j∈N−i fromN−i , and updates (aij(k))j∈N−i and yi(k) according to
aij(k + 1) = aij(k) + nj(k)γ(k), (31)
yi(k + 1) = yi(k) + α(k)bi(k)xi(k)
+ α(k)
∑
j∈N−i
aij(k)
(
xj(k)− xi(k)
)
. (32)
Assumption 3. Let
{
B(c)(k)
}
k∈Z+ be a sequence satisfy-
ing B(c)(k)∈{0, 1} and ∑(n+1)W−1t=nW B(c)(t) ≥ 1, for all
k, n ∈ Z+ and some given W ∈ Z++. The number of bits{
B
(c)
i (k)
}
k∈Z+ used by each node i satisfies
B
(c)
i (k)
{ ≥ B(c)(k), if B(c)(k) > 0;
= 0, else.
The above condition states that, at least once over a time
window of duration W , all nodes are simultaneously commu-
nicating at least one bit to their out-neighbors. This condition
is stricter than the one used in the weight-balancing algorithm
(cf. Assumption 2). It can be coupled with the weight-
balancing problem. For example, nodes can communicate for
weight-balancing using one bit at odd time slots, and for
average consensus using one bit at even time slots, yielding
one bit per channel use. Lower effective data rates can be
achieved using intermittent communications.
We next introduce the assumption on y¯(0) and the step-size
used in the consensus updates.
Assumption 4 (Informative y¯(0)). The average y¯(0) [cf. (26)]
satisfies y¯(0) ∈ [qmin, qmax].
Assumption 5. The step-size sequence {α(k)}k∈Z+ satisfies:
α(k) > 0, α(k + 1) ≤ α(k),∀k ∈ Z+,
∞∑
k=1
α(k) =∞,
∞∑
k=1
α(k)2 <∞.
It is important to remark that Assumption 4 neither requires
each local data yi(0) to be confined within the quantization
range nor the range of yi(0) to be known. This is a major
departure from the literature, which calls for yi(0) to be
within the quantization range – see, e.g. [19]–[22]. We require
instead the average y¯(0) to fall within the quantization interval
[qmin, qmax], which is a less restrictive condition. For example,
if nodes are estimating a common unknown parameter θ via
the measurements yi(0) = θ + ωi, where ωi is zero mean
Gaussian noise, i.i.d. across nodes, then y¯(0) is the sample
mean estimate across the nodes. In this case, a bound on
yi(0) is hard to obtain (theoretically it is unbounded), but
the bound of the parameter, θ ∈ [θmin, θmax], is known in
many cases. Even worse, maxi∈{1,2,...,N} |yi(0)| → ∞ for
N → ∞, whereas the sample average y¯(0) → θ, so that
the sample average y¯(0) becomes more and more informative
for large N , whereas the initial local measurements become
larger and larger. In this case, nodes can thus simply set
(qmin, qmax) = (θmin, θmax). Herein, we are not interested
in non-informative y¯(0). In fact, in this case, y¯(0) does not
provide any information on the estimating θ.
We are now ready to state the convergence of Algorithm 2.
Theorem 9. Let G be a strongly connected digraph. Let{
y(k) = (yi(k))
N
i=1
}
k∈Z+ be the sequence generated by Al-
gorithm 2 under Assumptions 1-5. Then, there hold:
(a) Almost sure convergence:
P
(
lim
k→∞
y(k) = y¯(0) · 1
)
= 1. (33)
(b) Convergence in the pth mean:
lim
k→∞
E [‖y(k)− y¯(0) · 1‖p] = 0, ∀p ∈ Z++. (34)
Proof: Let y(k) , (yi(k))Ni=1, x(k) , (xi(k))
N
i=1 and
y˜(k) , (y˜i(k))Ni=1. Using (32), the y-updates can be written
in vector form as
y(k + 1) = y(k)− α(k)L+(k)x(k), (35)
where L+(k) , S+(k) − A(k), with S+(k) ,
diag
{
S+1 (k), · · · , S+N (k)
}
and S+i (k) =
∑
j∈N+i aji(k).
Note that, due to the probabilistic quantization,
E[x(k)|y(k)] = y˜(k).
To study the dynamics of the consensus error, we introduce
the following function measuring the consensus disagreement:
V (y) , ‖y − y¯(0)1‖2, (36)
and prove next that such a V evaluated along the trajectory
{y(k)}k∈Z+ of the algorithm satisfies the conditions of [26,
Theorem 1], which is sufficient to prove our theorem.
9Intermediate results: We begin by introducing some prop-
erties of V (y), which are instrumental for the sequel of the
proof.
Lemma 10. In the setting of Theorem 9, there holds
E [V (y(k+1))|y(k) = y]
=

V (y)− 2α(k)yTL+(k)y˜
+α(k)2E
[‖L+(k)x(k)‖2|y(k) = y] , if B(c)(k) > 0,
V (y), otherwise,
(37)
for any given y ∈ RN , where y˜ = [y˜1, · · · , y˜N ]T and y˜i =
min{max{yi, qmin}, qmax}.
Proof: See Appendix B-I.
Next, we lower bound the second term on the right hand side
(RHS) of (37). This is instrumental to show that the negative
term in (37) is dominant with respect to the positive third one.
Lemma 11. Let yi,M and yi,m be given, for i = 1, · · · , N .
For any y = [y1, · · · , yN ] ∈ RN such that i) yi ∈ [yi,m, yi,M ],
i = 1, · · · , N ; and ii) 1>y = 1>y(0), there holds:
y>L+(k)y˜ ≥ c3V (y)− c4‖(k)‖1, (38)
for some finite constants c3, c4 > 0.
Proof: See Appendix B-II.
In the setting of Lemma 11, (37) and (38) yields
E [V (y(k + 1))|y(k) = y]
≤ V (y)− 2α(k)c3V (y) + 2α(k)c4‖(k)‖1
+ α(k)2‖L+(k)‖2E [‖x(k)‖2|y(k) = y]
(a)
≤ V (y)− 2c3α(k) [V (y)− c(k)] , (39)
for the case B(c)(k) > 0; and E [V (y(k + 1))|y(k) = y] =
V (y) otherwise; where in (a) we defined
c(k) , c4
c3
‖(k)‖1 + α(k) c5
2c3
. (40)
for some constant c5≥‖L+(k)‖2E
[‖x(k)‖2|y(k) = y]>0.
The existence of such a c5 <∞ follows from the boundedness
of A(k) (cf. Lemma 8), and thus L+(k), and that of x(k)
(being the output of a finite rate quantizer).
We are now ready to prove Theorem 9.
Proof of statement (a): Define K˜ , {k : B(c)(k) > 0} and
{yK˜(k)} , {y(k˜)}k˜∈K˜ . It is sufficient to show that V defined
in (36) satisfies the conditions of [26, Theorem 1], namely:
1)
inf
‖y−y¯(0)1‖≥
V (y) > 0,∀ > 0,
V (y¯(0) · 1) = 0, and lim sup
y→y¯(0)·1
V (y) = 0;
2)
E [V (yK˜(k+1))|yK˜(k)=y]−V (y)
≤g(k) [1+V (y)]−α(k)φ(y),
where φ(y) is a non-negative function such that, for all  > 0,
inf
‖y−y¯(0)1‖≥
φ(y) > 0;
and α(k) and g(k) satisfy
α(k) > 0,∀k ∈ K˜,
∑
k∈K˜
α(k) =∞, (41)
g(k) > 0,∀k ∈ K˜,
∑
k∈K˜
g(k) <∞. (42)
Conditions in 1) are trivially satisfied by definition [cf. (36)].
Referring to conditions in 2), using (27), Lemma 14, and (39),
one can see that, for all k ∈ K˜, there holds
E [V (yK˜(k + 1))|yK˜(k) = y]− V (y) ≤ g(k)− 2c3α(k)V (y),
with g(k) = 2c3α(k)c(k). Furthermore, we have
∑
k∈K˜
g(k) ≤ 2c3
√√√√√
∑
k∈K˜
α(k)2
∑
k∈K˜
c(k)2
 (a)< ∞,
where (a) we used
∑
k∈K˜ α(k)
2<∞ (cf. Assumption 5); and
c(k)2=O(1/k2), due to (40), Assumption 5, and Theorem 2.
Therefore, conditions in 2) hold.
Overall, we have shown that all the conditions of [26,
Theorem 1] are satisfied, implying
P
(
lim
k→∞,k∈K˜
y(k) = y¯(0) · 1
)
= 1.
Since |K˜| =∞ and y(k + 1)=y(k), for all k /∈ K˜, statement
(a) of the theorem follows.
Proof of statement (b): Since ‖y(k) − y¯(0)1‖p a.s.→ 0 and
‖y(k)−y¯(0)1‖p<∞, for all p ∈ Z++ (recall that |yi(k)−y¯(0)|
is bounded for all i∈V , cf. Lemma 14), statement (b) is a
consequence of the dominated convergence theorem (cf. [27,
Theorem 1.6.7]).
V. NUMERICAL RESULTS
In this section, we present some numerical results to validate
our theoretical findings. Node’s initial data (yi(0))
N
i=1 are gen-
erated i.i.d. with uniform distribution in (qmin, qmax), where
qmin = 0, qmax = 1. There are N = 6 nodes. A directed ring
is first constructed linking all the nodes, so that the digraph is
ensured to be strongly connected (cf. Fig. 3). Then a directed
edge on each pair of nodes is randomly added, with probability
0.2. Other parameters are listed below: Assumption 1 with
γ(0) = 1, c1 = 2, c2 = 1, cij = 1,∀i, j ∈ V is adopted
for {γ(k)}k∈Z+ ,A(0), and α(k) = 1k+1 ,∀k ∈ Z+, which
satisfies Assumption 5 and
∑∞
k=0 α(k)
2 < ∞. For the 1-bit
scheme simulated below, B(w)i (k) = 1, B
(c)
i (k) = 0,∀i ∈ V
when k is odd and B(w)i (k) = 0, B
(c)
i (k) = 1,∀i ∈ V
when k is even. On the other hand, for the 2-bit scheme,
B
(w)
i (k) = B
(c)
i (k) = 1,∀i ∈ V,∀k ∈ Z+. The performance
of the weight-balancing algorithm is measured via the total
imbalance ‖(k)‖1, whereas that of the consensus algorithm
is measured via the MSE,
MSE(k) =
1
N
N∑
i=1
(yi(k)− y¯(0))2.
The simulation results are averaged over 100 independent
graph realizations, with 100 independent initial value realiza-
tions being evaluated in each graph realization.
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Fig. 3. Illustration of the random graph model for N = 4, where dashed
arrows represent potential directed links depending on the realizations.
Fig. 4 shows the total imbalance under Algorithm 2 with
1-bit and 2-bit of information exchange. It is easy to see
that the metric ‖(k)‖1 is non-decreasing for both schemes,
which is consistent with our analytical results (cf. Lemma
3). In addition, one can see that the curve of ‖(k)‖1 can
be partitioned into nearly flat line segments and steep line
segments, for both schemes. The rationale behind the above
result is that, when ‖(k)‖1 is large compared to the step-
size γ(k), the positive balance is transferred frequently within
the network, and will eventually be transferred to nodes with
negative balance, causing ‖(k)‖1 to decrease steeply (steep
line segments). Once ‖(k)‖1 becomes small compared to
γ(k), the balance transfer becomes less frequent or even
inactive, which makes ‖(k)‖1 decay slowly over time, until
‖(k)‖1 becomes large again compared to γ(k) again, due
to the diminishing nature of γ(k). In addition, we observe
that the 2-bit scheme outperforms the 1-bit scheme, due to
more frequent imbalance transfers. Fig. 5 shows the MSE
performance of Algorithm 2 with 1-bit and 2-bit of information
exchange. Similar to Fig. 4, one can see that the 2-bit scheme
outperforms the 1-bit scheme, since the communications of
{xi(k)} occurs more frequently.
Fig. 6 shows the communication cost (left y-axis) and
number of iterations (right y-axis) needed by Algorithm 2
to reach a target MSE of 1 × 10−4, versus the total number
of bits per channel use. The communication cost is defined
as the product of the total number of bits per node per
iteration and the number of iterations. We evaluate three
schemes: the equal bit allocation scheme wherein the number
of bits for weight-balancing is equal to that for consensus,
i.e., B(w)i (k) = B
(c)
i (k),∀i ∈ V, k ∈ Z+; the 1-bit weight-
balancing scheme wherein only one bit is allocated to the
weight-balancing and the remaining bits are allocated to
consensus, i.e., B(w)i (k) = 1,∀i ∈ V, k ∈ Z+; and the 1-
bit consensus scheme which is complementary to the 1-bit
weight-balancing scheme, i.e., B(c)i (k) = 1,∀i ∈ V, k ∈ Z+).
For example, if the total number of bits is 8, then B(w)i (k) =
B
(c)
i (k) = 4,∀i ∈ V, k ∈ Z+ for the equal bit allocation
scheme; B(w)i (k) = 1, B
(c)
i (k) = 7,∀i ∈ V, k ∈ Z+ for the 1-
bit weight-balancing scheme; and B(w)i (k) = 7, B
(c)
i (k) =
1,∀i ∈ V, k ∈ Z+ for the 1-bit consensus scheme. The
analysis of the figure, suggests the following considerations.
The equal bit allocation scheme has the best communication
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Fig. 4. Quantized weight-balancing problem: Total imbalance ‖(k)‖1 of
Algorithm 2 with 1-bit and 2-bit schemes.
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Fig. 5. Quantized consensus problem: MSE of Algorithm 2 with 1-bit and
2-bit schemes.
cost and iteration performance, followed by the 1-bit weight-
balancing scheme. This suggest that the major obstacle toward
the achievement of the average consensus is given by the
consensus error rather than the weight imbalance. Hence,
increasing the number of bits allocated for the consensus
(to suppress the quantization error) is more effective than
increasing the number of bits for the weight-balancing. How-
ever, since the marginal performance improvement obtained
by increasing the number of bits decreases for both weight
imbalance and quantization, equal bit allocation is a better
strategy than allocating most of the bits to either weight-
balancing or quantization. We also observe that increasing
the total number of bits improves the performance of all the
schemes in terms of overall iterations needed to achieve the
target MSE. However, the marginal improvement becomes
smaller as the number of bits increases. On the other hand,
there exists an optimal number of bits that minimizes the
communication cost. Using more bits does not appear to be
beneficial, since the communication cost becomes larger, and it
is only marginally compensated by the reduction of the overall
number of iterations.
VI. CONCLUSIONS
In this paper, we introduced a novel distributed algorithm
that solves the weight-balancing problem using only quan-
tized information and simplex communications. Asymptotic
convergence was proved along with the convergence rate.
Building on this scheme, a second contribution of the paper
was a novel distributed average consensus algorithm over non-
balanced digraphs that uses quantized simplex communica-
tions: the scheme runs over the same time scheme a ran-
domized quantized-based consensus scheme and the quantized
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Fig. 6. Quantized consensus problem: Communication cost (left y-axis) and
number of iterations (right y-axis) needed to reach the MSE 1×10−4, versus
the total number of bits per channel use; red, blue, and black curves refer to
the equal bit allocation (EB), the 1-bit weight-balancing (1BW), and the 1-bit
consensus (1BC) schemes, respectively; solid and dashed curves represent the
communication and iteration costs, respectively.
weight-balancing algorithm updating the weights entering in
the consensus averaging. A key feature of the scheme is that
it does not impose any constraint on the minimum number of
bits to transmit at each iteration; time-varying bit-rates are also
supported. Convergence of the algorithm was proved using
a novel line of analysis, based on a novel metric inspired
by the positional system representation and a new step-size
rule. Finally, some numerical results validated our theoretical
findings.
APPENDIX A
INTERMEDIATE RESULTS IN THE PROOF OF THEOREM 2
I. Preliminary definitions
We introduce some preliminary definitions and notation that
will be used throughout all the proofs. Let V→(k) be the set
of nodes that trigger the update of the weights of their out-
neighbors at iteration k:
V→(k) , {i : ni(k) > 0} . (43)
Let ∆i(k) be the balance transferred by node i to its out-
neighbors at iteration k, i.e.,
∆i(k) = γ(k)ni(k). (44)
Note that ∆i(k) = 0, for all i /∈ V→(k).
With this notation, the updates of S+i (k), S
−
i (k), bi(k) as
in Algorithm 1 can be rewritten as
S+i (k + 1) ,
N∑
j=1
aji(k + 1)
(2)
=
∑
j∈N+i
[aji(k) + ∆i(k)]
= S+i (k) + d
+
i ∆i(k), (45)
S−i (k + 1) ,
N∑
j=1
aij(k + 1)
(2)
=
∑
j∈N−i
[aij(k) + ∆j(k)]
= S−i (k) +
∑
j∈N−i
∆j(k), (46)
bi(k + 1) , S−i (k + 1)− S+i (k + 1)
= bi(k) +
 ∑
j∈N−i
∆j(k)
− d+i ∆i(k). (47)
II. Proof of Lemma 1
Notice that γ(k) = γ(0)cn1 , for some n∈Z+ : (c
n
1−1)c2≤k≤
(cn+11 −1)c2−1. Then, the upper and lower bounds on γ(k)
are obtained by bounding cn1 with respect to this interval. 
III. Proof of Lemma 3
We first introduce the following intermediate result.
Lemma 12. Let {(k)}k∈Z+ be the sequence generated by
Algorithm 1, in the setting of Theorem 2. Then, bi(k)/γ(k) ∈
Z, for all ∀i ∈ V and k ∈ Z+.
Proof: We prove this lemma by induction. The induction
hypothesis holds at k=0, since aij(0)=cijγ(0) and cij∈Z++
(cf. Assumption 1). Suppose that the induction hypothesis
holds at an arbitrary k > 0, i.e., bi(k)/γ(k) ∈ Z, for all i.
Then, since γ(k + 1)=γ(k)/m(k), with m(k)∈{1, c1}⊂Z++
(Assumption 1), it follows that bi(k)/γ(k + 1)∈Z and
∆i(k)/γ(k + 1)∈Z. Therefore, by (47), one can infer that
bi(k+ 1)/γ(k+ 1) ∈ Z. Hence, the induction hypothesis also
holds at k + 1. This completes the proof.
Proof of Lemma 3: Let i ∈ V and k ∈ Z+. According to
Lemma 12, there exists ci(k) ∈ Z such that bi(k) = ci(k)γ(k).
Let nˆi(k) ,
∑
j∈N−i nj(k). We have:
‖(k + 1)‖1 (48)
=
∑
i∈V+(k)
i(k + 1) +
∑
i∈V−(k)
i(k + 1)
(a)
=
∑
i∈V+(k)
bi(k)− d+i ni(k)γ(k) + ∑
j∈N−i
∆j(k)

+
∑
i∈V−(k)
∣∣∣∣∣∣bi(k)+
∑
j∈N−i
∆j(k)
∣∣∣∣∣∣
=
N∑
i=1
|bi(k)|−
∑
i∈V−(k)
|ci(k)|γ(k)−
∑
i∈V+(k)
d+i ni(k)γ(k)
+
∑
i∈V+(k)
nˆi(k) γ(k)+
∑
i∈V−(k)
|ci(k) + nˆi(k)| γ(k)
(b)
= ‖(k)‖1 −
∑
i∈V−(k)
(|ci(k)| − |ci(k) + nˆi(k)|+ nˆi(k)) γ(k),
where in (a) we used (1) and bi(k) − d+i ni(k)γ(k) ≥ 0 for
i ∈ V+(k); and (b) comes from the fact that
N∑
i=1
nˆi(k) =
N∑
i=1
∑
j∈N−i
nj(k) =
N∑
j=1
nj(k)
N∑
i=1
I(i ∈ N+j )
=
N∑
j=1
nj(k)d
+
j =
∑
i∈V+(k)
d+i ni(k),
where the last equality follows from ni(k)=0 for i∈V−(k).
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We now bound each addend in the sum of the RHS of (48).
For i ∈ V−(k) we have
|ci(k)| − |ci(k)+nˆi(k)|+ nˆi(k)
{
≥ 2, if nˆi(k) ∈ Z++,
= 0, if nˆi(k) = 0;
(49)
where the first implication is a consequence of the following
inequality: since i ∈ V−(k), it follows that −ci(k) ∈ Z++;
then, when nˆi(k) ∈ Z++, there holds
|ci(k)|−|ci(k)+nˆi(k)|+ nˆi(k)
=
{
−2ci(k) ≥ 2, if ci(k) + nˆi(k) ≥ 0,
2nˆi(k) ≥ 2, otherwise.
We proceed by distinguishing the two mutually exclusive
cases I(Dk) = 1 and I(Dk) = 0 as stated in the lemma.
(1) I(Dk) = 1: By (7) (cf. Definition 6) it follows that i)
V−(k) 6= ∅; and ii) there exists an integer i ∈ V−(k) and
j ∈ N−i such that nj(k) ∈ Z++, which implies nˆi(k) ∈
Z++. Using (49) in (48) yields ‖(k+1)‖1 ≤ ‖(k)‖1 −
2γ(k).
(2) I(Dk) = 0: Either i) V−(k) = ∅; or ii) V−(k) 6= ∅ and
nˆi = 0,∀i ∈ V−(k). In both cases, ‖(k+1)‖1 = ‖(k)‖1
follows using again (49) in (48).
This completes the proof. 
IV. Proof of Lemma 4
To prove the lemma it is sufficient to study the following
two cases.
(i) V+(k) 6= ∅ and i ∈ V+(k):
bi(k + 1)
(47)
= bi(k)− d+i ∆i(k) +
∑
j∈N−i
∆j(k)
(a)
≥ 0,
where (a) follows from bi(k)−d+i ∆i(k) ≥ 0, i ∈ V+(k)
[due to (1)], and ∆j(k) ≥ 0, for all j ∈ V . Hence,
i ∈ V+(k + 1).
(ii) i ∈ V−(k):
bi(k + 1)=bi(k)− d+i ∆i(k) +
∑
j∈N−i
∆j(k)
(a)
< 0;
and thus i ∈ V−(k+ 1). The inequality (a) follows from
∆j(k) = 0, for all j ∈ N−i , which is proved next. Since
I(Dk) = 0, it must be b`(k) ≥ 0, for all ` ∈ N+j
and j ∈ V→(k). It follows that bi(k) < 0 implies that
j /∈ V→(k),∀j ∈ N−i ; equivalently, ∆j(k) = 0, for all
j ∈ N−i .
Combining (i)-(ii) one infers that V−(k + 1) = V−(k) and
V+(k + 1) = V+(k). 
V. Proof of Proposition 5
1) Intermediate results: We first introduce the following
intermediate result.
Lemma 13. Let {(k)}k∈Z+ be the sequence generated by
Algorithm 1, in the setting of Theorem 2. If ‖(k)‖1 ≥
2N(N − 1)γ(k), then there holds∑
i∈V+
bi(k) ≥ |V+|Nγ(k).
Proof: The statement of the lemma trivially holds if V+ =
∅. Therefore, w.l.o.g., in the following we assume V+ 6= ∅. It
is straightforward to show using (47) that
N∑
i=1
bi(k) = 0,
and thus
∑
i∈V+ bi(k) = −
∑
i/∈V+ bi(k). Hence,
2N(N − 1)γ(k) ≤ ‖(k)‖1 =
∑
i∈V+
bi(k)−
∑
i/∈V+
bi(k)
= 2
∑
i∈V+
bi(k).
Then, we have∑
i∈V+
bi(k)≥N(N − 1)γ(k)
(a)
≥ |V+|Nγ(k),
where (a) follows from |V+| ≤ N − 1, due to: (i) ‖(k)‖1 =∑
i |bi(k)| > 0 (since γ(k) > 0, for all k ∈ Z+, cf.
Assumption 1); and (ii)
∑
i bi(k) = 0, which implies that
there is at least one node with negative balance.
2) Proof of Proposition 5: Property (i) follows readily from
bi(k) ≥ 0, for all i ∈ V+. We now prove Property (ii). Let
k ∈ [tl + 1, tl+1 − 1], so that Dk does not occur. First, note
that bi(k+1) = bi(k),∀i ∈ V if V→(k) = ∅ (i.e., Uk does not
occur), which implies U(k+ 1) = U(k). Now let us consider
the case V→(k) 6= ∅ (i.e., Uk does occur). Let
n∗ = min{n : Vn ∩ V→(k) 6= ∅}
be the distance of the node closest to V− to trigger the udpate.
Since Dk does not occur, it follows that n∗ ≥ 2 (Dk occurs
iff. V1 ∩ V→(k) 6= ∅). We can then write:
U (k + 1)
(a)
≥
n∗−2∑
n=1
Un ∑
j∈Vn
min
{
bj(k + 1)
γ(k)
, d+j
} (50)
+ Un∗−1
∑
j∈Vn∗−1
min
{
bj(k + 1)
γ(k)
, d+j
}
+
nmax∑
n=n∗
Un ∑
j∈Vn
min
{
bj(k + 1)
γ(k)
, d+j
}
(b)
≥
n∗−2∑
n=1
Un ∑
j∈Vn
min
{
bj(k)
γ(k)
, d+j
}
+ Un∗−1
∑
j∈Vn∗−1
min
{
bj(k) +
∑
l∈N−j ∆l(k)
γ(k)
, d+j
}
+
nmax∑
n=n∗
Un ∑
j∈Vn
min
{
bj(k + 1)
γ(k)
, d+j
}
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(c)
≥
n∗−2∑
n=1
Un ∑
j∈Vn
min
{
bj(k)
γ(k)
, d+j
}
+ Un∗−1
1 + ∑
j∈Vn∗−1
min
{
bj(k)
γ(k)
, d+j
}
+
nmax∑
n=n∗
Un
∑
j∈Vn
(
min
{
bj(k)
γ(k)
, d+j
}
− d+j
)
=
nmax∑
n=1
Un ∑
j∈Vn
min
{
bj(k)
γ(k)
, d+j
}
+ Un∗−1 −
nmax∑
n=n∗
Un ∑
j∈Vn
d+j
 (d)= U(k) + 1,
where (a) comes from the fact that γ(k+1) ≤ γ(k),∀k ∈ Z+,
(b) is due to the following two facts:
(i) Vn ∩ V→(k) = ∅,∀n < n∗, which implies ∆i(k) =
0,∀i ∈ Vn, n < n∗ and ∆j(k) = 0,∀j ∈ N−i , i ∈
Vn, n < n∗−1. Hence, bj(k+1) = bj(k),∀j ∈ Vn, n ≤
n∗ − 2; and
(ii) ∆i(k) = 0,∀i ∈ Vn∗−1;
in (c), we used the following:
(i) since there exists jˆ ∈ Vn∗−1, l ∈ N−jˆ such that ∆l(k) ≥
γ(k) (since l ∈ Vn∗ and Vn∗ ∩ V→(k) 6= ∅), for such jˆ
we have
min
{
bjˆ(k
∗) +
∑
l∈N−
jˆ
∆l(k)
γ(k)
, d+
jˆ
}
≥min
{
bjˆ(k) + γ(k)
γ(k)
, d+
jˆ
}
(c.1)
= min
{
bjˆ(k)
γ(k)
, d+
jˆ
}
+ 1;
the equality (c.1) follows from Lemma 12 and the
fact that jˆ /∈V→(k) (since jˆ∈Vn∗−1), which implies
bjˆ(k)≤(d+jˆ −1)γ(k). For all other j ∈ Vn∗−1, j 6= jˆ,
we use the bound
min
{
bj(k) +
∑
l∈N−j ∆l(k)
γ(k)
, d+j
}
≥min
{
bj(k)
γ(k)
, d+j
}
;
(ii) bj(k) ≥ 0,∀j ∈ V+, k ∈ Z+, which implies
min
{
bj(k + 1)
γ(k)
, d+j
}
≥ 0 ≥ min
{
bj(k)
γ(k)
, d+j
}
− d+j ,
for all j ∈ V+.
Finally, (d) follows by using the definition of radix Un given
in (13), yielding
Un −
nmax∑
m=n+1
Um ∑
j∈Vm
d+j
 = 1.
Hence, Properties (ii) is proved.
To prove Property (iii), let k ∈ [tl + 1, tl+1 − 2W + 1] with
‖(k)‖1 ≥ 2N(N − 1)γ(k) so that Dt does not occur and
‖(t)‖1 ≥ 2N(N − 1)γ(t), ∀t ∈ [k, k+ 2W − 2]. Assumption
2 implies that Bi(t) ≥ 1,∀i ∈ V for some t ∈ [k, k+2W −2].
For such t, it follows from Lemma 13 that ∃i ∈ V+ such that
bi(t) ≥ Nγ(t), so that the update event Ut occurs. Therefore,
U(k + 2W − 1) ≥ U(t+ 1) ≥ U(t) + 1 ≥ U(k) + 1,
which proves Property (iii).
We next prove Property (iv). Since Dk does not occur for
k ∈ [tl + 1, tl+1 − 1], it follows that
U(k) =
nmax∑
n=1
Un
∑
i∈Vn
min
{
bi(k)
γ(k)
, d+i
}
≤
nmax∑
n=1
Un
∑
i∈Vn
d+i
(a)
=
nmax∑
n=1
Un(un − 1) (b)=
nmax∑
n=1
Un−1 − Un = U0 − 1 < U0
(c)
=
nmax∏
m=1
(
1+
∑
i∈Vm
d+i
)
(d)
≤
N−1∏
m=1
(
1+(N−1)2)≤N−1∏
m=1
N2<N2N ,
where (a), (b) and (c) can be inferred from (13), and (d)
comes from |Vm|≤|V+|≤N−1,∀m; and d+i ≤ N − 1,∀i. 
VI. Proof of Lemma 7
We prove the lemma by contradiction. Let T¯0 , (2W −
1)N2N . Suppose that there exists k˜ ∈ Z+ : ‖(k)‖ ≥
2N(N − 1)γ(k), for all k ∈ Zk˜. Invoking Corollary 6
recursively starting from ‖(k˜ + n T¯0)‖1, n ∈ Z++, yields∥∥∥(k˜ + n T¯0)∥∥∥
1
−
∥∥∥(k˜ + (n− 1) T¯0)∥∥∥
1
≤ −2γ(k˜ + n T¯0).
Then, summing over n ∈ Z++ and taking the limit, we obtain
0≤ lim
m→∞
∥∥∥(k˜+mT¯0)∥∥∥
1
≤
∥∥∥(k˜)∥∥∥
1
−2
∞∑
n=1
γ
(
k˜+n T¯0
)
=−∞,
where the last equality is due to
lim
k→∞
∆
k∑
τ=1
γ (k0 + τ∆)
(a)
≥ lim
k→∞
k∑
τ=1
∆−1∑
τ ′=0
γ (k0 + τ∆ + τ
′)
= lim
k→∞
k∑
τ=k0+∆
γ(τ) =∞,
for any given ∆ ∈ Z++, where in (a) we used the monotonic
decreasing property of {γ(k)}k∈Z+ (cf. Assumption 1). This
proves the contradiction. 
APPENDIX B
AUXILIARY RESULTS FOR THEOREM 9
Lemma 14. Let {y(k)}k∈Z+ be the sequence generated by
Algorithm 2, in the setting of Theorem 9. Then, yi,min ≤
yi(k) ≤ yi,max, where, letting q∗ = max{|qmin|, |qmax|},
yi,max = max{qmax, yi(0)}+ α(0)‖(0)‖1q∗
+ α(0)Smax (qmax − qmin) + q∗
∞∑
t=0
α(t)|bi(t)| <∞,
yi,min = min{qmin, yi(0)} − α(0)‖(0)‖1q∗
− α(0)Smax (qmax − qmin)− q∗
∞∑
t=0
α(t)|bi(t)| > −∞.
where Smax , supk∈Z+ S
−
i (k) <∞.
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Proof: We first show that yi,max < ∞ and
yi,min > −∞. From Theorem 2, we know that A(k)
is bounded for all k∈Z+, which implies S−i (k) is also
bounded, hence Smax < ∞. On the other hand, since
|bi(t)|≤‖(t)‖1=O
(
1
t
)
and
∑
t∈Z+ α(t)
2<∞, one can verify
that
∑∞
t=0 α(t)|bi(t)|<∞ and thus yi,max<∞, yi,min> −∞.
To prove yi(k)∈[yi,min, yi,max], we first provide bounds on
yi(k + 1) given yi(k). We have the following cases:
1) If yi(k) ∈ [qmin, qmax], then
yi(k + 1) = yi(k) + α(k)bi(k)xi(k)
+ α(k)
∑
j∈N−i
aij(k)
(
xj(k)− xi(k)
)
≤ qmax + α(k)|bi(k)|q∗ + α(k)S−i (k) (qmax − qmin)
≤qmax+α(0)‖(0)‖1q∗+α(0)Smax (qmax−qmin) . (51)
Similarly,
yi(k+1)≥qmin−α(0)‖(0)‖1q∗−α(0)Smax (qmax−qmin) .
2) If yi(k) > qmax, then xi(k) = qmax and thus
yi(k + 1) = yi(k) + α(k)bi(k)qmax
+ α(k)
∑
j∈N−i
aij(k)
(
xj(k)− qmax
)
≤ yi(k) + α(k)|bi(k)|q∗, (52)
yi(k + 1)
≥ qmin − α(k)|bi(k)|q∗ − α(k)Smax (qmax − qmin)
≥ qmin − α(0)‖(0)‖1q∗ − α(0)Smax (qmax − qmin) .
3) If yi(k) < qmin, then xi(k) = qmin and thus
yi(k + 1) ≥ yi(k)− α(k)|bi(k)|q∗, (53)
yi(k + 1) ≤ qmax + α(0)‖(0)‖1q∗
+ α(0)Smax (qmax − qmin) . (54)
We now prove by induction that
yi(k) ≤ y(k)i,max , max{qmax, yi(0)}+ α(0)‖(0)‖1q∗
+ α(0)Smax (qmax − qmin) + q∗
k−1∑
t=0
α(t)|bi(t)|, (55)
which implies yi(k) ≤ yi,max after taking the limit k →∞ on
the RHS. Clearly, this holds for k = 0. Now, assume yi(p) ≤
y
(p)
i,max for some p ≥ 0, we prove that this implies yi(p+ 1) ≤
y
(p+1)
i,max (induction step). If yi(p) ≤ qmax, (51) and (54) imply
that
yi(p+ 1) ≤ qmax + α(0)‖(0)‖1q∗
+ α(0)Smax (qmax − qmin) ≤ y(p+1)i,max . (56)
On the other hand, if yi(p) > qmax, (52) and the induction
hypothesis imply that
yi(p+ 1) ≤ y(p)i,max + α(p)|bi(p)|q∗ = y(p+1)i,max . (57)
The induction is thus proved. With a similar technique, it can
be proved by induction that
yi(k) ≥ y(k)i,min , min{qmin, yi(0)} − α(0)‖(0)‖1q∗
− α(0)Smax (qmax − qmin)− q∗
k−1∑
t=0
α(t)|bi(t)|, (58)
which implies yi(k) ≥ yi,min after taking the limit k →∞ on
the RHS.
I. Proof of Lemma 10
Let B(c)(k)=0; then E
[‖y(k+1)−y¯(0)1‖2|y(k) = y]=V (y).
Consider now the case B(c)(k) > 0; by (35) we have
E
[‖y(k + 1)− y¯(0)1‖2|y(k) = y]
= E
[‖y(k)− y¯(0)1− α(k)L+(k) [y˜(k) + x(k)] ‖2|y(k) = y]
= E
[‖y(k)− y¯(0)1‖2|y(k) = y]
− 2α(k)E [y(k)TL+(k) [y˜(k) + x(k)] |y(k) = y]
+ α(k)2E
[‖L+(k) [y˜(k) + x(k)] ‖2|y(k) = y]
= V (y)− 2α(k)yTL+(k)y˜ + α(k)2E [‖L+(k)x(k)‖2|y(k) = y] .
II. Proof of Lemma 11
Let yˆ = y − y˜ be the saturation error, S−(k) =
diag
{
S−1 (k), · · · , S−N (k)
}
, L−(k) = S−(k)−A(k),B(k) =
diag {b1(k), · · · , bN (k)} = S−(k) − S+(k) and L(k) =
[S+(k) + S−(k)]−[A(k) +A(k)>]. The proof contains three
steps:
• Step 1: We will lower bound y>L+(k)y˜ as
y>L+(k)y˜ ≥ −y>B(k)y˜ + 1
2
y˜>B(k)y˜ +
1
2
y˜>L(k)y˜.
(59)
• Step 2: we will show that the last term of the RHS in
Step 1 satisfies, for some c6 > 0,
y˜>L(k)y˜ ≥ c6V (y). (60)
• Step 3: by combining the above results, we will show
that, for some constants c3, c4 > 0,
y>L+(k)y˜ ≥ c3V (y)− c4‖(k)‖1,
In the following, we provide detailed derivations of each step.
• Step 1:
y>L+(k)y˜ = y>
[
S+(k)−A(k)] y˜
=y>
[
S+(k)− S−(k)] y˜ + y(k)> [S−(k)−A(k)] y˜
= −y>B(k)y˜ + y>L−(k)y˜.
The term y>L−(k)y˜ can be lower bounded as
y>L−(k)y˜ = yˆ>L−(k)y˜ + y˜>L−(k)y˜
(a)
≥ y˜>L−(k)y˜ = 1
2
y˜>
[
L−(k) + L−(k)>
]
y˜
=
1
2
y˜> [B(k) + L(k)] y˜ =
1
2
y˜>B(k)y˜ +
1
2
y˜>L(k)y˜,
where (a) comes from the fact that
yˆ>L−(k)y˜ = yˆ>[S−(k)−A(k)]y˜
=
N∑
i=1
S−i (k)yˆiy˜i − N∑
j=1
aij(k)yˆiy˜j

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=
N∑
i=1
yˆi N∑
j=1
aij(k) (y˜i − y˜j)
 ≥ 0,
where the last inequality comes from the fact that (i) if
yi ∈ [qmin, qmax], then yˆi = 0; (ii) if yi > qmax, then
yˆi > 0 and y˜i − y˜j = qmax − y˜j ≥ 0,∀j ∈ V; and (iii)
if yi < qmin, then yˆi < 0 and y˜i − y˜j = qmin − y˜j ≤
0,∀j ∈ V .
• Step 2: First, one can verify that
y˜>L(k)y˜ =
1
2
N∑
i,j=1
[aij(k) + aji(k)] (y˜i − y˜j)2.
Let i∗∈ arg maxi{yi}, j∗∈ arg mini{yi}, j∗ 6= i∗. Since
G is strongly connected, there exists a path from i∗ to
j∗. Let {i1, · · · , ip} be the set of nodes in the shortest
path from i∗ to j∗, with i1 = i∗, ip = j∗ and in+1 ∈
N+in ,∀n ∈ [1, p− 1]. We have
N∑
i=1
N∑
j=1
[aij(k) + aji(k)] (y˜i − y˜j)2
≥
p−1∑
l=1
[ailil+1(k) + ail+1il(k)]
(
y˜il − y˜il+1
)2
(a)
≥ γ(0)
p−1∑
l=1
(
y˜il − y˜il+1
)2
(b)
≥ γ(0)
p− 1
[
p−1∑
l=1
(
y˜il − y˜il+1
)]2
(c)
≥ γ(0)
N − 1 (y˜i∗ − y˜j∗)
2
,
where (a) follows from ail+1,il≥γ(0) since il+1∈N+il
and all compliant weights are initialized proportionally to
γ(0), cf. Assumption 1; (b) comes from Cauchy-Schwarz
inequality, (c) comes from the following facts
(1) p ≤ N since the shortest path from i∗ to j∗ is
considered, so that 1p−1 ≥ 1N−1 ;
(2)
∑p−1
l=1 yil − yil+1 = yi∗ − yj∗ .
To proceed, we first provide bounds on |yi∗ − y¯(0)| and
yj∗ . Note that
N∑
i=1
|yi − y¯(0)|
=
∑
i:yi>y¯(0)
[yi − y¯(0)]−
∑
i:yi<y¯(0)
[yi − y¯(0)]
(a)
= 2
∑
i:yi>y¯(0)
[yi − y¯(0)]
(b)
≤ 2
∑
i:yi>y¯(0)
[yi∗−y¯(0)]
(c)
≤ 2(N − 1) [yi∗−y¯(0)] ,
where (a) follows from
∑
i yi − y¯(0) = 0; (b) follows
from yi∗ − y¯(0) = maxi∈V yi − y¯(0); and (c) follows
from |{i : yi>y¯(0)}| ≤ N − 1. Hence,
yi∗ − y¯(0) ≥ 1
2(N − 1)
N∑
i=1
|yi − y¯(0)|
=
1
2(N − 1)‖y − y¯(0)1‖1 ≥
√
V (y)
2(N − 1) . (61)
On the other hand, since the consensus algorithm pre-
serves the average (cf. (27)), we must have that
yj∗ ≤ y¯(0)− yi
∗ − y¯(0)
N − 1 . (62)
Consider the following two cases:
(i) yi∈[qmin, qmax],∀i∈V , so that y˜i=yi,∀i∈V . Hence,
y˜i∗ − y˜j∗ = yi∗ − yj∗
(62)
≥ N [yi∗ − y¯(0)]
N − 1 ≥
N
√
V (y)
2(N − 1)2 .
(63)
(ii) yi /∈[qmin, qmax] for some i: in this case, assume that
yi∗>qmax (the case yj∗<qmin can be solved in a
similar fashion). Since yj∗ may be less than qmin, we
have
y˜j∗ ≤ max
{
y¯(0)− yi∗ − y¯(0)
N − 1 , qmin
}
,
and thus
y˜i∗ − y˜j∗
≥ min
{
qmax − y¯(0)+ yi
∗ − y¯(0)
N − 1 , qmax − qmin
}
(63)
≥ min
{ √
V (y)
2(N − 1)2 , qmax − qmin
}
From (i) and (ii), we have
y˜>L(k)y˜ ≥ γ(0)
2(N − 1) (y˜i∗ − y˜j∗)
2
≥ γ(0)
2(N − 1) min
{
V (y)
4(N − 1)4 , (qmax − qmin)
2
}
.
Since yi ∈ [yi,m, yi,M ],∀i ∈ V , implies V (y) ≤ c7 for
some c7 > 0, we have shown that
y˜>L(k)y˜ ≥ c6V (y),
for some c6 > 0.
• Step 3: Let y∗ = max
{
max
i
{|yi,M |},max
i
{|yi,m|}
}
. By
combining (59) and (60), we get
y>L+(k)y˜ ≥ −y>B(k)y˜ + 1
2
y˜>B(k)y˜ + c3V (y)
≥ −
N∑
i=1
|bi(k)yiy˜i| − 1
2
N∑
i=1
|bi(k)y˜2i |+ c3V (y)
(a)
≥ −q∗
(
y∗ +
1
2
q∗
)
‖(k)‖1 + c3V (y),
for some c3 > 0, where (a) comes from the facts
|yi| ≤ y∗, |y˜i| ≤ q∗,∀i ∈ V, k ∈ Z+, and ‖(k)‖1 =∑N
i=1 |bi(k)|.

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