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Abstract
We deﬁne a boolean complete dialect of description logic called DLFDreg that can be used to
reason about structural equality in semistructured ordered data in the presence of document type deﬁ-
nitions. This application depends on the novel ability ofDLFDreg to express functional dependencies
over possibly inﬁnite sets of feature paths deﬁned by regular languages. We also present a decision
procedure for the associated logical implication problem. The procedure underlies a mapping of such
problems to satisﬁability problems of Datalog¬
nS
.
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1. Introduction
Equality is a fundamental notion in any interaction with data, and the need to reason
about equality during query optimization and evaluation is unavoidable in any practical
data model and query language. Although the problem of reasoning about equality has
been studied extensively for relational and object oriented data models, this is not the case
for the more recent semistructured ordered models and query languages such as XML and
XQuery. With XML in particular, there are three notions of equality that have surfaced in
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the literature. Label equality, based on equality of strings denoting element tags, and node
equality, based on node identity, are two of these notions that have simple and efﬁcient
implementations. Structural equality between arbitrary ordered forests representing XML
documents is a third and much more costly variant of equality. Structural equality, however,
is the basis for comparing XML values in the XQuery language [6]. In particular, structural
equality is heavily used by where clauses in FLWR expressions, by duplicate elimination
operators, etc.
Example 1. Consider the following XQuery expression that constructs the names of
employees who have received mail:




The detection ofmatching employee subdocuments in thewhere clause requires, according
to the XQuery speciﬁcation, a potentially expensive structural equality comparison [6].
However, knowing that employee documents are structurally equal if they have the same
employee number, a ﬁxed and presumably small part of the employee subdocument, would
enable this test to be replaced by an efﬁcient test for node equality on respective employee
number subdocuments.
This optimization depends on our ability to specify and reason about equality, in partic-
ular about an extended notion of functional dependencies that hold in XML documents.
Note that detection of duplicate employee subdocuments and several other XQuery oper-
ations based on structural equality can similarly beneﬁt from these additional reasoning
capabilities.
In this paper, we propose a new approach to reasoning about structural equality in XML
documents. The proposed approach is indirect; we begin by deﬁning a boolean complete
dialect of a description logic,DLFDreg. This dialect has the crucial ability to reason about
implied structural equality using regular path functional dependencies. The contributions
of this paper are as follows:
• We introduce the notions of regular attribute restrictions and of regular path functional
dependencies, based on regular sets of feature path descriptions, in the context of a
boolean complete description logic;
• We provide a sound and complete reasoning procedure for DLFDreg, including tight
complexity bounds for the associated implication problem; and
• We show a link between reasoning in this logic and reasoning about structural equality
in XML documents.
The ability to formulate implication problems using path functional dependencies
has a number of important applications in query optimization. In particular, the
correctness of query rewrite rules that relate to duplicate elimination [26], to sort
operator elimination [36], and to a variety of other optimizations [31,39] can be use-
fully abstracted as logical implication problems. Similar results can be obtained in the
XML/XQuery setting using the regular path functional dependencies proposed in this
paper.
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1.1. Related work and outline
There is a growing body of work on integrity constraints that have been proposed in the
literature to restrict the structure of XML documents. In particular, constraints that resemble
a form of keys and functional dependencies have been considered in [3,4,9,18]. However,
there still remains the problem of reasoning about arbitrary structural equality between
(sub)documents with unstructured components.
As stated above, this issue of structural equality is the focus of this paper and is considered
in the context of the description logicDLFDreg. Of particular signiﬁcance is that our results
complement earlier work by Calvanese et al. [10] that proposed the use of a DL to reason
about document type deﬁnitions (or DTDs). In particular, they considered the problem of
comparing DTDs to determine various inclusion relationships.
An “fd” concept constructor for functional constraints over features was ﬁrst considered
in the context of a very simple DL dialect with a PTIME decision procedure in [8]. A more
general form of this constructor with feature paths, considered subsequently in [26], made
it possible to capture constraints that resembled path functional dependencies [39]. This
later work showed that the complexity of reasoning remained PTIME if all occurrences of
the constructor in a given DL terminology satisﬁed a preﬁx condition. The complexity in
the general case for this dialect was resolved in [27] to be complete for DEXPTIME. The
result was obtained by comparing the problem to the recognition problem for DatalognS
and is reproduced in our discussion of lower bounds for DLFDreg. Khizder et al. [27]
also showed that the bound continued to hold for boolean complete dialects that allow for
deﬁned concepts in terminologies.
The remainder of the paper is organized as follows. Section 2 deﬁnes the syntax and
semantics for DLFDreg, and introduces a logic programming language called Datalog¬nS .
In Sections 3 and 4, we study the complexity associated with reasoning in DLFDreg.
Section 5 outlines how DLFDreg can then be used to reason about structural equality in
XML in the presence of document type deﬁnitions. We conclude with a summary and a list
of conjectures and open questions in Section 6.
2. Deﬁnitions
In this section, we focus on deﬁnitions that are needed for the main technical discus-
sions. A deﬁnition of “XML in a nutshell” and of an embedding of XML in DLFDreg
interpretations is given at the start of Section 5.
2.1. Description logic
Apart from concepts, which are descriptions of sets, description logics that derive from
ALC [35], such as SHIQ [23] and DLR [12], start with descriptions of relations as
basic building blocks. Binary relations are a particular focus and are called roles. The
description logic DLFDreg introduced in this section takes an alternative approach that
starts by augmenting concepts with the notion of attributes (also called features in the
literature). Attributes correspond to unary functions on an underlying object domain.
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This approach has several advantages. First, the decidability and complexity of logical
implication for DLFDreg is closely related to reasoning in a logic programming language
of monadic predicates and functions called Datalog¬nS [13,14] that will be introduced later
in this section. Second, the use of this language provides a uniform framework in which
we can study various extensions ofDLFDreg, how roles can be simulated by attributes for
example. And third, the connection to logic programming creates an opportunity to inherit
a rich set of techniques for efﬁciently implementing logic programs [15,16].
The syntax and semantics of DLF reg and DLFDreg is given by the following.
Deﬁnition 2 (Regular path expression sets). Let F be a set of attributes. A regular path
expression is deﬁned by the grammar
L ::= f | Id | L1.L2 | L1, L2 | (L) ∗ ,
where f ∈ F and where Id denotes the empty string, ‘.’ the concatenation, ‘,’ the union,
and ‘∗’ the Kleene closure. A string generated by a regular path expression L is called a
path expression, and is assumed to conform to the grammar “Pf ::= f. Pf | Id”. The set of
path expressions generated by L is denoted L(L).
Deﬁnition 3 (Syntax and Semantics of DLF reg and DLFDreg). LetC be a set of primitive
concepts disjoint from F. The derived concept descriptions for DLFDreg are deﬁned by
the grammar in Fig. 1. The sequence of productions for this grammar deﬁne a collection
of concept constructors. The constructor  is referred to as concept conjunction, ¬ as
concept negation, and ∀L. and ∃L. as regular attribute restriction. A concept formed by an
application of the ﬁnal production in the grammar is called equality generating. The derived
concept descriptions for DLF reg are those in DLFDreg that are not equality generating. 1
An inclusion dependency C is an expression of the form D  E. If E is an equality
generating concept, then the dependency has the form
D1  D2 : L1 → L2,
and is called a regular path functional dependency (regular PFD).
The semantics of expressions is given with respect to a structure (, ·I), where  is
a domain of “objects”, and (.)I an interpretation function that ﬁxes the interpretations
of primitive concepts to be subsets of  and attributes to be total functions over . The
interpretation is extended to path expressions, (Id)I = x.x and (f. Pf)I = (Pf)I ◦ (f )I ,
and to derived concept descriptions, cf. Fig. 1.
An interpretation satisﬁes an inclusion dependency D  E if (D)I ⊆ (E)I .
A terminology T consists of a ﬁnite set of inclusion dependencies {C1, . . . , Cm}. The
logical implication problem asks if T  C holds; i.e., if all interpretations that satisfy each
inclusion dependency in T must also satisfy the inclusion dependency C (often called the
posed question).
1 Some of the constructors have been introduced to simplify our presentation and do not contribute to the overall
expressiveness of our DL dialects. In particular,  corresponds to ¬(C  ¬C), for an arbitrary primitive concept
C, and ∃L.D corresponds to ¬(∀L.¬D).
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SYNTAX SEMANTICS: DEFN OF “(·)I”
D ::= C (C)I ⊆ 
|  
| D1 D2 (D1)I ∩ (D2)I
| ¬D  \ (D)I
| ∀L.D {x ∈  : (Pf)I (x) ∈ (D)I for all Pf ∈ L(L)}
| ∃L.D {x ∈  : (Pf)I (x) ∈ (D)I for some Pf ∈ L(L)}
E ::= D
| D : L→ L′
{
x ∈  : ∀y ∈ (D)I .
(∧
Pf∈L(L)(Pf)





I (x) = (Pf)I (y)
)}
Fig. 1. Syntax and semantics of DLF reg and DLFDreg.
Notation 4. We simplify the notation for path expressions in the rest of the paper by
omitting the trailing Id, and also write Pf1 . Pf2 to denote a syntactic composition of Pf2
with Pf1.
2.2. Datalog with limited use of successor functions
There has been a great deal of work by database theoreticians on Datalog, a “function-
free” class of logic programs [1,38].More recently,Chomicki and Imelin´ski [14] have shown
how Datalog extended with unary “successor” functions in the manner characterized by the
following deﬁnitions retains decidability of an associated satisﬁability problem.
Deﬁnition 5 (DatalognS , Chomicki and Imielin´ski [14]). Let 0 be a constant symbol, x a
variable, and fi unary function symbols. DatalognS terms are of the form 0, x, or fi(t) given
another DatalognS term t. A term is ground if it does not contain the variable x. An atom is
a monadic predicate applied on a term, P(t); a ground atom is a monadic predicate applied
to a ground term. A DatalognS program is a ﬁnite set of deﬁnite Horn clauses of the form
P ← Q1 ∧ · · · ∧Qn
constructed from atoms P and Qi . A recognition problem for a DatalognS program  and
a ground atom Q, written Q, is to determine if Q is true in all models of.
A recognition problem   Q is equivalent to determining if  ∪ {¬Q} is not satisﬁ-
able. This is in turn equivalent to determining if Q ∈ T  (∅), where T is the immediate
consequence operator associated with the program [30].
AlthoughChomicki and Imelin´ski consider amore general variety ofDatalognS programs
[14], the formulation above has the same complexity and will simplify the presentation of
our lower bound results. Our results relating to upper bounds will use Datalog¬nS which is
an extension of DatalognS that allows the use of negated literals in bodies of clauses in
Datalog programs.
Deﬁnition 6 (Datalog¬nS). A Datalog¬nS program is a ﬁnite set of clauses of the form
P ← Q1 ∧ · · · ∧Qn ∧ ¬R1 ∧ · · · ∧ ¬Rk
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and integrity constraints
← Q1 ∧ · · · ∧Qn ∧ ¬R1 ∧ · · · ∧ ¬Rk
constructed from atoms P,Qi , and Rj .
Unfortunately, Datalog¬nS programs are not able to adopt the simple minimal model
semantics of DatalognS . However, Gelfond and Lifschitz have extended the minimal model
semantics approach and deﬁned stable models of Datalog¬nS programs, models that share
many of the properties of minimal models [21]. Indeed, these models are deﬁned as
minimal models of a transformed Datalog¬nS program using the Gelfond–Lifschitz (GL)
transformation.
Deﬁnition 7 (Datalog¬nS semantics). A satisﬁability problem for a Datalog¬nS program 
is to determine if has a stable model compatible with all integrity constraints in.
We assume that the unary function symbols are from the same alphabet F used for prim-
itive attributes. Thus, for example, path expressions in DLFDreg and terms in Datalog¬nS
can naturally correspond to each other.
Notation 8. For each path expression Pf = f1. · · · .fk. Id, we deﬁne the pair of Datalog¬nS
functional terms,
Pf(0) = fk(· · · f1(0) · · ·) and
Pf(x) = fk(· · · f1(x) · · ·),
where 0 is a distinguished constant and x is a variable. Similarly, for every Datalog¬nS
term t (x) = f1(· · · fk(x) · · ·) there is a path expression Pf = fk. · · · .f1. Id such that
t (x) = Pf(x).
Similarly, we can establish a relationship between monadic predicate symbols in
Datalog¬nS and concept descriptions in DLF reg(since their interpretations correspond to
sets of objects).
It is known that a Datalog¬nS program has a model if and only if it has a Herbrand model
[13,14,30]. As a consequence, syntactic techniques can be used for model construction.
This allows us to establish the complexity bounds for Datalog¬nS problems as follows:
Proposition 9. The satisﬁability problem for Datalog¬nS is DEXPTIME-complete. The
lower bound holds for DatalognS programs.
Proof. (sketch) Fernández et al. [19] deﬁne an evidential transformation that, given a
Datalog¬nS program, constructs a disjunctive DatalognS program and a set of integrity con-
straints. Theminimal models of such a program that satisfy the constraints coincide with the
stable models of the original Datalog¬nS program. Note that suchminimal models can in turn
be constructed by iterating an appropriate consequence operator [29,32–34]. Furthermore,
Chomicki and Imelin´ski [14] have deﬁned a ﬁnite graph representation for minimal models.
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Their technique immediately generalizes to ﬁnite sets of minimal models for disjunctive
DatalognS , which in turn yields a decidability result and a DEXPTIME upper bound on the
satisﬁability problem for Datalog¬nS . (Note that checking the integrity constraints can be
accomplished in time proportional to the size of the ﬁnite graphs.)
The lower bound is presented in [14] by building on results for satisﬁability of Ackerman
class formulae [2,20]. 
In particular, the extension of DatalognS to Datalog¬nS maintains a DEXPTIME com-
plexity upper bound for its satisﬁability problem. Note that another way of establishing
this result would be to follow the automata connection for -calculus [17,25] by translating
Datalog¬nS programs to formulas with explicit ﬁxpoints. In this case, successor functions
would correspond to modalities in -calculus formulas.
3. Lower bounds
In this section, we prove that very simple formulations of regular attribute restriction of
the form ∀f.D in DLF reg terminologies, and of regular PFDs of the form
D : {Pf1, . . . , Pfk} → Pf
inDLFDreg terminologies can separately lead to DEXPTIME hardness for their respective
logical implication problems.
3.1. Lower bound due to regular attribute restrictions
We show that every DatalognS recognition problem can be simulated by a DLF reg im-
plication problem. For this reduction, each monadic predicate symbol is assumed to also
qualify as a primitive concept name in DLF reg.
Deﬁnition 10. Let  be a DatalognS program and P(Pf(0)) a ground atom. We construct
an implication problem for DLF reg as follows: a terminology from clauses in,
T = {∀ Pf1 .Q1  · · ·  ∀ Pfk .Qk  ∀ Pf .P :
P(Pf(x))← Q1(Pf1(x)), . . . ,Qk(Pfk(x)) ∈ },
and the posed question from ground facts Qi(Pfi (0)) ∈  and the ground atom
G = P(Pf(0)),
C,G = ∀ Pf1 .Q1  · · ·  ∀ Pfk .Qk  ∀ Pf .P ,
where ∀ Pf .D denotes the description ∀L.D where L(L) = {Pf}.
Theorem 11. Let be a DatalognS program and G a ground atom. Then
  G ⇐⇒ T  C,G.
Proof.⇒: We show that P(Pf(0)) ∈ T  (∅) implies T  C,G.
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If P(Pf(0)) ∈ T  (∅) then there must be m > 0 such that p(Pf(0)) ∈ T m (∅). Then, by
induction on m, we have:
Case m = 1: immediate as it must be the case that p(Pf(0)) must be one of the facts in
P, e.g.Qi(Pfi (0)). Then, however, the inclusion dependency C,G is of the form
C,G = ∀ Pf1 .Q1  · · ·  ∀ Pfk .Qk  ∀ Pfi .Qi
is trivial and is satisﬁed by all interpretations. Therefore, T  C,G.
Casem > 1: if P(Pf(0)) ∈ T m (∅) then there is a term t (0) (to be substituted for x) and a
clause P(Pf′(x)) ← Q′1(Pf
′




l (x)) in  such that Pf(0) = Pf′(t (0)) and
Q′i (Pf
′
i (t (0))) ∈ T m−1 (∅). By the inductive hypothesis we have T  C,Q′i (Pf′i (t (0))) and
therefore, by composition with the inclusion dependency
∀ Pf1 .Q′1  · · ·  ∀ Pfk .Q′l  ∀ Pf .P ,
that must exist by virtue of the deﬁnition of T, we have T  C,G.
⇐: Assume P(Pf(0)) ∈ T  (∅). We construct an interpretation I = (, (.)I) that satis-
ﬁes T but violates C,G as follows: Let  be the set of all Datalog¬nS terms. We deﬁne
(fi)
I(t) = f (t),
t ∈ (P )I ⇐⇒ P(t) ∈ T  (∅).
We show that I  T. Consider an inclusion dependency
∀ Pf1 .Q1  · · ·  ∀ Pfk .Qk  ∀ Pf .P ∈ T.
This dependency could only be violated if there was an object t ∈  such that (Pfi )I(t) ∈
(Qi)
I for 0 < ik and (Pf)I(t) ∈ (P )I . This, in turn implies Qi(Pfi (t)) ∈ T  (∅) while
P(Pf(t)) ∈ T  (∅). However, this contradicts the fact that T  (∅) is a model of, since
P(Pf(x))← Q1(Pf1(x)), . . . ,Qk(Pfk(x)) ∈ .
Thus I  T.
Conversely, I   C,G: 0 ∈ (∀ Pfi .Qi)I since Qi(Pfi (0)) ∈ T  (∅), but 0 ∈ (∀ Pf .P )I
since we have assumed P(Pf(0)) ∈ T  (∅). 
Observe that the constructed implication problem satisﬁes |T|+|C,G| ∈ O(||+|G|).
The lower complexity bound thus follows from [14,20].
Corollary 12. The implication problem for DLF reg is DEXPTIME hard.
Since concept negation is not used in our reduction and since all regular attribute depen-
dencies ∀ Pf .D generated by the reduction can be rewritten ∀f 1. · · · .∀f k.D, this remains
true for the fragment of DLF reg in which all concept constructors are conjunctions and
attribute restrictions of the form “∀f.D ”.
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3.2. Lower bound due to regular PFDs
We study the problem for a subset ofDLFDreg in which all subsumption constraints are
of the form
   : Pf1, . . . , Pfk → Pf .
An implication problem in this subset is called a PFD membership problem.
To reduce notational overhead in the remainder of this section, we use the shorthand
Pf1, . . . , Pfk → Pf for such constraints. It will also simplify matters to assume that each
monadic predicate symbol P in DatalognS maps to a distinct attribute p in DLFDreg, and
that each such p differs from the attributes corresponding to unary function symbols in
DatalognS .
Note that the above form is a special case of regular PFDs in which the associated regular
path function sets are ﬁnite.
Deﬁnition 13. Let be an arbitrary DatalognS program andG = P(Pf(0)) a ground atom.
We construct an implication problem forDLFDreg as follows: a terminology from clauses
in,
T = {{Pf′1 .p′1, . . . , Pf′k .p′k → Pf′ .p′ :
P ′(Pf′(x))← P ′1(Pf
′





and the posed question,
C,G = Pf1 .p1, . . . , Pfk .pk → Pf .p,
where P1(Pf1(0)), . . . , Pk(Pfk(0)) are the ground facts in.
Theorem 14. Let be an arbitraryDatalognS program andG = P(Pf(0)) a ground atom.
Then  G ⇐⇒ T  C,G.
Proof.⇒: We show that P(Pf(0)) ∈ T  (∅) implies T  C,G.
If P(Pf(0)) ∈ T  (∅) then there must be m > 0 such that P(Pf(0)) ∈ T m (∅). Then, by
induction on m, we have
Case m = 1: immediate as it must be the case that P(Pf(0)) must be one of the facts in
, e.g., Pi(Pfi (0)) and therefore also Pf .p = Pfi .pi . Consequently, T  C,G as C,G is
a trivial path-functional dependency.
Case m>1: if P(Pf(0)) ∈ T m (∅) then there is a term t (0) (to be substituted for x)
and a clause P(Pf′(x)) ← P1(Pf′1(x)), . . . , Pl(Pf′l (x)) in , such that Pf(0) = Pf′(t (0))
and Pi(Pf
′
i (t (0))) ∈ T m−1 (∅). By the inductive hypothesis we have T  C,Pi (Pf′i (t (0)))
and therefore, by composition with the path-functional dependency Pf′1 .p1, . . . , Pf′l .pl →
Pf .p ∈ T we have T  C,G.
⇐: Assume P(Pf(0)) ∈ T  (∅). We construct an counterexample interpretation as fol-
lows: let o1, o2 ∈  be two distinct objects and T1, T2 two complete inﬁnite trees rooted
by these two objects with edges labeled by primitive attributes fi and pi . Moreover, if
190 D. Toman, G. Weddell / Theoretical Computer Science 336 (2005) 181–203
P ′(Pf′(0)) ∈ T  (∅) we merge the two subtrees identiﬁed by the path Pf′ .p′ starting from
the respective roots of the trees. The resulting (directed acyclic) graph provides an interpre-
tation in which the nodes of the graph represent elements of and edges give interpretation
to primitive attributes such that:
(1) (Pfi .pi)I(o1) = (Pfi .pi)I(o2) for all Pi(Pfi (0)) ∈ , and
(2) every constraint in T is satisﬁed by the constructed interpretation. Assume to the
contrary, that the interpretation violated a constraint
Pf′1 .p′1, . . . , Pf′l .p′l → Pf′ .p′ ∈ T.
Then there would have to be two distinct elements x1, x2 such that (Pf′i .p′i )I(x1) =
(Pf′i .p′i )I(x2) but (Pf′.p′)I(x1) = (Pf′.p′)I(x2). From the construction of the interpre-
tation and the fact that the sets of predicate and function symbols are disjoint we know
that P ′i (Pf
′
i (t (0))) ∈ T  (∅) where t is a term corresponding to the paths from o1 and
o2 to x1 and x2, respectively (note that all the paths that end in a particular common
node in the constructed interpretation are symmetric). However, then P ′(Pf′(t (0))) ∈
T  (∅) using the clause in  associated with the violated constraint in T, and thus
(Pf′.p′)I(x1) = (Pf′ .p′)I(x2), a contradiction.
But then (Pf .p)I(o1) = (Pf .p)I(o2) since P(Pf(0)) ∈ T  (∅), a contradiction. 
Again, for the constructed implication problem we have |T| + |C,G| ∈ O(|| + |G|).
Thus:
Corollary 15. The PFD logical implication problem is DEXPTIME-hard.
4. Decision procedures
We now consider the other direction: can Datalog¬nS simulate implication problems in
DLF reg and various extensions, including DLFDreg? We show how this can done in
this section. We begin by exhibiting a reduction to Datalog¬nS satisﬁability problems for
implication problems in DLF reg. The case for implication problems in DLFDreg, which
extendsDLF reg with regular PFD constraints, is considered next. And ﬁnally, we consider
reductions for DLF reg extended with other constructs relating to roles that are commonly
available in DL dialects. In our various simulations, DLF reg’s concept descriptions D are
modeled by monadic predicates PD(x).
4.1. A decision procedure for DLF reg
Our construction of a corresponding Datalog¬nS satisﬁability problem for a givenDLF reg
implication problem proceeds in three steps. The ﬁrst encodes the structural properties of
regular expression sets as Datalog¬nS assertions.
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Deﬁnition 16 (Constraints for regular path expressions). Let P be a monadic predicate
and let GL denote a right-linear grammar for a given regular path expression L. 2 We
deﬁne a Datalog¬nS program
P,L =
{







P(x) if  = Id;
P(f (x)) if  = f ;
NP,L,B(f (x)) if  = fB.
For any pair of regular path expressions L1 and L2, we assume the nonterminal symbols in
GL1 and GL2 are unique, and deﬁneL as the union of allP,L.
Intuitively, the atomic formula NP,L,A(t) is true for a term t if and only if there is
Pf ∈ L(A,GL) such that P(Pf(t)) is true, where L(A,GL) is the language generated by
GL from the nonterminal A. Note that it is essential to use the minimal model semantics to
deﬁneNP,L,A(x). However, the rules that deﬁne the atoms associatedwithGL’s nonterminal
symbols areDatalognS rules and thus a uniqueminimalmodel exists and can be equivalently
deﬁned by an explicit least ﬁxpoint formula.
Lemma 17. Let be a Datalog¬nS program, such thatP,L ⊆  and in which the literals
NP,L,A can appear on the left-hand side of a rule only inP,L. Then, in any stable model
M of, we have NP,L,A(t) ∈ M ⇐⇒ P(Pf(t)) ∈ M for some Pf ∈ L(A,GL).
Proof. The if direction can be easily shown by induction on the length of a derivation of Pf
(from A) in GL; the only-if direction follows from minimality of M, since only clauses in
P,L can assert NP,L,A in M. 
The second step encodes the structural properties of DLF reg as Datalog¬nS assertions.
Deﬁnition 18 (DLF reg concept formation constraints). LetD,D1, andD2 range over con-
cept descriptions and L over regular path expressions. We deﬁne





← PD(x) ∧ P¬D(x),








where SL are the start symbols in the grammars GL for regular path expressions L.
2 A grammar is right regular if and only if each production is of the form A→ Id, A→ a or A→ bB, where
A and B are nonterminal symbols and a and b are terminal symbols. It is well known that such a grammar exists
for any regular expression [22].
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To simplify the development in the rest of the paper we assume that the ∀L.D concept
constructor is a shorthand for ¬∃L.¬D.
The set DLFreg captures the structural relationships between DLF reg concepts. Al-
though the set is inﬁnite in general, the set of concepts and regular path expressions ap-
pearing in a particular implication problem, T  C, is ﬁnite. Hence, one can restrict the
set of assertions in DLFreg to a ﬁnite subset 
T ,C
DLFreg that contains only predicates that
deﬁne concepts and regular grammars in T ∪{ C}. In the following, we omit the superscripts
whenever clear from the context.
The translationof the inclusiondependencies is theﬁnal third step in the overall translation
of a DLF reg implication problem.
Deﬁnition 19. Let T and C ≡ D  E be a DLF reg terminology and an inclusion
dependency, respectively. We deﬁne
T = {PE(x)← PD(x) : D  E ∈ T }
and
C = {PD(0)←,← PE(0)}.
The two clausesC represent the skolemized version of ¬∀x.PD(x)→ PE(x); 0 is the
Skolem constant for x. As usual, a model “containing”C is a counterexample for C.
Lemma 20. Let  = DLFreg ∪T ∪C be a Datalog¬nS program. Then in any stable
model M of we have
(1) PD(t) ∈ M ⇐⇒ P¬D(t) ∈ M ,
(2) PD1D2(t) ∈ M ⇐⇒ PD1(t) ∈ M ∧ PD2(t) ∈ M , and
(3) P∃L.D(t) ∈ M ⇐⇒ PD(Pf(t)) ∈ M for some Pf ∈ L(L)
for all ground terms t and descriptions D that appear in T ∪ { C}.
Proof. (1) By case analysis: PD(t), P¬D(t) ∈ M violates the ← PD(x) ∧ P¬D(x) ∈ 
constraint; if PD(t), P¬D(t) ∈ M then the clauses PD(t) ← and P¬D(t) ← are elements
of the Gelfond–Lifschitz transformation of  and thus M is not a stable model of . The
remaining cases satisfy (1).
(2) Immediate from deﬁnition ofDLFreg .
(3) Follows from Lemma 17 and the clauses constraining P∃L.D inDLFreg . 
Theorem 21. Let T and C be a DLF reg terminology and inclusion dependency, respec-
tively. Then T  C ⇐⇒ DLFreg ∪T ∪C is not satisﬁable. 3
Proof. Let M be a stable model of DLFreg ∪ T ∪ C . We construct an interpre-
tation IM = (, (.)I) that satisﬁes T but violates C as follows. Let  be the set of
3 Recall our assumption that satisﬁability for Datalog¬
nS
is deﬁned with respect to stable models.
D. Toman, G. Weddell / Theoretical Computer Science 336 (2005) 181–203 193
all Datalog¬nS terms. We deﬁne
(fi)
I(t) = f (t),
t ∈ (Cj )I ⇐⇒ PCj (t) ∈ M
for primitive attributes fi and primitive concept descriptionsCj .We ﬁrst show, by induction
on the structure of D, that t ∈ (D)I ⇐⇒ PD(t) ∈ M holds for every concept description
D. The base case is given above, the inductive cases follow from Lemma 20.
Now it is easy to show that IM  T since for every inclusion dependencyD  E ∈ T we
have a clause PE(x)← PD(x) ∈ T . However, IM  C since PD(0) ∈ M but PE(0) ∈ M
as M is a model forC .
On the other hand, let I = (, (.)I) be an interpretation such that I  T but I  C.
Then there must be an object o ∈  such that o ∈ (D)I − (E)I . We construct a Herbrand
interpretation M forDLFreg ∪T ∪C as follows
MI = {PD(Pf(0)) : o.(Pf)I ∈ (D)I}
∪ {NPD,L,A(Pf(0)) : o.(Pf)I .(Pf′)I ∈ (D)I , Pf′ ∈ L(A,GL)},
whereGL are the right-regular grammars associated with regular path expressions in ∃L.D
that appear in T ∪ { C}. The interpretationMI is a stable model of DLFreg ∪T ∪C ,
since it is the minimal model of the GL-transformation ofDLFreg ∪T ∪C with respect
to MI (the only clauses affected by the transformation are the structural rules DLFreg ).
The remainder of the proof is a straightforward case analysis; minimality follows from
Lemma 20 (since in any interpretation either o ∈ (D)I or o ∈ (¬D)I for all o ∈ )
and Lemma 17 (since whenever o ∈ (∃L.D)I then there must be a Pf ∈ L(L) such that
o.(Pf)I ∈ (D)I ). 
This result shows that DLF reg is essentially an alternative variable-free syntax for
Datalog¬nS . Also, as a consequence we have
Corollary 22. The implication problem for DLF reg is DEXPTIME-complete.
4.2. Adding regular PFDs: DLFDreg
We now consider DLFDreg which adds equality generating concepts to DLF reg. In
particular, we consider logical implication problemswith inclusion dependencies that corre-
spond to regular PFDs. Recall that such dependencies have the form D1 
D2 : L1 → L2.
There are two cases to consider that, for aDLFDreg implication problem T  C, depend
on the structure of C.
Case 1: C is not a regular PFD. In this case, it is straightforward to show that any regular
PFDs occurring inT will not interferewith the original decision procedure fromSection 4.1.
Lemma 23. Let T be a DLFDreg terminology, T ′ the set of inclusion dependencies in T
that are not regular PFD, and C a DLFDreg concept that is not a regular PFD. Then if
T ′  C then T  C.
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Proof. An interpretation I that satisﬁes T also satisﬁes T ′ and thus, since C is violated by
I, it cannot be a consequence of T ′.
On the other hand, given an interpretation I of T ′ that violates C, we can construct
an interpretation IMI using the construction used in the proof of Theorem 21. This new
interpretation, IMI , satisﬁes T , since IMI is a tree model of T ′ and thus all regular PFDs
in T are (trivially) satisﬁed. Thus IMI  T and violates C. 
Thus, the implication problem reduces to the problem in Section 4.1 since, by the above
Lemma, the regular PFDs in T do not interfere with the decision procedure.
Case 2: C is a regular PFDD1  D2 : L1 → L2. To falsify C, it must be possible to have
two objects, one in D1 and another in D2, that satisfy the preconditions of the dependency
but that fail to satisfy the conclusion.We therefore construct two copies of the interpretation
for the pure DLF reg constraints in T similarly to [24,39]. However, as Herbrand terms are
essentially the same in the two copies, it is sufﬁcient to distinguish them by renaming the
predicate symbols [27]. In addition, we need to model the “rules” of equality and their
interaction with concept descriptions. The structural rules forDLFDreg are thus deﬁned as
follows:





← NEq(x) ∧ Eq(x)
Eq(fi(x))← Eq(x)
PGD (x)← PBD (x) ∧ Eq(x)




whereG andB are sets of assertions in which every predicate symbol is renamed to
a “green” version and a “blue” version.
Deﬁnition 24. Let T  C be a DLFDreg implication problem for which C is the regular
PFD
D1  D2 : L1 → L2,
let T ′′ be all regular PFDs in T , and let T ′ = T \ T ′′. We deﬁne
C = {PGD1(0)←, P BD2(0)←,← ¬NNEq,L2,S2(0),← NNEq,L1,S1(0), }
and




← PGDi (x) ∧ PBDj (x) ∧ ¬NNEq,Li ,Si (x) ∧NNEq,Lj ,Sj (x)
← PBDi (x) ∧ PGDj (x) ∧ ¬NNEq,Li ,Si (x) ∧NNEq,Lj ,Sj (x)
f or (Di  Dj : Li → Lj ) ∈ T ′′

 ,
where Si and Sj are the start symbols in the grammars for Li and Lj , respectively.
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Theorem 25. Let T  C be a DLFDreg implication problem in which C is of the form
D1  D2 : L→ L′. Then T  C if and only ifDLFDreg ∪T ∪C is not satisﬁable.
Proof. Let M be a stable model of DLFDreg ∪T ∪C . We construct an interpretation
IM = (, (.)I) as follows:
The domain  is deﬁned as
 = {tU : Eq(t) ∈ M} ∪ {tG, tB : NEq(t) ∈ M}
for t a Datalog¬nS ground term. The tU , tG, and tB are three distinct objects associated with
each term t.





f (t)U if f (t)U ∈ ,
f (t)G if f (t)G ∈ , t = tG,
f (t)B if f (t)B ∈ , t = tB,
tU ∈ (D)I if PGD (t) ∈ M,PBD (t) ∈ M;
tG ∈ (D)I if PGD (t) ∈ M;
tB ∈ (D)I if PBD (t) ∈ M.
Similarly to the proof of Theorem 21, we can verify that IM  T but IM   C.
On the other hand, given an interpretation I such that I  T and I   C it must be
the case that there are two objects o1 and o2 in  such that o1 ∈ (D1)I , o2 ∈ (D2)I ,
o1.(Pf)I = o2.(Pf)I for all Pf ∈ L(L), and o1.(Pf′)I = o2.(Pf′)I for some Pf′∈ L(L′). We
construct a Herbrand interpretationMI as follows:
MI = {PGD (Pf(0)) : o1.(Pf)I ∈ (D)I}
∪ {PBD (Pf(0)) : o2.(Pf)I ∈ (D)I}
∪ {Eq(Pf(0)) : o1.(Pf)I = o2.(Pf)I}
∪ {NEq(Pf(0)) : o1.(Pf)I = o2.(Pf)I}
∪ {NGPD,L,A(Pf(0)) : ∃ Pf ∈ L(A,GL). o1.(Pf)I .(Pf′)I ∈ (D)I}∪ {NBPD,L,A(Pf(0)) : ∃ Pf ∈ L(A,GL). o2.(Pf)I .(Pf′)I ∈ (D)I}∪ {NNEq,L,A(Pf(0)) : ∃ Pf ∈ L(A,GL). o1.(Pf)I .(Pf′)I = o2.(Pf)I .(Pf′)I
∈ (D)I},
where descriptions D and regular path expressions L range over those present in T ∪{ C}.
The remainder of the proof is a simple veriﬁcation that MI is indeed a stable model of
DLFDreg∪T ∪C and follows the same line of argument as in the proof of Theorem 21.

Since all DLF reg implication problems are also DLFDreg implication problems,
we have
Corollary 26. The implication problem for DLFDreg is DEXPTIME-complete.
An interesting observation at this point is that, sinceDLFDreg can be coded in Datalog¬nS
which can in turn be coded in extremely simple fragments of DLF reg (cf. Section 3), all
reasoning in very powerful and expressive Description Logics can ultimately be reduced to
reasoning about simple attribute value restrictions in a boolean complete description logic.
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4.3. Other DL constructors
In this section, we brieﬂy discuss other constructs commonly available in description
logics and their relation to the development in the preceding section. Essentially, we argue
that many DL features can be also coded in Datalog¬nS . The formal proofs of these claims
are similar to those of Theorems 21 and 25 and are omitted. Also we simplify the notation,
allowing ourselves to use a general ﬁrst-order syntax instead of the strict clausal syntax of
Datalog¬nS .
4.3.1. Adding roles to DLF reg: DLFR
It is very common for description logics to include roles that correspond to binary rela-
tions between concepts. At the least, roles are manifest by a pair of concept constructors
that capture existential quantiﬁcation and role value restriction with respective syntax and
semantics deﬁned as follows (R denotes a role name in this syntax; we refer to DLF reg
extended with these constructors as DLFR):
Additional Syntax Semantics: Defn of “(·)I”
D ::= ∃R.D {x ∈  : ∃y ∈ (D)I : (x, y) ∈ (R)I}
| ∀R.D {x ∈  : ∀(x, y) ∈ (R)I : y ∈ (D)I}.
However, while general Ackermann formulae allow arbitrary arity relations in their matrix,
they still require the use of a single universal (∀) quantiﬁer in their preﬁx. This prevents a
direct formulation of the ∀R.D concept, for example, since two ∀’s are needed (then adding
unary function symbols leads to undecidable theories [7]).
We therefore use a less direct formulation by modeling roles in DLFR via attributes.
The essential problem is that ∃R.Di concepts can force a single object to be related via
a role R to multiple objects satisfying different constraints Di , that, in general, may be
disjoint. However, as all concept descriptions are essentially monadic predicates, one can
syntactically determine the maximal number of such objects needed for a given implication
problem.
Deﬁnition 27 (∃-rank). Let T  C be a DLFR implication problem. The number of
distinct occurrences of ∃R.D in T ∪ { C} is denoted Rank(T , C).
Now let T and C be ﬁxed, and  and 0, . . . , l , where l = Rank(T , C), be function
symbols neither in T nor in C. We model a role R by a monadic predicate PR . The fact
that (o, o′) ∈ (R)I , for o, o′ ∈ , is captured by asserting PR(i (o)) and o′ = (i (o)) for
some 0 i l. The new predicates PR (and function symbols i and ) are constrained to




∀x.P∃R.D(x) ↔ ∨lj=0 [PR(j (x)) ∧ PD((j (x)))]
∀x.P∀R.D(x) ↔ ∧lj=0 [PR(j (x))→ PD((j (x)))]
}
.
For any ﬁxed implication problem of size n the size of the assertions is O(n2).
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Theorem 28. Let T and C be a DLFR terminology and inclusion dependency.
Then T  C ⇐⇒ DLFR ∪ T ∪ C is not satisﬁable. The latter can be decided in
DEXPTIME.
Note the similarity with the tree models for DLR: essentially, one can convert a dag
induced by roles into a tree by replacing (o1, o2) ∈ (R)I by (o1, o′2) and (o′1, o2) where o1
and o′1 (o2 and o′2, respectively) belong to the same concepts. Such an interpretation is still
a model.
4.3.2. Role inverses and other role constructs
To model an inverse role R−1, we need to modify the deﬁnitions for P∀R.D and P∃R.D
to take account of the fact that if a parent of an object (i.e., the argument of the function
simulating the role) is related to a ∀R.D object via an inverse R−1, then this object must
be related to the parent via the original role R. Thus the parent must satisfy D (the ∃R.D
argument is similar). These observations are captured by the following assertions (the case
for P∀R−1.D and P∃R−1.D is similar).
∀ x.P∃R.D(x) ↔ ∨lj=0 [PR(j (x)) ∧ PD((j (x)))] for x = (i (y)),
∀ x.P∃R.D((i (x))) ↔ ∨lj=0 [PR(j ((i (x)))) ∧ PD((j ((i (x)))))]
∨ [PR−1(i (x)) ∧ PD(x)] otherwise,
∀ x.P∀R.D(x) ↔ ∧lj=0 [PR(j (x))→ PD((j (x)))] for x = (i (y)),
∀ x.P∀R.D((i (x))) ↔ ∧lj=0 [PR(j ((i (x))))→ PD((j ((i (x)))))]
∧ [PR−1(i (x))→ PD(x)] otherwise.
Note that the x = (i (y)) condition can be eliminated by enumerating all terms that do
not have the above form (i.e., do not start with i). Such an enumeration is ﬁnite (still
O(n2)). Theorem 28 and its proof naturally extend to this setting. Other constructs that
involve roles, such as numerical restrictions, role hierarchies, role constructors, roles with
arity  2, and their combinations, can be similarly captured by appropriate assertions over
the monadic predicates that model roles as long as the DL dialect itself has a tree model
property [12,23].
5. Structural equality in XML
We now show how to map XML documents to DLFDreg interpretations in a way that
enables useful reasoning about the structural equality of arbitrary subdocuments. To begin,
it will be useful to have a concise deﬁnition of an XML document. Our formulation is based
on the common practice of interpreting an XML document or a document collection as an
ordered forest of rooted node-labeled ordered trees.
Deﬁnition 29 (XML forests and trees). Let PCDATA be a set of strings. We deﬁne the set
XF of XML forests inductively by
XF = [ ] | [XNode(s, x)] | x@y,
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where s is in PCDATA, x and y are in XF, [ ] denotes an empty forest, 4 [XNode(s, x)]
denotes a forest containing a single tree with a root labeled s (the string s represents a tag or
PCDATA) and an ordered forest x, and x@y denotes a concatenation of two ordered forests.
This formulation of XML is very simple with no explicit accounting of node identity, of
element, attribute or text node types, or of “don’t care” child node order. However, such
features can easily be added by additional encoding conventions that relate either to node
labeling or to subtree patterns. A text leaf node with CDATA “abc”, for example, might
be encoded using the label “text:abc”. A similar approach can be taken to represent
attributes, etc.
Reasoning about XML documents in DLFDreg is achieved by mapping ordered forests
corresponding to XML documents to DLFDreg interpretations. As in [10], we encode
arbitrary XML forests by binary trees in which the ﬁrst edge connects parent nodes with
their ﬁrst child and the next edge with their right sibling [28]. However, to be able to reason
about structural equality, we add a third label edge connecting a node with its string label.
An inﬁnite completion of such a tree yields an DLFDreg interpretation. Formally:
Deﬁnition 30. Let F ∈ XF be a XML forest. We deﬁne an DLFDreg interpretation that
represents this forest in two steps.
(1) Let PCDATA ⊂  be the set of all strings. For every document tag <a> we deﬁne a
primitive concept Ca interpreted by (Ca)I = {<a>} ⊂ PCDATA. In particular, (C)I
is interpreted as the singleton set consisting of the empty string.
(2) The tree structure of the XML document is then captured by deﬁning the interpretation
for an additional primitive concept CXML, satisfying (CXML)I ∩ PCDATA = ∅, and
the interpretation of the primitive features f, n, and l. The interpretation of the primitive
concept CXML is deﬁned by simultaneous induction on the structure of F utilizing
partial interpretations (CXML)IF and an auxiliary rF constant (denoting the root of the
encoded document F).
• F is an empty forest. Then (CXML)IF = ∅ and rF is an arbitrary element
d ∈ − PCDATA for which (l)I(d) = .
• F is a tree XNode(s,F ′). Then
(CXML)
I
F := (CXML)IF ′ ∪ {d} for d ∈ − PCDATA∪ (CXML)IF ′ .
In addition, we modify the interpretation of the primitive features asserting that
(l)I(d) = s ∈ PCDATA, and (f )I(d) = rF ′ and set rF = d.









In addition, we modify the interpretation of the primitive features asserting that
(n)I(rti ) = rti+1 for 0 < i < k and set rF = rt1 .
4 We employ common list notation to represent ordered forests.
5 It is always possible to pick disjoint sets to interpret nodes in distinct trees.
















































































Fig. 2. An XML Document and DLFDreg interpretation.
Without loss of generality, we assume that values for features f and n not explicitly
deﬁned in this construction are roots of complete binary trees in f and n, the nodes of which
do not belong to interpretations of primitive concepts deﬁned above. We also assume that
interpretations satisfy the following pair of inclusion dependencies: 6
• (  ∃(n ∗ .l).C), nodes have a ﬁnite number of children that are nonempty strings;
and
• (C  ∀(f, n).l).C), any child of an empty string is an empty string.
An implicationproblem inDLFDreg that “encodes”useful questions aboutXML(sub)docu-
ments, including questions about structural equality, should always include these depen-
dencies as part of the terminology.
Example 31. Fig. 2 illustrates anXML fragment togetherwith theDLFDreg interpretation
that corresponds to this fragment. Note that the elipsis denotes arbitrary XML fragments
encoding additional information about a given employee.
In Fig. 3(a), we illustrate a DTD for part of the structure of employee subdocuments
in which, say for security reasons, data encoded after information about dependents is
left abstracted. Fig. 3(b) illustrates how additional inclusion dependencies can be added
to a terminology to capture the constraints on subdocuments for each of the four element
tags that comprise the DTD. 7 Note that (D1 unionsq D2) is used as shorthand in the ﬁgure for
¬(¬D1  ¬D2). Also note that, among other things, the constraints ensure that <eid>s
are the ﬁrst components of <emp>s.
Finally, consider howonemight capture the constraint that<eid>s are keys for employee
subdocuments. This can also be indirectly accomplished by adding a regular PFD with the
6 The dependencies capture part of what are called general structural properties in [10].
7 It is straightforward to devise a procedure that can generate such constraints automatically from any given
DTD.
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Fig. 3. On translating DTDs. (a) An XML DTD for personnel. (b) A corresponding set of inclusion dependencies.
following form to a terminology:
∀l.Cemp  (∀l.Cemp) : f.f.l → (f, n) ∗ .l.
Observe that this additional dependency requires no knowledge of the structure of employee
subdocuments beyond the fact noted above that an <eid> element is the ﬁrst child of every
such document.
Now, as a consequence of Theorem 32 below, we can replace the structural equality in
the where clause of the XQuery in Example 1 by a much more efﬁcient check for label
equality:
where x=y ⇒ where x/eid/data()=y/eid/data().
The fact that label equality sufﬁces also follows from the “typing constraints” in Fig. 3(b)
which ensure that an <eid> has one and only one child that must be in PCDATA.
Theorem 32. Let o1, o2 ∈ (CXML)I be two nodes in the interpretation (, (.)I) that
correspond to the roots of XML forests F1,F2, respectively. Then F1 = F2 structurally if
and only if (Pf)I(o1) = (Pf)I(o2) for all Pf ∈ L((f, n) ∗ .l).
Proof. Follows from our deﬁnitions by a straightforward induction on the size of the forests.

Finally, it is worth noting that the positional nature of specifying structural relationships
between elements is essential to reasoning about structural equality. Observe in particular
that keyword-based functional dependencies (i.e., those based on element tag names) [3,4]
cannot distinguish documents <a>1</a><b>2</b> and <b>2</b><a>1</a>.
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6. Summary
Structural equality is an important performance issue for XML data models and query
languages. We have presented a description logic called DLFDreg that can be used for
reasoning about structural equality in such models, and have outlined how DLFDreg can
be applied in the case of XML and XQuery. This application depends on a more powerful
version of an fd concept constructor in DLFDreg that has a novel and essential ability
to express functional dependencies over sets of possibly inﬁnite feature paths deﬁned by
regular languages. Thus, our work complements earlier work [10] in which a description
logic is used to reason about XML document type deﬁnitions.
6.1. Future work
There are several avenues of work currently under way that we believe will enhance the
results of this paper. In particular, we are exploring the possibility of adapting results in
[24] to allow the regular path functional dependencies in DLFDreg to have empty left-
hand sides, a serious possibility in view of the fact that element tags in XML are not (a least
apriori) “isa” related. Such constraints can be used to (almost) simulate the incorporation
of nominals in a terminology. Another topic we are exploring relates to ﬁnite models.
Although [24] has shown that any object model with path functional dependencies does
not have the ﬁnite model property, we believe an acyclicity property that underlies XML
document type deﬁnitions can be exploited to recover the ﬁnite model property for related
terminologies.
So how “close to the cliff or the valley” have we come? One of the remaining limitations
of DLFDreg is the lack of an ability to deﬁne roles that are inverse attributes. This would
represent a ﬁrst opportunity for roles and functional dependencies to interact inDLFDreg.
Although the details are beyond the scope of this paper, it is possible to adapt the undecid-
ability result of [11] to show that DLFDreg extended with inverse attributes will render its
implication problem undecidable. However, some limited capacity to express inverse roles
while ensuring decidability is still very desirable. Syntactic restrictions on regular path
functional dependencies along the lines considered in [11] merit particular consideration.
Second, the consequences of granting full ﬁrst-order status to such dependencies are not
clear. Indeed, the epistemological signiﬁcance of either a negated fd or even the disjunc-
tion of two fds is unclear. Finally, we plan to investigate more general decidable constraint
theories as the basis for path dependencies [5] and to integrate results in [37] that relate to
ordering dependencies.
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