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Abstract
The complexity of the simple maxcut problem is investigated for several special
classes of graphs. It is shown that this problem is NP-complete when restricted to one
of the following classes: chordal graphs, undirected path graphs, split graphs, tripartite
graphs, and graphs that are the complement of a bipartite graph. The problem can
be solved in polynomial time, when restricted to graphs with bounded treewidth, or
cographs. We also give large classes of graphs that can be seen as generalizations of
classes of graphs with bounded treewidth and of the class of the cographs, and allow
polynomial time algorithms for the simple max cut problem.
1 Introduction
One of the best known combinatorial graph problems is the max cut problem. In this
problem, we have a weighted, undirected graph G = (V;E) and we look for a partition
of the vertices of G into two disjoint sets, such that the total weight of the edges that go
from one set to the other is as large as possible. In the simple max cut problem, we
take the variant where all edge weights are one.
Whereas the problems where we look for a partition with a minimum total weight
of the edges between the sets are solvable in polynomial time with ow techniques, the
(decision variants of the) max cut, and even the simple max cut problems are NP-
complete [13, 10]. This motivates the research to solve the (simple) max cut problem
on special classes of graphs.
In [12] Johnson gives a table of the known results on the complexity of simple max
cut restricted to several classes of graphs. The most notable of the results listed there,
is perhaps the fact that simple max cut can be solved in polynomial time on planar
graphs. Several cases however remain open. In this paper we resolve some of the open
cases.
This paper is mostly concerned with the simple max cut problem. In section 4
we comment on the max cut problem (i.e., the problem where edges do not necessarily
have unit weights.) Some applications of the maxcut problem are given in the references
[5, 6, 15].
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This paper is organized as follows. In section 2 we consider the chordal graphs, and
the undirected path graphs. Next, we consider the split graphs, tripartite graphs, and
complements of bipartite graphs. In section 3.1, we consider cographs. An algorithm to
solve simple max cut on graphs with bounded treewidth is described in section 3.2. In
section 3.3, the results of sections 3.1 and 3.2 are generalized. Finally, in section 4 we
comment on the problem with arbitrary edge weights.
We conclude this introduction with some denitions. We rst give a precise description
of the simple max cut problem.
Problem: simple max cut
Input: Undirected graph G = (V;E), k 2 IN.
Question: Does there exist a set S  V , such that jf(s; u) 2 Ejs 2 S; u 2
V   Sgj  k ?
If we have a partition of V into sets S  V , and V   S, then an edge (u; v) 2 E with
u 2 S, v 2 V   S is called a cut edge.
2 NP-completeness results
In this section we analysed the simple max cut problem for chordal graphs, split graphs,
tripartite graphs, and complements of bipartite graphs.
2.1 Graphs, related to chordal graphs
A graph is chordal, if and only if it does not contain a cycle of length at least four as
an induced subgraph. Alternatively, a graph is chordal, if and only if there exists a tree
T = (W;F ) such that one can associate with each vertex v 2 V , a subtree T
v
= (W
v
; E
v
)
of T , such that (v; w) 2 E i W
v
\ W
w
6= ;. This is equivalent to stating that all
maximal cliques of G can be arranged in a tree T , such that for every vertex v, the cliques
that contain v form a connected subtree of T . (In other words: chordal graphs are the
intersection graphs of subtrees of trees.)
We will show that simple max cut is NP-complete for chordal graphs. Hereto, we
use the max 2-sat problem, described below.
Problem: max 2-sat
Input: A set of p disjunctive clauses each containing at most two literals and
an integer k  p.
Question: Is there a truth assignment to the variables which satises at least
k clauses ?
Max 2-sat was proven to be NP-complete by Garey, Johnson and Stockmeyer [10]. (In
[10] also a transformation from max 2-sat to the simple max cut problem for undirected
graphs was given.) We note [9] that 3-sat remains NP-complete if for each variable there
are at most ve clauses that contain either the variable or its complement. Using the
reduction of Garey, Johnson and Stockmeyer [10] we can obtain a similar result for max
2-sat such that for each variable there are at most 20 clauses containing the variable or
2
its complement. It is possible to replace the number 20 by the smaller constant six using a
dierent construction. In this construction each literal (variable or its complement) occurs
at most three times.
Theorem 2.1 Simple max cut is NP-complete for chordal graphs.
Proof:
(We will omit in this and all later proofs the statement that the problems are in NP.)
We give a transformation from max 2-sat to simple max cut for chordal graphs.
Let X = fx
1
; : : : ; x
n
; x
1
; : : : ; x
n
g be a variable set, let (a
1
_ b
1
); : : : ; (a
p
_ b
p
) denote a set
of clauses.
Let m = 2p. First we dene a number of sets:
(1) for each i 2 f1; : : : ; ng take C
(i)
= fc
(i)
1
; : : : ; c
(i)
m+1
g, D
(i)
= fd
(i)
1
; : : : ; d
(i)
m+2
g, E
(i)
=
fe
(i)
1
; : : : ; e
(i)
m+2
g.
(2) take for each i 2 f1; : : : ; pg, the set T
(i)
= ft
(i)
1
; : : : ; t
(i)
m+2
g, and take the sets R =
fr
1
; : : : ; r
p
g, Q = fq
1
; : : : ; q
p
g, Y = fy
1
; : : : ; y
p
g and S = fs
1
; : : : ; s
m+1
g.
(3) take U = fu
1
; : : : ; u
p
g, V = fv
1
; : : : ; v
p
g, W = fw
1
; : : : ; w
p
g, and Z = fz
1
; : : : ; z
p
g.
In the following we dene an input graphG
0
= (V
0
; E
0
) and want to partition the vertex
set V
0
into sets V
1
and V
2
where V
1
gets literals with truth value true and V
2
gets literals
with value false. The sets in (1) are used to place x
i
into V
1
or V
2
and the complement x
i
into the other set. Furthermore, the sets in (2) place R and Q into the rst set V
1
which
contains the literals with value false. For all values to a
i
; b
i
with (a
i
_ b
i
) = true we want
to have the same number of generated cut edges and for (a
i
_ b
i
) = false a smaller number
of cut edges. To obtain this we use the sets in (3) and the set Q = fq
1
; : : : ; q
p
g.
We now dene the input graph G
0
= (V
0
; E
0
) for the simple max cut problem. V
0
is
the disjoint union of all sets: X, C
(i)
(1  i  n), D
(i)
(1  i  n), E
(i)
(1  i  n), S,
R, Q, T
(i)
(1  i  p), U , V , W , and Z. There is an edge between a pair of vertices in
G
0
, if and only if at least one of the following sets contains both vertices, i.e. each of the
following sets forms a clique in G
0
:
 for each i 2 f1; : : : ; ng:
{ fx
i
g [ C
(i)
[E
(i)
,
{ fx
i
g [ C
(i)
[D
(i)
,
{ fx
i
; x
i
g [ C
(i)
,
 for each j 2 f1; : : : ;m+ 1g, take a set (clique) R [ fs
j
g.
 X [R [ Y .
 for each i 2 f1; : : : ; pg, and each j 2 f1; : : : ;m+ 2g, take a set (clique) fr
i
; q
i
; t
(i)
j
g.
 for each i 2 f1; : : : ; pg: if the ith clause is (a
i
_ b
i
), then take sets (cliques)
3
{ fa
i
; b
i
; r
i
; q
i
g
{ fa
i
; b
i
; v
i
; w
i
g
{ fa
i
; u
i
; v
i
g
{ fb
i
; v
i
; z
i
g
First, we claim that the graph G
0
, formed in this way is chordal. This follows because
we can arrange all cliques in a tree T , such that every vertex belongs to a set of trees that
forms a connected subtree of T . (Alternatively, one can check by tedious case analysis
that G
0
does not contain an induced cycle of length more than 3.)
In order to count the maximum number of possible cut edges, we consider six types of
edges:
1. Edges between vertices in C
(i)
[D
(i)
[E
(i)
[ fx
i
g, for some i 2 f1; : : : ; ng.
2. Edges of the form (x
i
; c
(i)
j
).
3. Edges between vertices in X [R [ Y .
4. Edges of the form (r
i
; s
j
).
5. Edges of the form (r
i
; q
i
), (r
i
; t
(i)
j
), (q
i
; t
(i)
j
), for some i 2 f1; : : : ; ng.
6. Edges of the form (q
i
; a
i
), (q
i
; b
i
), (a
i
; u
i
), (a
i
; v
i
), (a
i
; w
i
), (b
i
; v
i
), (b
i
; w
i
), (b
i
; z
i
),
(u
i
; v
i
), (v
i
; w
i
), (w
i
; z
i
), for some i 2 f1; : : : ; ng, where the ith clause is (a
i
_ b
i
).
Note that each edge of G
0
has exactly one type.
Write B = 2n  (m+ 2)
2
+ n  (m+ 1) + (n+ p)
2
+ p  (m+ 1) + 2p  (m+ 2) + 6p. We
now claim that G
0
has a partition with at least B + 2k cut edges, if and only there is a
truth assignment, that veries at least k clauses.
Suppose we have a truth assignment, that veries at least k clauses. We construct a
partition V
0
= V
1
[ V
2
, V
1
\ V
2
= ; in the following way:
V
1
= R [Q [ fx
i
; c
(i)
j
jx
i
false g
[fx
i
; d
(i)
j
; e
(i)
j
jx
i
true g
[fu
i
; z
i
ja
i
false ^ b
i
false g
[fv
i
; z
i
ja
i
false ^ b
i
true g
[fu
i
; w
i
ja
i
true ^ b
i
false g
[fv
i
; w
i
ja
i
true ^ b
i
true g
V
2
= V n V
1
:
We have 2n  (m+2)
2
cut edges of type 1, n  (m+1) cut edges of type 2, (2n+ p)
2
cut
edges of type 3, p  (m+1) cut edges of type 4, and 2p  (m+2) cut edges of type 5. For a
clause that is true, the number of type 6 cut edges corresponding to that clause is eight,
and for a clause that is false, this number is six. Hence, the total number of cut edges of
type 6 is 6p+ 2k. The total number of cut edges of all types is precisely B + 2k.
We can show, that when we have a partition of V
0
in sets V
1
, V
2
with at least B+2k cut
edges, then there must be a truth assignment with at least k true clauses. We consider for
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each type of edges the maximum number of cut-edges. We compare these numbers with
the numbers obtained in the partition formed above. For the details, we refer to our full
paper. NP-hardness of the problem follows, because G
0
can be constructed in polynomial
time. 2
Now we analyse a subclass of the chordal graphs, the undirected path graphs. A
graph is an undirected path graph, if it is the intersection graph of paths in an (unrooted,
undirected) tree. In other words, G = (V;E) is an undirected path graph, if and only if
there exists a tree T = (W;F ), and for every vertex v 2 V a path P
v
in T , such that for
all pairs of vertices v; w 2 V , v 6= w: (v; w) 2 E, if and only if P
v
and P
w
have at least
one vertex in common.
Theorem 2.2 Simple max cut is NP-complete for undirected path graphs.
Proof:
We can show this by changing the construction from the proof above. We use that max 2-
sat remains NP-complete, when for each variable, the number of clauses that contains the
variable is bounded by the constant 3. Then, we replace each variable x
i
by x
i;1
; : : : ; x
i;3
and x
i
by x
i;1
; : : : ; x
i;3
and enlarge the sets D
(i)
and E
(i)
by two vertices. 2
A graph G = (V;E) is a split graph, if and only if there is a partition of the vertices V
of G into a clique C and an independent set U . Another necessary and sucient condition
for a graph G to be a split graph is that G and its complement G
c
are chordal graphs,
see also Foldes and Hammer [8]. We analyse now a subclass of the split graphs, namely
the class of those split graphs where each vertex of the independent set U is incident to
exactly two vertices of the clique C. We call these graphs the 2-split graphs.
Theorem 2.3 Simple max cut is NP-complete for 2-split graphs.
Proof:
We use a transformation from the (unrestricted) simple max cut problem. Let a graph
G = (V;E) be given. Let G
c
= (V;E
c
) be the complement of G. Let H = (V [ E
c
; F ),
where F = f(v; w) j v; w 2 V; v 6= wg [ f(v; e) j v 2 V; e 2 E
c
; v is an endpoint of
edge eg. In other words, we take a vertex in H for every vertex in G and every edge in
the complement of G. V forms a clique, E
c
forms an independent set in H. Every edge-
representing vertex is connected to the vertices, representing its endpoints. We can show
that G allows a partition with at least K cut edges, if and only if H allows a partition
with at least 2  jE
c
j+K cut edges. 2
Double interval graphs are the intersection graphs of sets A
1
; : : : ; A
n
such that for all
i, 1  i  n, A
i
is the union of two closed intervals of the real line. These graphs are
introduced by Harary and Trotter in [17].
Lemma 2.4 Each 2-split graph is a double interval graph.
Hence, as consequence we get:
Corollary 2.5 Simple max cut is NP-complete for double interval graphs.
5
2.2 Graphs, related to bipartite graphs
Bipartite graphs are graphs G = (V;E) in which the vertex set can be partitioned into
two sets V
1
and V
2
such that no edge joins two vertices in the same set. Simple MAXCUT
is trivial for bipartite graphs. Thus, it is interesting to look at related graph classes.
We consider the tripartite graphs, and the graphs that are the complement of a bipartite
graph. The latter graphs we call the co-bipartite graphs.
A generalization of bipartite graphs are the tripartite graphs G = (V;E). A graph is
tripartite, if and only if the vertex set can be partitioned into three independent sets V
1
; V
2
and V
3
. In other words, a graph is tripartite if its chromatic number is at most three.
Theorem 2.6 Simple max cut is NP-complete for tripartite graphs.
Proof:
By transformation from simple max cut for split graphs to tripartite graphs. Let
G = (V;E) be a split graph, where the vertex set is partitioned into a clique C and
an independent set U , and dene a graph G = (V ;E). For each pair c
i
; c
j
2 C with i 6= j
dene a graph G
fi;jg
with vertex set
V
fi;jg
= fc
i
; c
j
; ; w
fi;jg
; x
fi;jg
; y
fi;jg
; z
fi;jg
g
E
fi;jg
= f(x
fi;jg
; c
i
); (z
fi;jg
; c
i
); (y
fi;jg
; c
i
);
(z
fi;jg
; c
j
); (y
fi;jg
; c
j
); (w
fi;jg
; c
j
);
(x
fi;jg
; y
fi;jg
); (z
fi;jg
; y
fi;jg
); (z
fi;jg
; w
fi;jg
)g
and replace the edge (c
i
; c
j
) by the graph G
fi;jg
. Then, V is the union of vertex sets V
fi;jg
and the independent set U . The edge set E is given as union of the edge sets E
fi;jg
and
the set fe = fc; ug 2 Ejc 2 C; u 2 Ug. The resulting graph is tripartite and we can show
that G allows a partition with at least k cut edges if and only if G allows a partition with
at least k + 3jCj(jCj   1) cut edges. 2
Theorem 2.7 Simple max cut is NP-complete for co-bipartite graphs.
Proof:
We use a transformation from the simple max cut problem, restricted to split graphs.
Suppose G = (C [ U;E) is a split graph, U forms an independent set, and C forms a
clique in G. Take a set U
0
, disjoint from C [U , with jU
0
j = jU j. Let H = (C [U [U
0
; E [
f(v; w) j v 6= w; v; w 2 U [ U
0
g). In other words, H is obtained from G by adding the
vertices in U
0
, and putting a clique on U [U
0
. Clearly, H is a co-bipartite graph. We can
show that G has a partition with at least K cut edges, if and only if H has a partition
with at least jU j
2
+K cut edges. 2
6
3 Composition of graphs
In this section we show that simple max cut can be solved eciently on a class of graphs
that includes the graphs with bounded treewidth and the cographs. Independently, Wanke
[18] has found a polynomial time algorithm for a class of graphs that includes the cographs.
We rst show the ideas of the method on cographs and on graphs with bounded treewidth.
3.1 Cographs
Denition 3.1 Let G
1
= (V
1
; E
1
), G
2
= (V
2
; E
2
) be two graphs, with V
1
and V
2
disjoint
sets. The disjoint union of G
1
and G
2
is the graph G
1
[ G
2
= (V
1
[ V
2
; E
1
[ E
2
). The
product of G
1
and G
2
is the graph G
1
G
2
= (V
1
[V
2
; E
1
[E
2
[f(v; w) j v 2 V
1
; w 2 V
2
g).
Denition 3.2 The class of cographs is the smallest set of graphs, fullling the following
rules:
1. Every graph G = (V;E) with one vertex and no edges (jV j = 1 and jEj = 0) is a
cograph.
2. If G
1
= (V
1
; E
1
) is a cograph, G
2
= (V
2
; E
2
) is a cograph, and V
1
and V
2
are disjoint
sets, then G
1
[G
2
is a cograph.
3. If G
1
= (V
1
; E
1
) is a cograph, G
2
= (V
2
; E
2
) is a cograph, and V
1
and V
2
are disjoint
sets, then G
1
G
2
is a cograph.
Alternatively, a graph is a cograph, if it does not contain a path with four vertices
P
4
as an induced subgraph. Many NP-complete problems are polynomial time solvable
on cographs; there are only a few notable expections, e.g. achromatic number [2] and list
coloring [11] are NP-complete for cographs.
To each cograph G one can associate a corresponding rooted binary tree T , called the
cotree of G, in the following way. Each non-leaf node in the tree is labeled with either \["
(union-nodes) or \" (product-nodes). Each non-leaf node has exactly two children. Each
node of the cotree corresponds to a cograph. We remark that the most usual denition
of cotrees allows for arbitrary degree of internal nodes. However, it is easy to see that
this has the same power, and can easily be transformed in cotrees with two children per
internal node. In [7], it is shown that one can decide in O(n + e) time, whether a graph
is a cograph, and build a corresponding cotree.
Our algorithm has the following structure: rst nd a cotree for the input graph G,
which is a cograph. Then for each node of the cotree, we compute a table, called maxc
H
,
where H is the cograph corresponding to the node. These tables are computed `bottom-
up' in the cotree: rst all tables of leaf-nodes are computed, and in general a table of an
internal node is computed after the tables of its two children are computed.
Let H = (V
0
; E
0
) be a cograph. The table maxc
H
has entries for all integers i, 0 
i  jV
0
j, that denote the maximum size of a cut of H into a set of size i and a set of size
jV
0
j   i, in other words:
maxc
H
(i) = maxfjf(v; w) j v 2 W
1
; w 2 W
2
gj j W
1
[W
2
= V
0
; W
1
\W
2
=
;; jW
1
j = ig
7
Clearly, the size of the maximum cut of G is max
0ijV j
maxc
G
(i), hence, when we
have the table maxc
G
, i.e., the table of the root node of the cotree, then we know the size
of the maximum cut. The tables can be computed eciently, starting with the tables at
the leaves, and computing tables in an order such that when we compute the table a node,
then the tables of its children have already been computed. eciently
The tables associated with leaf nodes are clearly all of the form: maxc
H
(0) = 0,
maxc
H
(1) = 0.
The following lemma shows how a table maxc
G
1
[G
2
or a table maxc
G
1
G
2
can be
computed, after the tables maxc
G
1
and maxc
G
2
are computed. A more general result will
be shown in section 5.3.
Lemma 3.3 Let G
1
= (V
1
; E
1
) and G
2
= (V
2
; E
2
) be graphs, with V
1
and V
2
disjoint sets.
Then:
(i) maxc
G
1
[G
2
(i) = maxfmaxc
G
1
(j) +maxc
G
2
(i  j) j 0  j  i; j  jV
1
j; i  j  jV
2
jg:
(ii)maxc
G
1
G
2
(i) = maxfmaxc
G
1
(j)+maxc
G
2
(i j)+j(jV
2
j (i j))+(jV
1
j j)(i j) j 0 
j  i; j  jV
1
j; i  j  jV
2
jg:
It directly follows that one can compute the tablemaxc
G
1
[G
2
andmaxc
G
1
G
2
in O(jV
1
j
jV
2
j) time. By standard arguments, the following result now can be derived:
Theorem 3.4 There exists an O(n
2
) algorithm for simple max cut on cographs.
It is easy to modify this algorithm such that it also yields a partition with the maximum
number of cut edges, and uses also O(n
2
) time.
3.2 Graphs with bounded treewidth
It is well know that the simple max cut problem can be solved in linear time on graphs
with bounded treewidth (see e.g. [19]). We sketch the method here, as it will be generalized
hereafter. The notion of treewidth of a graph was introduced by Robertson and Seymour
[16], and is equivalent to several other interesting graph theoretic notions, for instance the
notion of partial k-trees (see e.g., [1, 4]).
Denition 3.5 A tree-decomposition of a graph G = (V;E) is a pair (fX
i
j i 2 Ig; T =
(I; F )), where fX
i
j i 2 Ig is a collection of subsets of V , and T = (I; F ) is a tree, such
that the following conditions hold:
1.
S
i2I
X
i
= V .
2. For all edges (v; w) 2 E, there exists a node i 2 I, with v; w 2 X
i
.
3. For every vertex v 2 V , the subgraph of T , induced by the nodes fi 2 I j v 2 X
i
g is
connected.
The treewidth of a tree-decomposition (fX
i
j i 2 Ig; T = (I; F )) is max
i2I
jX
i
j   1. The
treewidth of a graph is the minimum treewidth over all possible tree-decompositions of the
graph.
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It is not dicult to make small modications to a tree-decomposition, without in-
creasing its treewidth, such that one can see T as a rooted tree, with root r 2 I, and the
following conditions hold:
1. T is a binary tree.
2. If a node i 2 I has two children j
1
and j
2
, then X
i
= X
j
1
= X
j
2
.
3. If a node i 2 I has one child j, then either X
j
 X
i
and jX
i
 X
j
j = 1, or X
i
 X
j
and jX
j
 X
i
j = 1.
We will assume in the remainder that a tree-decomposition of G of this type is given,
with treewidth at most k, for some constant k. Note that a tree-decomposition of G with
treewidth  k can be found, if it exists, in O(n) time [3].
For every node i 2 I, let Y
i
denote the set of all vertices in a set X
j
with j = i or j is
a descendant of i in the rooted tree T . Our algorithm is based upon computing for every
node i 2 I a table maxc
i
. For every subset S of X
i
, there is an entry in the table maxc
i
,
fullling
maxc
i
(S) = max
S
0
Y
i
; S
0
\X
i
=S
jf(v; w) 2 E j v 2 S
0
; w 2 Y
i
  S
0
gj.
In other words, for S  X
i
, maxc
i
(S) denotes the maximum number of cut edges for a
partition of Y
i
, such that all vertices in S are in one set in the partition, and all vertices
in X
i
  S are in the other set in the partition.
The tables are again computed in a bottom-up manner: start with computing the
tables for the leaves, then always compute the table for an internal node later than the
tables of its child or children are computed. The following lemma, which is easy to proof,
shows how the tables can be computed eciently:
Lemma 3.6 (i) Let i be a leaf in T . Then for all S  X
i
, maxc
i
(S) = jf(v; w) 2 E j v 2
S; w 2 X
i
  Sgj.
(ii) Let i be a node with one child j in T . Suppose X
i
 X
j
. Then for all S  X
i
,
maxc
i
(S) = max
S
0
X
j
; S
0
\X
i
=S
maxc
j
(S
0
).
(iii) Let i be a node with one child j in T . Suppose X
j
[ fvg = X
i
, v 62 X
j
. For all
S  X
i
, if v 2 S, then maxc
i
(S) = maxc
j
(S fvg)+ jf(s; v) j v 2 X
i
 Sgj, and if v 62 S,
then maxc
i
(S) = maxc
j
(S) + jf(s; v) j v 2 Sgj.
(iv) Let i be a node with two children j
1
, j
2
in T , with X
i
= X
j
1
= X
j
2
. For all S  X
i
,
maxc
i
(S) = maxc
j
1
(S) +maxc
j
2
(S)  jf(v; w) 2 E j v 2 S; w 2 X
i
  Sgj.
It follows that computing a tablemaxc
i
can be done inO(1) time. So, in O(n) time, one
can compute the table of the root r. The size of the maximum cut is max
SX
r
maxc
r
(S).
Theorem 3.7 Simple max cut can be solved in O(n) time on graphs, given with a
tree-decomposition of constant bounded treewidth.
Again, it is possible to modify the algorithm, such that it also yields a partition with
the maximum number of cut edges.
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3.3 Composition of graphs
We now generalize and combine the previous results in this section.
Denition 3.8 Let H
0
= (V
0
; E
0
) be a graph with r vertices; V
0
= fv
1
; v
2
;    ; v
r
g. Let
H
1
= (V
1
; E
1
), H
2
= (V
2
; E
2
), : : : , H
r
= (V
r
; E
r
) be r disjoint graphs. The factor graph
H
0
[H
1
;H
2
;    ;H
r
] is the graph, obtained by taking the disjoint union of H
1
, H
2
, : : : , H
r
,
and adding all edges between pairs of vertices v, w, with v 2 V
i
, w 2 V
j
, and (i; j) 2 E
0
:
H
0
[H
1
;H
2
;    ;H
r
] = (
S
1ir
V
i
;
S
1ir
E
i
[ f(v; w) j 9i; j : 1  i; j  r; v 2 V
i
; w 2
V
j
; (i; j) 2 E
0
g).
It often is useful to try to write a graph G = (V;E) as a factor graph G = H
0
[H
1
;
H
2
;    ; H
r
], for some suitable choice of H
0
; : : : ;H
r
. Such a `factorization', where H
0
is as small as possible, r  2, can be found in polynomial time [14]. (Clearly, a trivial
factorization, where G = H
0
and all graphs H
1
;    ;H
n
consist of one vertex always exists,
but is not really useful.) Then, it is often useful to factorize the graphs H
1
, H
2
, : : : , H
r
again, and then possibly factorize the formed parts of these graphs again, etc.
In this way, one can associate with a graph a factor tree. A factor tree is a rooted tree,
where every non-leaf node is labeled with a graph. We call this graph a label graph. The
number of vertices in a label graph equals the number of children of the node to which
the graph is labeled; these vertices are always numbered 1,2,: : :To each node of the factor
tree, one can associate then a graph, called the factor graph, in the following way. To
a leaf node, associate a graph with one vertex and no edges. To a non-leaf node, with
label graph H
0
= (f1; 2;    ; rg; E
0
), associate the graph H
0
[H
1
;    ;H
r
], where for all i,
1  i  r, H
i
is the factor graph associated to the i'th child of the node. The factor graph
associated to the root of the tree is the graph, represented by this factor tree.
The notion of factor tree generalizes the notion of cotree: in a cotree the only label
graphs are K
2
(a graph with two vertices and one edge | the label of product nodes),
and K
c
2
(a graph with two vertices and no edges | the label of union nodes).
The following result generalizes the results of the previous two sections.
Theorem 3.9 For all constants k, the simple max cut problem is solvable in polynomial
time for graphs, with a factor tree, where every label graph has treewidth at most k.
The rst step of the algorithm is to nd the factor tree. By using the results from
[14], it follows that the factor tree can be found in polynomial time, such that the size and
also the treewidth of label graphs are minimal. Also, a tree-decomposition of treewidth at
most k of the type as described in the previous section is computed for every label graph.
For each factor graph H = (V
0
; E
0
), associated with a node of the factor tree, we
compute | just as we did for cographs | a table maxc
H
, which has entries for all integers
i, 0  i  jV
0
j, that denote the maximum size of a cut of H into a set of size i and a set
of size jV
0
j   i, in other words:
maxc
H
(i) = maxfjf(v; w) j v 2 W
1
; w 2 W
2
gj j W
1
[W
2
= V
0
; W
1
\W
2
=
;; jW
1
j = ig
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These tables are easily computed for factor graphs, associated with leaves. Again, the
tables are computed bottom up in the factor tree.
Suppose we want to compute the table for a factor graph H = H
0
[H
1
;    ;H
r
], (H
0
=
(f1; 2;    ; rg; E
0
) is the label graph of some non-leaf node of the factor tree, and H
1
=
(V
1
; E
1
), : : : , H
r
= (V
r
; E
r
) are the factor graphs, associated with the children of that
node.) We have already computed all tables maxc
H
1
, : : : , maxc
H
r
.
As in the previous section, for every node  2 I, let Y

denote the set of all vertices
in a set X

with  =  or  is a descendant of  in the rooted tree T .
For  2 I, let H

= (Z

; F

) denote the graph, obtained by removing all vertices from
H, that are not in a graph H
i
, with i 2 Y

, or in other words, H

is the subgraph of H,
induced by all vertices in Z

=
S
i2Y

V
i
.
In order to compute the table maxc
H
, we compute now for every node  2 I of the
tree-decomposition (fH

j  2 Ig; T = (I; F )) of label graph H
0
a table maxc
0

, which
has an entry for every function f : X

! f0; 1; 2; : : :g, such that f(i)  jV
i
j, where for all
such functions f :
maxc
0

(f; s) denotes the maximum cut size of a partition of Z

into two disjoint
sets W
1
, W
2
, such that for all i 2 X

, jW
1
\ V
i
j = f(i), and jW
1
j = s.
In other words, we look for the maximum cut of H

, such that f describes for all graphs
H
i
with i an element of the set X

, how many vertices of H
i
are in the set W
1
.
We compute the tables maxc
0

bottom up, in the tree-decomposition. The next lemma
shows how this can be done. The proof of this result is given in the full paper. Note that
we are working with two types of trees: we have one factor tree, and with every node of
this factor tree, we have associated a tree-decomposition.
Lemma 3.10 (i) Let  be a leaf in T . Then for all f : X

! f0; 1; 2; : : :g, with for all
i 2 X

: f(i)  jV
i
j, s =
P
i2X

f(i):
maxc
0

(f; s) =
X
i2X

maxc
H
i
(f(i)) +
X
(i;j)2E
0
; i;j2X

(f(i)  (jV
j
j   f(j)) + f(j)  (jV
i
j   f(i)))
For all other values of s,
maxc
0

(f; s) =  1
(ii) Let  be a node with one child  in T . Suppose X

 X

. Then for all s  0,
f : X

! f0; 1; 2; : : :g with for all i 2 X

: f(i)  jV
i
j:
maxc
0

(f; s) = maxfmaxc
0

(f
0
; s) j 8i 2 X

: f(i) = f
0
(i) ^ 8i 2 X

: f
0
(i)  jV
i
jg
(iii) Let  be a node with one child  in T . Suppose X

[ fi
0
g = X

, i
0
62 X

. Then for
all s  0, f : X

! f0; 1; 2; : : :g with for all i 2 X

: f(i)  jV
i
j: let f
0
be the function f
restricted to X

. Then
maxc
0

(f; s) = maxc
0

(f; s f(i
0
))+
X
(i
0
;j)2E
0
;j2X

(f(i
0
)  (jV
j
j f(j))+(jV
i
0
j f(i
0
)) f(j))
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(iv) Let  be a node with two children 
1
, 
2
in T , with X

= X

1
= X

2
. Then for all
s  0, f : X

! f0; 1; 2; : : :g with for all i 2 X

: f(i)  jV
i
j:
maxc
0

(f; s) = max
s
1
;s
2
0; s
1
+s
2
 
P
i2X

f(i)=s
maxc
0

1
(f; s
1
) +maxc
0

2
(f; s
2
)
 
X
(i;j)2E
0
;i;j2X

(f(i)  (jV
j
j   f(j)) + (jV
i
j   f(i))  f(j))
From lemma 3.10, it follows directly how all tablesmaxc
0
can be computed in a bottom
up manner, given all tables maxc
H
i
. The time, needed per table is linear in the size of the
table, plus the sizes of the tables of its children, hence is polynomial in n (but exponential
in k.) When we have the table maxc
0

with  the root-node of the tree-decomposition,
then we can compute the table maxc
H
(remember that H = H
0
[H
1
;    ;H
r
]), using the
following lemma.
Lemma 3.11 For all r  0; r  jV
H
j, maxc
H
(r) = maxfmaxc
0

(f; r) j 8i 2 X

: f(i) 
jV
i
jg.
Proof:
Note that H = H

. We just take the maximum over all possible numbers of vertices in
W
1
that are in each of the sets V
i
with i 2 X

. 2
We now are one level higher in the factor tree. The processes are repeated until the
table maxc
G
is obtained, from which the answer to the simple max cut problem can be
determined. As each table computation can be done in polynomial time, and a linear
number of tables must be computed, the whole algorithm takes time, polynomial in n,
when k is a xed constant. We now have proved theorem 3.9.
It is also possible to construct the partition which gives the maximum number of cut
edges, without increasing the running time of the algorithm by more than a constant
factor.
4 Weighted Max Cut
We conclude this paper with some small observations on the weigthed variant of the
problem. First, observe that max cut is NP-complete, when restricted to cliques, when
only edge weigths 0 and 1 are allowed. (The problem in this form is equivalent to the
simple max cut problem.) So, max cut is NP-complete for all classes of graphs that
contain all cliques, (e.g., for the class of cographs.) Secondly, as rst shown by Wimer
[19], max cut can be solved in linear time on graphs given with a tree-decomposition
of bounded treewidth. (It is possible to modify the results of section 3.2 and obtain an
algorithm, quite similar to the algorithm of Wimer.)
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