Abstract. The paper is about speeding-up the k-means clustering method which processes the data in a faster pace, but produces the same clustering result as the k-means method. We present a prototype based method for this where prototypes are derived using the leaders clustering method. Along with prototypes called leaders some additional information is also preserved which enables in deriving the k means. Experimental study is done to compare the proposed method with recent similar methods which are mainly based on building an index over the data-set.
Introduction
k-means clustering method, for a given data-set, finds k patterns called the k centers (or k means) which represents the k clusters. The centers need to be found such that the sum of squared distances from each data point to its nearest center is minimized. An iterative procedure to find the k centers is given by Lloyd [4] and this is what conventionally called the k-means clustering algorithm. There are several approximate methods like single pass k-means method [2] which scans the data-set only once to produce the clustering result. Other approximate methods are to keep important points in the buffer (primary memory) while discarding unimportant points as done by Bradley et. al. [1] . There are other algorithmic approaches which speeds-up the k-means method without compromising with the the quality of the final result. These methods are primarily based on building an index like data structure over the data-set which speeds-up the nearest neighbor finding process. Using a data structure similar to kd-tree to speed-up the process was given by Kanungo et al. [3] who gave a filtering algorithm to reduce the number of centers to be searched for a set of points which are enclosed in a hyperrectangle. It proposes a variation of the kd-tree called balanced box-decomposition tree (BBD-tree) and under certain favoring conditions, like clusters being well separated, proves that the total running time of the k-means algorithm using their filtering approach is O(dn log n + 2 d mk log n), where n is the data-set size, d is the dimensionality of data, m is the number of iterations taken by the k-means algorithm, and k is the number of clusters derived. Clearly, the filtering approach is not a good choice for high dimensional data-sets. This paper proposes to use only a few selected prototypes from the dataset along with some additional information. Prototypes are selected by using a fast clustering method called the leaders clustering method [5] . Along with leaders additional information like number of patterns and linear sum of patterns that are grouped with a leader are preserved. Recently this kind of approach is adopted to devise approximate hybrid density based clustering methods like rough-DBSCAN [7] and to improve prototype based classification methods like rough fuzzy weighted k-nearest leader classifier [6] .
The proposed method called leader-k-means (lk-means) clustering method runs in two stages. In the first stage it applies the k-means method over the leaders set. The second stage checks for correctness of the results and if needed applies a correcting step to guarantee that the final clustering result is same as that would have obtained if the k-means method is applied over the entire data-set.
The paper is organized as follows. Section 2 briefly reviews the k-means clustering method while Section 3 reviews the leaders clustering method along with a modified leaders method called modified-leaders to derive leaders along with the number of patterns that are grouped with it, etc. The proposed hybrid method lk-means clustering method is described in Section 4. Experimental results are given in Section 5 and Section 6 gives some of the conclusions.
k-means clustering algorithm
k-means clustering method is a partition based method and each cluster is represented by its centroid (mean). Let D = {x 1 , x 2 , . . . , x n } be the dataset of dimensionality d. The means has to be found such that the criterion
2 is minimized, where m(x i ) is the nearest mean to x i . The iterative procedure given by Lloyd [4] to find the k means is given in the Algorithm 1. 
Leaders clustering method
In leaders clustering method each cluster is represented by a pattern called leader and all other patterns in the cluster are its followers. For a given threshold distance τ , leaders method maintains a set of leaders L, which is initially empty and is incrementally built. For each pattern x in the data set D, if there is a leader l ∈ L such that distance between x and l is less than or equal to τ , then x is assigned to the cluster represented by l. Otherwise x itself becomes new leader and is added to L. The algorithm outputs the set of leaders L. The leaders method is modified in-order to be used with k-means method. The modifications are, (i) to replace a leader by its cluster centroid (so, a leader is no more a pattern in the data-set, but all its followers are patterns from the data-set), (ii) to store along with leaders, a count, which is the number of patterns that are present in its cluster, and (iii) linear sum of all followers. The modified leaders method is given in Algorithm 2. The output of the method is leaders set along with count, linear sum, and also the data-set rearranged and stored according to the clusters.
Replace l by centroid of its cluster, i.e.,
end for Output:
lk-means: leader based k-means clustering method
The proposed method lk-means clustering method runs in two stages. The first stage called lk-means-first-stage basically runs the Lloyd's k-means method, but using leaders set, their count and linear-sum values. The method is iterated till it converges. The second stage is called lk-means-correcting-stage which checks for correctness of the results and if needed applies the correcting step so that the final result is same as that obtained by applying(including itself) the Lloyd's algorithm using the entire data-set. The first step called lk-means-first-stage is same as Lloyd's k-means as given in Algorithm 1, but is applied using the leaders set (instead of the entire dataset). The method starts with initially chosen random patterns from the data-set as its seed-points, and in each iteration, each leader is assigned to the nearest mean pattern to form the k clusters of leaders. The new means (i.e., the new centroids) of each cluster (cluster of leaders) is found as explained. Let l 1 , l 2 , . . . , l p be the leaders in a cluster. Then its new centroid is
. The method is iterated till it converges. The clustering result of this stage consists clusters of leaders. By replacing each leader by the set of its followers, we get a partition of the data-set D. Let this partition be π l , and that obtained by employing Algorithm 1 (i.e., the original k-means method) over the entire dataset (keeping the seed points same) be π. Now, π l need not be same as π, because there may be a leader l which is assigned to a mean m i (according to lk-means-first-stage), but a follower of l may be actually closer to some other mean m j such that m i = m j . Let the follower be x f . So, this situation arises when ||l − m i || < ||l − m j ||, but ||x f − m i || > ||x f − m j ||. The pattern x f according to the original k-means method should be included with the cluster for which m j is the mean, but lk-means-first-stage assigned this to the mean m i . Such leaders are named as boarder-leaders. The set of such border-leaders can be found as part of last iteration of the method lk-means-first-stage. The second stage is called lk-means-correcting-stage. If the set of border leaders is non-empty, then π l and π need not be same. A correcting step is applied over the result of lk-means-first-stage in order to get the same clustering result as that would have obtained by using the original Lloyd's algorithm (Algorithm 1). Only the followers of border leaders are reconsidered in the correcting stage as given in Algorithm 3. Each border leader l is removed from its cluster and each follower of this leader l is reconsidered as an individual pattern and assigned to its nearest mean. The process is repeated till convergence.
Experimental results
Experiments are done with (i) the Pendigits data-set available at the UCI Machine Learning Repository, and (ii) a series of synthetic data-sets of varying dimensionality. 39 different synthetic data-sets of dimensionality ranging from 2 to 40 are generated as follows. Each data-set has 60000 patterns. Each dataset is generated from a tri-modal Gaussian distribution p(x) = 
