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Abstract. Let X be a globally symmetric space of noncompact type and rank greater that
one, and  ⊂ Isom(X) a Schottky group of axial isometries. Then M := X/ is a locally
symmetric Riemannian manifold of infinite volume. The goal of this note is to give an
asymptotic estimate for the number of primitive closed geodesics in M modulo free homotopy
with period less than t .
1. Introduction
Let M be a complete Riemannian manifold of nonpositive sectional curvature,
and denote by P(t) the number of primitive closed geodesics in M of period less
than t modulo free homotopy. If M is compact with volume entropy h, there are
various results describing the asymptotic behavior of this function P(t): The most
remarkable early result due to Margulis [17,18] states that if M has pinched negative
curvature, then
lim
t→∞ P(t) · ht · e
−ht = 1.
Later, Knieper [11–13] obtained a slightly weaker analogon of this result for
geometric rank one manifolds: He proved the existence of constants a > 1 and
t0 > 0 such that
1
a t
eht ≤ P(t) ≤ a
t
eht
for t > t0 [13, Theorem 5.6.2].
For compact rank one symmetric spaces of noncompact type, Margulis’ result
has been improved by giving error terms [5]. Moreover, several authors obtained
asymptotic equivalents of P(t) for quotients of noncompact manifolds with pinched
negative curvature by convex cocompact and certain geometrically finite discrete
isometry groups (see e.g. [7,14,19]). In this case, the exponential growth rate of
P(t) is no longer governed by the volume entropy h but instead by the critical
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exponent of the deck transformation group  of the Riemannian universal covering
X → M
δ() := inf
⎧
⎨
⎩
s > 0
∣
∣
∣
∣
∣
∣
∑
γ∈
e−sd(x,γ y) < ∞
⎫
⎬
⎭
,
where x and y are arbitrary points in X . Recently, Roblin [21,22] proved similar
results in the even more general context of CAT(−1)-spaces . The common approach
to obtain an asymptotic equivalent for P(t) consists in establishing an asymptotic
equivalent for the orbit counting function N(R) := #{γ ∈  : d(x, γ y) < R};
in negative curvature, when the geodesic flow is Anosov, N(R) and P(t) are
intimately related.
However, in higher rank symmetric spaces the knowledge of the asymptotic
behavior of N(R) does not allow in general to obtain an asymptotic estimate for
P(t). This is due to the fact that there are uncountably many closed geodesics in
each free homotopy class. Although for finite volume locally symmetric spaces
of rank r ≥ 2 an asymptotic equivalent for N(R) of the form R(r−1)/2eδ()R is
known ([9, Theorem 1.4] combined with [12, Theorem 6.2]), not even an analogon
of Knieper’s result could be proved so far. In this note we treat the case where M is a
locally symmetric space of noncompact type with a Schottky group  (in the sense
of Benoist [2]) as deck transformation group. For such groups Jean-François Quint
[20] recently established an asymptotic equivalent for N(R) of the form constant
times eδ()R using symbolic dynamics. Here we describe a geometric method to
deduce from his result an asymptotic estimate for P(t) as follows:
Main theorem. If M is a locally symmetric space of rank r ≥ 2 with deck trans-
formation group  as above, there exist constants a > 1 and t0 > 0 such that for
any t > t0
1
a tr
eδ()t ≤ P(t) ≤ a
t
eδ()t .
We remark that in the case of rank one symmetric spaces, Schottky groups
are known to be convex cocompact. Hence our result is covered by a special case
of one of the above mentioned results due to Lalley [14]: If M is a quotient of
a Hadamard manifold with pinched negative curvature by a convex cocompact
discrete isometry group , then P(t) is asymptotically equivalent to a constant
times eδ()t/t . For a precise statement in an even more general setting we refer the
reader to Theorem 5.1.1 in [22].
The paper is organized as follows: In Sect. 2 we recall some basic facts about
symmetric spaces of noncompact type and decompositions of semisimple Lie
groups. Section 3 describes some important concepts concerning closed geodesics
in a locally symmetric space. In Sect. 4 we introduce the Schottky groups we will
be concerned with and state some results about their limit set and the exponential
growth rate of certain orbit points. Section 5 is devoted to the proof of the key step
in our main theorem, namely to give an upper bound for the number of isometries
corresponding to the same free homotopy class of closed geodesics in the quotient.
Finally, in Sect. 6, we restate the main theorem and complete its proof.
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2. Preliminaries on symmetric spaces
The purpose of this section is to introduce some terminology and notation, and to
summarize some basic results about symmetric spaces of noncompact type (see
also [3,8,10]) which we shall need.
Let X be a simply connected symmetric space of noncompact type with base
point o ∈ X, G = Isomo(X) the connected component of the identity, and K ⊂ G
the isotropy subgroup of o in G. Then X is a manifold of nonpositive curvature,
G a semisimple Lie group with trivial center, K a maximal compact subgroup of G,
and we may write X = G/K . If g and k denote the Lie algebras of G and K , then
the geodesic symmetry of X at o determines a Cartan decomposition g = k ⊕ p,
where p is identified with the tangent space To X of X at o. Let a ⊂ p be a maximal
abelian subalgebra, and a+ ⊂ a an open Weyl chamber with closure a+. A flat in
X is a totally geodesic submanifold of the form geao, g ∈ G. The decomposition
G = K ea+ K is called the Cartan decomposition of G.
Definition 2.1. For x, y ∈ X the unique vector H ∈ a+ with the property x = go
and y = geH o for some g ∈ G is called the Cartan vector of the ordered pair of
points (x, y) ∈ X × X and will be denoted H(x, y).
Notice that the length of the Cartan vector H(x, y) is exactly the Riemannian
distance between x and y. If rank(X) := dim a = 1, then the Cartan vector of a
pair of points is simply this number.
Let  be the set of restricted roots of the pair (g, a), and + ⊂  the set
of positive roots determined by the Weyl chamber a+. We denote gα the root
space of α ∈ , n+ := ∑α∈+ gα , and N+ the Lie group exponential of the
nilpotent Lie algebra n+. The decomposition G = K AN+ is called the Iwasawa
decomposition associated to the Cartan decomposition G = K ea+ K . If M denotes
the centralizer of a in K , the Iwasawa decomposition induces a natural projection
π I : G → K/M
g = kan → k M.
Let M∗ be the normalizer of a in K , and W = M∗/M the Weyl group of the pair
(g, a). We will denote w∗ ∈ W the unique element such that Ad(mw∗)(−a+) = a+
for any representative mw∗ of w∗ in M∗.
The geometric boundary ∂ X of X is defined as the set of equivalence classes
of asymptotic geodesic rays endowed with the cone topology. This boundary is
homeomorphic to the unit tangent space of an arbitrary point in X (compare [1,
Chap. II]), and X := X ∪ ∂ X is homeomorphic to a closed ball in RN , where
N := dim X .
Let a1 ⊂ a be the set of unit vectors in a ⊂ p ∼= To X . For x ∈ X and z ∈ X\{x}
we denote σx,z the unique unit speed geodesic ray emanating from x containing
z. The direction H ∈ a+1 of a point ξ ∈ ∂ X is defined as the Cartan vector of
the ordered pair (o, σo,ξ (1)), i.e. H = H(o, σo,ξ (1)). If k ∈ K is such that ξ
belongs to the class of the geodesic ray σ given by σ(t) := keHt o, t ≥ 0, we
378 G. Link
write ξ = (k, H). Notice that k is only determined up to right multiplication by an
element in the centralizer of H in K .
If the rank of X is greater than one, then the regular boundary ∂ Xreg is defined
as the set of classes with Cartan projection H ∈ a+1 . If rank(X) = 1, then a+1 is a
point and we use the convention ∂ Xreg := ∂ X . We will further need the continuous
projection
π B : ∂ Xreg → K/M
(k, H) → k M,
which is a homeomorphism if and only if rank(X) = 1.
The isometry group of X has a natural action by homeomorphisms on the
geometric boundary. If g ∈ G, ξ = (k, H) ∈ ∂ X and k′ ∈ K is such that
π I (gk) = k′M , then g ·(k, H) = (k′, H) (see [15, Lemma 2.2]). In particular, the
G-action preserves the directions of boundary points, hence G acts transitively on
the geometric boundary if and only if rank(X) = 1. However, the projection π B
induces a transitive action of G by homeomorphisms on the Furstenberg bound-
ary K/M = π B(∂ Xreg). So if ξ = (k, H) ∈ ∂ Xreg , then gπ B(ξ) = π B(gξ) =
k′M .
Moreover, for ξ ∈ ∂ X we denote Vis∞(ξ) the set of points in the geometric
boundary which can be joined to ξ by a geodesic, i.e.
Vis∞(ξ) := {η ∈ ∂ X |∃ geodesic σ such that σ(−∞) = ξ, σ (∞) = η}.
Notice that for rank one symmetric spaces we have Vis∞(ξ) = ∂ X \{ξ} for all
ξ ∈ ∂ X . The Bruhat visibility set of a point ξ ∈ ∂ Xreg
VisB(ξ) := π B (Vis∞(ξ))
will play an important role in the sequel. It is a dense and open submanifold of the
Furstenberg boundary K/M and corresponds to a Bruhat cell of maximal dimension
(compare [15, Sect. 2.3]).
3. Conjugacy classes and closed geodesics
Let M be a locally symmetric space of noncompact type with universal Riemannian
covering manifold X , and  ⊂ Isom(X) the group of deck transformations of the
covering projection X → M . It is well-known that  is a discrete and torsion
free group isomorphic to the fundamental group of M . If G = Isomo(X) is the
connected component of the identity, we fix a Cartan decomposition G = K ea+ K
and the associated Iwasawa decomposition G = K AN+. Let o ∈ X be the unique
point stabilized by K .
In order to describe closed geodesics in M , we will need to work with the
following kind of isometries of X :
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Definition 3.1. An isometry γ = id of X is called axial, if there exists a constant
l > 0 and a unit speed geodesic σ ⊂ X such that γ (σ (t)) = σ(t + l) for all t ∈ R.
We call L(γ ) := H(σ (0), σ (l)) ∈ a+\{0} the translation vector, and l(γ ) :=
‖L(γ )‖ > 0 the translation length of γ . The boundary point γ + := σ(∞) is
called the attractive fixed point, and γ − := σ(−∞) the repulsive fixed point
of γ . We say that γ is regular axial if γ + ∈ ∂ Xreg .
For an axial isometry γ we define the set Ax(γ ) := {x ∈ X | d(x, γ x) = l(γ )}
which consists of the union of parallel geodesics translated by γ . Then Ax(γ )∩∂ X
is exactly the set of fixed points of γ .
If γ is regular axial and x ∈ Ax(γ ), then there exists g ∈ G such that x = go
and γ x = geL(γ )o. Moreover, π B(γ +) = π I (g), π B(γ −) = π I (gw∗), and the
set of fixed points in the Furstenberg boundary FixB(γ ) is exactly the finite set
FixB(γ ) = {π I (gw)|w ∈ W }.
If γ ∈  is axial and σ, σ ′ ⊂ Ax(γ ) ⊂ X are geodesics translated by γ , then σ
and σ ′ project to freely homotopic closed geodesics of the same period ≤ l(γ ) in
the quotient M . Since Ax(γ ) consists of an uncountable union of parallel geodesics
translated by γ , there are uncountably many closed geodesics in each free homotopy
class. In order to describe these free homotopy classes, we will make use of the
following
Definition 3.2. γ, γ ′ ∈  are said to be equivalent if and only if there exist n, m ∈
Z and ϕ ∈  such that (γ ′)m = ϕγ nϕ−1. An element γ0 ∈  is called primitive if
it cannot be written as a proper power γ0 = ϕn , where ϕ ∈  and n ≥ 2.
Each equivalence class can be represented as
[γ ] = {ϕγ k0 ϕ−1|γ0 ∈ , γ0 primitive, k ∈ Z, ϕ ∈ }.
It is easy to see that the set of equivalence classes of axial elements in  is in one to
one correspondence with the set of geometrically distinct closed geodesics modulo
free homotopy. If γ ∈  is axial, we put
l([γ ]) := min{l(ϕ)|ϕ ∈ [γ ]}
and notice that if γ0 is a primitive isometry representing [γ ], then l([γ ]) = l(γ0).
Moreover,
P(t) := #{[γ ]|γ ∈  axial, l([γ ]) < t}
counts the number of geometrically distinct closed geodesics of period less than t
modulo free homotopy.
We will see that P(t) is intimately related to the number
N(R) := #{γ ∈ |d(o, γ o) < R},
which allows the following alternative characterization of the critical exponent of
:
δ() = lim sup
R→∞
(
1
R
log N(R)
)
.
In the sequel, we will further need the following
380 G. Link
Definition 3.3. If  ⊂ Isom(X) is a discrete group, its limit set L is defined by
L :=  ·o ∩ ∂ X . We denote K := π B(L ∩ ∂ Xreg), and P := {H ∈ a+1 |∃ k ∈
K such that (k, H) ∈ L}.
4. Schottky groups
We next introduce and recall some properties of the Schottky groups we will be
concerned with in the sequel. As in the previous section, X is a globally symmetric
space of noncompact type, G = K ea+ K a Cartan decomposition of G = Isomo(X),
and o ∈ X the unique point stabilized by K .
Let h1, h2, . . . , hl be regular axial isometries with the following property: If
we denote ξ2m := h+m and ξ2m−1 := h−m, 1 ≤ m ≤ l, then
π B(ξi ) ∈
2l⋂
n=1
n =i
VisB(ξn) ∀ i ∈ {1, 2, . . . , 2l}.
Up to replacing h1 and h2 by approximate elements, we may assume that the
group generated by h1, h2, . . . , hl is Zariski dense in G (compare [20, Sect. 4.2]).
Furthermore, by Lemma 4.5.15 in [8] there exist neighborhoods U ′n ⊂ K/M of
π B(ξn), 1 ≤ n ≤ 2l, such that for all i ∈ {1, 2, . . . , 2l} and every point η ∈ ∂ Xreg
with π B(η) ∈ U ′i we have
2l⋃
n=1
n =i
U ′n ⊂ VisB(η). (1)
After possibly replacing h1, h2, . . . , hl by sufficiently large powers, we may assume
that there exist sets (Un, Wn)1≤n≤2l in K/M,Un ⊂ U ′n , such that conditions (i), (ii),
(iii) before Proposition 4.4 in [20] are satisfied with b+i = U2i , b−i = U2i−1, B+i =
W2i , B−i = W2i−1, 1 ≤ i ≤ l, for some ε ∈ (0, 1). In particular,
2l⋂
n=1
Wn = ∅, U2i ⊂
2l⋂
n=1
n =2i−1
Wn, U2i−1 ⊂
2l⋂
n=1
n =2i
Wn, and
hi (W2i ) ⊂ U2i , h−1i (W2i−1) ⊂ U2i−1 for all i ∈ {1, 2, . . . , l}.
Hence by Klein’s criterion (see [6]) the Zariski dense subgroup :=〈h1, h2, . . . , hl〉
of G is free and discrete, and we have the following well-known
Proposition 4.1 ([2], [15, Sect. 4.5]). The limit set of  is contained in the regular
boundary and splits as a product L ∼= K × P . Moreover, K is a minimal
closed set for the action of , K ⊂ ⋃2li=1 Ui and P ⊂ a+1 is a closed convex
cone. Every element γ ∈  is regular axial and satisfies L(γ )/ l(γ ) ∈ P .
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Moreover, Theorem 5.1 in [20] applies to , hence there exist constants b > 1
and R0 > 0 such that for all R > R0
1
b
eδ()R ≤ N(R) ≤ beδ()R . (2)
As one of the main ingredients in the proof of the lower bound will serve
Proposition 4.3, a stronger version of Eq. (2). The idea of proof is originally due to
Roblin [21], but, due to the necessity of dealing both with the geometric boundary
and the Furstenberg boundary, is more technical in our situation. For this reason
the following definitions will be convenient.
If C ⊂ K/M, z ∈ X , we put
∠o(z, C) := inf{∠o(z, η)|η ∈ ∂ Xreg such that π B(η) ∈ C}, (3)
for A, B ⊂ K/M we denote
N(R; A, B) := #{γ ∈ |d(o, γ o) < R, ∠o(γ o, A) = 0, ∠o(γ −1o, B) = 0}.
If V ⊂ K/M and ε > 0 we define a subset of the regular boundary by
H ε(V ) := {η ∈ ∂ Xreg|∃ ξ = (k, H) ∈ ∂ Xreg with k M ∈ V and H ∈ P
such that ∠o(η, ξ) < ε}. (4)
If C ⊂ K/M is an open set containing the closure V of V , we further put
ε(V, C) := sup{ε > 0|π B(H ε(V )) ⊂ C}. (5)
Moreover, the following easy lemma will be necessary in the proof of Proposi-
tion 4.3.
Lemma 4.2. Let V ⊂ C ⊂ K/M be as above and put ε := ε(V , C). Then for all
z ∈ X with ∠o(z, C) > 0 and ∠(H(o, z), P) < ε/3 we have
∠o(z, ξ) >
ε
3
∀ ξ ∈ ∂ Xreg with π B(ξ) ∈ V .
Proof. Suppose ξ ∈ ∂ Xreg satisfies π B(ξ) ∈ V and ∠o(z, ξ) ≤ ε/3. If H ∈
a+1 denotes the direction of ξ , then ∠(H(o, z), H) ≤ ∠o(z, ξ) ≤ ε/3. Hence
∠(H(o, z), P) < ε/3 implies
∠(H, P) ≤ ∠(H, H(o, z)) + ∠(H(o, z), P) < 23ε.
In particular, if ξ = (k, H) and H ′ ∈ P such that ∠(H, P) = ∠(H, H ′), then
η := (k, H ′) ∈ ∂ Xreg satisfies ∠o(ξ, η) = ∠(H, H ′) < 2ε/3. We conclude that
∠o(z, η) ≤ ∠o(z, ξ) + ∠o(ξ, η) < ε.
Moreover, since π B(η) = π B(ξ) ∈ V and H ′ ∈ P we have σo,z(∞) ∈ H ε(V ),
hence by choice of ε = ε(V , C) π B
(
σo,z(∞)
) ∈ C , in contradiction to
∠o(σo,z(∞), C) = ∠o(z, C) > 0. unionsq
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Proposition 4.3. If A, B ⊂ K/M are open sets with π B(γ +) ∈ A and π B(γ −) ∈
B for some element γ ∈ , then there exist constants a > 1 and R0 > 0 such that
for all R > R0
1
a
eδ()R ≤ N(R; A, B) ≤ a eδ()R .
Proof. Let U, V ⊂ K/M be open sets with π B(γ +) ∈ U, π B(γ −) ∈ V,U ⊂ A
and V ⊂ B.
We first prove the claim for N(R; A) := #{γ ∈  | d(o, γ o) < R,
∠o(γ o, A) = 0}. Since K is compact, and K = π B( ·γ +) by Proposition 4.1,
there exist g1, g2, . . . , gm ∈  such that K ⊆ ⋃mi=1 giU . Let Y ⊆
⋃m
i=1 giU
be an open set which contains K . Then ∠o(γ o, Y ) = 0 for all but finitely many
γ ∈  by the definition of the limit set and (3), hence N(R; Y ) ≥ N(R) − M
for some constant M ∈ N.
Fix g ∈ {g1, g2, . . . , gm} and suppose ∠o(γ o, gU ) = 0 and ∠o(g−1γ o, A) >
0 for infinitely many γ ∈ . Let (γ j ) ⊂  be a sequence with this property.
Passing to a subsequence if necessary, we may assume that γ j o converges to a
point η ∈ L ⊂ ∂ Xreg , and we have π B(η) ∈ gU . Let ε := ε(U , A) and N0 ∈ N
such that for all j ≥ N0 we have
∠o(g−1γ j o, g−1η) = ∠go(γ j o, η) < ε/4. (6)
On the other hand, by choice of (γ j ) and since π B(g−1η) ∈ U , Lemma 4.2 implies
∠o(g−1γ j o, g−1η) > ε/3 for all j sufficiently large, in contradiction to (6).
We conclude that
c(g) := #{γ ∈  |∠o(γ o, gU ) = 0 and ∠o(g−1γ o, A) > 0}
is finite and N(R; gU ) ≤ N(R + d(o, go); A) + c(g). With d := max1≤i≤m
d(o, gi o) and c := ∑mi=1 c(gi ) we obtain
N(R − d; A) − M ≤ N(R − d) − M ≤ N(R − d; Y )≤
m∑
i=1
N(R − d; giU )
≤
m∑
i=1
(N(R − d + d(o, gi o); A)+ c(gi ))≤ m N(R; A)+ c,
which proves the first assertion.
Now again by compactness of K and the fact that K = π B( ·γ +), there
exist g1, g2, . . . , gn ∈  such that K ⊆ ⋃ni=1 gi V . By the same argument as
above the numbers
c(g) := #{γ ∈  |∠o(γ −1o, gV ) = 0 and ∠o(g−1γ −1o, B) > 0}
are finite for all g ∈ {g1, g2, . . . , gn}, and N(R; A, gV ) ≤ N(R + d(o, go);
A, B) + c(g). We put d := max1≤i≤n d(o, go) and c := ∑ni=1 c(gi ) and conclude
N(R−d; A, B)≤ N(R − d; A)≤
n∑
i=1
N(R − d; A, gi V )≤ nN(R; A, B)+ c,
which yields the assertion. unionsq
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5. The key step
The most difficult task when trying to obtain a lower bound for P(t) is to give an
upper bound for the number of elements in the same conjugacy class. The main
problem compared to the situation in [12] or [16] arises from the fact that in the
higher rank setting, a cyclic group generated by an axial isometry does not act
cocompactly on its invariant set. In the case of Schottky groups as in Sect. 4,
however, we are able to show that for every isometry γ ∈ , the number of orbit
points in X close to such an unbounded fundamental set for the action of 〈γ 〉 on
Ax(γ ) is bounded from above by a function of l(γ ). This will finally allow to obtain
the desired estimate.
We start with a couple of preliminary lemmata. For the remainder of this section,
 = 〈h1, h2, . . . , hl〉 ⊂ Isom(X) will be a Schottky group acting on a globally
symmetric space X of rank r > 1 as in the previous section. Recall Definition 3.3
and put
α := sup
H,H ′∈P
∠(H, H ′).
Since P is a closed convex cone strictly included in a+1 , there exists δ ≥ 0 such
that for any H ∈ a
∠(H, P) := inf
H ′∈P
∠(H, H ′) ≤ δ implies H ∈ a+. (7)
From the fact that max{∠(H, H ′)|H, H ′ ∈ a+} ≤ π/2 (see i.e. [10, Theorem X.3.6
(iii)]) we conclude that α + δ is strictly smaller than π/2.
Given γ ∈ , we denote xγ the orthogonal projection of o to Ax(γ ). Let g ∈ G
such that xγ = go and γ xγ = geL(γ )o, and put
F(γ ) := {geH o|H ∈ a such that 〈H, L(γ )
l(γ )
〉 ∈ [0, l(γ )]},
Cδ(γ ) := {geH o | H ∈ a such that ∠(H, P) ≤ δ} ⊂ gea
+
o.
Notice that F(γ ), Cδ(γ ) ⊂ Ax(γ ) are closed sets, and 〈γ 〉 · F(γ ) = Ax(γ ). We
further have the following
Lemma 5.1. There exists a constant a = a(, δ, r) > 0 such that for all γ ∈ 
vol
(
F(γ ) ∩ Cδ(γ )
) ≤ a ·l(γ )r .
Furthermore, F(γ ) ∩ Cδ(γ ) is compact for any γ ∈ .
Proof. For γ ∈  we put
a(γ ) := {H ∈ a+|〈H, L(γ )〉 ≤ l(γ )2, ∠(H, P) ≤ δ}.
Then vol
(
F(γ ) ∩ Cδ(γ )
) = ∫a(γ ) d H .
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We substitute Hˆ = H/‖H‖, t = ‖H‖, and remark that ∠(H, P) ≤ δ and
L(γ )/ l(γ ) ∈ P imply
∠(H, L(γ )) ≤ α + δ < π2 , hence 〈Hˆ , L(γ )〉 ≥ l(γ )·cos(α + δ) > 0.
In particular, H ∈ a(γ ) satisfies the condition ‖H‖ · cos(α + δ) ≤ l(γ ). We
summarize
∫
a(γ )
d H ≤
l(γ )/ cos(α+δ)∫
0
(∫
∠(Hˆ ,P)≤δ
d Hˆ
)
︸ ︷︷ ︸
=:v(δ)
tr−1dt = v(δ)
r ·(cos(α + δ))r · l(γ )
r ,
hence the assertion follows with a = v(δ)/(r ·cosr (α + δ)).
Moreover, F(γ )∩Cδ(γ ) is compact since a(γ ) is closed and the norm of every
element in a(γ ) is bounded by l(γ )/ cos(α + δ) < ∞. unionsq
Using the notation from the previous section we recall that K ⊂ ⋃2li=1 Ui , and
Ui ⊂ U ′i for all 1 ≤ i ≤ 2l. We put
′ := {γ ∈  |π B(γ −) ∈ U1 and π B(γ +) ∈ U2}, and
K ′ := {k M ∈ K/M | ∃ γ ∈ ′ such that k M ∈ FixB(γ )\{π B(γ −), π B(γ +)}}.
K ′ describes the set of fixed points in the Furstenberg boundary of elements in′
which do not correspond to attractive or repulsive fixed points. Since for all γ ∈ 
we have VisB(γ −)∩FixB(γ ) = {π B(γ +)} and VisB(γ +)∩FixB(γ ) = {π B(γ −)},
condition (1) implies that K ′ ⊂ K/M\⋃2li=1 U ′i ⊆ K/M\K .
Moreover, by Ui ⊆ U ′i for 1 ≤ i ≤ 2l, the number
min
1≤i≤2l ε(Ui ,U
′
i )
is positive. We fix ε ∈ (0, δ) strictly smaller than this minimum and put
Lε := {η ∈ ∂ Xreg | ∃ ξ ∈ L such that ∠o(ξ, η) < ε} ⊆ H ε(K) ⊆
2l⋃
i=1
H ε(Ui ).
Then by choice of ε we have π B(Lε) ∩ K ′ = ∅, hence there can be only finitely
many orbit points close to K ′. More precisely, we have
Lemma 5.2. If ε∈(0, δ) is as above, then Nε :=#{γ ∈ |∠o(γ o, K ′)<ε/4} < ∞.
Proof. Suppose Nε is infinite. Then there exists a sequence (γ j ) ⊂  such that
∠o(γ j o, K ′) < ε/4. Let (η j ) ⊂ ∂ Xreg, π B(η j ) ∈ K ′, such that ∠o(γ j o, η j ) <
ε/2 for all j ∈ N. Passing to subsequences if necessary, we may assume that
γ j o → ξ ∈ L ⊂ ∂ Xreg and η j → η ∈ ∂ X . Hence for j sufficiently large we
have ∠o(γ j o, ξ) < ε/4 and ∠o(η j , η) < ε/4, and we conclude
∠o(ξ, η) ≤ ∠o(ξ, γ j o) + ∠o(γ j o, η j ) + ∠o(η j , η) < ε4 +
ε
2
+ ε
4
= ε.
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If Hξ ∈ P, Hη ∈ a+1 are the directions of ξ and η, this implies ∠(Hξ , Hη) ≤
∠o(ξ, η) < ε < δ, hence by choice of δ we have η ∈ ∂ Xreg . From π B(η j ) ∈ K ′
and the definition of Lε we conclude π B(η) ∈ K ′ ∩ π B(Lε), a contradiction to
π B(Lε) ∩ K ′ = ∅. unionsq
We next put
c0 : = sup{d(o, Ax(g)) | g ∈ Isom(X) regular axial with
π B(g−) ∈ U1, π B(g+) ∈ U2}
and recall Definition 2.1 for the Cartan vector of a pair of points in X . Let
ρ := 1
4
min
γ∈
(
inf
x∈Bo(c0)
d(x, γ x)
)
(8)
and choose R = R(ε, c0, ρ) > 0 such that the following three conditions hold:
(i) ∀ x, y ∈ Bo(c0) ∀ γ ∈ : d(y, γ x) > R−c0−ρ=⇒∠(H(y, γ x), P) < ε/8,
(ii) ∀ x, p, z ∈ X : d(x, p) > R−c0, d(p, z) < ρ+c0 =⇒ ∠x (p, z) < ε/8,
(iii) ∀ x, p ∈ X : d(o, p) > R, d(o, x) < c0 =⇒ ∠o(p, σx,p(∞)) < ε/8.
Our first observation is the following
Lemma 5.3. Let x ∈ Bo(c0), h ∈ ′ and xh ∈ Ax(h) the orthogonal projection of
o to Ax(h). Then for any p ∈ Ax(h) with d(o, p) > R and Bp(ρ) ∩  ·x = ∅ we
have ∠(H(xh, p), P) < ε/4.
Proof. Since Bp(ρ) ∩  ·x = ∅, there exists γ ∈  such that d(p, γ x) < ρ. By
choice of c0 > 0 we have d(o, xh) < c0, hence the triangle inequality implies
d(xh, γ x) ≥ d(o, p) − d(o, xh) − d(p, γ x) > R − c0 − ρ.
Condition (i) above then gives ∠(H(xh, γ x), P) < ε/8, and d(xh, p) > R − c0
and d(p, γ x) < ρ imply ∠xh (p, γ x) < ε/8 by condition (ii). We estimate
∠(H(xh, p), H(xh, γ x)) ≤ ∠xh (p, γ x) < ε/8
and conclude ∠(H(xh, p), P) < ε/4. unionsq
We will now combine these lemmata in order to obtain the desired estimate.
Proposition 5.4. Let ε ∈ (0, δ), c0 > 0 and ρ > 0 as above. Then there exist
constants b > 0 and t0 > 0 such that for any x ∈ Bo(c0), every primitive element
h ∈ ′ and all t > t0
#{γ = ϕhkϕ−1 |ϕ ∈ , k ∈ Z, π B(ϕh−) ∈ U1, π B(ϕh+) ∈ U2,
ϕAx(h) ∩ Bx (ρ) ∩ Bo(c0) = ∅, l(γ ) ≤ t} ≤ b · tr .
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Proof. We first remark that if γ = ϕhkϕ−1 with l(γ ) ≤ t , then t ≥ l(hk) =
|k| · l(h), hence |k| ≤ t/ l(h).
Now if k ∈ Z\{0} is fixed, then ϕhkϕ−1 = βhkβ−1 implies that β−1ϕ does
not belong to the centralizer Z(h) of h in , in particular ϕAx(h) = βAx(h). If
(h) : = {γ ∈  |π B(γ h−) ∈ U1, π B(γ h+) ∈ U2,
γ Ax(h) ∩ Bx (ρ) ∩ Bo(c0) = ∅},
then the number of different conjugates γ = ϕhkϕ−1 with ϕ ∈ , π B(ϕh−) ∈
U1, π B(ϕh+) ∈ U2 and ϕAx(h) ∩ Bx (ρ) ∩ Bo(c0) = ∅ equals the cardinality of
(h) modulo the centralizer Z(h) of h in .
Denote xh ∈ Ax(h) the projection of o to Ax(h), let gh ∈ G such that xh = gho
and hxh = gheL(h)o, and
F(h) = {gheH o | H ∈ a such that 〈H, L(h)〉 ∈ [0, l(h)2]} ⊂ Ax(h)
as defined before Lemma 5.1. If ϕ, β ∈ (h), β−1ϕ /∈ Z(h) = 〈h〉, there exist
p, q ∈ F(h) and n, m ∈ Z such that ϕhn p, βhmq ∈ Bx (ρ) ∩ Bo(c0). Furthermore
g := ϕhn = βhm =: f implies d(p, q) ≥ 2ρ since
2ρ ≥ d(gp, f q) ≥ d(gp, f p) − d( f p, f q)
= d(g f −1gp, gp) − d(p, q) (8)≥ 4ρ − d(p, q).
So if we assign to each element ϕ ∈ (h)/〈h〉 a unique point p = p(ϕ) ∈ F(h) as
above, then the balls Bp(ϕ)(ρ), ϕ ∈ (h)/〈h〉, are pairwise disjoint.
For R > 0 as before Lemma 5.3 we are going to bound the cardinality of
YR(h) := {p(ϕ) |ϕ ∈ (h)/〈h〉, d(o, p(ϕ)) > R} ⊂ F(h).
If p ∈ YR(h), then p ∈ F(h) and we may write p = gheH o with H ∈ a, 〈H, L(h)〉∈
[0, l(h)2]. Furthermore, H = Ad(w)H(xh, p) for some w ∈ W , and we have
w = w∗ by the fact that 〈−H ′, L(h)〉 < 0 for all H ′ ∈ a+ \ {0}. Hence the
following two cases may occur:
1. Case: H = H(xh, p) ∈ a+ or, equivalently, w = id:
By Lemma 5.3 we have ∠(H, P) < ε/4 < δ, hence p ∈ Cδ(h). Since the balls
Bp(ϕ)(ρ), ϕ ∈ (h), are pairwise disjoint, and vol(Bp(ρ) ∩ Ax(h)) = ωr · ρr
for any p ∈ Ax(h), there are at most
vol
(
F(h) ∩ Cδ(h)
)
ωr · ρr ≤
a ·l(h)r
ωr · ρr
different points p(ϕ) ∈ YR(h) with p(ϕ) = gheH(xh ,p(ϕ))o.
2. Case: H = Ad(w)H(xh, p) for some w ∈ W \{id, w∗}:
We have p = ghweH(xh ,p)o and put ξ := σxh ,p(∞) ∈ ∂ Xreg . Then π B(ξ) ∈
FixB(h)\{π B(h+), π B(h−)}, hence h ∈ ′ implies π B(ξ) ∈ K ′. Let γ ∈ 
such that γ x ∈ Bp(ρ). By condition (ii) above, d(o, p) > R and d(p, γ o) ≤
d(p, γ x) + d(γ x, γ o) < ρ + c0 imply ∠o(p, γ o) < ε/8. In particular,
∠o(γ o, K ′) ≤ ∠o(γ o, ξ) ≤ ∠o(γ o, p) + ∠o(p, ξ) (iii)< ε8 +
ε
8
= ε
4
.
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This shows that there are at most Nε points p(ϕ) ∈ YR(h) of the form p(ϕ) =
ghweH(xh ,p(ϕ))o with w = id.
We summarize #YR(h) ≤ a · l(h)r/(ωr · ρr ) + Nε, hence
# (h)/〈h〉 ≤ N(R + ρ) + a
ωr · ρr · l(h)
r + Nε.
Since N(R + ρ) and Nε are finite, the assertion follows from the inequality
#{k ∈ Z||k| ≤ t/ l(h)} ≤ 2t/ l(h)
unionsq
Corollary 5.5. There exist constants b > 0 and t0 > 0 such that for any h ∈ ′
primitive and all t > t0
#{γ = ϕhkϕ−1 |ϕ ∈ , k ∈ Z, π B(ϕh−) ∈ U1, π B(ϕh+) ∈ U2,
l(γ ) ≤ t} ≤ b · tr .
Proof. We use the notation from the previous lemma and notice that by choice of
c0 > 0 the conditions π B(ϕh−) ∈ U1 and π B(ϕh+) ∈ U2 imply that ϕAx(h)∩ Bo
(c0) = ∅.
Since Bo(c0)⊂ X is compact, there exist finitely many points {x1, x2, . . . , xm} ⊆
Bo(c0) such that the balls Bxi (ρ), 1 ≤ i ≤ m, cover Bo(c0). Hence if π B(ϕh−) ∈
U1 and π B(ϕh+) ∈ U2, there exists j ∈ {1, 2, . . . , m} such that ϕAx(h) ∩(
Bx j (ρ) ∩ Bo(c0)
) = ∅. We conclude
#{γ = ϕhkϕ−1 |ϕ ∈ , k ∈ Z, π B(ϕh−) ∈ U1, π B(ϕh+) ∈ U2, l(γ ) ≤ t}
≤ m · a · tr .
unionsq
6. The proof of the main theorem
We will now state two more lemmata in order to obtain the upper bound and to
relate P(t) to N(R; A, B) for appropriate sets A, B ⊂ K/M . We use the notation
from sections 4 and 5 and fix
ε < min{ δ, ε({π B(h−1 )},U1), ε({π B(h+1 )},U2) }.
Lemma 6.1. There exists T > 0 such that for all γ ∈  with
d(o, γ o) ≥ T, ∠o(γ o, π B(h+1 )) < ε/6 and ∠o(γ −1o, π B(h−1 )) < ε/6
either g := γ or g := γ −1 satisfies π B(g−) ∈ U1 and π B(g+) ∈ U2.
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Proof. If γ ∈  satisfies ∠o(γ o, π B(h+1 )) < ε/6 and ∠o(γ −1o, π B(h−1 )) < ε/6,
then there exist ξ−, ξ+ ∈ ∂ Xreg with π B(ξ−) = π B(h−1 ), π B(ξ+) = π B(h+1 ),
∠o(γ −1o, ξ−) < ε/4 and ∠o(γ o, ξ+) < ε/4. Moreover, there exists R > 0 with
the property that for every such γ with d(o, γ o) ≥ R, and for all x ∈ Bo(c0) we
have
∠x (γ o, ξ+) < ε/3, ∠o(γ −1x, ξ−) < ε/3, ∠x (γ −1o, ξ−) < ε/3
and ∠o(γ x, ξ+) < ε/3.
Let k M ∈ U1 ⊂ U ′1 arbitrary, and ζ ∈ Vis∞(ξ+) such that π B(ζ ) = k M . Denote
x ∈ X the orthogonal projection of o to the unique flat containing both ζ and ξ+
in its boundary. Then d(o, x) < c0 by definition of c0, and we have ∠x (γ o, ζ ) =
π − ∠x (γ o, ξ+) > π − ε/3. From ∠γ o(ζ, x) + ∠x (γ o, ζ ) ≤ π we therefore
obtain
∠o(γ −1ζ, γ −1x) = ∠γ o(ζ, x) ≤ π − ∠x (γ o, ζ ) < ε/3,
hence ∠o(γ −1ζ, ξ−) ≤ ∠o(γ −1ζ, γ −1x) + ∠o(γ −1x, ξ−) < 2ε/3.
We now let T ≥ R such that every γ ∈  with d(o, γ o) ≥ T satisfies
∠(H(o, γ o), P) < ε/12. We write ξ− = (k−, H), where k−M = π B(h−1 )
and H ∈ a+1 is the direction of ξ−. If H ∈ P , then γ −1ζ ∈ H ε({π B(h−1 )}), hence
by choice of ε we have π B(γ −1ζ ) = γ −1k M ∈ U1.
If H /∈ P we choose H ′ ∈ P such that∠(H(o, γ −1o), P) = ∠(H(o, γ −1o),
H ′). Then for η− := (k−, H ′) and γ ∈  with d(o, γ o) ≥ T we estimate
∠o(ξ−, η−) = ∠(H, H ′) ≤ ∠(H, H(o, γ −1o)) + ∠(H(o, γ −1o), H ′)
≤ ∠o(ξ−, γ −1o) + ∠(H(o, γ −1o), P) < ε4 +
ε
12
= ε
3
.
We conclude that ∠o(γ −1ζ, η−) ≤ ∠o(γ −1ζ, ξ−)+∠o(ξ−, η−) < 2ε/3 + ε/3 =
ε, hence also π B(γ −1ζ ) = γ −1k M ∈ U1. This proves γ −1U1 ⊆ U1.
Analogously we can show that γU2 ⊆ U2. Since both U1 and U2 are con-
tractible, Brouwer’s fixed point theorem implies that γ possesses fixed points in
U1 and U2. Since every element in  is regular axial by Proposition 4.1, the attrac-
tive and repulsive fixed point γ +, γ − are contained in the regular boundary. The
assertion now follows from the fact that
FixB(γ ) ∩
2l⋃
i=1
Ui = {π B(γ +), π B(γ −)}.
unionsq
The following lemma will be crucial for the upper bound in our main theorem.
It holds for any finitely generated free and discrete isometry group of a Hadamard
manifold, hence in particular for our Schottky groups acting on a symmetric space
of arbitrary rank. Notice that if  = 〈h1, h2, . . . , hl〉 is a free group, then every
element γ ∈  can be written uniquely as γ = s1s2 . . . sn with letters si ∈ S :=
{h1, h−11 , . . . , hl , h−1l } such that si+1 = s−1i for 1 ≤ i ≤ n − 1. We say that γ is
cyclically reduced if sn = s−11 .
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Lemma 6.2. Put d := max{d(o, hi o) | 1 ≤ i ≤ l}. Then for any γ ∈  there exist
at least [l(γ )/d − 2] different cyclically reduced conjugates of γ .
Proof. We write γ ∈  as above, i.e. γ = s′1s′2 · · · s′m with s′i ∈ S and s′i+1 =
(s′i )−1 for 1 ≤ i ≤ m − 1. If s′1 = (s′m)−1, we conjugate γ by (s′1)−1 and get
γ ′ = s′2s′3 · · · s′m−1. Repeating this procedure as long as possible, we obtain a
conjugate γ (1) = s1s2 · · · sn of γ such that s1 = s−1n , n ≤ m.
For 2 ≤ j ≤ n we put γ ( j) := s j s j+1 · · · sns1 · · · s j−1. Then γ ( j) is conjugate
to γ (1) by u( j) := (s1s2 · · · s j−1)−1, and γ ( j) is different from γ (i) for i = j
because there are no relations in . Since all elements γ ( j), 1 ≤ j ≤ n, are
cyclically reduced by construction, there exist at least n − 1 different cyclically
reduced conjugates of γ .
In order to relate n to l(γ ), we remark that
l(γ ) = l(γ (1)) ≤ d(o, γ (1)o)
≤ d(o, s1o) + d(s1o, s1s2o) + · · · + d(s1s2 · · · sn−1o, γ (1)o)
= d(o, s1o) + d(o, s2o) + · · · + d(o, sno) ≤ n · max
s∈S d(o, so) = n · d,
hence n ≥ l(γ )/d. unionsq
The following statement due to Y. Benoist will finally give the upper bound.
Recall Definition 2.1 and the definition of the translation vector of an axial isometry
from the beginning of Sect. 3.
Proposition 6.3 ([2, Sect. 4.1]). Let  < Isomo(X) be a Schottky group of a glob-
ally symmetric space X as described in Sect. 4. Then there exists a constant M ≥ 0
such that every cyclically reduced element γ ∈  satisfies ‖L(γ ) − H(o, γ o)‖ ≤
M.
Since ‖H(o, γ o)‖ = d(o, γ o) and ‖L(γ )‖ = l(γ ), this proposition implies in
particular that every cyclically reduced element γ ∈  satisfies
l(γ ) ≤ d(o, γ o) ≤ ‖H(o, γ o) − L(γ ) + L(γ )‖ ≤ M + l(γ ). (9)
Theorem 6.4. Let M be a locally symmetric space of noncompact type and rank
r ≥ 1 with universal Riemannian covering manifold X and fundamental group iso-
morphic to a Schottky group  ⊂ Isom(X) as in Sect. 4. Then there exist constants
a > 1 and t0 > 0 such that for all t > t0
1
a · tr · e
δ()t ≤ P(t) ≤ a
t
· eδ()t .
Proof. For the proof of the upper bound, we let t ≥ 2 + 4d with d > 0 as
in Lemma 6.2 and consider a conjugacy class [γ ] with t − 1 ≤ l([γ ]) < t . By
Lemma 6.2 there exist at least t2d different cyclically reduced elements representing[γ ] with translation length equal to l([γ ]), hence
P(t) := P(t) − P(t − 1) ≤ 2d
t
· #{γ ∈ |γ cyclically reduced,
l(γ ) ∈ [t − 1, t)}.
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Moreover, the estimate (9) implies
#{γ ∈ |γ cyclically reduced, l(γ ) ∈ [t − 1, t)} ≤ N(t + M) ≤ beδ()(t+M)
by (2). We summarize
P(t) ≤ b
′
t
eδ()t for some constant b′ > 0.
Now Lemma 3.2 in [4] states that for all n ∈ N and a > 0
n∑
k=1
eak
k
≤ const · e
an
n
.
So for n ∈ N with n ≥ 2 + 4d we have
P(n) =
n∑
k=1
P(k) ≤ b′
n∑
k=1
eδ()k
k
≤ const · e
δ()n
n
,
which implies the upper bound.
To obtain the lower bound, we let U1,U2 ⊂ K/M be the neighborhoods of
π B(h−1 ), π B(h
+
1 ) as in Sect. 4. Then by Lemma 6.1, there exist ε > 0 and T > 0
such that for any t > T we have
#{γ ∈ |T ≤ d(o, γ o) < t, ∠o(γ o, π B(h+1 )) < ε, ∠o(γ −1o, π B(h−1 )) < ε}
≤ #{γ ∈ |d(o, γ o) < t, π B(γ −) ∈ U1, π B(γ +) ∈ U2}≤ #{γ ∈ ′|l(γ )≤ t},
where we applied the inequality l(γ ) ≤ d(o, γ o), γ ∈ , in the last step. Hence
using the notation of (4) and putting
A := π B(H ε({π B(h+1 )})) ⊂ U2, B := π B(H ε({π B(h−1 )})) ⊂ U1,
we obtain
#{γ ∈ ′|l(γ ) ≤ t} ≥ N(t; A, B) − N(T ; A, B).
From Corollary 5.5 and Proposition 4.3 we conclude that for t > T0 := max{T, R0}
P(t) ≥ #{[γ ]|γ ∈ ′ with l([γ ]) ≤ t} ≥ 1
b · tr · #{γ ∈ 
′| l(γ ) ≤ t}
≥ 1
b · tr
(
1
a
· eδ()t − a · eδ()T0
)
,
which proves that the lower bound holds for t sufficiently large. unionsq
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