Abstract-This paper describes the concept of adaptive system of intelligent environment for smart homes and intelligent buildings. This intelligent system is based on one of the methods of artificial intelligence and machine learning -artificial neural networks. The key feature of the proposed system is the recognition of current human activity and the switching of the intelligent environment system in the most optimal mode for performing this activity. These operations are performed by neural networks.
INTRODUCTION
A distinctive feature of smart homes (intelligent buildings) is the availability of a unified automated control and monitoring system for all components (lighting system, microclimate system, security system and others) of an apartment, house or building [1] . The main objectives of the application of these technologies are improvement living and working conditions, safety of inhabitants and increase energy saving. Energy saving is an important task because according to global statistics 30% of total energy consumption and 60% of electricity consumption are spent on buildings [2] .
In the case where the system consists of a large number of components and operates with a large amount of data it is very difficult, long and sometimes costly to create effective work algorithms. In addition to integrators, sometimes users also have to deal with such tasks for customizing intelligent management systems on their own. In addition, such systems can't be called truly smart because they perform deterministic scenarios and can't independently make decisions in atypical situations. Therefore, the real smart home systems should have the likeness of an artificial intelligence (AI) that can independently make decisions and regulate the activities of all systems of a building or a house depending on the constantly changing conditions and needs of users. Methods of AI and machine learning (ML) can be effectively used for such tasks as building energy management and energy efficiency [3] , improving the security of both systems and users, making systems adaptable to users (it will be most useful for people with disabilities).
We will use the concept of "intelligent environment" for smart homes and intelligent buildings which are based on methods of AI and ML. At the same time, such an intelligent environment can surround users both at home and in the workplace.
In this study we consider the adaptive system of intelligent environment (ASIE) which is based on an artificial neural network (ANN). ANN is one of the methods of artificial intelligence and machine learning. This method has recently received a new development and finds increasing application in various fields, including in the field of building automation.
Basically, the work in the field of application of ANN in systems of smart homes or intelligent buildings is centered around predicting the energy consumption of buildings [3] [4] [5] and the management of various house systems by predicting user actions based on accumulated data on their previous activities (for example, switching on and off lighting devices in [6] ).
The main function and main distinctive feature of the neural network intelligent system proposed in this article is the ability to recognize the current activity of the user. Next, the system must adapt to this activity, identifying and using the most optimal operating modes of the composite subsystems of the intelligent environment.
II. ARCHITECTURE OF THE ADAPTIVE SYSTEM OF INTELLIGENT ENVIRONMENT
The scheme of organization of the proposed system of intelligent environment is depicted in Fig. 1 . Let us consider its components in more detail.
The server is the main component in a typical system of smart home or intelligent building. It is equipped with special software which is responsible for the operation of the entire intelligent system. Also, the server is an intermediary between control and monitoring devices (computers, mobile devices) and controllers. User commands from control and monitoring devices to controllers and sensor data in the reverse order are transmitted via the server. It is on such servers the software of the adaptive intelligent system must be deployed. This makes it possible to integrate the proposed intelligent system over an existing control and monitoring system. Thus, it is possible to The server software with the integrated intelligent environment system will consist of the following main modules:
 Database. It contains information about the state of elements of the intelligent environment for a certain period of time.
 Data processing and transmission module. This module is responsible for receiving data about the status of sensors and controlled devices and storing them in the database. It also processes user commands.
 Human activity recognition module (HAR module). Its task is to recognize the current activity of the user (reading a book, writing, working at a computer, lack of any activity, etc.) by analyzing the image of the room received from the camera.
 Decision module. This module calculates the most suitable conditions for the current activity of the user. Further, it decides how to change the operation of controlled devices. The decision is made on the basis of data on the current activity of the user, the current time of day and data from sensors located in the area where this activity is manifested.
III. APPLICATION OF ARTIFICIAL NEURAL NETWORKS In the considered intelligent system we use two artificial neural networks which are the basis of HAR module and decision module (Fig. 2) .
A. Recognition of activities
The human activity recognition module is the neural network (NN1) that recognizes the person's current activity on the camera image. The input of the network is a frame from the camera (I) and the output of the network is the type of user activity (A):
Image recognition requires deep neural network. The best solution for this task is to use a convolutional neural network (CNN). The CNN architecture was proposed by Yann LeCun [7] in 1998. However, the greatest development of convolutional neural networks has been obtained after the victory of the AlexNet network [8] in ImageNet challenge on visual recognition. Since then CNN has been effectively used in computer vision in recognizing images.
B. Decision making
The decision module is also based on the neural network (NN2). The task of this network is to define a new mode of operation for any system (for example, lighting system, temperature control system, etc.) or separate devices. The following data are input to the network:  current user activity (A);  current time period (P);  data from sensors (S);
 current device states at time t (D(t)).
The output of the network is a new mode of operation (new states of controlled devices included in this system) of any system or separate devices (D(t+1)): Further, the intelligent system must generate the necessary commands to put the devices in the desired mode.
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At the first stage of development we will use a multilayer perceptron (MLP) to build the decision-making system. We have done the calculations on the laptop with video card NVIDIA GeForce 940MX with 2 GB of video memory GDDR5. However, only 1.6 GB of video memory was used.
IV. EXPERIMENTS

A. Convolutional neural network
During the experiments the convolutional neural network (Table 1) has been trained to recognize four types of human activity: reading, computer work, writing and playing a musical instrument (violin). The dataset consisted of 5600 images -1400 images for each type of activity. The algorithm for learning the convolutional network is Adam with default hyperparameters. The loss function is the categorical entropy.
We used ELU activataion function after the convolutional and fully connected layers, because according to [9] its application provides faster and more accurate training of deep neural networks. The activation function softmax was used on the output layer.
The network was trained for 100 epochs. Training of the convolutional network took about 11.5 hours. Figures 3 and 4 show the accuracy and loss of the network after 100 learning epochs. The best results on the test dataset have been achieved at the 82nd epoch (Table II) . 
B. Multilayer perceptron
The multilayer perceptron (Table 3) has been trained to control indoor lighting. The dataset consisted of 576 examples. The following parameters were taken into account:
 current user activity;  time of day (day or night);  level of illumination in the room;  current state of four lamps.
At the output of the network was new state of these lamps. The input layer of the network has consisted of 11 neurons, the hidden layer -10 neurons and the output layer -4 neurons.
The algorithm for learning the MLP is Adam with default hyperparameters. The loss function is mean squared error.
The activation function on the hidden layer is ELU, on the output layer is sigmoid function.
The network was trained for 200 epochs. The training took about one minute. The results of the training are presented in Table 4 . In this research the architecture of the adaptive system of the intelligent environment has been considered. This system can be implemented in smart homes and intelligent buildings. The principle of operation of the presented adaptive intelligent system is based on recognition of user activity and adjustment of the surrounding space to more safe, comfortable and energyefficient living and working conditions. We have decided to build the intelligent system based on artificial neural networks to perform these tasks. The convolutional network has been trained to recognize human activity. Also it has been trained the multilayer perceptron for lighting in the room.
In the future, it is planned to train the convolutional neural network to recognize more types of human activity, as well as train the second neural network to manage a large number of intelligent environment systems (microclimate control system, security system, etc.). In addition, it is necessary to achieve better accuracy of recognition by the convolutional network and to reduce the error of the multilayer perceptron.
