ABSTRACT Vulnerability discovery models (VDMs) have recently been proposed to estimate the cumulative number of vulnerabilities that will be disclosed after software is released. A precise VDM would offer an available quantitative insight to assess software security. Even though VDM has demonstrated its effectiveness in multiple software, it remains limited in accuracy, especially with weak versatility. We propose a novel effort-based VDMs, named E-WBM, to improve critical vulnerability discovery rate algorithm using Weibull probability distribution function towards efficient vulnerability discovery models. E-WBM accurately portrays the trend of software security vulnerabilities disclosure. We evaluate E-WBM on eight popular real-world operating systems and show the feasibility of the proposed model. We further compare E-WBM with a state-of-the-art effort-based model AME and time-based model JW on the above eight operating systems. Our comparison also demonstrates that E-WBM consistently outperforms AME and JW both at reducing the deviations and fitting curve trends. In addition to the model fitting, predictive capabilities of two effort-based models E-WBM and AME are also examined. The results show that the E-WBM model yields a more stable prediction with a significantly less error than AME.
I. INTRODUCTION
Software vulnerability is a major issue that deserves attention throughout the software lifecycle, which can be broadly divided into two categories: non-security-related and security-related. The latter will lead to more serious harm than the former. The Organization for Internet Safety defines security-related vulnerabilities as [1] . A special type of software defects that may cause the software to be inconsistent with its design goals and may violate the security policies defined in software documentation.
For general non-security-related defects, several quantitative methods that use static metrics or software reliability growth models (SRGMs) are available to ensure the safety of software. Vulnerability discovery models (VDMs) can be regarded as a specialization of SRGMs since vulnerabilities are a special class of defects or bugs that can permit circumvention of the security measures [2] . Such models are dedicated to predicting its trends of security-related vulnerabilities disclosure by analyzing the number of elim-
The associate editor coordinating the review of this manuscript and approving it for publication was Muhammad Imran Tariq. inated security vulnerabilities in the software. The purpose of a VDM is not to identify vulnerabilities but to predict the number of security vulnerabilities that are likely to be discovered in the future. Apparently, accurate VDMs should not only depict real security vulnerability discovery trends, but also adapt to the dynamic changes of software security vulnerabilities.
Most popular VDMs, such as Joh Weibull (JW) model [3] , use the calendar time as an independent variable to predict software vulnerabilities. These time-based models are relatively mature, but lack consideration of external environmental changes. Recently, several models, such as Alhazmi & Malaiya Effort (AME) model [1] , have tried to use effort as the main factor. These effort-based models manage to overcome the impact of external environmental changes on vulnerability discovery capabilities, and have higher accuracy for predicting vulnerability counts and vulnerability discovery trends than time-based models. Unfortunately, the current effort-based models still fail to accurately predict the security vulnerabilities for every software.
In this paper, we introduce E-WBM, a novel effortbased vulnerability discovery model [4] . Unlike the prior effort-based model AME, we combine Weibull probability distribution function to improve the efficiency of AME. Specifically, E-WBM is inspired by the vulnerability discovery rate in JW model obeying Weibull probability distribution function. Particularly, Weibull distribution can describe varying patterns such as the ''S-shaped'' [3] , which is consistent with the characteristics of the software lifecycle. To this end, we consider improve the vulnerability discovery rate algorithm of original AME with the Weibull probability distribution function to establish a new effort-based model. Our extensive evaluation of 8 real-world programs covering 3 different operating systems, (e.g., Windows, Linux, and Mac OS) shows that E-WBM generally outperforms AME and JW.
Our primary contributions in this paper are as follows.
• Presentation of model: we present E-WBM, a novel effort-based VDM model that uses installed base as reference factor to forecast vulnerability discovery trends.
• Enhancement of vulnerability discovery rate algorithm: we enhance vulnerability discovery rate algorithm of AME by employing Weibull probability distribution function.
• Evaluation of model: we evaluate E-WBM by applying it to 8 operating system and comparing it with AME and JW on the above 8 operating systems. The experimental results demonstrate that the accuracy of our model exceeds AME and JW as a whole.
• Prediction of model: we examine the predictive capability of E-WBM by comparing it with AME. Results show that the prediction error of proposed model less than AME in most situations.
The rest of the paper is organized as follows. Section II and Section III introduce related work and background, respectively. Section IV depicts an overview of our methodology. We present our experimental results in Section V and analyze E-WBM's limitations in Section VI. Section VII concludes this paper.
II. RELATED WORK
Existing VDMs could be classified into two categories: timebased and effort-based. The former measures the cumulative counts of vulnerabilities found in the course of time, while the latter counts vulnerabilities regard to the testing effort.
A. TIME-BASED MODELS
Most VDMs proposed employ the time as an independent variable due to its intuitiveness and simplicity. Anderson [5] proposes Anderson Thermodynamic (AT) model, which is the first real VDM, but it exhibits poor data fit for most software datasets. Alhazmi and Malaiya [6] present Alhazmi & Malaiya Logistic (AML) model, which is an S-shaped model with three stages of ''learning phase -linear phase -saturation phase''. The AML model uses a logistic vulnerability discovery process which assumes an approximate symmetric shape around the peak discovery rate value. Although the AML model generally performs well, it has potential limitation for software that has not yet reached saturation stage. Rescorla Quadratic (RQ) model and Rescorla Exponential (RE) model [7] , respectively, assume a linear relationship and an exponential relationship between vulnerability discovery rate and time using statistical tests. However, RQ and RE models merely appear to do a good job of following the shorter-term trends. Joh et al. [3] introduce Weibull model (JW), a new Weibull distribution [8] - [13] based VDM, which can be used to model datasets whose vulnerability discovery rate appears asymmetric. The results show that the JW model performs well in many cases, and may be considered as an alternative to the AML model. Recently, Chen et al. [14] present a multi-cycle vulnerability discovery model. Anand and Bhatt [15] propose a humpshaped model and judge its performance using a weighted criteria based ranking approach. In addition, a few authors, such as Kim et al. [16] and Anand et al. [17] , [18] , have considered the discovery pattern in a multi-version software.
All of these time-based models use time intervals as the main factor to report vulnerabilities. The reason behind this is that it is easy to record vulnerabilities and link them to the time of discovery. This however does not consider the changes occurring in the environment during the lifetime of the software. A major environmental factor is the number of installations which depends on the share of installed base for specific software [1] . To alleviate the above limitations, it is much more rewarding to research effort-based vulnerability discovery models.
B. EFFORT-BASED MODELS
Effort can be any variables that capture environmental changes during the lifetime of software, referring to the number of installations, the number of test cases, or the CPU time occupied by software. However, mature effort-based models that have been proposed are still rare. Using effort as a factor was first discussed by Brocklehurst and Littlewood [19] , [20] , but they have not suggested a unit or a way to measure effort. Alhazmi et al. [21] present a reference formula for testing effort. Subsequently, Alhazmi and Malaiya propose AME model [1] , which is the decent goodness of fit for the vulnerability discovery rate of major operating systems. This model takes into account the impact of external environment on vulnerability discovery, such as the number of installations. The experimental results confirm that effort-based models outperform time-based in accuracy. Nevertheless, a potential limitation of AME model is that it does not fully fit several operating systems, such as Windows 95 operating system. Moreover, Li HF, Wan YX et al. [22] - [26] further study effort-based models, and make good suggestions on how to better evaluate and apply effort-based models. Lately, a few authors introduce multivariate or multiattribute methods to model VDMs. For example, Johnston et al. [27] - [29] introduce multivariate methods to modeling vulnerability discoveries in web-browser software and present new techniques that apply structured expert-judgment data-gathering methods. Kansal et al. [30] present a coverage-based VDM using multiattribute approach, which performs better and has the good fitness for browser data. However, these methods focus primarily on optimizing the disclosure time or discovery process of web-browser vulnerabilities.
C. VULNERABILITY DATASET
Note that the above VDMs could get different trends by considering different vulnerability dataset (such as NVD, MITRE, Bugzilla, BugTraq, etc.). The National Vulnerability Database (NVD) [31] is a comprehensive and detailed platform for obtaining vulnerability data. Additionally, since the NVD project is sponsored by the Department of Homeland Security, like the CVE project, it can be regarded to be a standard source [32] . To this end, this paper employs NVD as a unified dataset to evaluate different VDMs.
III. BACKGROUND
We briefly introduce several typical time-based VDMs and effort-based VDMs in Section III (A) and Section III (B), respectively. Section III (C) discusses the merits and limitations of these models.
A. TIME-BASED MODELS
Researchers [33] , [34] have summarized existing ten fundamental time-based VDMs: Linear (LN) model [35] , Logarithmic Poisson (LP) model [36] , Anderson Thermodynamic (AT) model [5] , Alhazmi & Malaiya Logistic (AML) model [6] , Rescorla Quadratic (RQ) model [7] , Rescorla Exponential (RE) model [7] , Joh Weibull (JW) model [3] , Multi-cycle vulnerability discovery model [14] , Multiversion (MVD) model [16] , and Folded model (YF) [33] .
Among the available time-based VDMs, AML model has a better goodness of fit for most software, which has been used extensively to the improvement of subsequent research works. JW model with better performance is improved on the basis of AML model. Hence, this paper primarily introduces AML model and JW model.
1) AML MODEL
Alhazmi-Malaiya Logistic (AML) model was proposed by Alhazmi and Malaiya [6] . This model is based on the observation that the attention given to an operating system increases after its release, peaks at some time and then drops because of the release of a newer competing version. Thus the vulnerability discovery rate increases at the beginning, reaches a steady rate and then starts declining. The cumulative number of vulnerabilities thus shows an increasing rate at the beginning as the system starts attracting an increasing share of the installed base. After some time, a steady rate of vulnerability discovery yields a linear curve. Eventually, as the vulnerability discovery rate starts dropping, there is saturation due both to reduced attention and a smaller pool of remaining vulnerabilities.
The model assumes that the rate of change of cumulative number of vulnerabilities is governed by two factors. One of these factors declines as the number of remaining undetected vulnerabilities declines. The other factor increases with the time needed to take into account the rising share of the installed base.
The AML model has shown the descent goodness of fit for the vulnerability discovery rate of major operating systems. However, a potential limitation of this model is that it assumes a logistic vulnerability discovery rate that is symmetric around the peak value. Conceivably, in some situations, the behavior may not be symmetric, thus AML model does not fit these situations well.
2) JW MODEL
Joh et al. present JW model [3] , a vulnerability discovery model using Weibull distribution that is suited to describe the vulnerability discovery rate. Further, since Weibull distribution can model an asymmetric probability distribution function, the JW model addresses the fact that AML model cannot detect vulnerability discovery rate which exhibits asymmetric on both sides of the peak value.
This model assumes that the vulnerability discovery rate ω (t) varied according to the Weibull probability distribution function as given in Eq. (1) . The cumulative number of vulnerability (t) is the integral of the vulnerability discovery rate with respect to the time, as shown in Eq. (2) .
where k is the shape parameter and λ is the scale parameter, which can decide the duration of VDM. The γ value refers to the maximum number of vulnerabilities.
The Weibull-based model JW is flexible enough to capture vulnerability behavior and fit the data well in most cases [3] , [37] . In particular, this model tends to perform better than other time-based models which are symmetrical (e.g. AML model) for the same dataset. Unfortunately, like other time-based models, it also has a general limitation that does not consider the effect of environmental factors.
B. EFFORT-BASED MODELS
Alhazmi and Malaiya also propose AME model [1] , which is the most representative effort-based model. They present a new measure termed Equivalent Effort (E) to represent testing effort, which considers the possible environmental changes during the lifecycle of the software system. The Equivalent Effort (E) is calculated by using Eq. (3).
where the parameter U i is the total number of installed base of all software at the period of time i, n represents the last usage period, and P i is the percentage of the installed base using this measuring software. The E refers to the cumulative counts of installed base using this software at the entire time period. AME model would assume that the vulnerability discovery rate with respect to effort is proportional to the fraction of remaining vulnerability. Then an effort-based vulnerability discovery model, just like the exponential SRGMs, can be generated as Eq. (4).
where λ uv is a parameter analogous to failure intensity in SRGMs. The parameter B represents the number of vulnerabilities that would eventually be found and E is testing effort. The (E) refers to the cumulative number of vulnerabilities found when testing effort E regards as reference factors.
The AME model that employs effort as the main factor tends to be more accurate than time alone. Also, effortbased model becomes popular especially since AME model has shown its effectiveness. However, the fitting effect of AME is unsatisfactory for some software. Besides, this model requires the number of installed base for target products in market share, which may be difficult to obtain. We analyze the above VDMs from 2 dimensions: model performance and reference factors. a) Model performance. The fitting performance of JW model outperforms the other two VDMs. b) Reference factors. Only the AME model employs testing effort as main factor, which considers the changes occurring in the environment during the lifecycle of the software. Hence, this model is more reasonable than time-based models such as AML and JW model. Since time-based models merely use time as main reference factor, researchers employ testing effort to consider more environmental factors. However, existing effort-based models are not perfect including AME with decent performance. The AME model has a bit more deviations for several datasets, mainly because it directly adopts the same vulnerability discovery rate as the SRGMs, thus does not manage to clearly distinguish between non-security-related vulnerabilities and security-related vulnerabilities. The potential difference between the two types vulnerability discovery processes can lead to instability of the AME model. Once large gaps remain in the two types of vulnerability discovery rate curves, AME model may not fit well.
C. AN ANALYSIS OF THE VDMS
To address the limitations of effort-based AME model, this paper present E-WBM, a new effort-based vulnerability discovery model that combines Weibull probability distribution function. In particular, we are inspired by the vulnerability discovery rate of JW model obeying Weibull probability distribution function. To this end, this paper considers to employ Weibull probability distribution function to improve crucial vulnerability discovery rate algorithm of AME model.
IV. METHODOLOGY
In this section, we first clarify the related terminology and Weibull probability distribution function. Then, we describe our methodology in detail and formalize the modeling process of proposed model.
A. TERMINOLOGY
• A testing effort is the reference factor of VDMs for specific software throughout the entire lifecycle, usually using installed base as factor. It can be expressed as symbol E.
• The maximum number of vulnerabilities is the upper limit of security vulnerabilities that can be found by specific software, which can be denoted as symbol γ max .
• Vulnerability discovery rate refers to the rate at which a certain software discovers vulnerabilities in terms of the testing effort. It can be denoted as symbol ω (E).
• The cumulative number of vulnerabilities is the total number of security vulnerabilities discovered by a specific software as the effort increases, which can be expressed as symbol (E).
B. WEIBULL PROBABILITY DISTRIBUTION FUNCTION
Weibull distribution is often used for reliability evaluation for mechanical systems. It was originally proposed by Dr. Waloddi Weibull in 1937 and used for the study of machine life and structural strength analysis. In recent years, however, Weibull distribution has been widely used in lifetime distributions in reliability engineering [32] , [38] . Considering that the Weibull model can account for different increasing and decreasing trends, we believe these trends can reflect the initial increases and eventually decreases during vulnerability discovery. Particularly, Weibull distribution includes the following 3 merits.
• Weibull is a continuous distribution with the probability density function, and its cumulative distribution curve follows the S-shaped trend, which is consistent with the software lifecycle trends.
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• Weibull model has better goodness of fit in comparison to other reliability models for vulnerability occurrence across a wide range of software systems [37] .
• The collection of vulnerability data is much easier than AME model.
The probability density function of Weibull distribution is shown in Eq. (5). F, the cumulative distribution function for the Weibull distribution, is as Eq. (6).
where x is the random variables, k is the shape parameter and k > 0, and λ is the scale parameter of the distribution and should meet the criterion λ > 0. The Weibull distribution is related to several other probability distributions; in particular, it covers the exponential distribution (k = 1) and the Rayleigh distribution (k = 2). In addition, when k < 3, the Eq. (5) shows a primarily increasing trend, which can be applied to the early stage of vulnerability discovery, while this equation can be used for the late stage when k > 3. When k = 3, the Eq. (5) is close to the maximum value, which is suitable for the middle and late stage of vulnerability discovery. Thus, we believe that the Weibull distribution should be able to depict the vulnerability discovery trends well.
C. E-WBM MODEL
Based on the above analysis of the Weibull distribution, we hypothesize that improve random variable x in the Weibull distribution with the effort reference could achieve a more precise fitting effect. Thus, we combine Weibull distribution with effort-based model AME to enhance the vulnerability discovery capability. In this section, we elaborate the modeling process of our model, including testing effort algorithm, vulnerability discovery rate algorithm, and cumulative number of vulnerability algorithm.
1) TESTING EFFORT
The testing effort algorithm introduced in the E-WBM model quotes Equivalent Effort (E) proposed by Alhazmi and Malaiya, as shown in Eq. (3).
Here we use a month as a unit of time and thus E would be in users-months. Using available data, testing effort E can be calculated for specific software.
2) VULNERABILITY DISCOVERY RATE
Here we introduce the vulnerability discovery rate of proposed model based Weibull probability density function, which can be denoted as symbol ω (E). It uses α 0 , β 0 to substitute the k, λ of Weibull function, respectively, and selects E as the main factor to establish the vulnerability discovery rate algorithm of E-WBM as given in Eq. (7).
where α 0 is the shape parameter which can determine the shape of the vulnerability discovery rate. When 0 < α 0 < 3, the curve has positive skewness, meaning that the vulnerability discovery rate increases, which corresponds to the early stage of VDM. When α 0 is approximately 3, the shape is symmetrical, which corresponds to the middle and later stages of VDM. The number of vulnerability found increases slowly and gradually approaches the maximum value. The curve has negative skewness when α 0 > 3, representing a decrease in the vulnerability discovery rate, which corresponds to the late stage of VDM. The parameter β 0 is the scale parameter and β 0 > 0, which can stretch the working duration of software vulnerability discovery modeling. The γ max refers to the maximum cumulative number of vulnerabilities that would eventually be encountered. The E is the cumulative testing effort over the entire period.
3) CUMULATIVE NUMBER OF VULNERABILITIES
The vulnerability discovery rate ω (E) is integrated with respect to testing effort E, and the result is as given in Eq. (8), which is the mean cumulative number of vulnerabilities (E). The parameter α 0 , β 0 , γ max , and E have the same meaning as in Eq. (7).
As the testing effort E continues to accumulate, the cumulative number of vulnerabilities found gradually increases, then gradually stabilize, and infinitely approaches the maximum number of vulnerabilities γ max . This process perfectly presents the classic S-shaped curve, thus the proposed model could be feasible.
The E-WBM model can be established by combining the above three algorithms. The simultaneous equations of (3), (7) , and (8) is as shown in Eq. (9), which is the E-WBM model.
V. EVALUATION
In this section, we discuss our experimental settings and how to assess proposed model. We then evaluate the effectiveness of E-WBM compared to AME and JW models regarding goodness of fit and the number of real vulnerabilities found. Next, we examine the predictive capability of two effortbased E-WBM and AME model.
A. EXPERIMENTAL SETUP
This paper primarily selects 8 typical operating system software to evaluate E-WBM due to their comprehensive and detailed datasets. All our fitting and simulation were performed on a data analysis tool STATA.
1) PARAMETERS
To perform the fitting and prediction experiment, we first need to obtain the parameters required by E-WBM, AME, and JW model, which include two categories: effort parameters and core parameters.
a: EFFORT PARAMETERS
As shown in Eq. (3), the testing effort parameters for E-WBM and AME model include i, E, U i , P i , which can be directly acquired by referring to historical statistics or simply calculating historical data. Where i uses the month as the unit of time period and E represents the cumulative number of installed base used by specific software during a certain period of time, which can be calculated by accumulating (U i * P i ) at each time point i. The parameter U i can be obtained by referring to the research data of Alhazmi et al. [21] and the Internet Live Stats website [39] , while the acquisition of P i borrows the research data of Alhazmi et al. [21] , the StatCounter Global Stats website [40] , and the W3School website [41] .
b: CORE PARAMETERS OF E-WBM
The core parameters of E-WBM model described in Eq. (7) include α 0 , β 0 , γ max . Where γ max can be obtained through historical data. The model parameters α 0 and β 0 need to be estimated using regression analysis to determine the best values. Here, to simplify the regression process, we utilize the statistical tool STATA to carry on linear regression, and the values of two parameters are ultimately determined by the least squares method. Specifically, the process of obtaining the core parameters of E-WBM model is as follows. a) Linearization: Since the least squares method is primarily used to estimate the unknown parameters in the linear function, the Eq. (8) should first be linearized by taking logarithms twice to translate into a linear function.
We first perform pre-transformation on Eq. (8), and result is as shown in Eq. (10) . The result of the first logarithm is shown in Eq. (11) .
The second logarithm is taken for Eq. (11) , and the result is shown in Eq. (12) .
Compared to the linear regression equation y = a + bx, we can get the following Eq. (13) .
Finally, the Eq. (8) is transformed into a linear equation, as given in Eq. (14) .
b) The historical data obtained of a certain software, including effort E, the cumulative number of vulnerabilities (E), and the maximum number of vulnerabilities γ max , are respectively brought into the Eq. (13) to obtain a plurality of two-tuples (Y, X).
c) The linear regression is performed using STATA tool, and the values of parameters α 0 and β 0 are ultimately determined. Where regression coefficient α 0 can be acquired by the STATA tool, and the parameter β 0 is calculated according to the Eq. (15) which is derived from Eq. (14) using the least squares method. 
c: CORE PARAMETERS OF AME
The core parameters of AME model include λ uv , B, which is described in Eq. (4) . Where the value of B is the same as the parameter γ max of E-WBM model, and the acquisition of λ uv is analogous to the calculation method of core parameters α 0 and β 0 in E-WBM. By linearizing the AME model, the following Eq. (16) can be obtained.
where X and Y are calculated as shown in Eq. (17) .
d: CORE PARAMETERS OF JW
The core parameters of JW model described in Eq. (2) include k, λ, γ . Their acquisitions are similar to the parameters α 0 , β 0 , γ max of E-WBM model respectively. Eq. (18) can be obtained by linearizing the Eq. (2).
Then we can further obtain the following Eq. (19) to estimate the values of parameters k, λ. 
B. ASSESSMENT INDICATORS
To test the validity of the estimated model parameters, we employ Significance testing and Confidence interval. Besides, we further choose 2 statistical test methods, Goodness of fit and Chi-square test, respectively, to verify the fitting effect of proposed model. We also use 2 normalized predictability measures, Average Error (AE) and Average Bias (AB), to examine the predictability of E-WBM model [32] .
1) INDICATORS FOR PARAMETERS a: SIGNIFICANCE TESTING
The significance testing is used to judge whether the model parameters are significant under a certain significance level. We first assume an original null hypothesis H 0 . Then we use F-value as test statistic, and employ P-value as test index to decide statistical significance. The P-value can be determined by the F-value. The alpha level is the upper limit of P-value, which means the probability of rejecting the null hypothesis H 0 when it is true. Here we take an alpha level of 5%; i.e., if the P-value is below 0.05 then we will reject the null hypothesis H 0 , it can be further considered that the parameter is statistically significant.
b: CONFIDENCE INTERVAL
A confidence interval (CI) is a type of interval estimate in which the observed value of parameter falls under a certain probability. The confidence level is used to quantify the level of confidence that the parameter lies in the interval, which is equal to 1-alpha, where alpha is significant level. The confidence level is designated prior to examining the model. Most commonly, the 95% confidence level is used. When the estimated value of parameter lies in the confidence interval, the estimated value is close to the observed value, indicating that the estimated value can be accepted.
2) INDICATORS FOR FITTING a: GOODNESS OF FIT
The goodness of fit describes how well a model fits a set of actual values. Measures of goodness of fit typically summarize the discrepancy between observed values and the expected values under the proposed model. That can be measured by the coefficient of determination R 2 , which ranges from 0 to 1. When the value of R 2 approaches 1, it indicates that the proposed model has an outstanding goodness of fit.
b: CHI-SQUARE TEST
The chi-square test is used to determine whether there is a significant difference between the expected values and the observed values. The formula for calculating the chi-square coefficient χ 2 is as shown in Eq. (20) .
where o i is an observed value of type i, e i is an expected value of type i, and k represents the number of cells. In this experiment, o i represents the actual cumulative number of vulnerabilities discovered, and e i represents the cumulative number of vulnerabilities predicted by the proposed model. The value of chi-square coefficient χ 2 approaches zero, indicating that there is almost no difference between the expected values and the observed values, so the proposed model has a high precision. Conversely, the prediction of model is inaccurate.
3) INDICATORS FOR PREDICTION a: AVERAGE ERROR (AE)
AE, as given in Eq. (21), is a measure of how well a model predicts throughout the time period. The value of AE approaches zero, indicating that the proposed model has an outstanding predictability.
where n is the total number of data point during the prediction period, is the actual number of cumulative vulnerabilities, and t is the estimated number of cumulative vulnerabilities at time t. Here we replace the time t with the Equivalent Effort E (in users in this case).
b: AVERAGE BIAS (AB)
AB indicates the general bias of the model which assesses its tendency to overestimate or underestimate, as given in Eq. (22) . The parameter n, , t , and t have the same meaning as in Eq. (21) .
When the value of AB is positive, it means that the model generally trends to overestimate; while the model commonly trends to underestimate if its value of AB is negative.
C. RESULTS
To show the effect of the proposed model, we evaluated this model with 8 widely-used operating systems, namely, Windows 95, Windows 98, Windows XP, Windows Vista, Windows 7, Windows 8, Linux, and Mac OS X. We further compared E-WBM with an effort-based model AME and a time-based model JW on these 8 operating systems. Next, we examine the predictive capability of two effort-based model E-WBM and AME.
1) STEP 1: ACQUIRE PARAMETERS
The acquisition methods of effort parameters and core parameters see Section V (A).
a: EFFORT PARAMETERS
We first need to determine the appropriate timeline i, collect the installed base in each time period U i , and calculate the percentage of installed base that uses specific operating system P i . Then we use STATA tool to count the collected data, and further acquire effort datasets with time-referenced. We select month and millions users as the units of abscissa and ordinate, respectively.
b: CORE PARAMETERS
We put the time data, effort data and vulnerability data of each operating system into the E-WBM AME, and JW model, respectively, to determine their core parameters. The core parameters of each operating system are shown in Table 2 .
2) STEP 2: PERFORM PARAMETERS CHECK ANALYSIS
To check the validity of above core parameters, we perform 2 assessment indicators described in Section V (B), Significance testing and Confidence interval, respectively. Since γ max , B, γ are known parameters, and β 0 , λ can be calculated by α 0 , k, respectively, it is only necessary to check the estimated values of α 0 , λ uv , and k. The test results of three core parameters for several operating systems are shown in Table 3 .
As shown in Table 3 , the estimated values of all model parameters are valid. Next we analyze the results in detail from the perspective of 2 assessment indicators.
a) The P-value of these three model parameters are less than 5% and close to 0, stating that the estimated values of three model parameters are relatively significant.
b) The parameter α 0 of E-WBM model, the parameter λ uv of AME model, and the parameter k of JW model all fall within the 95% confidence interval for all operating systems, which means the strong validity of these model parameters.
3) STEP 3: FIT THE VDMS TO OBSERVED SAMPLES
The values of parameters in Table 2 are taken into Eq. (9), Eq. (4), and Eq. (2), respectively, and the fitting graph of three models for each operating system can be obtained, as shown in Fig.1-Fig.8 . In Fig.1-Fig.8 , the Actual curve indicates the reality number of vulnerabilities found, which is obtained according to the vulnerability datasets V , while the E-WBM curve, AME curve, and JW curve are the vulnerabilities discovery trends which are fitted by the E-WBM model, AME model, and JW model, respectively. Since the reference of time-based model JW is different from the other two models, we set abscissa reference for them separately through referring to the comparison of Woo et al. [2] . Fig.1(a)-Fig.8(a) show cumulative vulnerabilities by the number of each dataset installations in terms of million usersmonths and the fitted effort-based model E-WBM and AME. Fig.1(b)-Fig.8(b) show the cumulative number of vulnerabilities by month and the fitted time-based model JW for 8 operating systems.
Here we discuss the Fig.1-Fig.8 from the following two perspectives.
a: CURVE TRENDS
As can be seen from Fig.1-Fig.8 , the fitting curves of E-WBM model are generally consistent with their Actual curves. In particular, the fitting curve of Mac OS X is almost consistent with the overall trend of Actual curve, which is the most accurate overall forecast. The E-WBM curve trend and Actual curve of Windows 7 and Windows 8 are generally the same in the early and late stages, but there are tiny deviations in the middle stage. The E-WBM curve of Linux fits well with the Actual curve in the middle and late stages. In addition, the E-WBM curve of Windows 95 is also excellent in the middle and late stages; while Windows 98 and Windows Vista are just opposite. Their E-WBM curve trends fit well in the early stage. Unfortunately, the E-WBM curve of Windows XP is not similar to the trend of Actual curve in the middle and late stages, which may be due to the different sources of datasets.
Furthermore, we also show the AME curves and the JW curves of these operating systems to compare the fitting effects of those three models. It can also be seen from Fig.1-Fig.8 that the fitting effects of E-WBM curves are significantly better than the AME curves and JW curves. In particular, the E-WBM curves of Mac OS X, Windows 7, and Windows 8 are analogous to the trend of Actual curves, but the curve rate of AME differs from the Actual curve in the early phase; while the curves of JW have large deviation in the middle stage. Three fitting curves and the Actual curves of Linux are alike; nevertheless, the growth rate of AME curve and JW curve are slower than the Actual curve over the entire period compared to E-WBM curve. Similarly, the E-WBM curve and AME curve of Windows 95, Windows 98, and Windows XP generally overlap, which are similar to the trend of Actual curve, indicating that they have analogical fitting effects on these three operating systems. The trend of JW curve is generally similar with the Actual curve for Windows 98 and Windows XP, but it deviates from the Actual curve for Windows 95. For Windows Vista, the disparity between AME curve and Actual curve is obvious, while the E-WBM curve and JW curve only have a smaller deviation than AME.
Even though the Mac OS X has the most prominent fitting in these operating systems, here we take Windows 95 and Window 7 with modest performance as typical examples to analyze the fitting effect of proposed model since majority Windows operating system were adopted in the experiment. For Windows 95, the E-WBM curve and AME curve are basically coincident, and these two curves are roughly the same as the trend of Actual curve, while its JW curve has a large deviation. As the testing effort increases, the cumulative number of vulnerabilities shows an increasing rate at the beginning. After some time, a steady rate of vulnerability finding generates a linear curve. Finally, the number of vulnerabilities remains unchanged, which could be considered to be consistent with the characteristics of S-shaped curve. However, in the early and middle stages, the E-WBM and AME curve grow more slowly than the Actual curve. Overall, it can be considered that both models satisfy the distribution of actual vulnerabilities in Windows 95.
Similar to Windows 95, the cumulative number of vulnerabilities for Windows 7 also could be considered to basically conform to the characteristic of S-shaped curve. The fitting curves of three models are generally in line with the trend of actual curve, but the fitting effect of E-WBM is close to the actual curve than the other two models. Specifically, the AME curve and JW curve grow more slowly than the Actual curve in the early stage and middle stage, respectively. In general, these three models are considered to satisfy the distribution of actual vulnerabilities for Windows 7.
b: NUMBER OF VULNERABILITIES FOUND
At most effort nodes, the cumulative number of vulnerabilities predicted by E-WBM model is generally not much different from the actual number of vulnerabilities. Specifically, Mac OS X is still the most accurate for fitting the cumulative number of vulnerabilities. The number of vulnerabilities fitted by E-WBM for Linux is almost the same as the actual number in the middle and late stages, while Windows 7 and Window 8 are relatively accurate in the early and late stages. Although Windows 95 has a tiny deviation in the middle and late stages, its cumulative number of vulnerabilities is almost close to the actual number in the early stage. In addition, Windows 98, Windows Vista, Windows XP also hardly have deviation from the actual number in the early stages.
Additionally, we further compare the cumulative number of vulnerabilities in the E-WBM model with the AME model and JW model. The AME model and JW model for most operating systems are roughly similar to the actual values, but the overall deviation of E-WBM model from the actual number is less than AME model and JW model such as Mac OS X, Linux, Windows 7, Windows 8, Windows 95, and Windows 98. Besides, the fitting of E-WBM and JW are almost similar for Windows XP, and their overall deviation are less than AME model. Similarity, for Windows Vista, the number of vulnerabilities fitted by E-WBM and JW are also close to the actual number, while the fitted values of AME are extremely higher than the actual number.
Specifically, in Windows 95, the cumulative number of vulnerabilities fitted by the E-WBM model and AME model are nearly identical and are comparable to actual cumulative number of vulnerabilities in most cases, especially in the early stage and middle stage; nevertheless, there is a wide gap between the fitted value of JW model and the actual value. For example, when the effort is 1072 (i.e., Feb-00 in Time), the fitted values of both effort-based models are identical to the actual values, meaning that there is no deviation at this point, while the fitted values of JW model are around 12.5% lower than the actual value. However, in the middle and late stages, the cumulative number of vulnerabilities fitted by the AME model exceeds the E-WBM model, and the deviation of AME is larger than that of E-WBM model compared with the actual number of vulnerabilities, while the JW is lower than the actual value. For example, the fitted value of E-WBM is the same as the actual value when the effort is 2132 (i.e., Dec-00 in Time), while the fitted values of AME and JW are around 4.3% higher and 21.7% lower than the actual value, respectively. When the effort is 2618 (i.e., Jul-01 in Time), the fitted values of E-WBM and AME are approximately 4.1% and 8.3% higher than the actual values, respectively; nevertheless, the fitted value of JW is around 12.5% lower than the actual value. In general, the deviation of E-WBM model is relatively smaller than that of AME model and JW model. Hence, the accuracy of E-WBM model for fitting Windows 95 is slightly better than AME model and JW model.
In Windows 7, the fitted values of E-WBM are nearly identical to the actual values in most cases, especially in the early and late stages; nevertheless, the fitted values of AME and JW are only close to the actual values in the late stage and early stage, respectively. The fitted values of AME are generally smaller than the actual value in the early and middle stages; while the fitted values of JW are smaller than the actual values in the middle stage, and are larger than the actual values in the late stage. Overall, the deviation of E-WBM is generally smaller than the other two models for Windows 7.
Although the E-WBM model has tiny deviations in the partial life cycle of the software, the overall deviation is quite small, indicating that E-WBM model still works as expected. In other words, proposed model can commendably describe vulnerabilities discovery process for several operating systems such as Windows 98, Windows 7, Linux, and Mac OS X. In addition, the overall deviation of E-WBM model fitting on these operating systems is smaller than that of AME model and JW model.
4) STEP 4: PERFORM GOODNESS OF FIT QUALITY ANALYSIS
To verify the accuracy of proposed model, we perform a fitness test on these three models by employing 2 assessment indicators described in Section V (B). The goodness of fit VOLUME 7, 2019 test results of three models for several operating systems are summarized in Table 4 .
As is depicted in Table 4 , for most operating system, the goodness of fit of E-WBM model observably exceeds the JW model for all operating systems, and also significantly outperforms the AME model such as Windows 95, Windows 98, Window XP, Windows Vista, Windows 8, Linux, and Mac OS X, but slightly weaker for Windows 7. Next, we compare in detail from the view of 2 assessment indicators.
a) The R 2 values of two effort-based model E-WBM and AME are close 1, and are better than the R 2 values of timebased model JW, indicating that the fitting effects of two effort-based models are commendable. The R 2 values of the E-WBM model, however, are generally greater than AME and closer to 1. More importantly, the R 2 values of the E-WBM model significantly exceed about 7.9%, 9.4%, and 16.3% of the AME on Windows 95, Linux, and Mac OS X, respectively. Besides, the R 2 values of E-WBM on Window 98, Windows XP, Windows Vista, and Windows 8 are slightly greater than AME, about 0.7%, 0.7%, 2.4%, and 1.9% of AME, respectively. For Windows 7, although the R 2 value of E-WBM is slightly lower than AME, they are both close to 1. Overall, the goodness of fit of proposed model is still acceptable. b) For all the operating systems, the chi-square coefficient χ 2 of E-WBM model is extremely smaller than that of the AME model and JW model, which demonstrates the accuracy of proposed model. Specifically, compared to the χ 2 values of AME for Windows 95, Windows 98, Windows XP, Windows 7, Windows Vista, Windows 8, Linux, and Mac OS X, the χ 2 values of E-WBM are even declined by 28.2%, 65.8%, 35.8%, 85.3%, 87.6%, 93.1%, 69.5%, and 87.6% of AME, respectively. In addition, the χ 2 values of E-WBM are reduced by 82.3%, 34.7%, 39.0%, 90.5%, 72.0%, 98.3%, 74.7%, and 94.9% of JW, respectively. It shows that E-WBM model fits more accurate than AME model and JW model on all operating systems. In particular, for Windows 8, the χ 2 values of JW are extremely higher than the other two effortbased models, which indicates that the JW model does not fit well on Windows 8. The possible reason may be that the time intervals of original datasets we adopted are not exactly equal.
5) STEP 5: PERFORM PREDICTABILITY ANALYSIS
Even proposed model shows a nice goodness of fit in the previous step, it may not mean that the model can predict well in the future. The core purpose for a vulnerability discovery model is to estimate the number of security vulnerabilities that are likely to be discovered in the future using the available data. Thus, prediction capability should be considered more significant than model fitting. Models with good predictive capabilities can be used to evaluate the resources needed for maintenance and risk estimation.
Here, we use 2 normalized predictability indicators described in Section V (B) to examine the predictability of two effort-based model E-WBM and AME [32] , that is Average Error (AE) and Average Bias (AB).
To compare E-WBM and AME models, we refer to the experimental setup of Woo et al. [2] to specify different starting points for these operating systems, for example, the starting points for Windows 95, Windows 98, and Windows 7 are chosen to be when cumulative installed base exceeds 300 million. Since only after some significant past data, the effort-based model can predict the future trend. The normalized prediction error values (( i − )/ ) for these operating systems at each data point are plotted in Figure 9 , and the values of AE and AB are given in Table 5 . Note that while AE is always positive, AB may be positive or negative.
The error plots in Figure 9 clearly show that the E-WBM model yields a more stable prediction with a significantly less error in most situations than AME model. For Windows Vista, Windows 8, and Linux, the prediction error of E-WBM model smoothly fluctuates around zero and approaches zero, while the AME model fluctuates greatly. For Windows 7 and Mac OS X, the error of E-WBM model has obviously fluctuation in the early period, but gradually approaches zero in the late stage. In addition, for Windows 95, Windows 98, and Windows XP, in spite of the fitting curves of E-WBM and AME are rather similar, the two models produce significantly different predictions.
In Table 5 , the AB and AE values illustrate that the E-WBM model always performs better than AME model. Specifically, the AB and AE values of E-WBM are substantially less than the values of AME, especially for Windows Vista, Windows 7, Windows 8, Linux, and Mac OS X, which FIGURE 9. Prediction errors for E-WBM and AME models. demonstrates superior prediction capabilities for these operating systems. In addition, the Table 5 also suggests that the E-WBM generally tends to overestimate the actual values and AME mainly trends to underestimate the actual values.
VI. DISCUSSION
We discuss the experimental results of E-WBM, the limitations of E-WBM, and future direction of research.
a: VERIFICATION OF E-WBM
We first evaluate the efficiency of E-WBM on 8 operating systems by 2 assessment indicators. The result is summarized in Table 4 . For all the operating systems tested, E-WBM has good data fit as expected, especially for Mac OS X, Linux, Windows 7, and Windows 8 operating systems. However, the fitting effect of E-WBM is not accurate enough for these operating systems, such as the early stage for Windows 95 and the middle and late stage for Windows 98. There are two reasons for this: 1) the lack of complete and detailed datasets, 2) other factors such as limited software information and software code sharing. Thus, it can be considered that the overall fitting effect of E-WBM for each operating system reaches the expected experiment results. In other words, E-WBM is quite suitable vulnerability discovery model for operating system software.
b: COMPARED WITH AME AND JW
We then compare E-WBM with other state-of-the-art effortbased model AME and time-based model JW; E-WBM outperforms them (Table 4 ). The comparison experiment concludes that E-WBM, AME, and JW generally meet the expected results for those 8 operating systems, but E-WBM achieves significantly more accuracy than AME and JW, especially for Linux, Windows Vista, Windows 7, Windows 8, and Mac OS X operating systems; nevertheless, the time-based model JW has a large deviation for Windows 8, especially in the middle stage. One of the possible reasons is that the time intervals of original datasets we adopted are not exactly equal. The JW model is heavily influenced by time, thus our partial datasets are not good exhaustive for timebased model.
c: PREDICTABILITY OF E-WBM
We further examine the predictive capability of two effortbased model E-WBM and AME using two normalized predictability measures AE and AB (Table 5 ). The prediction experiment shows that the prediction error of E-WBM is always less than AME for these operating systems, which means that our model has better predictive capability than AME model.
d: LIMITATIONS
Although accurate, E-WBM is a VDM for predicting future vulnerabilities, so the proposed model is uncertain, and still has a lot to be improved. Since it is difficult to obtain a complete dataset, the model that describes the vulnerability discovery process of some software is not accurate enough. For example, the absence of datasets after 2004 may be the main reason for the partial difference between the E-WBM curve and Actual curve trend for Windows 95 and Windows 98. The lack of datasets at the beginning of software release may also be one of the reasons for the unsatisfactory fitting effect of Windows Vista. Different sources of datasets are one of the possible reasons why the fitting of E-WBM for Windows XP fail to attain the anticipated results. Additionally, other factors, such as limited software information and software code sharing, also may affect the experiment results. We plan to overcome this limitation by extending other environment factors to enhance E-WBM's predictive capability.
VII. CONCLUSION
This paper presented E-WBM, an efficient effort-based VDM that uses a Weibull probability distribution function to improve the vulnerability discovery rate algorithm of AME model. We further demonstrated how testing effort parameters and core parameters can be efficiently obtained by performing least squares method on E-WBM model. E-WBM significantly outperformed the state-of-the-art vulnerability discovery model AME and JW in 2 assessment indicators: 1) its curve trend was closer to actual curve than the AME curve and JW curve, and 2) its overall deviation was either equal or less than that of the AME model and JW model. More importantly, E-WBM yields a more stable prediction with a significantly less prediction error than AME. Our work showcases a successful application of Weibull probability distribution function to effort-based VDMs. We believe our results demonstrate the vast potential of leveraging Weibull probability distribution function to perform software vulnerability analysis for vulnerability predicting, vulnerability evaluation, etc. We hope our work will encourage more researchers to explore such directions.
There are several interesting directions for future work. While the focus of our paper was on applying testing effort, it would be worth exploring how to apply, as comprehensively as possible, the multivariate that can characterize multiple factors. Perhaps a combination of multiple external factors could be powerful enough to achieve preeminent prediction accuracy. Also, our datasets are currently agnostic to other application software. We are considering using some form of proxy as the alternatives of relevant variables, which could potentially obtain datasets more expediently. 
