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Abstract
A Distance labeling scheme is a type of localized network representation in which short labels are assigned to the vertices,
allowing one to infer the distance between any two vertices directly from their labels, without using any additional infor-
mation sources. As most applications for network representations in general, and distance labeling schemes in particular,
concern large and dynamically changing networks, it is of interest to focus on distributed dynamic labeling schemes. The
paper considers dynamic weighted trees where the vertices of the trees are ﬁxed but the (positive integral) weights of the
edges may change. The two models considered are the edge-dynamic model, where from time to time some edge changes
its weight by a ﬁxed quanta, and the increasing-dynamic model in which edge weights can only grow. The paper presents
distributed approximate distance labeling schemes for the two dynamic models, which are efﬁcient in terms of the required
label size and communication complexity involved in updating the labels following the weight changes.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In order for a network representation method to be effective in the context of a large and distributed com-
munication network, it must allow users to efﬁciently retrieve useful information about the network. Recently,
a number of studies focused on a localized network representation method based on assigning a (hopefully
short) label to each vertex, allowing one to infer information about any two vertices directly from their la-
bels, without using any additional information sources. Labeling schemes have been developed for a variety
of information types, including vertex adjacency [6,5,17], distance [27,22,16,15,13,19,30,9,24,18], tree routing
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Fig. 1. The label sizes and amortized message complexities of previous dynamic labeling schemes on trees extending some static scheme
, where L() (respectively, M()) is the label size (resp., amortized message complexity) of the given static labeling scheme , and k(n) is
some function.
[12,31], ﬂow and connectivity [21], tree ancestry [1,3,4,20], and various other tree functions, such as center,
least common ancestor, separation level, and Steiner weight of a given subset of vertices [28]. See [14,29] for
general background.
By now, the basic properties of localized labeling schemes for static (ﬁxed topology) networks are reason-
ably well-understood. However, when considering applications such as distributed systems and communication
networks, the typical setting is highly dynamic, namely, the network topology undergoes repeated changes.
Therefore, for a representation scheme to be useful in practice, it should be capable of reﬂecting up-to-date
information in a dynamic setting, which may require occasional updates to the labels. Moreover, the algorithm
for generating and revising the labels must be distributed, in contrast with the sequential and centralized label
assignment algorithms described in the above cited papers.
The study of distributed labeling schemes for the dynamic setting was initiated in [25], which concentrates
on the setting of an unweighted tree where at each step a leaf can be added to or removed from the tree. The
labeling scheme presented therein for distances in this "leaf-dynamic" tree model, has amortized message com-
plexity O(log2 n) per topological event, where n is the size of the tree when the event takes place. The protocol
maintains O(log2 n) bit labels, where n is the current tree size. This label size is known to be optimal even in the
static scenario. A second result of [25] introduces a more general labeling scheme for dynamic trees, based on
extending an existing static tree labeling scheme to a dynamic setting. The approach ﬁts a number of natural
tree functions, such as distance, routing, separation level as well as the nearest common ancestor relation. In
the case of dynamically growing trees, where the only topological event allowed is that a leaf joins the tree, the
resulting dynamic scheme incurs an overhead (over the corresponding static scheme) of O(log n)multiplicative
factor in both the label size and amortized message complexity (the message complexity of a static scheme is the
number of messages used to assign the static labels). If an upper bound nf on the number of vertices is known
in advance, this method can yield a different tradeoff, with O(log n log nf / log log n)multiplicative overhead on
the label size but only an O(log n/ log log nf ) overhead on the amortized message complexity.
A different method for extending static labeling schemes on trees to the dynamic setting was introduced in
[23]. Their method applies for the same class of tree functions as the method of [25]. In the case of dynamically
growing trees, [23] showed how to construct for every function k(x), a dynamic labeling scheme extending a
given static scheme, such that the resulting scheme incurs overheads (over the static scheme) of O(logk(n) n) in
the label size and O(k(n) logk(n) n) in the message complexity.
In the non-restricted leaf-dynamic tree model (where both additions and deletions are allowed) the resulting
dynamic schemes of both [23] and [25] incur also an increased additive overhead in amortized communication,
of O(log2 n) messages per operation. Figure 1 summarizes the complexities of the methods in [23] and [25],
regarding translating static labeling schemes on trees to a dynamic setting.
One key limitation of the setting studied in [25] and [23] is that the links are assumed to be unweighted.
In reality, network distances are often based on link weights. Therefore, operator-initiated or trafﬁc-dictated
changes in these weights affect the resulting distances and subsequently the derived routing and circuit estab-
lishing decisions. In fact, whereas physical topology changes are relatively rare and are usually viewed as a
disruption in the normal operation of the network, link weight changes are signiﬁcantly more frequent and may
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be considered as part of the normal network operation. Subsequently, while it may be conceivable to approach
physical topology changes by an ofﬂine label reorganization algorithm, this is an unreasonable approach when
it comes to link weight changes, and a distributed update mechanism is desirable.
The current papermakes a step towards overcoming this limitation by investigating distance labeling schemes
in dynamic settings involving changing link weights. The ﬁrst model studied is the edge-dynamic model. This
model considers an underlying topology network with positive integer edge weights, where the vertices and
edges of the network are ﬁxed but at each time an edge weight can increase or decrease by a ﬁxed quanta (which
for notational convenience is set to be 1), as long as the weight remains positive. The second model considered
is the increasing-dynamic model which is the edge-dynamic model restricted to events where an edge weight can
only increase by one at each step.
Our algorithms and bounds apply also for larger weight changes, as clearly, a weight change of  > 1 can be
handled, albeit naively, by simulating it as  individual weight changes of 1.
As can easily be shown, any exact distance labeling scheme for either of the models cannot avoid sending
linear number of messages per operation in some worst-case scenarios. We therefore weaken the demands from
the labeling scheme, and only require it to maintain a -approximation of the distances (for  > 1) rather than
exact distances. Such a scheme is referred to as a -approximate distance labeling scheme. Let us note that it
can be shown that if one also allows edges to be given zero weight, then any approximated distance labeling
scheme cannot avoid sending linear number of messages per operation in some worst-case scenarios. To see
this, consider an n-node path P and assume that all edge weights are initially zero. Now, repeatedly raise and
decrease by 1 the weight of the middle edge in P . Clearly, after every such weight change, (n) vertices must
receive a message.
The communication complexity of a -approximate dynamic distance labeling scheme is measured by the
followingmeasures. Themessage (respectively, bit) complexity, is the number ofmessages (resp., bits) used by the
update protocol, in order to update the vertices following the weight changes. In terms of the amount of infor-
mation stored at each vertex, we distinguish between the label L(v) used by each node v to deduce the required
information in response to online queries, and the total storage Memory(v) kept at each node v, used during
the (ofﬂine) updates to the labels and the maintenance operations. For certain applications, it is reasonable to
assume that the label L(v) serves as an internal database, whereas the additional storage in Memory(v) is kept
on some external device. Subsequently, the size of L(v) seems to be a more critical consideration than the total
amount of storage needed for information maintenance. The label size is the maximum number of bits used at
a label L(v) and the memory size is the maximum number of bits used at Memory(v).
Throughout the paper, denote by n the number of vertices in the graph,G = (V ,E). To describe the bounds for
the message complexity, we need the following deﬁnition. For a vertex v in a graph G = 〈V ,E〉, let B(v, d) be the
number of vertices at distance d or less from v. Let the local density of G be deﬁned as(G) = max{B(v, d)/2d |
d  1, v ∈ V }. This graph theoretic parameter is well studies, especially with relation to the bandwidth B(G) of
the graph G (see [10,11,7,8,26]). Speciﬁcally, it is easy to show that (G)  B(G). Previous research suggest the
conjecture that B(G) = O((G) log n). It in known, however, that B(G) = O((G) · Poly log n) ([10]).
Our contribution: For a tree network, we present a -approximate distance labeling scheme in each of the two
models described above. Let W be the maximum weight assigned to an edge in the tree. In both schemes, the
maximum label is bounded by O(log2 n+ log n logW). Using the methods of [15], the label size can be reduced
further. For example, for  > 1 bounded away from one, the label size of our schemes is O(log n log logWn).
We show that for  > 1 bounded away from 1, on scenarios with m weight changes, the total message and bit
complexities of the protocol for the edge-dynamic model are O(m(T) log3 n) and O(m(T) log3 n · log log n),
respectively, where (T) is the local density of the underlying tree T . We also show that for any integer value
1    n, there exists a tree T whose local density satisﬁes (T) = () and that any -approximate distance
labeling scheme in the edge-dynamic model must send (m(T)) messages, in some scenario with m weight
changes. Moreover, we deﬁne a variant of the local density ˜(T), and show that for any underlying tree T , any
-approximate distance labeling scheme in the edge-dynamic model must send (m˜(T)) messages, in some
scenario with m weight changes.
In the increasing-dynamic model, for trees with large local density, the communication complexity can be
further reduced. Speciﬁcally, we show that for this model, on scenarios with m weight changes, the total mes-
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sage and bit complexities are O(m log3 n+ n log2 n logm) and O(m log3 n · log log n+ n log2 n logm · log log n),
respectively.
For the edge-dynamic model, if the underlying network topology is a path, we describe a different -approxi-
mate distance labeling scheme yielding a different tradeoff between the size of the labels and the communication
complexity. For example, for constant  > 1, the scheme uses memory size O(log n logW + log log n) and its
total message and bit complexities are only O(m log2 n) and O(m log2 n log log n), respectively.
The paper is organized as follows. At a very high level, our approximate distance labels for trees use the
separator decomposition technique of [27]. This essentially reduces the problem to dynamic root-distances for
O(log n) roots. In Section 2 we describe the preliminaries. In Section 3 we describe our root-estimates protocols
for the edge-dynamic and for the increasing-dynamic models. These protocols are modiﬁcations of the main
protocol in [25], which itself is amodiﬁcation of themain protocol in [2]. In Section 4we describe how to use these
protocols to obtain dynamic approximate distance labeling schemes for the two dynamic models. In Section 5
we describe our dynamic approximate distance labeling scheme for paths.
2. Preliminaries
Our network model is restricted to tree topologies. We assume that the vertices of the network are ﬁxed
and that the edges of the network are assigned positive integer weights. The network is assumed to be changed
dynamically by weight changes of its edges.
Let T be an n-node tree. For two vertices u and v in T , denote by dω(u, v) the weighted distance between u
and v. For every vertex v, let H(v) denote the height of v, namely, its unweighted (hop) distance from the root.
For every vertex v, let Pv denote the path from the root to v. For any given path P , let |P | denote the number of
edges in P , and let |P |w denote the weighted length of P .
2.1. The edge-dynamic and increasing-dynamic models
In the edge-dynamic model the following events may occur:
1. An edge (u, v) increases its weight by one.
2. An edge (u, v) with weight at least 2 decreases its weight by one.
Subsequent to an event on an edge e = (u, v), its end points u and v are informed of this event. In the increasing-
dynamic model the only event that may occur is that an edge (u, v) increases its weight by one and subsequently
u and v are informed of this event.
2.2. Labeling schemes and approximation labeling schemes
For   1, a static -approximate distance labeling scheme  = 〈M(),D〉 for a family of graphs F is com-
posed of the following components:
1. A marker algorithm M() that given a graph in F , assigns labels to its vertices.
2. A polynomial time decoder algorithm D that given the labels Label(u) and Label(v) of two vertices u and v
in some graph G ∈ F , outputs a distance estimate d˜ω(u, v) satisfying d˜ω(u, v)/  dω(u, v)   · d˜ω(u, v).
An exact static distance labeling scheme is a static 1-approximate distance labeling scheme. For examples of
static distance labeling schemes see [16,27,19,9]. In particular, see [16,27,25,18] for examples of static distance
labeling schemes on trees. Examples for static -approximate distance labeling schemes can be seen in [15].
In this paper we are interested in distributed dynamic networks where each vertex in the graph represents a
processor. This does not affect the deﬁnition of the decoder algorithmof the labeling scheme, since it is performed
locally, but the marker algorithm must be implemented as a distributed dynamic marker protocol.
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The approximate dynamic labeling schemes involve a marker protocol M which initially initializes the net-
work in a preprocessing stage and is then activated after every change in the network topology. The Protocol
M maintains the labels of all vertices in the underlying graph so that the corresponding decoder algorithm will
work correctly.
It is easier to analyze our protocols assuming that the topological changes occur sequentially and are sufﬁ-
ciently spaced so that the update protocol has enough time to complete its operation in response to a given
topological change before the occurrence of the next change. However, our schemes can operate also under
weaker assumptions. Speciﬁcally, after the initial setup, it is allowed for topological changes to occur in rapid
succession or even concurrently. Also, we assume that the communication caused by our update protocol is
asynchronous. However, correctness is only required after the system becomes quiet for sufﬁciently long time
periods. Speciﬁcally, we say that a time t is quiet if all updates (of the relevant update protocol) concerning
the previous topological changes, have occurred by time t. We demand correctness only for quiet times. The
above demand is reasonable, as it can easily be shown that for non-quiet times, we cannot expect any dynamic
-approximate distance labeling scheme to be correct, for any  > 1.
Let  = 〈M(),D〉 be a dynamic -approximate labeling scheme (in either the edge-dynamic or the increas-
ing-dynamic model) for the family of n-node underlying trees. Let T be an n-node (underlying) tree.We refer to a
scenario wheremweight changes have occurred in T as anm-change scenario. We are interested in the following
complexity measures.
• Message complexity. MC(M(), T ,m): the total number of messages sent by M(), in the worst-case m-
change scenario on T .
• Bit complexity. BC(M(), T ,m): the total number of bits sent by M(), in the worst-case m-change scenario
on T .
• Label size. LS(M(), T ,m): the maximum size of a label assigned by M() to a vertex in the worst-case
m-change scenario on T .
• Memory size. MS(M(), T ,m): the maximum number of bits in Memory(v) over all vertices v ∈ T and all
m-change scenarios.
3. Estimating the distance to the root
A key ingredient in our schemes concerns a mechanism for allowing each vertex v to estimate its distance
from the root of the dynamic tree at any given quiet time. In the next section we show how to use this mechanism
to obtain the desired approximate distance labeling schemes.
Let T be a rooted tree. We introduce two root-distance protocols in which each node v ∈ T keeps a -
approximate of dω(v), v’s weighted distance to the root. The ﬁrst root-distance protocol, Rdyn(), is applied to
the edge-dynamic model and the second root-distance protocol, Rinc(), is applied to the increasing-dynamic
model. The complexity bounds of these protocols are expressed in terms of the following quantities. For a vertex
v, let B(v, d) be the number of vertices at distance d or less from a v. Let
(T) = max
{
B(v, d)
2d
| d  1, v ∈ V
}
,
 = 1
 − 1 ,
	 = 1√
 − 1 .
The message complexity of Rdyn() is O(m(T) log2 n) and its bit complexity is O(m(T) log2 n log log n).
For trees with large local density, our protocolRinc() for the increasing-dynamic model, has better commu-
nication complexity. Speciﬁcally, the message and bit complexities of Rinc() are O(m	 log2 n+ n log m log n)
and O(m	 log2 n log log n+ n log m log n log log n), respectively.
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3.1. The root-distance protocol Rdyn() for the edge-dynamic model
Protocol Rdyn() is a modiﬁcation of Protocol WeightWatch of [25] which is a modiﬁcation of the main
algorithm in [2]. In Protocol WeightWatch, each node is required to know an estimated to the number of its
descendants in a dynamically growing tree, i.e., a dynamic tree allowing only leaf insertions. Let us ﬁrst give a
high level description of ProtocolWeightWatch. Each node vmaintains two bins, a “local” bin bl and a “global”
bin bg, storing a varying number of tokens throughout the execution, where each token represents a leaf joining
the tree. Whenever a vertex is added as a child of an existing vertex u, the node u adds a token to its local bin
indicating this event. When a bin gets ﬁlled with tokens, the tokens are disseminated up the tree only to a limited
distance and are then stored in an intermediate global bin of larger size. Thus, the information (regarding new
vertices joining the tree) propagates up the tree in a gradual manner, yielding message complexity O(m log2 n).
An intermediate node uses the messages passing through it in order to estimate the number of its descendants.
The analysis of the approximation is based on bounding the possible overall error made in the way a vertex
v views the number of its descendants. This error corresponds to the number of delayed tokens ‘stuck’ in the
various bins of the subtree hanging at v.
There are two main differences between Protocol WeightWatch and ProtocolRdyn(). The ﬁrst is that Pro-
tocol Rdyn() operates in the edge-dynamic model (and not in a growing tree). In the edge-dynamic model,
since edge weights can both increase and decrease, Protocol Rdyn() uses both ‘positive’ and ‘negative’ to-
kens, where a ‘positive’ (respectively, ‘negative’) token corresponds to a weight increase (resp., decrease). The
second (and more signiﬁcant) difference is that in Protocol Rdyn(), the information (regarding new topolog-
ical events) propagates down the tree (in contrast to Protocol WeightWatch where the information prop-
agates up the tree). In particular, when a bin gets ﬁlled with tokens, these tokens are sent down the tree
and stored in various intermediate global bins. These two differences require only slight modiﬁcations to
the description of Protocol WeightWatch. However, different analysis is required, especially for bounding
the message complexity (see Lemma 3.2.2). We therefore give a full description of Protocol Rdyn() and its
analysis.
General structure
Each node v maintains two bins, a “local” bin bl(v) and a “global” bin bg(v), storing a varying number of
tokens throughout the execution. Intuitively, whenever u learns that the weight of the edge leading to its parent
has changed by 1, a token is created implicitly indicating this information. This token is stored at v’s local bin
bl(v).
Let b be some bin at a node v. In the following discussion, unless it might cause confusion, we do not distin-
guish between a bin and the node holding that bin. For example, the height of the bin b, denoted H(b), is the
height of v, i.e., H(b) = H(v). Also, the distance between two bins is deﬁned as the distance between the nodes
holding them.
The bins of each non-root node v at height H(v), are assigned a level, deﬁned as Level(bg(v)) = max{i |
2i divides H(v)} and Level(bl(v)) = −1.
A bin of level l is referred to as an l-level bin. Note that the level of the bin determines whether it is of type bl
or bg. Therefore, in the following discussion, we omit the subscripts g and l unless it might cause confusion. For
each bin b at node v, and from each path from v to a leaf, the closest bin b′ such that Level(b′) = Level(b)+ 1 is
a supervisor of b. If for some path (from v to a leaf) there is no such bin then the leaf is set to be a supervisor of
b. Note that any bin bmay have several supervisors. (This should be put in contrast to Protocol WeightWatch,
where each bin has at most one supervisor.) The supervisor relation deﬁnes a bin hierarchy. The following
observation is similar to the three properties of Protocol WeightWatch, discussed in [25].
Observation 3.1.
1. The depth of the bin hierarchy is at most log n+ 1.
2. If Level(b(v)) = l then any path from v to a node that holds one of b(v)′s supervisors has at most 3 · 2l nodes.
3. The number of level l bins that lie in nodes on Pv is at most
|Pv|
2l
.
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Proof. The proof of the ﬁrst item is straightforward. Note that the supervisors of a local bin are either the global
bin at the same node or the global bins at its children. The reason is that the supervisors of a local bin bl(v) are
the global bins that belong to descendants of v (possibly v itself) of lowest height, such that their least signiﬁcant
bit (LSB) is 1. Therefore, the second item follows in the case where b(v) is a local bin. Assume now that b is an
l-level global bin. Note that the binary representation of H(b) is (∗, ∗, · · · , ∗, 1, 0, 0, · · · , 0), where the l LSBs are
all 0 and the l+ 1’st LSB is 1. Let b′ be a supervisor of b. Since the level of b′ is l+ 1, the binary representation of
H(b′) is (∗, ∗, · · · , ∗, 1, 0, 0, 0, · · · , 0), where the l+ 1’st LSBs are all 0 and the l+ 2’nd LSB is 1. It follows that if
the l+ 2’nd LSB in the binary representation of H(b) is 0, then the distance between b and b′, is 2l. Otherwise, if
the l+ 2’nd LSB in the binary representation ofH(b) is 0, then the distance between b and b′ is 3 · 2l. The second
item follows. The third item follows from the fact that the distance between any two level l bins that belong to
vertices in Pv is 2l+1, and from the fact that the lowest (closest to the root) l-level bin in Pv, is at height 2l. 
Let 
 = 2log 1(log n+1) 	. The number of tokens stored at each bin b at a given time is denoted (b). The tokens
can be of either positive or negative type so by saying (b) = −x, where x is a positive integer, we mean that b
holds x negative tokens. The capacity of each bin depends on its level. Speciﬁcally, a bin b on Level(b) = l may
store −Cap(l)  (b)  Cap(l) tokens, where Cap(l) = max{
 · 2l, 1}. Intuitively, a level l bin can be thought
of as storing at most Cap(l) “positive” tokens and at most Cap(l) “negative” ones. Positive and negative tokens
cancel each other out, so at any given moment a bin is either empty or it stores tokens of at most one type.
3.1.1. Protocol Rdyn()
1. Initially all bins are empty.
2. Each time a node learns that the edge to its parent has increased (respectively, decreased) its weight by one,
it adds a +1 (resp., −l) token to ﬁll its local bin.
3. Whenever a bin b with (b) = x (positive or negative) tokens gets a signal to add y tokens (where again, y
is either positive or negative) it will now be considered having (b) = x + y tokens.
4. Whenever an l-level bin b at some node v gets ﬁlled with tokens (i.e., it either has Cap(l) positive tokens or
Cap(l) negative tokens), v immediately empties the bin and broadcasts a signal to all its supervisor bins to
add Cap(l) (positive or negative) tokens to their bins. The signal is given by sending l or −l.
In addition, each node v monitors the signals passing through it and estimates dω(v), v’s weighted distance
to the root, in the following way. Each node v keeps a counter d˜ (v), initially set to v′s weighted distance to the
root in the original tree. When a signal of level l with positive (resp. negative) sign reaches v or passes through
it, v adds (resp. subtracts) Cap(l) to d˜ (v). The counter at v used to estimate dω(v) is dapprox(v) = max{p , d˜ (v)},
where p = |Pv| (i.e., p is v’s height).
3.2. Analysis of protocol Rdyn()
3.2.1. Approximation
For a node v, consider the path Pv from the root to v. Deﬁne (Pv), the amount of wasted tokens on Pv, as
the sum of tokens left in the non-empty bins on Pv counted with their appropriate signs (i.e., with positive and
negative tokens canceling each other out). Deﬁne (Pv), the number of wasted tokens on Pv, as the total number
of (either positive or negative) tokens left in the non-empty bins on Pv. More formally,
(Pv) =
∑
b on Pv
(b),
(Pv) =
∑
b on Pv
|(b)|.
Lemma 3.2. At any given quiet time, (Pv) = dω(v)− d˜ (v).
Proof. Initially the lemma is trivially correct. Note that for any scenario of weight changes, the ﬁnal value of
each of the parameters in the above equation, after all updates of Rdyn() are performed, is not affected by the
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order and pace in which the messages ofRdyn() are sent. We may therefore assume that the weight changes are
sufﬁciently spaced so that Protocol Rdyn() has enough time to complete its operation in response to a given
topological change, before the occurrence of the next change.
We use induction on the following events.
1. If an edge on Pv increases (respectively, decreases) its weight by one and as a result a local bin in a node
on Pv gets full with 1 (resp., −l) token then both (Pv) and dω(v) increase by 1 (resp., −l). Therefore the
equation remains valid.
2. If a message of level l with positive sign (resp., negative) is sent from bin b to bin b′ then consider the
following.
• If b and b′ are both at nodes on Pv or b and b′ are both at nodes not on Pv then none of the parameters
of the equation change.
• If b is at a node onPv and b′ is at a node not onPv then v is on the path from b to b′ and the message must
pass through v. Therefore (Pv) decreases (resp., increases) by Cap(l) and d˜ (v) increases (resp., decreases)
by Cap(l) and the equation remains valid. 
Lemma 3.3. For each node v, at any quiet time, dapprox(v)/  dω(v)   · dapprox(v).
Proof. Initially all bins are empty. If the capacity of a bin equals 1, the bin always remains empty since it serves
only as a relay between the node it supervises and its supervisors (i.e., when a token is added to the bin it gets full
and immediately gets empty while sending a signal to its supervisor bins). Therefore, the only bins that might
not be empty are global bins that are supervisors with capacity larger than 1.
Fix v anddenote the length of the pathPv by p (i.e., p is v’s height). By the third item inObservation 3.1, for each
level l, there are atmost p
2l
bins of level l onPv. Fix a level l such thatCap(l) > 1, i.e.,Cap(l) = 
 · 2l. Even if all of
the level l bins inPv are full, we get that the total number of wasted tokens in these bins is at most p2l · 2
l
(log n+1) 
p
(log n+1) . Therefore, thenumberofwasted tokensonPv (onall levels) satisﬁes(Pv)  p . By theprevious lemma,
at any quiet time, |dω(v)− d˜ (v)| = |(Pv)|, and therefore |dω(v)− d˜ (v)| = |(Pv)|  (Pv)  p . In particular,
dω(v)  d˜ (v)+ p . Since dapprox(v) = max{p , d˜ (v)}, we have dω(v)  dapprox(v)(1 + 1/) =  · dapprox(v). On the
other hand, d˜ (v)− dω(v)  p , and since dω(v)  p , we have d˜ (v)  dω(v)(1 + 1/) =  · dω(v). Since p  dω(v),
we have dapprox(v) = max{p , d˜ (v)}   · dω(v). The lemma follows. 
3.2.2. Communication complexities
Lemma 3.4
1. MC(Rdyn(), T ,m) = O(m(T) log2 n)
2. BC(Rdyn(), T ,m) = O(m(T) log2 n log log n).
Proof. We say that a bin b′ affects a bin b if there exists a list of bins b1, b2, · · · , bk s.t. b′ = b1, b = bk , and for
every 1  i < k , bi+1 is a supervisor of bi . The following claim follows from the deﬁnition of the supervisor
relation.
Claim 1. If a bin b′(v′) affects an l-level bin b(v), then the l-level bins affected by b′(v′) are precisely the global
bins that belong to the descendants of v′ at height H(v).
Deﬁne the local ﬁllers of b to be the local bins that affect b. Clearly, the local ﬁllers of a bin b(v) belong to
vertices on Pv, the path from the root to v. Deﬁne the lowest local ﬁller of b, denoted LLF(b), to be the local
ﬁller of b at the lowest height. Note that LLF(b) is also the bin of lowest height affecting b. For ﬁxed l, we now
use the LLF function to deﬁne a partition of the l-level bins into equivalence classes 1,2, · · · as follows. Two
l-level bins b′ and b′′ belong to the same equivalence class if and only if they share the same lowest local ﬁller,
i.e., LLF(b′) = LLF(b′′).
Claim 2. If a bin b′ affects an l-level bin bi ∈ i , then all the l-level bins that b′ affects belong to i.
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Fig. 2. The bins b1, · · · , b4 are the l-level bins in j and the bins b′1, · · · , b′5 are their supervisors. The bins b, a1, a2, a3 are some of the local
bins in i(j) . The local b is the LLF of all the bins in j .
Proof of Claim 2. Assume by way of contradiction that there exist a bin b′ which affects two l-level bins
bi = bi(vi) and bj = bj(vj)where bi ∈ i , bj ∈ j , and i /= j. We ﬁrst show that LLF(bi) affects bj . It follows from
Claim 1 that H(vi) = H(vj). If then follows from the deﬁnition of the LLF function that LLF(bi) belongs to an
ancestor of v′, the node holding b′. Since vj is a descendant of v′, vj is also a descendant of the node holding
LLF(bi). Therefore, by Claim 1, LLF(bi) affects bj . Similarly, LLF(bj) affects bi . It follows that LLF(bi) = LLF(bj)
and therefore i = j. Contradiction. 
Let ϒ be the collection of local bins that affect some l-level bin. For b ∈ ϒ, let Index(b) be the index i such
that the l-level bins that b affect belong to i . By Claim 2, the Index function is well deﬁned. We now use the
Index function to deﬁne a partition of the local bins inϒ into equivalence classes 1,2, . . . as follows. Two local
bins b′ and b′′ in ϒ belong to the same equivalence class i iff Index(b′) = Index(b′′).
Fix some j and consider the l-level bins in j . Let i(j) be the index such that the local bins that affect
the l-level bins in j are the bins in i(j). Note that i(·) is a one-to-one function. Let b be the lowest
local ﬁller that is common to all bins in j . Note that by Claim 1, since all the l-level bins in j are
affected by b, they all belong to nodes at the same height hj . The next claim follows from the second
item in Observation 3.1.
Claim 3. All the bins in j are at distance O(2l) below b.
Let us now bound the number of messages sent by the (l-level) bins in j (due to Step 4 in ProtocolRdyn()).
For a bin b′ ∈ j , let E(b′) be the set of edges on the paths connecting b′ with its l+ 1’st-level supervisors. Note
that if b′ and b′′ are two bins inj , thenE(b′)
⋂
E(b′′) = ∅; the reason is that all the bins inj belong to nodes that
have the same height hj . Moreover, by the second item in Observation 3.1, we have
⋃
b′∈j E(b
′) ⊆ B(b,O(2l)).
See Fig. 2.
Note that whenever a bin b′ ∈ j gets ﬁlled, it sends a signal to all its supervisors, and therefore, the number
of messages it sends is precisely |E(b′)|. It follows that if all the bins in j get ﬁlled precisely once, the number of
messages incurred by them is at most
⋃
b′∈j E(b
′) ⊆ B(b,O(2l)).
Note that the only local ﬁllers that affect the bins in j belong to i(j). Let mj be the number of topo-
logical events occurring in the vertices holding the (local) bins in i(j). We therefore obtain that the num-
ber of times a bin in j gets ﬁlled is at most
mj
Cap(l) . Hence, even if each bin in j gets ﬁlled exactly
mj
Cap(l)
times, the total number of messages incurred by them is bounded by B(b,O(2l)) · mjCap(l)  B(b,O(2l)) ·
(log n+1)
2l−1 · mj = O((T)mj log n). (The ﬁrst inequality follows since Cap(l)  
 · 2l and therefore 1Cap(l) 
(log n+1)
2l−1 ). It follows that the message complexity caused by all level l bins during the weight changes is
bounded by O(
∑
j (T)mj log n) = O((T)m log n) and the ﬁrst part of the lemma follows as there are
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p’(v) p(v)
Fig. 3. The thick path, the dashed paths and the regular paths are the paths taken to S at the ﬁrst, second and third stages of the
decomposition, respectively.
at most log n+ 1 levels. The second part of the lemma follows from the ﬁrst part and from the fact that
all messages use O(log log n) bits. 
Corollary 3.5. For  > 1 bounded away from 1,MC(Rdyn(), T ,m) = O(m(T) log2 n) and BC(Rdyn(), T ,m) =
O(m(T) log2 n · log log n).
Corollary 3.6. Restricted to simple path topologies,MC(Rdyn(), T ,m) = O(m log2 n) and BC(Rdyn(), T ,m) =
O(m log2 n · log log n).
3.3. The root-distance protocol, Rinc(), for the increasing-dynamic model
As Protocol Rdyn(), Protocol Rinc() is designed so that each node v keeps a -approximation to dω(v).
However, Protocol Rinc() is designed to work in the increasing-dynamic model where at each step an edge
weight can only increase by one and indeed achieves better performance. We show that MC(Rinc(), T ,m) =
O(m	 log2 n+ n log n log m).
For a node v, let T(v) be the subtree rooted at v and let tv be the number of vertices in T(v). We say a child
u of v is a heavy child of v if tu  tw for any child w of v. For each non-leaf node v we choose a heavy-child u
(breaking ties arbitrarily) and mark the edge connecting u and v. The non-heavy children of v are referred to as
v’s light children. The notions of light and heavy children are hardly new (e.g., see [25,20,28]). The trees hanging
down from v’s light children are referred to as v′s light-subtrees. The marked edges induce a decomposition of
the tree into a collection S of edge-disjoint paths in the following stages. At the ﬁrst stage, starting at the root,
take into S the longest path that starts at the root and is composed of only marked edges. At the i’th stage, take
into S all the longest paths that start with an unmarked edge emanating from some node on a path taken at the
i − 1’st stage and continue over marked edges.
We say a non-root node v belongs to a path P if the edge from v’s parent to v belongs to P . Therefore each
non-root node v belongs to exactly one path in S; we denote this path by P(v). We denote by P ′(v) the subpath
of P(v) truncated at v (namely, P ′(v) doesn’t include any descendent of v). See Fig. 3 for an illustration of the
decomposition into paths.
The decomposition S has the following property. Each path Pv from the root to v is decomposed into
k  log n edge-disjoint paths P1...Pk (where each Pi is preﬁx of a path in S and Pk = P ′(v)). Moreover, all edges
in Pv are marked except maybe the ﬁrst edges in P1, . . . , Pk . Denote the number of unmarked edges along Pv
by (v).
The following claim is used to show that the protocol Rinc() has only one-side error.
Claim 3.7. When applying Rdyn() in the increasing model, at any quiet time, we get dapprox(v)  dω(v) for each
node v.
Proof. The claim follows from Lemma 3.2 and from the fact that in the increasing model (Pv)  0 at any given
time. 
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Protocol Rinc()
Each node v simultaneously participates in two protocols. The ﬁrst, R1, is the protocol Rdyn(
√
) restricted
to the path P(v). The second protocol, R2, monitors the behavior of d˜v, where d˜v is the approximated weighted
distance from v to the root of P(v) maintained by R1. Each time d˜v increases by a multiplicative factor of
√
,
v broadcasts a signal to all the vertices in its light subtrees. This signal is given by sending (v), the number of
unmarked edges on the path Pv from the root to v.
Each node v monitors the R1 and R2 signals passing through it and estimates dω(v) in the following way.
Decompose the path from the root to v into P1, . . . , Pk as before. (Recall that Pk is P ′(v)). The node v keeps
counters d1, . . . , dk for approximating |P1|ω, . . . , |Pk |ω, respectively, as follows. For each 1  i  k − 1, denote by
ui the bottom node of Pi , and denote by |Pi|ω0 the initial weighted length of Pi .
1. Initially di = |Pi|ω0 for each i.
2. The counter dk = d˜v is maintained by R1.
3. Each time v gets an R2 signal from ui , it raises di by a multiplicative factor of
√
.
4. At all times, let dapprox(v) =∑ di .
Lemma 3.8. At all quiet times, dapprox(v)  dω(v)   · dapprox(v) and therefore Rinc guarantees that each node v
maintains a -approximation to dω(v).
Proof. It sufﬁces to show that at any quiet time, di  |Pi|ω   · di for each i. Initially, the condition is
satisﬁed since initially di = |Pi|ω0 . Fix a quiet time t and ﬁx 1  i  k − 1. At time t we have, d˜ui  |Pi|ω √
 · d˜ui , since by Lemma 3.3, |Pi|ω 
√
 · d˜ui , and by Claim 3.7, d˜ui  |Pi|ω . If, at some time before t, this
approximation increases by a multiplicative factor of
√
, then by time t, the node v will know about it,
since v belongs to ui’s light subtrees. Therefore, if by time t, v gets q signals from ui (sent by Protocol
R2), then
di = |Pi|ω0 · q/2  d˜ui  |Pi|ω 
√
 · d˜ui 
√
 · |Pi|ω0 · (q+1)/2 =  · di.
Together with the fact that at any quiet time, dk is a
√
-approximate to |Pk |ω as guaranteed byR1, the lemma
follows. 
Lemma 3.9
1. MC(Rinc(), T ,m) = O(m	 log2 n+ n log n log m)
2. BC(Rinc(), T ,m) = O(m	 log2 n · log log n+ n log n log m · log log n)
Proof. Note that Protocol R1 invokes Protocol Rdyn with parameter
√
 on disjoint paths. Therefore, by
Lemma 3.2.2 applied to each one of the paths, we get MC(R1, T ,m) = O(m	 log2 n). We now show that
MC(R2, T ,m) = O(n log n log m). For an integer 0  i  log n, let Vi = {v | (v) = i}. For v ∈ Vi , denote by
Tl(v) the subtree of T(v) that contains precisely v and its light subtrees. The proofs of the following observations
are straightforward.
1. The R2 communication incurred by v ﬂows only on Tl(v).
2. The number of times v broadcasts a message on Tl(v) isO(log m). The reason is that v broadcasts a message
on Tl(v) when d˜v increases by a multiplicative factor of
√
 and this can only happen O(log m) times in the
increasing model.
3. For every v and u in Vi , the trees Tl(v) and Tl(u) are disjoint.
The R2 message complexity incurred by the nodes of Vi is therefore bounded by O(n log m) and as there are
at most log n + 1 such sets, MC(R2, T ,m) = O(n log n log m) which proves the ﬁrst part of the lemma. The
second part of the lemma follows from the fact that all messages are of O(log log n) bits. 
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4. Dynamic labeling schemes for distance in trees
Given the edge-dynamic or the increasing-dynamic model, we now show how to use a root-distance proto-
col (speciﬁcally, Rdyn() for the edge-dynamic model or Rinc() for the increasing-dynamic model) to give a
dynamic labeling scheme for distances. We use similar ideas to the ones appearing in [15,27].
Informally, we recursively decompose the given tree into subtrees using separators. In this recursive par-
titioning, each vertex belongs to O(log n) subtrees, one for each level of the recursion. The mechanism for
estimating the distance to the root is applied separately to each of the decomposed subtrees. Therefore, each
vertex v participates in O(log n) such protocols, each corresponding to a subtree that v belongs to. This enables
v to maintain estimates to the distances between v and the roots of these subtrees. These distance estimates
are then encoded in v’s label. It so happens that the distance between any two nodes in the dynamic tree can
be retrieved from their corresponding lists of estimates, which are encoded in their labels. Let us note that
if such a decomposition can be efﬁciently maintained in a more general dynamic model (such as one which
allows also leaf insertions and leaf deletions), then probably our results could be extended to such a dynamic
model.
4.1. Deﬁnitions
Given a tree T , a separator is a vertex v whose removal breaks T into disconnected subtrees of at most n/2
vertices each. It is a well-known fact that every n-vertex tree T has a separator. As described in [27], one can
recursively partition the tree by separators, as follows. At the ﬁrst stage, we choose some vertex v in T to be the
level-1 separator of T . By removing v, T breaks into disconnected subtrees T1, T2, . . . , Tq, each of size at most
n/2. Each such subtree is decomposed recursively by choosing some vertex to be a level-2 separator, etc. It is
easy to show that the number of levels in the recursion is O(log n). The subtrees chosen at the l’th level of the
recursion are referred to as level l subtrees. Note that for each l, the level l subtrees are edge-disjoint but the
entire collection contains overlapping trees. For a vertex v, let l(v) denote the level on which v was selected as a
separator. For every vertex v and every level 1  l  l(v), vertex v belongs to a unique level l subtree, denoted
Tl(v). For convenience, whenever a subtree T ′ on some level of this recursive partition is split into subtrees
T1, T2, · · · , Tq by removing a separator node v from T ′, we formally deﬁne each of these subtrees Ti to include
v as its root. For a vertex v and a level l, denote by sl(v) the root of Tl(v), which is, as explained above, the
level-l separator that deﬁned Tl(v). Deﬁne the separator tree T sep to be the tree rooted at the level-1 separator
of T , with the level-2 separators as its children, and generally, with each level-j + 1 separator as the child of the
level-j separator above it in the decomposition. Deﬁne the level-j separator of v to be the ancestor of v in T sep at
height j.
4.2. The scheme () = 〈M(),D()〉
The following discussion applies to bothmodelswithR, their appropriate root-distance protocol (speciﬁcally,
Rdyn() for the edge-dynamic model and Rinc() for the increasing model).
4.2.1. The marker M()
Initially, during the preprocessing stage, each vertex v is assigned a unique identity id(v) which is encoded
using O(log n) bits. Then, simultaneously for each level l, the marker protocol M() invokes R separately
on each level l subtree. The root of such a tree is the appropriate level-l separator. Thus, for each level
l, each vertex v keeps a -approximation d˜ (v, l) for dω(v, sl(v)). Fix a vertex v. The label of v, denote
Label(v), consists of two sublabels, namely, the separator sublabel Sep(v) and the distance sublabel Dist(v).
The separator sublabel Sep(v) is assigned at the preprocessing stage and consists of the list of ancestors
of v in T sep , i.e., Sep(v) = 〈id(s1(v)), id(s2(v)) . . . id(sl(v)(v))〉, where sj(v) is the level-j separator of v. The
distance sublabel Dist(v) is the list of v’s estimated distances to each of these separators, i.e., Dist(v) =
〈d˜ (v, 1), d˜ (v, 2) . . . d˜ (v, l(v))〉.
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4.2.2. The decoder D()
Algorithm D() gets as input the labels Label(u) and Label(v) of two vertices u and v. The decoder D()
scans the lists of the separator sublabels Sep(u) and Sep(v) from left to right looking for the last index i such
that si(v) = si(u). IIt then returns D()(Label(u),Label(v)) = d˜ (u, i)+ d˜ (v, i).
4.3. Correctness and analysis
4.3.1. Correctness
Lemma 4.1. The decoder D yields a -approximation to the weighted distance, i.e.,
1. dω(u, v)/  D()(Label(u),Label(v))   · dω(u, v) in the edge-dynamic model,
2. D()(Label(u),Label(v))  dω(u, v)   · D()(Label(u),Label(v)) in the increasing-dynamic model.
Proof. The last (from left to right) index i such that s = si(v) = si(u), is the last separator common to both u
and v. Therefore, the path connecting u and v must pass through s and therefore dω(u, v) = dω(u, s)+ dω(v, s).
The ﬁrst part of the lemma follows since by Lemma 3.3, dω(u, s)/  d˜ (u, s)  dω(u, s) and dω(s, v)/ 
d˜ (s, v)  dω(s, v) in the edge-dynamic model. The second part of the lemma follows since by Lemma 3.8,
d˜ (u, s)  dω(u, s)  d˜(u, s) and d˜ (s, v)  dω(s, v)  d˜(s, v) in the increasing-dynamic model. 
4.3.2. Communication complexities
Lemma 4.2
1. For the edge-dynamic model, MC(M(), T ,m) = O(m(T) log3 n) and
BC(M(), T ,m) = O(m(T) log3 n · log log n)
2. For the increasing-dynamicmodel,MC(M(), T ,m) = O(m	 log3 n+ n log2 n log m)andBC(M(), T ,m) =
O((m	 log3 n+ n log2 n log m) · log log n).
Proof. Given one of the above models, letR be the root-distance protocol for that model. Fix l and let T1, T2, . . .
be the level l subtrees. These subtrees are edge-disjoint andR is performed on each of them separately. Therefore,
by Lemmas 3.2.2 and 3.3, the message complexity of M() on all the level l subtrees together is bounded by
O(m(T) log2 n) in the edge-dynamic model and by O(m	 log2 n+ n log n log m) in the increasing-dynamic
model. The lemma follows since there are at most log n+ 1 levels and since all messages use O(log log n)
bits. 
4.3.3. Memory size
Lemma 4.3.LetW be themaximumweight given to an edge.Then, for the edge-dynamicmodel,MS(Mdyn(), T ,m)
= O(log2 n+ log n logW), and for the increasing-dynamic model,MS(Minc(), T ,m) = O(log2 n logW)
Proof. For each v, we have l(v) = O(log n) and therefore the number of elements in the lists Sep(v) and Dist(v)
is O(log n). The number of bits in each element in Sep(v) is bounded by O(log n), and the number of bits in
each element in Dist(v) is bounded by O(log(nW)) = O(log n+ logW). Therefore, the number of bits in the
label given by either Mdyn (for the edge-dynamic model) or by Minc (for the increasing-dynamic model) is
O(log2 n+ log n logW). Protocol Rdyn() uses one counter of size O(logW) and Protocol Rinc() uses O(log n)
counters, each of sizeO(logW). Since, in the corresponding marker protocol, each vertex participates inO(log n)
root-distance protocols, the lemma follows. 
4.3.4. Label size
As mentioned in the proof of the above lemma, the label size ofM() (for either one our dynamic models) is
O(log2 n+ log n logW). We now show that this upper bound for the label size can be further reduced. Recall that
for each vertex v, the separator sublabel Sep(v) contains the list of identiﬁers of v’s ancestors in T sep . In Section
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2.2 of [15], they show that one can choose unique identiﬁers to the vertices so that, for each vertex v, the size
of its separator sublabel Sep(v) is O(log n). Thus, using their method in the preprocessing stage, we obtain that
the size of the separator sublabels is O(log n). In [15] they also show that the elements in the distance sublabels
Dist(v) can be transformed into shorter elements, such that an approximation to the original elements can be
extracted from the shorter ones. Let L˜(v) denote the separator sublabel Sep(v) together with the list of such
shorter elements. Going along the same lines as in Section 2.2 of [15], it turns out that for any two vertices v
and u, our decoder, applied on L˜(v) and L˜(u) (instead of Label(v) and Label(u)), yields a good approximation to
D(Label(v),Label(u)), which is a -approximation to dω(v, u). Speciﬁcally, let us now rephrase some deﬁnitions
and results from [15], using our terminology.
A pair of integer functions 〈,ϕ〉 is an s-estimator of {1, 2, · · · ,M } if  : {1, 2, · · · ,M } → {1, 2, · · · , 2} (where
typically, 2 << M), ϕ : {1, 2, · · · , 2} → {1, 2, · · ·}, and for every x ∈ {1, 2, · · · ,M }, we have x  ϕ((x))  s · x.
Intuitively,  is a function ‘compacting’ x and ϕ is a function attempting to ‘reconstruct’ x from (x). The size
of the estimator is .
Lemma 4.4. For every k , and every q ∈ {1, 2, · · · , k}, there exists a (1 + 12q )-estimator of {1, 2, · · · , 2k} of size  =
q+ log(k − q+ 1).
Lemma 4.5. Let  be the size of an s-estimator of {1, 2, · · · , nW }. One can transform each label Label(v) (given by
our marker M to vertex v) into L˜(v), such that the following holds.
(1) For each vertex v, the number of bits in L˜(v) is bounded from above by  log n+ O(log n),
(2)D(L˜(v), L˜(u)) is an s-approximation to D(Label(v),Label(u)).
In particular, for constant > 1, set k = log(Wn) and let q be some constant integer such that q ∈ {1, 2, · · · , k}
and 1 + 12q 
√
. We obtain the following.
Corollary 4.6. For constant  > 1, one can transform each label Label(v) into L˜(v), such that the following holds.
(1) For each vertex v, the number of bits in L˜(v) is bounded from above by O(log n log log(Wn)),
(2)D(L˜(v), L˜(u)) is an √-approximation to D(Label(v),Label(u)).
For constant  > 1, let ′() = 〈M′(),D′()〉 be the dynamic √-approximate distance labeling scheme
(
√
). Note that ′() has the same asymptotic communication complexities and memory size as ().
The following corollary follows, by applying the above mentioned method for compacting the labels given
by M′().
Corollary 4.7. For constant  > 1, LS(M′(), T ,m) = O(log n log log(Wn)).
By combining Lemmas 4.1, 4.3.2, 4.3, and Corollary 4.7, we obtain the following theorems.
Theorem 4.8. For the edge-dynamic model, there exists a dynamic -approximate distance labeling scheme () =
〈M,D〉 with the following complexities.
• MC(M, T ,m) = O(m(T) log3 n),
• BC(M, T ,m) = O(m(T) log3 n · log log n),
• LS(M, T ,m) = MS(M, T ,m) = O(log2 n+ log n logW),
• For constant  > 1, LS(M, T ,m) = O(log n log log(Wn)).
Theorem 4.9. For the increasing-dynamic model, there exists a dynamic -approximate distance labeling scheme
() = 〈M,D〉 with the following complexities.
• MC(M, T ,m) = O(m	 log3 n+ n log2 n log m),
• BC(M, T ,m) = O((m	 log3 n+ n log2 n log m) · log log n),
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• LS(M, T ,m) = O(log2 n+ log n logW),
• For constant  > 1, LS(M, T ,m) = O(log n log log(Wn)),
• MS(M, T ,m) = O(log2 n logW).
4.4. Lower bounds for message complexity
Nextwe establish simple lower bounds on themessage complexity of-approximate distance labeling schemes
in the edge-dynamic model. Our lower bounds apply also for the weaker dynamic model, which assumes that
each topological event may occur only at quiet times.
Let T be a rooted tree and let () = 〈M(),D()〉 be a -approximate distance labeling scheme for T oper-
ating in the edge-dynamic model. Depicting the tree with the root at the top, let Bdown(e, d) be the number of
vertices at distance d or less below an endpoint of the edge e. Let Bup (e, d) = B(e, d)− Bdown(e, d). Let
B˜(e, d) = min{Bup (e, d),Bdown(e, d)},
˜ = max
{
B˜(e, d)
d
| d  1, e ∈ E
}
.
Lemma 4.10. For constant  > 1,MC(M(), T ,m) = (m˜).
Proof. Let e and d be the parameters maximizing ˜. Assume that each weight change occurs only at quiet times
and consider the following scenario. Initially all the edge-weights of T are set to 1. At the ﬁrst stage, e’s weight,
ω(e), is raised to be (2d + 1) · 2. At the second stage, ω(e) is reduced from (2d + 1) · 2 back to 1. These two
stages are now executed repeatedly.
We claim that at each stage of each two-stage cycle, at least B˜(e, d) messages must be sent by the marker
protocol M(). This is because otherwise there must exist a pair of vertices, u and v, on different sides of e and
both at distance at most d from an endpoint of e, that did not receive any message during that stage. Therefore,
their labels have not changed from the previous stage, contradicting the fact that these labels must maintain a
-approximate to dω(u, v) at all quiet times. This establishes the lemma. 
Note that for any integer value 1    n, there exists a tree T whose local density satisﬁes(T) = ( ˜(T)) =
(). We therefore get the following corollary.
Corollary 4.11. For any value 1    n, let T be a tree with local density (T) = (). For any constant  > 1,
let () = 〈M(),D()〉 be a -approximate distance labeling scheme for T in the edge-dynamic model. We
have,MC(M(), T ,m) = (m(T)).
5. A different labeling scheme πpath(β) for paths
Consider the edge-dynamic model restricted to paths. We show a compact -approximation labeling scheme
for this model with only O(m log2 n) message complexity. Let P be an n-node path. Consider the root-dis-
tance protocol Rdyn() for the edge-dynamic model on the P . In this model each node v monitors the mes-
sages passing through it and uses them to estimate its distance to the root. In Mdyn(), this is applied to all
of v’s separators and thus causes an overhead of log n on the message and bit complexities of Rdyn(). Let
′ = () be some value to be deﬁned later. In the improved labeling scheme, path() = 〈Mpath(),Dpath()〉,
the messages of marker Mpath() are the same messages of Protocol Rdyn(′) applied on the whole path
(and not separately for all the separators). Therefore, by Corollary 3.6, the message complexity of Mpath()
is O(m log2 n).
First note that one cannot simply label the vertices with the same labels given by the root-estimate protocol
and then, given the labels of v and u, output the difference between dapprox(v) and dapprox(u), the corresponding
estimated distances to the root. The reason is that though dapprox(v) and dapprox(u) are good estimates for dω(v)
and dω(u), respectively, the difference between them may not be a good estimate to dω(v, u).
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Recall that in Step 4 of Protocol Rdyn(′), whenever an l-level bin b gets ﬁlled with positive (respectively,
negative) tokens, b sends the signal l (resp., −l) to its supervisors (in the case of a path, only one supervisor).
We consider the signal l as a positive l-signal and the signal −l as a negative l-signal. In this section, whenever
counting either tokens, weight changes or signals, we assume that the counting is made with the appropriate
signs, i.e., positive and negative cancel each other out.
Let us ﬁrst give an informal description of the scheme path(). By monitoring the messages of Mpath(), for
each level l, every vertex v encodes in its label the number of times it has received an l-signal. In addition, v’s
label also contains its height and its initial weighted distance to the root.
Let m′ be the amount of weight changes occurring in the edges of the subpath I = [u, v]. Given the labels of
two vertices v and u, the decoder can easily extract the initial weighted distance Hω0 and the initial unweighted
distance |I | between the vertices. Our goal is to estimate the weighted distance between v and u, i.e., Hω0 + m′.
Assumewithout loss of generality that u is closer to the root than v. For a vertexw, letC(w) denote the amount of
tokens passing through w. It can be shown that at any quiet time, C(u)+ m′ = C(v)+ , where  is the amount
of tokens stuck in bins of the subpath I . Let us note that the decoder cannot simply output Hω0 + C(v)− C(u),
since this may not be a good approximation to Hω0 + m′. The reason is that  may be very large in comparison
to Hω0 + m′ (the subpath I may contain a large bin with many tokens in it, tokens which do not correspond
to weight changes occurring in I ). For a vertex w and a level j, deﬁne Cj(w) to be the amount of tokens com-
ing from bins of level at most j and passing through w. Clearly, Cj(w) can be extracted from w’s label. It
turns out that there exists some k (which roughly equals log |I |), such that max{Hω0 + Ck(v)− Ck(u), |I |} is,
in fact, a good approximation to Hω0 + m′. We now describe the scheme path() = 〈Mpath(),Dpath()〉 more
formally.
Let I = [u, v] denote the subpath connecting u and v, and let (u, v] denote the subpath connecting v and u’s
child, i.e., (u, v] = [u, v] \ {u}. Let
 = 4.5, ′ =  − 1 + 

, and ′ = 1
′ − 1 .
Note that ′ = 1′−1 = −1 = . As mentioned before, the messages of markerMpath() are the messages of
Protocol Rdyn(′) applied on the whole path (and not separately for all the separators). Therefore, by Lemma
3.2.2 and by the fact that ′ = (), we obtain the following lemma.
Lemma 5.1. MC(Mpath(), P ,m) = O(m log2 n) and
BC(Mpath(), P ,m) = O(m log2 n · log log n)
5.1. The label structure
We say that a signal passes through a vertex v if v receives this signal and this signal was originated
at a vertex above v (including, in particular, v itself) and destinated to a vertex strictly below v. For each
vertex v and level l, v keeps the counter cl(v) which is the number of l-signals passing through v. (Recall
that the counting is done with the appropriate signs, i.e., positive and negative l-signals cancel each other
out).
For each vertex v, let H(v) denote the height of v in P and let Hω0 (v) denote the initial weighted distance
between v and the root. Let q be the depth of the bin hierarchy. Recall that by the ﬁrst item in Observation 3.1,
we have q = O(log n). The label of a vertex v is
Label(v) = (H(v),Hω0 (v), c−1(v), c0(v), c1(v) · · · , cq(v)).
5.2. The decoder
Given Label(v) and Label(u), the decoder algorithm estimates the weighted distance between u and v in the
following manner. Without loss of generality assume H(v) > H(u), i.e., u is closer to the root. Note that the
unweighted distance between v and u is simply |I | = H(v)− H(u). This value, therefore, can easily be extracted
from the corresponding labels. Let j = 1 + log |I |	. Note that for any level l, the distance between an l-level
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bin b and the closest l′-level bin, where l′ > l, is at least 2l. Therefore, there must exist some k ∈ {j, j + 1}
such that, there does not exist a (k + 1)-level bin in I . Note that given the labels Label(v) and Label(u), the
decoder can ﬁnd such k , by looking at the heights of v and u. Let k is the amount of tokens stuck in bins
in (u, v] of level at most k . Formally, let K(I) = {b | b ∈ (u, v] and b is an l-level bin, where l  k}, and let k =∑
b∈K(I) (b).
For a vertex w and a level l, let Cl(w) =∑li=−1 ci(w) · Cap(i). The value Cl(w) informally denotes the amount
of tokens corresponding to messages passing through w which were originated at a level at most l. Let Hω0 =
Hω0 (v)− Hω0 (u), i.e., Hω0 is the initial weighted distance between u and v. Let d˜ (v, u) = Hω0 + Ck(v)− Ck(u). The
decoder outputs Dpath(Label(v),Label(u)) = max{d˜ (v, u), |I |}.
5.3. Analysis and correctness
5.3.1. Correctness
Let us now show that path() = 〈Mpath(),Dpath()〉 is indeed a dynamic -approximate distance labeling
scheme on paths. We begin with the following lemma.
Lemma 5.2. For k as deﬁned above, the equation Ck(v)− Ck(u)  m′ − k holds at all quiet times.
Proof. Initially the lemma is trivially correct. Note that for any scenario of weight changes, the ﬁnal value of
each of the parameters in the above equation, after all updates ofMpath() are performed, is not affected by the
order and pace in which the messages of Mpath() are sent. We may therefore assume that the weight changes
are sufﬁciently spaced so that the marker Mpath() has enough time to complete its operation in response to a
given topological change, before the occurrence of the next change.
We use induction on the following events.
1. Assume that the value m′ increases (respectively, decreases) by one because an edge (w, z) in the subpath
I = [u, v] has increased (resp., decreased) its weight by one. Assume without loss of generality thatw is above
z. Then the local bin at z gets full with a positive (resp., negative) token and therefore the value of m′ − k
remains the same. The equation remains valid since clearly, the values of both Ck(v) and Ck(u) remain the
same.
2. Assume that some l-level bin b gets full with tokens and a signal from that bin travels from b to b′, b’s
supervisor. Note that the value of m′ remains the same. Consider the following cases.
• Assume l  k + 1. Clearly, none of the equation’s parameters change. In the following cases we assume
l  k .
• Assume b′ is above u (including, in particular, u itself) or b is strictly below v. Again this event doesn’t
inﬂuence any of the equation’s parameters.
• Assume both b and b′ are in (u, v]. In this case, the signal does not pass through either u or v, therefore,
the value of both Ck(v) and Ck(u) remain the same. Since the distance between b and its supervisor b′ is
at least 2l we get that 2l  H(v)− H(u) and therefore l  log(H(v)− H(u)) < k . Thus, the level of the
supervisor b′ is at most k . Therefore, since both b and b′ are in (u, v], the value of k doesn’t change as
well.
• Assume b is above u (including u) and b′ is strictly below v then Ck(v) and Ck(u) get even and the value
of k remains the same.
• Assume b is above u (including u) and b′ is in (u, v]. In this case, by the way k is deﬁned, the supervisor b′
must be of level at most k (since there is no (k + 1)-level bin in I ). It therefore follows that k and Ck(u)
get even and clearly, the value of Ck(v) remains the same.
• Assume b is in (u, v] and b′ is strictly below v. In this case, k and Ck(v) get even and clearly, the value of
Ck(u) remains the same. 
We now show that given the labels of two vertices v and u, the output of the decoder yields a -approximation
to dω(v, u).
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Lemma 5.3. At any quiet time, given the labels Label(v) and Label(u) (assigned by Mpath() to the vertices v and
u), the decoder D = Dpath() satisﬁes
dω(v, u)/  D(Label(v),Label(u))  dω(v, u) · .
Proof.Fix somequiet time.Assumewithout loss of generality thatu is closer to the root than v.GivenLabel(v)and
Label(u), the decoder D(Label(v),Label(u)) outputs D(Label(v),Label(u)) = max{d˜ (v, u), |I |}, where d˜ (v, u) =
Hω0 + Ck(v)− Ck(u).
Letm′ be the number of weight changes occurring in the edges of I , then dω(v, u) = Hω0 + m′. By the previous
lemma, |d˜ (v, u)− dω(v, u)|  |k |. Let us ﬁrst bound the value of |k |. Note that for every level l, the distance
between any two l level bin is at least 2l+1. Therefore, the number of l-level bins in I is at most 1 + |I |/2l+1. It
follows that |k | ∑kl=−1(1 + |I |/2l) · Cap(l). Note that k  log |I | + 2, therefore, 1  8|I |2k+1 . Consequently, for
l  k , we have 1 + |I |/2l+1  9|I |
2l+1 = |I |2l . Therefore,
|k | 
k∑
l=−1
|I |
2l
· Cap(l)  |I |k
′(log n+ 1) =
|I |k
(log n+ 1) 
|I |

.
Consequently, d˜ (v, u)  dω(v, u)+ |I | . Therefore, since |I |  dω(v, u), we obtain d˜ (v, u)  dω(v, u)(1 + 1/) =
dω(v, u) · . Therefore D(Label(v),Label(u)) = max{d˜ (v, u), |I |}   · dω(v, u). On the other hand, we have
dω(v, u)  d˜ (v, u)+ |I |  max{d˜ (v, u), |I |} · (1 + 1) =  · D(Label(v),Label(u)). The lemma follows. 
5.3.2. Memory size and label size
Let us now bound the memory size of path−dym(). Clearly, all upper bounds for the memory size apply also
for the label size.
In this subsection we ﬁx a time t (not necessarily quiet). All the followings statements hold for time t. Recall
that each vertex v keeps the values H(v) and Hω0 (v) as well as O(log n) counters of the form ci(v). Note that
H(v) and Hω0 (v) can be encoded using O(log(nW)) = O(log n+ logW) bits. Note also that at time t, the number
of weight changes that have occurred in an edge (counted with the appropriate signs) is O(W). Moreover, at
time t, for a ﬁxed edge e and a counter ci(v), the number of weight changes that have occurred in e, and cor-
respond to i-signals passing through v, is also O(W). Therefore, at time t, the total number of weight changes
that correspond to i-signals passing through v is O(nW). It follows that each counter ci(v) can be encoded using
O(log nW) = O(log n+ logW) bits. We therefore get the following lemma.
Lemma 5.4. MS(Mpath(), P ,m) = O(log n logW + log2 n).
We now show that each counter ci(v) can be encoded using O(logW + log log n+ log ), and therefore, for
small , the above upper bound for thememory size (which also applies for the label size) can be further reduced.
In particular, for constant  > 1, we obtain that the memory size is O(log n logW + log n log log n).
We begin with the following observation which follows from the deﬁnition of a supervisor.
Observation 5.5. Let b′ be a global bin of level l. Then b′ is the supervisor of at most two (l− 1)-level bins.
Claim 5.6. Let b′ be an l-level global bin and let b1 and b2 be the (l− 1)-level bins who’s supervisor is b′ (if b′
supervises only one bin, then b1 = b2).
1. In the case where l is such that Cap(l) > 1, if b′ got ﬁlled  times then either b1 or b2 got ﬁlled at least  times.
2. In the case where l is such that Cap(l) = 1, if b′ got ﬁlled  times then either b1 or b2 got ﬁlled at least /2 times.
Proof. Let 1 (respectively, 2) be the number of times b1 (resp., b2) got ﬁlled. Note that if Cap(l) > 1, then
Cap(l) = 2 · Cap(l− 1). Therefore, if Cap(l) > 1, then   (1 + 2)/2, and the ﬁrst part of the claim follows. If
Cap(l) = 1 then Cap(l− 1) = 1 and   1 + 2, and the second part of the claim follows. 
Corollary 5.7. Let b′ be a global bin of level l and let  be the number of times b′ got ﬁlled. Then there exists a local
bin bl such that bl got ﬁlled (  log n ) times.
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Proof. Let l1 be the smallest level such that Cap(l) > 1. We have l1 = log( log n)+ O(1). If l  l1 then by the
ﬁrst part of the previous claim, there exists an (l1 − 1)-level bin that got ﬁlled  times. We therefore may assume
that l is such that Cap(l) = 1. The corollary therefore follows from the second part of the previous claim. 
Corollary 5.8. Let max be the maximum times some bin got ﬁlled, then there exists a local bin bl such that bl got
ﬁlled 
(
max
 log n
)
times.
Lemma 5.9
1. For  > 1, MS(Mpath(), P ,m) = O(log n · (logW + log log n+ log )),
2. For constant  > 1, MS(Mpath(), P ,m) = O(log n logW + log n log log n).
Proof. Let max be the maximum times some bin got ﬁlled. Since the number of times a local bin got ﬁlled
is at most O(W), we have max
 log n = O(W) and therefore, by the previous corollary, max = O(W log n). Conse-
quently, since each vertex v receives l-signals from at most two l level bins, we obtain that each counter ci(v) can
be encoded using O(log(W log n)) = O(logW + log log n+ log ) bits. The ﬁrst part of the lemma therefore
follows since each vertex v holds O(log n) counters. The second part of the lemma follows from the ﬁrst part.

By Lemmas 5.1, 5.3, 5.4 and 5.3.2, we obtain the following theorem.
Theorem 5.10. path() = 〈Mpath(),Dpath()〉 is a dynamic -approximate distance labeling scheme on paths with
the following complexities.
1. MC(Mpath(), P ,m) = O(m log2 n),
2. BC(Mpath(), P ,m) = O(m log2 n · log log n),
3. MS(Mpath(), P ,m) = O(min{log n · (logW + log log n+ log ), log n logW + log2 n}),
4. For constant  > 1, MS(Mpath(), P ,m) = O(log n logW + log n log log n).
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