Current polysomnography-validated measures of sleep status from wrist-worn accelerometers cannot be used in fully automated analysis as they rely on self-reported sleep-onset and -end (sleep-boundary) information. We set out to develop an automated, data-driven approach to sleep-boundary detection from wrist-worn accelerometer data.
Introduction 1
Alterations in sleep duration and changes in sleep-wake timing are associated with a 2 wide range of negative health outcomes, including an increased risk of type 2 diabetes 3 and cardiovascular outcomes [1] [2] [3] as well as increased incidence of psychiatric 4 disorders [4] . However, evidence often relies on self-reported sleep information, which 5 may be unreliable and affected by measurement errors due to memory bias [5] . As a 6 result, many studies now use wrist-worn accelerometers in an attempt to objectively 7 measure sleep durations [6, 7] . Publicly available sleep detection methods developed for 8 wrist-worn accelerometers include the idleness-detecting method by Borazio et al [8] 9 and the angular-movement based method by van Hees et al [6] . Methods such as these 10 have traditionally been developed in a laboratory environment and tested against the 11 gold standard for objective sleep analysis, polysomnography.
12 13 However, current polysomnography-validated measures of sleep status from 14 wrist-worn accelerometers cannot be used in fully automated analysis as they rely on 15 self-reported sleep-onset and -end (sleep-boundary) information [6] . This information is 16 typically collected through means of a sleep diary [6] or through a button on the 17 accelerometer which participants can press as they go to bed and wake up [5] . As a 18 result it is not feasible to collected self-reported sleep-boundary times for all 19 participants in large scale studies, such as the UK Biobank [7] , and therefore a need 20 exists for an automated way to extract sleep-onset and wake up times.
22
In this paper we set out to develop a fully-automated method for sleep-boundary 23 detection from wrist-worn accelerometer data. We also set out to assess its performance 24 in free-living scenarios in healthy UK adults aged 60-80. 25 Materials and methods 26 
Study Population

27
Accelerometer recordings and self-reported sleep-boundary data were collected as part 28 of a Cognitive Health in Ageing (CHA) Exercise study [9] . The purpose of this study 29 was to analyse the effect of an anaerobic exercise intervention on brain MRI measures.
30
Adults between the ages of 60 and 80 years that self-reported less than 60 minutes of 31 heart-raising physical activity per week and no contraindications to MRI scanning or 32 fitness testing were eligible to take part in the research study. Ethical Approval for this 33 study was obtained from the Local Research Ethics Committee (Oxford REC B Ref gravity [11] , removal of machine noise and gravity [12] , and imputation of non-wear data 48 segments using the average of similar time-of-day vector magnitude data points from 49 different days of the measurement. Device non-wear time was automatically identified 50 as consecutive stationary episodes lasting for at least 60 minutes [7] .
51
Sleep-boundary Detection
52
In this study, we employ three approaches for automatic sleep-boundary detection: (1) 53 A statistical technique for detecting change points in the accelerometer time series, (2) 54 A data-driven thresholding method to classify short intervals into sleep and wake and
55
(3) A machine learning technique to classify short intervals into sleep and awake. All MLEs of the segments of a signal prior to and after a time n is larger than the MLE of 69 the combined signal, n is marked as a change point within the signal. In order to 70 identify multiple change points within the signal, a binary-segmentation approach was 71 employed, whereby the dominant change point was identified first and either side of the 72 change point was consecutively scanned for additional change points. This search stops 73 when no more change points can be identified.
75
Whilst difference in acceleration between sleep and wake stages are expected to 76 create dominant change points, there may also be changes in accelerometer patterns 77 3/11 throughout the day or night that result in false positive change points, e.g. a subject 78 may show predominantly active behaviours in the morning and then become more 79 sedentary in the afternoon (Fig 2 A) . In order to improve the performance of the 80 change-point-detection based sleep classification method, a threshold (τ CP D ) was 81 included post change-point detection. Whenever the mean s vmag of a section identified 82 by the change-point-detection method fell above τ CP D , the section was classified as 83 wakefulness, whenever the mean s vmag fell below τ CP D , the section was classified as 84 sleep (Fig 2 B) . (1) classes (orange dashed line) after thresholding.
86
In order to find the optimal value of τ CP D , participants were randomly assigned to a 87 training or testing set following a 70:30 split. Thresholds between 20 mg and 150 mg 88 were scanned in increments of 10 mg (limits were chosen based on minimum and 89 maximum crossing points between the probability density functions of standard 90 deviations during self-reported sleep and wakefulness). The threshold that resulted in 91 the smallest mean absolute error (MAE) between automatically-derived and 92 self-reported sleep-onset and wake-up times on the training set was chosen for further 93 evaluation on the testing set.
95
Sleep-labeling using thresholding 96 As an alternative method, a data-driven threshold was used to classify each minute of 97 the accelerometer recording as 'sleep' or 'wakefulness'. The threshold was found using 98 probability-adjusted crossing-points of probability density functions (PDFs) during 99 wake and sleep times (see example in Figure 3 ). In order to find the optimal threshold 100 (τ i,j ) for each recording in the training set, the PDFs of sleep and wake times were 101 adjusted by their relative probabilities-of-state. Assuming an average amount of eight 102 hours sleep a night for 24 hours worth of data, a wake-to-sleep ratio of 2:1 was used.
103
The intersections between the adjusted wake and sleep PDFs were found and the 104 corresponding s vmag values provided τ i,j . The PDF-based thresholds were averaged 105 across each individual (j ) and consecutively across all participants (i ) in the training set 106 in order to find the final threshold τ P DF . For the PDF-based sleep labels, all values of 107 s vmag above τ P DF were classified as wake (1) and all others as sleep (0) (Equation 2). 108
where I is the total number of participants in the training set and J i is the number 109 of recordings for participant i. In order to find the optimal parameters for the random-forest classifier, the training 128 set was split into a training (rf train) and a testing (rf test) set (split ratio 70:30). The 129 classifier was trained on rf train and tested on rf test. Area under the curve (AUC) 130 values for numbers of trees between 50 and 300 and minimum number of samples per 131 leaf of 10 to 1000 were recorded for the rf test set. The classification settings with the 132 largest associated AUC were selected for further analysis. Post-processing using a smoothing filter 135 Short periods of wakefulness during sleep were sometimes classified erroneously as being 136 the start or end of sleep. Smoothing was used to reduce this using a rolling mean-filter 137 of length N (shown in Fig 1) . N is the number of minutes to smooth over, and was 138 learned from the training set by minimising the Mean absolute errors (MAE) between 139 self-reported and automatically-derived sleep-onset and wake-up times post filtering.
140
The MAE was calculated as shown in Eq 3, where tan i,k is the self-reported and talg i,k 141 5/11 is the algorithm-derived sleep-onset or -end time, K is the combined number of 142 sleep-onset and wake-up times for a specific individual and I the number of individuals 143 in the training set. Outcome statistics were recorded for the previously unseen test set. MAE between 153 automatically-derived and self-reported sleep-onset and wake-up times were used as the 154 primary outcome measure. In addition to this, kappa statistics [18] (Eq 4) between the 155 automatically-derived and self-reported minute-by-minute labels were calculated. Kappa 156 statistics reflect the inter-rater agreement between two sources taking into account both 157 the observed agreement (P o , also known as accuracy) and the likelihood of them Sleep-boundary detection 176 The threshold to differentiate between sleep and wake episodes identified by the 177 change-point-detection method, τ CP D , learned using the training set was 0.192g. The The optimal data-driven threshold (τ P DF ) to classify each minute of the 185 accelerometer recording as 'sleep' or 'wakefulness' was found to be 0.074g. The 186 corresponding filter length N for the thresholding method was found to be 70 minutes. 187 Using these settings the thresholding method achieved a MAE of 34 min and a kappa The feature importance learned by the random forest classifier excluding age and sex 192 information is shown in Figure S1 Table 3 ).
200
Including age and sex information as features in the classification did not improve 201 the method's performance, resulting in a MAE of 32.1 (40.1) and a kappa statistic of 202 0.89. The feature importance learned by the classifier including age and sex information 203 is shown in Figure S2 To our knowledge, this is the first study attempting a data-driven approach to 216 automated sleep-boundary detection. Previous studies have used self-reported sleep The methods were trained using self-reported sleep and wake information as their 225 ground truth. Self-reported sleep times have been shown to be less accurate than 226 objectively collected sleep-onset and end-times [5] and may be seen to provide a weaker 227 ground truth than polysomnography assessments. Collecting free-living rather than 228 laboratory data does however provide a more realistic setting for sleep analysis, where 229 recordings may be affected by periods of rest prior to sleep and after wake-up that may 230 otherwise be missed. In addition to this, allowing participants to stay in their natural The algorithms described as part of this work have been developed using raw 241 accelerometer data as opposed to proprietary count-values. Nevertheless, device-(e.g. 242 on-board filtering) and protocol-specific (e.g. wearing location) characteristics need to 243 be considered when applying the developed algorithms to new datasets.
244
Conclusion
245
We developed three automated sleep-boundary detection methods for the analysis of 246 accelerometer data that will not need self-reported sleep-diary information to label new 247 accelerometer data. The change-point detection, thresholding and random forest 248 methods achieved MAE of 36 min, 34 min and 33 minutes, and kappa statistics of 0.87, 249 0.89 and 0.89, respectively. A kappa statistic of 0.7 and above is traditionally thought of 250 as a substantial level of agreement [18] . Whilst the random forest method achieved the 251 lowest MAE, the thresholding method performed only marginally worse and requires 252 only a single input variable. We therefore recommend this approach for automated 
