Overlapping Batch Means (OBM) has long been used in simulation as a method of reusing data to generate variance estimators with asymptotically lower variance. In this article, we apply the OBM method to stochastic programming by formulating a variant of the multiple replications procedure used for assessing solution quality. We give conditions under which the resulting optimality gap point estimators are strongly consistent, the optimality gap interval estimators are asymptotically valid, and the OBM variance estimators for optimality gap have asymptotically lower variances relative to their nonoverlapping counterparts [Meketon and Schmeiser 1984; Welch 1987] . We investigate computational efficiency, a combined measure of variance and computation time, providing guidelines on the degree of overlap. Numerical experiments on several test problems are presented, examining the small-sample behavior and the empirical computational efficiency of the overlapping batches method in this context.
INTRODUCTION
The Overlapping Batch Means (OBM) method, proposed by Meketon and Schmeiser [1984] , is commonly used in simulation to obtain variance estimators having variances that are comparatively lower than their nonoverlapped counterparts. In the context of steady-state simulation, OBM is often used to estimate the variance of the sample mean, which is itself an estimator for the mean. Schmeiser et al. [1990] use overlapping estimators to estimate the variance of estimators for nonmeans. More recently, overlapping estimators based on standardized time series (as opposed to batch means) have been evaluated [Alexopoulos et al. 2007a [Alexopoulos et al. , 2007b Meterelliyoz et al. 2012] . To the best of our knowledge, OBM has never before been studied in a stochastic optimization context. In this article, we show that the overlapping batches achieve nearly the same This work is supported in part by the National Science Foundation, under grant CMMI-1345626 and grant DMS-0602173. Authors' addresses: D. Love (Current address), American Express, New York, NY; G. Bayraksan, Department of Integrated Systems Engineering, the Ohio State University, Columbus, OH; email: bayraksan.1@osu.edu. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested from Publications Dept., ACM, Inc., 2 Penn Plaza, Suite 701, New York, NY 10121-0701 USA, fax +1 (212) 869-0481, or permissions@acm.org. We denote an optimal solution to (SP) as x * and an optimal solution to (SP m ) as x * m . We wish to assess the quality of a candidate solutionx ∈ X, which may have been found in any way. Assessing solution quality is important in practice because as (SP) typically cannot be solved exactly, one only has an approximate solutionx without verification of its quality. Assessing solution quality is also a critical component of stopping criteria in algorithms designed to approximately solve (SP). We define the quality ofx by its optimality gap, E[ f (x, ξ )] − z * . The lower the optimality gap, the higher the quality of the solution; a zero optimality gap implies that the solution is optimal. We assume that the candidate solutionx is given as input to our procedures, and hence fixed, throughout the article.
The optimality gap E[ f (x, ξ )] − z * often cannot be calculated exactly. First, for a given candidate solutionx ∈ X, evaluation of E[ f (x, ξ )] typically involves a difficult multidimensional integral. Second, we do not know z * . In many fields of optimization, the second problem is alleviated by obtaining lower bounds on z * through relaxations such as integrality, Lagrangian, or semidefinite relaxations. As a result, it is common to evaluate an upper bound on the optimality gap. This motivates estimating the upper bound on the optimality gap in stochastic programming by using Monte Carlo simulation. Given a sample size m, an upper bound on the optimality gap can be Here, we assume the same observations ξ 1 , . . . , ξ m are used in both terms. Computing this optimality gap estimate involves solving the optimization problem (SP m ) to obtain a lower-bound estimator of z * , z * m , which complicates the statistical analysis. As mentioned earlier, to enable statistical inference, the MRP of Mak et al. [1999] generates k independent estimators, each using sample size m (k nonoverlapping batches of size m), and averages them to obtain a point estimator. The sample variance of these estimators is used to form confidence intervals (CIs) for the optimality gap (we further review MRP in Section 2.2). An advantage of MRP is its applicability to a wide range of problems. With i.i.d. sampling, f can be linear or nonlinear, X can include integrality constraints or not. It is also easy to implement; thus, MRP has been applied to a wide variety of problems, including finance, supply chain network design, and so on [Bertocchi et al. 2000; Janjarassuk and Linderoth 2008; Santoso et al. 2005] . Recently, the approach of nonoverlapping batching has been used for assessing solution quality of stochastic programs with finitely many expected value [Wang and Ahmed 2008] and stochastic dominance [Hu et al. 2012] constraints.
Our aim is to apply the idea of overlapping batches to MRP. The motivation behind using overlapping batches in this context is twofold. First, overlapping could help to obtain better variance estimators with simple data reuse, resulting in improved CIs. Second, in some cases, generating the realizations ξ 1 , ξ 2 , . . . to form sampling approximations of (SP) can be computationally expensive; in these cases, overlapping makes the most of the generated observations by reusing data.
The contributions of this article are as follows:
(1) We formulate an overlapping batch means variant of MRP, for which the degree of overlap can be chosen by the user. This application of OBM is novel because each batch mean estimator includes an internal minimization, which has not been studied in the literature. (2) We provide conditions under which the resulting optimality gap estimators exhibit reduced variance when compared to their counterparts obtained via nonoverlapping batches. We also show that the resulting point estimators are strongly consistent and that the interval estimators are asymptotically valid. These results require new proofs because of the presence of the optimization operator. (3) We examine small-sample behavior of the estimators through numerical examples.
Our experiments indicate that the use of overlapping estimators results in gap estimators achieving lower variance than their nonoverlapping counterparts-along with comparable bias and interval coverage-for both small-and large-sample cases. (4) As the degree of overlap increases, the number of batches-and optimization problems solved-increases because we need to solve a sampling problem per batch. At the same time, variances are lowered, and when warm starting is available, solution time per batch can decrease, yielding efficiency gains. We explore this trade-off between computation time and lower variances. Our results indicate that when warm starting is effective, overlapping estimators are computationally more efficient than those formed via nonoverlapping batches. Based on this study, we provide guidelines on selecting the degree of overlap and demonstrate efficiency on a newsvendor problem.
An earlier version of this article appeared in Love and Bayraksan [2011] . Most of the theoretical results in this current version are new, including almost sure convergence and asymptotically lower variances of the overlapping variance estimators, and asymptotic validity of the interval estimators. These results are achieved through a stronger assumption on the rate of convergence of the sampling problem's solution to the unique optimal solution, which is satisfied by several classes of (SP); see Section 4.1. We also present additional computational results, including those from a large-scale problem, and study computational efficiency of the overlapping MRP method.
The rest of the article is organized as follows. In the next section, we review relevant background information. We first discuss nonoverlapping and overlapping batch means in Section 2.1, then briefly go over MRP in Section 2.2. In Section 3, we present the Overlapping Multiple Replications Procedure (OMRP) with a parametrized degree of overlap. In Section 4, we show strong consistency of the OMRP point estimators, asymptotic validity of the OMRP CIs, and establish that the OMRP variance estimators have lower variances than their nonoverlapping MRP counterparts. In Section 5, we test the performance of OMRP on four problems and study computational efficiency. In Section 6, we present a summary and conclusions. 
The task is to estimate μ given some realization of the univariate stochastic process y = (y 1 , y 2 , . . . , y n ). Typically, this involves forming a CI of the form [L α (y), U α (y)] for a given level of significance α such that P{L α (y) ≤ μ ≤ U α (y)} = 1 − α or that this probability is approximately 1 − α for large enough sample sizes. The usual estimator for μ is the sample meanȳ, which is an unbiased estimator even in the presence of correlated data. However, the usual (sample) variance estimator
2 can be inappropriate to use in the presence of correlated data, resulting in inaccurate interval estimators. To overcome this difficulty, various variance estimators have been proposed in the simulation literature; see, for example, Law [2015] . We briefly review two of these variance estimators: nonoverlapping and overlapping batch means. Overlapping Batches for the Assessment of Solution Quality in Stochastic Programs 20:5 m/n times the sample variance, is calculated as
The ( Meketon and Schmeiser [1984] . In general, γ can take any integer value between and including [1, m] . Let · be the greatest integer that is less than or equal to its argument. Here, b = n−m γ + 1 batches are formed given n, m, and γ . The sample mean of each overlapping batch is calculated similarly,
. . , b, now taking into account γ . The variance estimator is updated to
The overlapping variance estimator using 1 ≤ γ < m has (i) nearly the same bias as the standard nonoverlapping variance estimator, and it has (ii) a lower asymptotic variance than its nonoverlapping counterpart. Therefore, by simply reusing the data in this fashion, a better variance estimator is obtained. Observe that with γ = m and n = mk, Equation (2) reduces to Equation (1). With γ = 1 (the maximally overlapping case), the denominator in Equation (2) is slightly different than the one in Meketon and Schmeiser [1984] . This slightly different denominator makes Var 1 (ȳ) an unbiased estimator for i.i.d. data for all finite mand n, with the same asymptotic benefits of nearly the same bias and lower variance relative to its counterpart obtained via nonoverlapping batches [Song and Schmeiser 1993] .
The amount of asymptotic reduction in Var Var γ (ȳ) for a given 1 ≤ γ < m relative to its nonoverlapping counterpart depends on the asymptotic ratio of γ /m, which we denote byγ . The maximally overlapping case (γ = 1) corresponds toγ = 0, and the nonoverlapping case corresponds toγ = 1. Damerdji [1994 Damerdji [ , 1995 studied batching structures that guarantee almost sure and mean-square consistency of Var γ (ȳ) in the nonoverlapping and maximally overlapping cases. Under appropriate conditions, the results of Damerdji [1995] , along with those of Meketon and Schmeiser [1984] and Welch [1987] , establish that
as the batch size m and then the number of batches n/m tend to infinity; see also Alexopoulos et al. [2007b] . In Equation ( for maximally overlapping batches. More generally, βγ is twice the value of
where · denotes the smallest integer that is greater than or equal to its argument [Welch 1987 ]. If 1 γ is an integer, Equation (4) . This means that the maximally overlapping variance estimator has a variance that is two-thirds (66.67%) of the nonoverlapping estimator. As the degree of overlap decreases, the variance increases. When only half of the observations overlap (γ = 1/2), for instance, the variance is 75% of the nonoverlapping counterpart.
A (1 − α)-level approximate CI on the mean can be formed using overlapping batches byȳ ± t dγ (k−1),α/2 Var γ ȳ , where the degrees of freedom increase dγ is the multiplicative inverse of Equation (4). For the maximally overlapping batch means, the degrees of freedom increase is dγ = 3 2 .
Multiple Replications Procedure
Taking n observations of ξ and splitting them into k nonoverlapping batches of size m, defineḠ
where x * j denotes an optimal solution to (SP m ) of batch j given on the right-hand side of Equation (5). Since we are assessing the quality of a given solutionx ∈ X, we suppresŝ x from the notationḠ j . The optimality gap estimatorḠ j is similar to the nonoverlappingȳ j with individual observations y
Notice that in this case, y i not only depends on observation i of batch j, ξ m( j−1)+i , but on all the observations in that batch,
j is an optimal solution to (SP m ) given in Equation (5). As before, after k batch-means estimators are obtained, the overall mean of these estimatorsḠ = 1 k k j=1Ḡ j provides a point estimator of the optimality gap. The variance estimator is obtained as in Equation (1) 
which results in an approximate
The minimization in the second term on the right-hand side of Equation (5) gives rise to a biased gap estimator (recall the upper bound on the optimality gap). Thus, we can expect the true probability of the optimality gap residing within the CI to be greater than the 1 − α suggested by the earlier calculation. This is shown empirically by Bayraksan and Morton [2006] , who also investigate additional methods for using a smaller number of replications (e.g., 1 or 2) with an alternative variance estimator to compute a CI; see also Stockbridge and Bayraksan [2013] . Bayraksan and Morton [2009], Partani et al. [2006] , and Partani [2007] discuss variations of MRP aimed to reduce bias and variance.
but also a minimized sample mean; see, for example, the second term on the right-hand side of Equation (5). Minimization changes the statistical properties of sample means, complicating the asymptotic analysis. We overcome this technical difficulty by approximating the optimality gap estimators by their nonoptimized counterparts (see Section 4.2). The nonoptimized counterparts are regular overlapping batch means estimators (without any optimization); therefore, they have the desired statistical properties of approximately the same bias and lower variances compared to their nonoverlapping versions. To show that the same asymptotic properties hold for OMRP estimators, we establish convergence of OMRP estimators to their nonoptimized counterparts (see Sections 4.3-4.5).
Another difference between our setting and typical simulation output analysis is that once the data are generated through a simulation, they can be reused without much additional computational effort to obtain the OBM variance estimator. In our setting, the computational effort may increase with data reuse because we need to solve a sampling problem (SP m ) for each batch. The increase in computation time can be alleviated in two ways: (i) by increasing γ to partially overlap the batches, resulting in a smaller number of batches (but a higher variance); and (ii) using warm starting to quickly solve the sampling approximations with overlapping observations. We investigate the balance of computational efficiency gains from warm starting versus variability of the estimators in Section 5.4. We are now ready to define the OMRP estimators.
In order to apply overlapping batches to MRP, we need to keep track of solutions to sampling problems (SP m ) for each batch of size m. Toward this end, let B(i) denote the set of batches j ∈ {1, 2, . . . , b} observation ξ i is used in, i = 1, 2, . . . , n. See Figure 1 for an example with n = 18, m = 6, and γ = 2. Here, the first batch uses observations
, and so on. Thus, B(1) = {1}, B(3) = {1, 2}, and B(7) = {2, 3, 4}. As before, we use x * j to denote an optimal solution to sampling problem (SP m ) formed using the jth batch, which may not be unique; thus we set x *
The results on overlapping batch means discussed in Section 2.1.2 occur in the limit as n, m, k = n/m → ∞. Let n l , m l , and k l be sequences of numbers satisfying these requirements, so that the limits will be taken as l → ∞. We assume a batching structure where m l = n r l for some 0 < r < 1, as is typical in simulation, and n l tends to infinity as l → ∞. In addition, we may desire that the batch nonoverlap parameter change with l, to ensure that γ l /m l =γ l converges to the constantγ . The notation for 
The optimality gap estimator for each batchḠ lj is defined like Equation (5) for general values of the nonoverlap parameter γ l . We simply removed the minimization in Equation (5) and directly used an optimal solution of x * j of batch j. The overall mean, G l , is defined a little differently. Here,Ḡ l still uses each observation i = 1, 2, . . . , n l but also makes use of all the information collected throughout the batches. That is, if observation ξ i is used in |B(i)| number of batches, all the optimal solutions x * j corresponding to each batch j ∈ B(i) are used for the lower-bound estimator. Then, V G l is defined in a similar fashion for the overlapping batches variance estimator (2).
The motivation behind formingḠ l by taking into account B(i) is to give each observation ξ i equal weight. This is because we want to be as close to a standard mean estimator (e.g.,ȳ = 1 n n i=1 y i ) as possible. With this definition ofḠ l , when x * j = x * for all j = 1, 2, . . . , b l , we haveḠ l equal to its nonoptimized counterpart given in Equation (10), which is the standard mean estimator. This fact is key in establishing the theoretical results presented in the next section. This choice ofḠ l , however, may not be guaranteed to be nonnegative. In practice, max{Ḡ l , 0} can be used as the point estimator of the optimality gap to ensure nonnegativity, and V G l can be calculated the same way as in Equation (8), usingḠ l , to obtain improved interval estimators via overlapping.
THEORETICAL RESULTS
In this section, we provide conditions under which several asymptotic properties hold for OMRP estimators. First, we show the consistency of the point estimators of the optimality gap,Ḡ l , and variance, n l V G l . Then, we provide conditions under which the OMRP variance estimator achieves asymptotically lower variances relative to the MRP estimator. Finally, we show the asymptotic validity of the OMRP interval estimator.
Assumptions
We make the following assumptions:
A1 Samples of the random variable ξ are i.i.d. First, we restrict our attention to i.i.d. sampling by A1. The results for overlapping batches from simulation output analysis indicate that Var (nlV G l) may be reduced by overlapping, thus requiring at least finite fourth moments. We will formally show this result in Section 4.4. Our proof relies on an exponential rate of convergence of the sampled solution to the true solution of the problem, specified by A3. Assumption A3 can be satisfied for different classes of problems with unique optimal solutions. Shapiro and Homem-de Mello [2000] establish exponential rates of convergence for a class of (SP), which include two-stage stochastic linear programs with recourse when the support of ξ is finite. Kleywegt et al. [2002] show that Assumption A3 can be satisfied for discrete stochastic programs (i.e., when X is a finite set) under the condition that the moment generating function of f (x * , ξ ) − f (x, ξ ) for x ∈ X\{x * } is finite valued on R. This class of problems includes stochastic integer programs with recourse. We present computational results on both stochastic linear and integer programs with recourse in Section 5.
Nonoptimized Counterparts
The internal optimization in the batches in Equation (6) makes a straightforward statistical analysis of the behavior of the estimators difficult. To overcome this problem, we introduce the following unbiased optimality gap estimators:
These are essentially the same as the overlapping batch estimators in Section 2.1.2 with
. These are also defined identically to the original estimators in Equations (6) through (8) with the exception that x * j from Equations (6) and (7) is replaced by the optimal solution x * in Equations (9) and (10). Withx and x * fixed, estimators in Equations (9) through (11) have the same statistical properties as overlapping batch estimators in Section 2.1.2. The optimal solution x * is not known; however, the estimators in Equations (9) through (11) are used only to show convergence of Equations (6) through (8) and not necessary for carrying out the OMRP algorithm. Throughout the rest of this section, we assume that the optimality gap estimators in Equations (6) through (8) and their nonoptimized counterparts in Equations (9) through (11) use identical samples and values of n l , m l , and γ l .
Before we begin establishing the theoretical results, we introduce the following notation. We use μx = E[ f (x, ξ ) − f (x * , ξ )] to denote the optimality gap ofx and σ
x /n l , ∀l, and under appropriate conditions,
x as l → ∞ by (3).
Consistency
We begin with two lemmas that establish exponential rates of convergence of certain intermediate quantities. PROOF. When all the sampling problems used in the calculation ofḠ have optimal solutions that solve (SP), that is, when x * j = x * , for all j = 1, 2, . . . , b l , thenḠ l =D l . Therefore, the probability of the complement of this event provides an upper bound on the probability thatD l −Ḡ l = 0. Let E C denote the complement of event E. Using this upper bound and continuing on, we obtain
With a batching structure in which m l = n r l for some 0 < r < 1, γ l ≥ 1, and by A3, the desired result follows.
LEMMA 4.2. Under Assumptions A1 through A3, both (i) E[(D
PROOF. For brevity, we drop the lj subscripts fromD lj andḠ lj and l fromḠ l andD l . (i) We can decompose the expectation as
The expectation term on the right-hand side is bounded by Assumption A2 for i.i. We are now ready to show that the resulting point estimators are strongly consistent. We use the abbreviation a.s. to denote almost sure convergence. 
Following the same logic as in (i), P {n l V D l − n l V G l = 0} → 0 exponentially fast. Thus, n l V G l is a consistent estimator of σ Part (i) of Theorem 4.3 provides conditions under which the point estimatorḠ of OMRP is a consistent estimator of the optimality gap, by establishing almost sure convergence ofḠ l −D l to 0 as l → ∞. Notice that under Assumption A1,D l → μx, a.s. by the strong law of large numbers; as a result,Ḡ → μx, a.s. Similarly, Part (ii) of Theorem 4.3 establishes almost sure convergence of n l V G l − n l V D l to 0 as l → ∞. As a result, if n l V D l is a consistent estimator of σ 2 x , so is n l V G l . Strong consistency of the variance estimator n l V D l has been studied in Damerdji [1994] for the cases of nonoverlapping and maximally overlapping batches. Under the additional moment assumption 
Asymptotically Lower Variances
To prove OMRP variance estimators have asymptotically lower variances when compared to the MRP variance estimator, we wish to show that
see, for example, Equation (3). It suffices to show 
by the Cauchy-Schwartz inequality, where the second vector in the Cauchy-Schwartz inequality is taken as a vector of ones. By examining the batch structure in Figure 1 and the definition ofḠ in Equation (7), one can see that the terms of the expectation in Equation (12) are not identically distributed. We will separate these into identically distributed "center" batches and "fringe" batches. For example, in Figure 1 , only batch 4 is a center batch, while the others are fringe batches. Notice in Figure 1 , we see γ −1 = 3 sets of nonoverlapping batches {1, 4, 7}, {2, 5}, and {3, 6}, each of which has two fringe batches. In general, there are γ −1 sets of nonoverlapping batches, each of which will have two fringe batches, and b − 2 γ −1 center batches. The fringe batches come in identically distributed pairs. The first and last batch are identically distributed, as are the second and second-to-last, and so on. We know this because we could reverse the order of the i.i.d. sample and perform the batching again to get the same batch structure. The center batches are identically distributed. Let Continuing from Equation (12),
The last equality follows because each front-fringe batch's E[(A 2 < (2m) 2 . Removing the notation for fringe or center batch for simplicity, each expectation can be bounded by
where Equation (13) follows from the Cauchy-Schwartz inequality, and Equation (14) follows from Hölder's inequality. Since we can bound both expectation terms in Equation (14) by A2, we can demonstrate n m
− → 0 by focusing on only one of the terms. Focusing on the first expectation term in Equation (14) and returning the n m , by Hölder's inequality,
By Lemma 4.2, both expectation terms converge to zero with exponential rates. With a batching structure m l = n r l for some 0 < r < 1, we see that
Theorem 4.4 gives conditions under which the same asymptotically lower variances are achieved for the OMRP optimality gap variance estimator relative to its nonoverlapping counterpart, the MRP variance estimator. We will empirically examine the variance of the OMRP estimator for small sample sizes in Section 5. A hypothesis of Theorem 4.4 is a batching structure that ensures convergence of n l m l Var (nlV D l) to the appropriate βγ σ shows that mean-square convergence is guaranteed by 1 2 + 1 4+ < r < 1 for both nonoverlapping and maximally overlapping batches under the batching structure m l = n r l and (4 + )th-finite-moments Assumption A2 . With A2, the range of r that ensures that mean-square consistency can be found by setting = 0.
Asymptotic Validity of the Confidence Intervals
The overlapping variance estimator for stochastic programs displays the same desirable properties, such as consistency and reduced variability, as the original OBM estimators, but we must still check that it results in a valid CI. Let
V G l be the width of the one-sided CI generated by OMRP. Here, k l = n l m l is the number of batches formed in the nonoverlapping counterpart, and the degrees of freedom increase d l is the multiplicative inverse of Equation (4) 
, and The asymptotic validity of the OMRP CI requires n l V D l to converge in probability to σ 2 x . This can be achieved either by almost sure or mean-square convergence, where the latter gives a larger range of r in the batching structure. Also, a hypothesis of Theorem 4.5 is thatx = x * . Forx = x * , μx = 0; therefore, in this case, we have lim l→∞ P{μx ≤ I G l } = 1.
COMPUTATIONAL RESULTS
In the previous section, we proved various asymptotic results regarding the OMRP estimators. In this section, we apply OMRP to several test problems and examine small-sample behavior. We begin our discussion by introducing in Section 5.1 the test problems used for numerically evaluating OMRP, followed by our experimental setup in Section 5.2. Then, we present and discuss the numerical results in Section 5.3. The trade-off between overall computational effort and variability of the estimators is investigated last, in Section 5.4, where we also provide guidelines on selecting the degree of overlap.
Test Problems
We empirically tested the effectiveness of OMRP on four test problems. All test problems are two-stage stochastic programs with recourse and were selected to study the behavior of OMRP under a variety of different situations-we will discuss this later. The characteristics of these problems are given in Table I . The first test problem is a newsvendor problem with demand distributed uniformly on {0, 0.0001, 0.0002, . . . , 10}; we denote it as NVD. The instance of the newsvendor problem can be found in Bayraksan and Morton [2006] , except that here we used a discrete uniform demand distribution. The second is a capacity expansion planning problem, denoted CEP1, with a random demand vector ξ of dimension 3, with 216 total realizations [Higle and Sen 1996] . The third is a stochastic knapsack problem denoted 10D, with 10 stochastic parameters and 10 binary decision variables [Kleywegt et al. 2002] . The final problem is a stochastic vehicle routing problem, denoted DB1, with 46 stochastic parameters and a total of 4.5 × 10 25 realizations [Donohue and Birge 1995] . We made several considerations in selecting the test problems. NVD can be solved very quickly, which allows for a large number of independent runs for examining the small-sample behavior of OMRP. CEP1 is also easy to solve; the optimal solution x * can be obtained with high probability even for small sample sizes. This feature shows the behavior of V G when the gap CI width is determined mostly by sampling error, rather than bias. 10D demonstrates the behavior of OMRP when |X| is finite. Furthermore, 10D has a high condition number [Kleywegt et al. 2002] , making it unlikely that the optimal solution x * is found when using a sampling solution, thus demonstrating the behavior of OMRP when the bias of the gap is significant. The optimal solutions of NVD, CEP1, and 10D are known, allowing for explicitly checking and verifying the results. In contrast, DB1 is a large-scale problem with an unknown optimal solution. This final test problem allows us to investigate how OMRP works on large-scale problems.
The candidate solutions used for NVD and CEP1 and their characteristics can be found in Bayraksan and Morton [2006] . We used the candidate solution (0, 0, 1, 1, 1, 0, 1, 1, 0, 1) for 10D with μx = 158.579 and the candidate solution (11, 14, 8, 11, 7) for DB1 with an estimated μx = 1.08. Because the optimal solution of DB1 is unknown, we used a Latin hypercube sample of size 50,000 to estimate μx. We then used this value of μx to estimate the coverage probability of the OMRP CIs for DB1.
Experimental Setup
Our experiments were conducted as follows. We used a total sample size of n = 30m, with several values of the batch size m = 100, 200, . . . . Then, at each value of m, we formed the OMRP estimators with varying degrees of overlap. We also set α = 0.10, forming 90% CIs on the optimality gap using the ORMP estimators. Results for NVD were compiled over 10,000 independent runs, while the CEP1 and 10D results were taken over 1,000 independent runs, and DB1 results were generated over 500 independent runs.
We solved the sampling approximations of the test problems as follows. While NVD can be written as a two-stage stochastic linear program with recourse, it can be solved quickly by sorting the demand values. We solved it using the quicksort algorithm in C++. The problems CEP1 and DB1 are two-stage stochastic linear programs with recourse and were solved with the regularized decomposition algorithm of Ruszczyński [1986] , using the accelerated version of the algorithm implemented in C++ [Ruszczyński andŚwietanowski 1997] . 10D is a stochastic knapsack problem and was solved using dynamic programming. In all cases, we used the Mersenne Twister algorithm of Matsumoto and Nishimura [1998] to generate the random samples, using an implementation in C++ [Wagner and Berg 2013] .
Results of Experiments
A summary of results from these experiments is depicted in Figures 2 and 3 . Figure 2 shows the variance of OMRP variance estimators, normalized with respect to Var (nV G) of the nonoverlapping case (MRP). The solid lines in these figures show the theoretical relative decreases in variance from Welch [1987] given by Equation (4). Empirical results agree with the theoretical values well, with more variability observed in CEP1, 10D, and DB1. These experiments suggest that lower variances can be achieved in stochastic programming by overlapping the batches, even with small sample sizes. The variance of OMRP variance estimators for DB1 can be less than the asymptotic result established in Theorem 4.4. This is because DB1 has not yet been solved to optimality due its size; therefore, it may lack a unique optimal solution. Even with the relatively small sample sizes compared to the size of this problem, however, overlapping appears to lower the variances. for m = 100, the error from σ 2 x is never more than 1%. Estimates for E[nV G] showed a similar pattern for CEP1, 10D, and DB1. Those graphs are omitted for brevity.
Finally, Figure 3 (b) shows the coverage probability of CIs generated by OMRP for several values of m across varying values of γ /m for the newsvendor problem. The results of the overlapping batch estimators from the simulation literature show that coverage probability does not change with the degree of overlap, which we can empirically see in this figure for OMRP for NVD. We observed the same for CEP1, 10D, and DB1. The coverage probabilities from applying the nonoverlapping MRP algorithm to these problems presented in Bayraksan and Morton [2006] agree with our results: for the newsvendor problem, coverage probability drops as m increases and the coverage probability of CEP1 (not shown for brevity) remains fairly constant around the desired value of 90%. Coverage probability for 10D (not shown) and estimated coverage probability for DB1 (also not shown) were very high, more than 0.99. The bias from solving (SP m ) for these problems seems to be much more significant than the variance.
Computational Efficiency
The increased computational workload from applying overlapping batches to assessing solution quality raises the question of computational efficiency to estimate V G in this context. Computational efficiency can be defined as [T (γ )Var (V G)] −1 , where T (γ ) is the computation time spent to generate V G for a given value ofγ . Because the variance of the overlapping variance estimator relative to the nonoverlapping (MRP) variant is known from Equation (4), we need only examine the computation time, which can be decomposed as T (γ ) = t(γ )( n−m γ + 1). Here, t(γ ) is the average computation time per batch, which is multiplied by the number of batches. Warm starting an algorithm may be used to decrease the computation time per batch forγ < 1, leading to a possible increase in computational efficiency.
To investigate computational efficiency, we assumed that computation time per batch can be approximated as t(γ ) ∝γ p for some p ≥ 0. The results for various values of p are shown in Figure 4 (a). This figure is constructed using m = 1,000, but the results do not change substantially with different values of m. The graph is also scaled so that nonoverlapping batches produce a computational efficiency of 1. Efficiency gains increase with larger exponent p but are positive even for small values of p whenγ is sufficiently close to 1. At p = 1, that is, for problems in which computation time is proportional to the number of samples replaced in the batch, computational efficiency is maximized with maximally overlapping batches. When p = 0.9, computational efficiency is maximized at aroundγ = 0.3. When p is 0.71, on the other hand, computational efficiency is observed for values ofγ ranging from slightly lower than 0.3 to 1, and efficiency is maximized at a relatively flat region betweenγ = 0.5 andγ = 0.8.
We tested this theoretical relationship using the newsvendor problem solved with insertion sort. Insertion sort is an efficient algorithm when the values are already largely sorted. Therefore, as overlapping increases, insertion sort results in a decreased solution time per batch for the NVD problem. To test computational efficiency, we used m = 1,000 with 10,000 runs. The average computation time per batch was found empirically to be well approximated (R 2 = 0.994) by the power law with p = 0.71. The empirically measured computational efficiency is compared to the theoretical result in Figure 4 (b), in which the theoretical computational efficiency, shown by a solid line, is repeated from Figure 4 (a). It appears that the empirical observations match the theoretical efficiency calculations well.
A related question on computational efficiency asks whether OMRP is more efficient than nonoverlapping MRP with a larger number of batches. When generating observations is cheap, one could alternatively increase the number of batches in MRP to obtain estimators with lower variances. In the nonoverlapping case, Var (V G) ∝ 1 k ; thus decreasing Var (V G) to the level of maximally overlapping batches requires a 50% increase in the number of batches and a 50% increase in computation time. Continuing on in this way for various values ofγ , we obtain the solid black curve in Figure 5 . This curve shows the increased computational effort for MRP because of an increased number of batches to obtain the same variance as OMRP acrossγ . If the work increase by OMRP is less than this solid black curve, then OMRP is computationally more efficient than increasing the number of batches in MRP. Again, assuming that average computation time per batch can be represented as T (γ ) ∝γ p , Figure 5 (a) compares the increase in computational work for OMRP for several values of p to the work increase for MRP to get an equivalent decrease in variance. We again see that OMRP is advantageous for larger values of p. For small values of p, some efficiency gain is observed atγ values close to 1. We tested this assertion empirically on NVD using insertion sort with m = 1,000, taking an average of 10,000 independent runs. The results, shown in Figure 5 (b), appear to match the theory well.
In cases in which the exponent p can be estimated, this theoretical method may be used to determine a reasonable value forγ . We recommend that users perform preliminary computations to determine how computation time per batch changes asγ changes when warm starting is available. We can see in Figure 4 that for some values of p, the efficiency gain is nearly flat over a region ofγ . In this case, we recommend choosingγ near the right side of this region. This choice keeps efficiency high while decreasing computation time and preventing large decreases in efficiency in the event that p was overestimated. For example, in the case of NVD, we recommend the use of γ = 0.8 because this value provides minimal overall computation time across all values ofγ with the highest efficiency level for this problem. For situations in which p > 0 but its size cannot be readily measured or estimated, we recommend selecting a large value ofγ , such as 0.9. This allows for some increase in efficiency while remaining robust in the event that p is smaller than expected.
CONCLUSIONS
We have applied the overlapping batch means method from simulation output analysis [Meketon and Schmeiser 1984; Song and Schmeiser 1993; Welch 1987 ] to the problem of assessing solution quality in stochastic programming, in particular, to Monte Carlo simulation-based estimators of optimality gaps [Mak et al. 1999] . We have provided conditions under which (i) the resulting point estimator of the optimality gap and its associated variance estimator are consistent, (ii) OMRP variance estimators achieve asymptotically lower variances relative to the MRP variance estimator, and (iii) OMRP CIs are asymptotically valid. Empirical results indicate that asymptotic reductions in variance of the variance estimator show a similar decrease in OMRP at small sample sizes, while bias and coverage probability remain unaffected.
Overlapping may increase the computational burden in the stochastic optimization setting. By jointly considering computation time and variance, we have examined the computational efficiency of OMRP, and we have empirically demonstrated efficiency by solving a newsvendor problem using insertion sort. Our analysis illustrates that when warm starting is effective, computational efficiency gains can be observed across a wide range of overlapping degrees. Even when warm starting is less effective, efficiency slightly increases for low degrees of overlap. To maximize efficiency and then minimize total computation time, we recommend selecting the lowest degree of overlap across all the degrees with the highest efficiency for a given problem and solution method (with warm starting).
Overall, the results in this article suggest that OMRP could be an efficient method to estimate optimality gaps for a class of stochastic programs when warm starting is available and/or generating the observations is costly.
