INTRODUCTION AND STATEMENT OF THE MAIN RESULT
Consider the problem of existence of positive solutions to the system 2 , this problem has no variational structure and a natural approach to solve it is to find a priori L . estimates for positive solutions and to use a degree or a continuation argument. This program has been carried out in [8] (see also [9] ) for radially symmetric solutions. The a priori estimates have been established by using a blow up procedure. This procedure was already used by Gidas and Spruck (see [20] ) for a general domain. In the blow up approach, the basic idea is to reduce the problem of finding a priori estimates to that of establishing nonexistence of nontrivial positive solutions for the corresponding system in R N (Liouville type theorem). In [8] , such Liouville type theorems have been proved under certain assumptions of superlinearity and subcriticality for positive radially symmetric solutions. These non existence results are optimal if in problem (S) in R N equalities are replaced by inequalities. Optimal conditions in the case of equality even for radially symmetric solutions are still unknown.
A natural question is to know whether these a priori estimates hold for more general bounded domains of R N with smooth boundary. One goal of this paper is to establish the a priori estimates for positive solutions to the problem˛−
D p u(x)=f(u(x))
in W,
where 1 < p [ 2, W is convex and f: R Q R + =[0, +.) is continuous and satisfies f(0)=0. As a consequence of this result we obtain not only the existence of nontrivial positive solutions to (1) but also the existence of a continuum of positive solutions to the nonlinear eigenvalue problem
on "W,
with f(u) satisfying
where q > p − 1. Observe that in the case C 0 =C 1 , the existence of a nontrivial solution to (1) can be obtained by a simple variational argument based on the compactness of a Sobolev imbedding (see, for example, [34, 35] ). In the case C 0 ] C 1 , the existence of solutions can be obtained by variational methods under an additional condition which implies PalaisSmale. For the case p=2, see [24, Remark 1.2 following Theorem 1.1]. This paper is organized as follows. In Section 1, an appropriate notion of solution for problem (2) is given (see (5) ). Some well known properties of the p-laplacian operator are also recalled for the sake of completeness.
In Section 2, a variant of a theorem of Rabinowitz is used to show the existence of a continuum C of positive solutions of (2) 
(W ).
Consequently the existence of a positive nontrivial solution to problem (2) for t=0 by means of continuation approach is guaranteed if the following a priori estimates on u and t are satisfied:
Observe that by this method, we do not need a priori estimates at t=0 to show the existence. In Section 3 (Lemmas 3.1, 3.2), we establish a priori estimates (i), (ii) via a blow up method by using a Liouville type theorem for the problem
where C > 0 is a constant. In this approach, we require some condition on the location of the maxima of the solutions. The verification of this condition is obtained in Section 4 in the case of a strictly convex domain with C 2 boundary by using some monotonicity results from [12] . With the help of a Liouville type theorem for (4) with q [
(see the recent papers of Mitidieri and Pohozaev [26, 27] ), we obtain the required a priori bounds.
Combining all these results, we obtain Remark 0.2. The restriction 1 < p [ 2 relies on the fact that we use in the proof the recent monotonicity and symmetry results from [12] which are submitted to this condition. It appears that only a C 1 regularity of "W is sufficient to have this monotonicity result, but the strict convexity of the domain is needed (see [4] ).
In Sections 5 to 7, we study the set of solutions of (2) . In Section 5, we obtain a left continuous curve of minimal solutions by using the monotone iterations method when f satisfies (3) and is increasing. We show by applying a result from [7] that this curve is contained in the continuum C. In Section 6 we prove some isolation result for the curve of minimal solutions. This result implies that the set of all solutions of (2) with f(u)=C |u| q restricted to a cylinder of the form
[ K} for some constants t > 0 and K > 0, exactly consists of a continuous curve of minimal solutions. In Section 7 we adapt some result from [17] to obtain some a priori bound on the curve of minimal solutions using a variational argument.
We use in an essential way results of Anane [3] concerning L . estimates and regularity, Liebermann [23] and Tolksdorf [37] concerning C 1, a estimates and regularity, and Di Benedetto [14] for the local C 1, a estimates. A similar approach has been used in [18] in the radial case.
Notations. We will denote by boundary "W.
PRELIMINARIES
In this paper, we consider weak solutions of (2) . By this we mean solutions to the following problem
where 1 < p < . and f: R Q R + is continuous.
In the present section we recall some well known properties of the operator − D p .
(W). Then the problem
has a unique solution u ¥ C (W) are such that
Now we state a strong comparison principle due to Cuesta and Takač (see [10] ).
where n denotes the outward unit normal to "W.
We also recall for the sake of completeness the strong maximum principle of Vasquez [38] . We can apply Lemma 1.2 and Lemma 1.4 to obtain the positivity of solutions of (5):
Finally we recall a lemma proved by Simon in [33] and Damascelli in [11] which will be used later. 
CONTINUUM OF POSITIVE SOLUTIONS
In this section, we reduce the problem of finding a nontrivial solution to (5) for t=0 to the problem of establishing a priori estimates for some solutions of (5).
In particular, C must contain other points than (0, 0).
The proof of this result uses a variant of a result of Rabinowitz [31, Theorem 6.2] . This variant is proved in appendix (Lemma A.2). We are going to apply Lemma A.2 taking G defined by
where K is the inverse of the p-Laplace operator defined in Lemma 1.1 of the previous section.
The following lemma will imply that G satisfies hypothesis (b) of Lemma 1.2. 
Let us suppose by contradiction that there exists a sequence of solutions (u n , l n ) of (9) with ||u n || C 1 
By Theorem 2.1, the existence of a nontrivial solution to (1) is proved as soon as we have established some a priori bound in R + × C 1 (W ) for the continuum C. In the following sections, we get a priori estimates for all solutions of (5) . In view of the C 1, a estimates of Tolksdorf and Liebermann, it is sufficient to obtain some bound in the L . norm.
BLOW UP
In this section, we use the blow up method to reduce the problem of finding a priori estimates for solutions of (5) to establish some Liouville type theorem for Eq. (4). For the sake of clarity we shall proceed in two steps. First we consider the case where f=C |u| q for some positive constant C.
Lemma 3.1. Let 1 < p < . and (u n , t n ) be a sequence of solutions of
with q > p − 1 and such that t n +||u n || . Q +.. Suppose that there exists
Proof. We first prove that there exists a subsequence still denoted by
Observe that if (12) is obvious. Otherwise, we can suppose without loss of generality that t n > 0 for all n ¥ N 0 and t n Q +.. Let us introduce the change of variable
Such solutions exist by Lemma 1.1. Let us suppose by contradiction that (14), we obtain
for all n ¥ N 0 . Dividing (14) by l n and fixing
Using Hölder inequality and (15),
which tends to 0 for fixed v and n Q ., which contradicts (16). So we have proved that
From now on we suppose that ||u n || . > 0 and (t n /||u n || . ) Q 0. Let us introduce a n :=||u n || . and the functions,
where
. By the superlinearity hypothesis
Observe that since a n Q +. and k > 0, a k n Q +. and given any closed ball B centered at the origin, there exists n 0 ¥ N 0 such that B … W n for all n \ n 0 . Fixing such a ball, we can use the C 1, a local estimates of Tolksdorf (Theorem 1 in [36] ) or of Di Benedetto in [14] . Since t n /a n Q 0, applying Theorem 1 of [36] , we get the existence of some constants C > 0 and a ¥ (0, 1) depending only on N, p, B such that
and
We deduce from (19) the existence of a function w ¥ C
1
(B ) and a con- (18) and passing to the limit, we obtain
(B) =1. Moreover, since w ] 0, w(x) > 0 for all x ¥ B by the strong maximum principle of Vasquez (Lemma 1.4). Taking balls larger and larger and repeating the argument on the subsequence w nOE obtained at the previous step, we can obtain a Cantor diagonal subsequence still denoted by (w nOE )
We now consider the case where f satisfies (3).
Proof. As in the proof of Lemma 3.1, we prove the existence of a subsequence still denoted by (u n , t n ) satisfying (12) . Considering the change of variable (13)
by the solution to (14) with C replaced by C 0 , it holds as in the proof of Lemma 3.1 that v n \ v n and sup n ¥ N 0 ||v n || . =+.. So we can suppose ||u n || . > 0 for all n and t n / ||u n || . Q 0 for n Q +.. Introducing the sequence (w n ) by (17) with the same definition of k and a n , we obtain that for each n ¥ N 0 , w n satisfies
By hypothesis on f and by the definition of k,
Since t n /a n Q 0 and (w n ) is bounded in L .
(W), we can use the C 1, a local estimates of [37] or [14] on a fixed ball B and we get as before the existence of w ¥ C 1 (B ) with w n Q w in C 1 (B ) and
Taking balls bigger and bigger and using Lemma 1.4, we obtain the existence of a function
It is possible to use a different approach to get some a priori bound for the parameter t in problem (5) . Indeed, if we consider the change of variable (13) in Eq. (5) with t > 0, we obtain the problem
Using this change of variable, we can prove the following lemma. 
In particular, problem (5) has no solution if
. This result is a straightforward consequence of the following result due to Fleckinger et al. in [15] .
where h ¥ L To prove Lemma 3.3, it suffices to remark that if (w, l) is a solution of (22) , then it is a positive solution of (23) with m=C 0 l and
By hypothesis on f and q and for fixed l \ l 1 /C 0 , h satisfies the assumptions of Lemma 3.4, which leads to a contradiction. It is also possible to prove Lemma 3.3 using directly the Diaz-Saa inequality (cf. [13] ) with a solution w of (22) and with tj 1 where t > 0 and j 1 > 0 is an eigenfunction of − D p associated to l 1 , and letting then t tend to infinity. In fact, this inequality is used in [15] to prove Lemma 3.4.
In [16] is established some a priori bound for the parameter l for the problem
(W). Our method (using Lemma 3.4) can also be applied to this problem and we obtain the same bound as in [16] . In [16] was used the isolation of the first eigenvalue of the p-laplacian operator (cf. [3] ). In fact, to prove this isolation result, Anane in [3] uses a variant of the Diaz-Saa inequality.
A PRIORI ESTIMATES
In this section we apply Lemmas 3.1 and 3.2 as well as some versions of Liouville type theorems for (11) and (21) to obtain some a priori estimates for the solutions of (5). In order to apply Lemma 3.1, we need to prove the existence of some positive d depending only on the domain W such that all solution of (5) possesses a global maximum at a distance to "W greater or equal to d. Our argument will be inspired by a paper of Hulshofvan der Vorst (see [22] ) where some existence result is proved by blow up and the moving plane method in the case p=2, 1 < q < N+2 N − 2 and W convex smooth. In [12] , Damascelli and Pacella apply the moving plane method to prove some monotonicity and symmetry results for the p-laplacian. In what follows, we deduce from their results the existence of such a d.
We first establish some geometric lemmas. If moreover M="W with W convex and bounded, then
where n(y) denotes the inward unit normal to "W at y.
Proof and for all l \ a(n),
Let us denote R n l the symmetry with respect to the hyperplane T n l and (n), m) , we have (25a) and (25b)},
where (25a), (25b) are
where n(x) denotes the inward unit normal to "W at x. Notice that 
where r is defined in Lemma 4.1.
Proof. Let x ¥ "W. We are going to prove that
where r is defined in Lemma 4.1. Observe that
In view of the definition of l 1 (n(x)), it is sufficient to prove that for all 
Remark 4.1. In [12] , Damascelli and Pacella state their result under the condition that W is smooth. This smoothness hypothesis is due to the fact that in their proof they use a new technique consisting in moving hyperplanes along directions close to a fixed one. This technique needs the continuity of the functions a(n) and l 1 (n) defined above. In fact, one can establish this continuity when W is a strictly convex domain of class C
1 and it appears that there are some counterexamples of C . convex domains which are not strictly convex and for which l 1 (n) is not continuous everywhere (see [4] ).
Remark 4.2. Since under our hypotheses on W, l 1 (n) is continuous with respect to n, the fact that m defined in Lemma 4.2 is strictly positive is trivial. Now, if a number r > 0 suits in Lemma 4.1, then any rOE ¥ (0, r) also suits, so that Lemma 4.2 is directly proved for r small enough. In fact, we establish in Lemma 4.2 that m \ r for all r that suits in Lemma 4.1, and without using the continuity of l 1 (n).
The conclusion of Theorem 4.1 is true in particular for g(u)=f(t+|u|)
where f is locally Lipschitz continuous on R + and for fixed t \ 0 or f locally Lipschitz on (0, +.) and fixed t > 0.
To study the location of global maxima of the solutions of (5), we use Theorem 4.1 and Lemmas 4.1 and 4.2. We prove the following result. Proof. The case p=2 has been treated in [22] . If p < 2, we first prove that for all e ¥ (0, r), there exists a global maximum y with dist(y, "W) \ r − e. Let us suppose by contradiction that every global maximum of u lies at a distance strictly smaller than r − e from the boundary. Let y be such a maximum. One can find a point x 0 ¥ "W such that y belongs to the normal line to "W at x 0 and with dist(y, x 0 ) < r − e (take x 0 the nearest point of "W from y and use Lemma 4.1). Let us call this line D and n(x 0 ) the inward unit normal to "W at x 0 . By Lemmas 4.1 and 4.2 there exists some point x ¥ D 5 W n(x 0 ) l 1 (n(x 0 )) such that dist(x, x 0 )=r − e=dist(x, "W). By hypothesis on y and if we suppose that there is no global maximum at a distance from the boundary \ r − e, we have u(x) < u(y), which contradicts Theorem 4.1 applied to (u, t).
If we take a sequence (e n )=(1/n), we obtain a sequence (y n ) of global maxima of u such that dist(y n , "W) \ r − 1/n. By compactness of the set of the global maxima of u, this implies the existence of a global maximum y of u such that dist(y, "W) \ r. L If we can prove some Liouville type theorem for problem (11) , that is the nonexistence of nontrivial solutions of (11), then as a consequence of Lemma 3.1 and Proposition 4.1, we get the existence of some a priori bounds for all solution (u, t) of (5) 
has no solution. 
t) solution of (5) with t > 0. If furthermore f is locally Lipschitz continuous on [0, +.), then the a priori bound holds even for t=0.
We now consider the particular case where W is a ball in R N and f(u)=C |u| q for some constant C > 0. The following corollary of Theorem 4.1 is proved in [12] for 1 < p < 2; the case p=2 is treated in the papers of Gidas et al. [19] and Berestycki and Nirenberg [5] . This corollary proves in particular that in the case of a ball, all solution u of (5) with f(u)=C |u| q has a global maximum at 0 and so the hypotheses of Lemma 3.1 are satisfied. Moreover, in the particular case of radial solutions of problem (11), Ni and Serrin have proved in [28, 29] the following nonexistence result. 
Proof. It suffices to use Lemma 3.1, Corollary 4.1, Lemma 4.4, and the C 1, a -estimates of [23] . L These results give also some motivation to establish a Liouville type theorem for problem (20) .
MINIMAL SOLUTIONS
In this section, we use standard results established in [1, 2] to obtain a left continuous curve of minimal solutions to problem (5) with f increasing by mean of the monotone iterations method. We shall then apply a result of [7] to show that this curve of solutions is contained in the continuum C emanating from (0, 0) obtained in Section 2.
Monotone Iterations Method
Let (E, P) be an ordered Banach space with ordering denoted by [ . Let X and Y be ordered Banach spaces (with the ordering in each set denoted by [ , and with P X , P Y the positive cones). We say that P is normal if and only if every order interval is bounded. For example, in C(W ) the positive cone for the natural ordering is normal, but not in
It is a standard result that for Y=C 1 0 (W ) equipped with the C 1 -norm, the positive cone P Y has a nonempty interior and
Let G: E Q E. We say that x is a minimal fixed point of G if G(x)=x and x [ y for all y ¥ E such that G(y)=y.
We have the following lemma from [1, Corollary 6.3]:
Lemma 5.1.
Let (E,P) be an ordered Banach space with P normal and let G: P Q P be increasing and compact (at the usual sense). Then G has a minimal fixed point x iff there exists ŷ ¥ P such that G(ŷ ) [ ŷ . In this case x [ ŷ and the sequence (G
Applying this lemma we obtain Lemma 5.2. Let us consider the problem,
where 1 < p < . and f: R Q R + a continuous increasing function on R 
+

. If there exists a supersolution v of (28), i.e., a solution tǫ
Proof. We show that we are under the assumptions of Lemma 5.1 with ((f(u))) where K is the operator defined in Lemma 1. ) such that there exists a solution ū associated with t. "n > "ū "n on "W. Since the same argument can be used for all t < t g such that there exists an associated solution ū, we get the existence of a minimal solution for all t < t g with ǔ(t) < ǔ(tOE) on W and 0 > "ǔ(t)
-estimates of [23, 37] , there exists a subsequence (t nOE ) and a function u ¥ C
Passing to the limit in equation (29), we get that (u, t) is a solution of (29) and u [ ǔ(t).This implies necessarily u=ǔ(t) and proves the left continuity. Using the same argument, we prove the result concerning the existence of u g . L Lemma
The curve of minimal solutions obtained in Theorem 5.1 is continuous at the origin, i.e., if (t n ) is a sequence satisfying
Proof. Let us first show that ǔ(t n ) Q 0 uniformly. Suppose by contradiction this is not true. Then there exists some M > 0 and a subsequence (t n k ) satisfying t n k Q 0, t n k > 0 and ||ǔ(t n k )|| . \ M. Since the curve of minimal solutions is strongly increasing (Theorem 5.1), this implies that
). We also know by Lemma 2.1 that 0 is an isolated solution in C 1 (W ) for problem (29) with t=0. Combining the precedings, we get that the component C of solutions containing (0, 0) only contains (0, 0) which contradicts Theorem 2.1.
-estimates of [23, 37] , passing if necessary to a subsequence we get the C 1 -convergence. L Remark 5.1. If 1 < p and q > 0, we have the same kind of results for the problem
Under the same assumptions on p, q, using Theorem 6.2 of [31] , the component C l of solutions of (30) The same remark holds for the more general problem obtained from (29) by the change of variable introduced in (13) .
where f is an increasing continuous function satisfying (3) with q ] p − 1, and such that l
Remark 5.2. Using Corollary 6.2 of [1], we get for all fixed t > 0 the existence of a maximal solution û(t) for the problem in [0, ǔ(t)], i.e., a solution of (29) 
such that û(t) ¥ [0, ǔ(t)] and û(t) \ u for all solution (u, t) of (29) such that u ¥ [0, ǔ(t)].
The same kind of result holds for (30).
Link with the Continuation Method
In [7] , the second author studied some link between solutions obtained by continuation methods and the minimal solutions obtained by the monotone iterations method. He proved the following result: Theorem 5.2. Let (E, P) be an ordered Banach space with cone P having a nonempty interior int P, let a, b ¥ E such that b − a ¥ int P, and 
Suppose that G satisfies the following assumptions: (l 2 , .) ).
Then the component of (l 1 , a) in S meets (l 2 , b).
Using this theorem, we get the following result concerning problem (30): 
Proof. We first treat problem (30) . Let l < l g and let ǔ(l) be the associated minimal solution. Let us define G:
where K is defined in Lemma 1.1. By the strong comparison principle of [10] (Lemma 1.3) , G is strongly increasing in u and is strictly increasing in l. (31) can be treated in the same way considering (29) and (31) are equivalent by the change of variable introduced in Remark 3.1:
This mapping is bijective and continuous, so it maps any connected set on a connected one. If l tends to 0 and v stay bounded, the image i(l, v) tends to (0, 0). Hence, if C l denotes the component of solutions of problem (31) containing (0, 0), then i(C l 0 {(0, 0)}) is a connected set of solutions of (29) containing (0, 0). So
It is easy to see that any minimal solution of (29) for t > 0 is mapped by i −1 on a minimal solution of (31) for l > 0. This ends the proof. L
ISOLATION OF THE CURVE OF MINIMAL SOLUTIONS
In this section, we prove some isolation result for the curve of minimal solutions of (29) obtained in Section 5 when the parameter t is sufficiently small and if p [ 2. Using then the fact that the continuum C contains all minimal solutions of (29) , this will imply that in a cylinder of the form
[ K} for some t > 0 and K > 0, the solutions of (29) where f(u)=C |u| q exactly consists in a continuous curve of minimal solutions emanating from (0, 0). The same kind of result will also hold for problem (30) .
We begin to establish the following isolation result for problem (30) . Proof. We prove the result for p < 2 and it will be clear how to adapt the proof in the case p=2. Let u and v be two solutions of problem (30) associated with l such that u \ v on W. Multiplying (30) for u and v by (u − v) and subtracting both equations, we obtain
By inequality (7a), the right-hand side of (34) is smaller or equal to
where C 1 depends only on N, q. Let us suppose first that q > 1. In this case,
for some positive constant k depending only on W, N, q. Since p < 2, by inequality (7b), the left-hand side of (34) is greater or equal to
Let v be the minimal solution associated with l ¥ (0, l g
). By Remark 5.1, for all minimal solution v(l) associated with l < l we have
-estimates of Liebermann and Tolksdorf [23, 37] , there exists some positive constant K 2 such that
and if u is a solution associated with l, since u \ v(l), we get by the precedings
and if moreover ||Nu|| .
[ ||u|| C 1 [ K 3 , the right-hand side of (36) is smaller or equal to
and the left-hand side is greater or equal to
but since u, v \ 0 on W and u=v=0 on "W, this infinum is equal to 2. Using the same arguments as before, taking
with the same definitions of K 2 , K 3 , we get the same contradiction as above if l < l and u ] v. As a consequence, we obtain that in a neighborhood of the origin, the set of solutions consists in a connected curve (l, ǔ(l)). Using the fact that this curve is left continuous and that it is strongly increasing, one can see that it is necessarily continuous. L We have the following corollary concerning problem (29) where f is a pure power. Proof. We make the proof for p < 2 and q > 1. It will be clear how to adapt it in the case p=2 or q=1. Writing the same kind of inequalities as in the proof of Proposition 6.1, if u, v are two solutions of (29) associated with t and satisfying u \ v on W, we get
where K, c 1 , c 2 are some positive constants depending only on W, N, q. Let t < t g and let v(t) denote the minimal solution corresponding to some t. By Theorem 5.1 and the C 1, a -estimates of [23, 37] , there exist some positive constants K 1 and K 2 such that
If (u, t) is a solution of (29), then u \ v(t) and if furthermore ||u||
So if we consider t < t where t is defined by t :=min 3 t,
then necessarily u=v(t). But t defined above is not positive for all K 1 , K 2 , K 3 , but since the exponent p − 2 is negative, it is possible to have (29) where f satisfies the hypotheses of Proposition 5.1 as well as additional condition.
A PRIORI BOUND FOR THE MINIMAL SOLUTIONS
In Theorem 5.1, we obtain a curve of minimal solutions {(t, ǔ(t)) | t < t Proof. The proof of inequality (37) can be easily adapted from the proof of Lemma 9 in [17, p. 487] . This proof uses some variational arguments. Suppose now that (37) is established. We shall follow the same idea as in [17] . Since ǔ(l)=: ǔ is a solution of (30) This inequality for e small enough can be written as
mes(W).
Since by the definition of E l ,
and since e > 0 can be taken arbitrary small, there exists K > 0 independent of l such that
Since ǔ is a solution of (30) 
(W). L
The following result is a corollary of Lemma 7.1 and Remark 5.1. 
APPENDIX: RABINOWITZ TYPE THEOREM
We are going to prove a variant of Theorem 6.2 of [31] and Theorem A.1 of appendix A in [6] . This variant has been applied in Section 2 to the mapping G defined by (8) . The proof of this result will use the following lemma proved in [32 
