We present an effective solution to the linear placement problem, which has several applications in the physical design of integrated circuits. Our approach belongs to the class of iterative improvement heuristics. The important difference of this new technique from the previous ones is in its moves, and in the order of application of these moves. A phase of the algorithm begins with simple moves and gradually shifts towards more complex moves. Phases are repeated as long as further improvement is possible. Our experimental results show that nearly optimal solutions can be achieved. For a number of examples collected from the literature, our algorithm generated optimal solutions.
INTRODUCTION
he linear placement problem (LPP) occurs in different forms in the physical design automation of integrated circuits. Various names were used to describe LPP: linear ordering [1] , board permutation [2] , back-board ordering [3, 4, 5] , string placement [6] , and 1-dimensional gate assignment [7] . According to Yamada et al. [7] In a second step, the order of the cells in their respective rows is determined by solving a linear placement problem in each of the rows. The latter approach has been used by Cho and Kyung [8] . In gate array design style, Chowdhury [9] mentions that a good placement may be achieved by initially assigning the gates to rows and columns. Then, the placement is improved by permuting the columns to minimize the horizontal wire length. The linear placement problem is indeed a special case of the more general 2-dimensional placement problem. Therefore, in principle, techniques for the latter problem can be used to solve LPP. However, there is rarely any mention in the literature of such approaches. To the contrary, techniques for LPP have been used to solve the more difficult 2-dimensional placement problem [1, 8] . Because LPP is an NP-Hard problem [14] , most algorithms in the literature are heuristics in nature [1] [2] [3] [4] [5] [6] [7] [9] [10] [11] [12] [13] . In [4] , Goto et al. provide a branch-and-bound algorithm which generates a solution whose cost is no more than (1 + e) times the optimal cost. However, the computational effort of Goto's algorithm increases exponentially as e decreases. In [1] , Kang presents a constructive algorithm, which places the circuit elements one at a time. The most lightly connected circuit element is placed in the first position. Subsequently, based on a selection rule, an unplaced element is chosen and is placed in the next vacant position. This process is repeated until all the circuit elements have been placed. In [11] , Schuler and Ulrich give an algorithm, which divides the circuits elements into several clusters. Subsequently, the circuit elements are arranged in a row, such that elements 118 YOUSSEF SAAB and CHENG-HUA CHEN of the same cluster are kept close to each other. In [12] , Cheng obtains a linear placement method using the max-flow min-cut theory [15] . Cheng [13] used network flow theory to obtain an algorithm which finds an optimal solution in O(nlog (n)) operations if the input graph is a rooted tree. In [9] To simplify the notation, the set V is taken to be the set of the first n positive integers, i.e., the integer 1 <--< n is the name of the i-th node in V. It should be clear from the context whether an integer is used as the name of a node in V, or as a numerical value.
The j-th net in E, is denoted by N, 1 [9] . In this paper, the length L(Tr) of the permutation is used as a cost function. However, our algorithm is not dependent on the particular cost function used, and any other cost function may be used instead. In [7] , it is shown that the layout area is linearly dependent on the length of the permuta- [9] . In this case, the iterative improvement algorithm is better known as a two-exchange strategy. Two-exchange algorithms for LPP are easily trapped in local minima. Consider a circuit of n nodes and n 1 nets, such that net Ni connects the nodes and 1. Let us call such a circuit a chain. Clearly, up to a reversal of order, the only optimal permutation for a chain is the permutation r given by or(i) i, 1 -< -< n. For the chain of n nodes initially placed as in Figure 2 , and for large enough n, no two nodes can be exchanged such that the cost is strictly reduced. The cost of the permutation in Figure 2 is equal to n/2 + 2(n/2 1) 3n/2 2, while the optimal cost is n 1. This illustrates that even for a simple chain circuit, a two-exchange algorithm may be trapped in a local minimum which is far away from the globally optimal solution. Moreover, even if moves which increase the cost are occasionally accepted as in simulated annealing [17] or stochastic evolution [10, 18] It should be understood that after any of the above moves the permutation 7r is updated to reflect the change. Now, the algorithm LESS can be described as follows:
Step 1. Generate an initial permutation
Step 2. Set length 1 and set improve false.
Step 3. Set 1.
Step 4. Set j + length 1.
Step 5. Find position k [i 1, j] such that the move TRANSFER(i, ], k, 7r) yields a maximum reduction gain in cost.
Step 6. If gain > 0 then perform the move TRANSFER(i, ], k, 7r) and set improve true.
Step 7. Ifj < n then set + 1 and go to
Step 4.
Step 8. If length 1 then set length length + 1 and go to Step 3 (The moves FLIP and TRANSFER_FLIP do not make sense unless length > 1).
Step 9. Set 1.
Step 10. Setj + length 1.
Step 11. Find position k [i 1, j] such that the move TRANSFER_FLIP(i, ], k, r) yields a maximum reduction gain in cost.
Step 12. If gain > 0 then perform the move TRANsFER_FLIP(i, j, k, 7r) and set improve true.
Step 13. If ] < n then set + 1 and go to Step 10.
Step 14. Set 1.
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Step 15 . Set ] + length 1.
Step 16 Step 17. If j < n then set / 1 and go to Step 15.
Step 18 Table I . The initial permutation was generated randomly using the following procedure:
Step 1. Set 7r(i) for each 1 -< -< n.
Step 2. Repeat 3n times: randomly choose two Table I . For the data collected from the literature in Table I , the running time is not available except for circuit figl0 [7] for which the a cost of 1470 was obtained by an algorithm described in [7] in 6.1 seconds.
LESS was then used on two larger circuits in order to get a better idea about its running time as well as its performance. The performance was estimated by comparing the results of LESS to the results of the SE algorithm [10] on these two circuits. In [10] , the SE algorithm has been empirically shown to be more effective than simulated annealing [17] and Kang's constructive algorithm [1] . Table II LESS (10) is slightly worse than the solution of LESS. However, LESS (10) is much faster than LESS.
It is also possible to improve the running time of LESS by cutting down on the computation of Steps 5 and 11. Here, it is shown how Step 5 can be improved.
Step 11 can be modified similarly. tested from left to right (If k < k2, then we say that position k is to the left of k2), the reduction in cost changes noticeably at critical positions. To illustrate this second observation, suppose all the nodes of the circuit except one node (say node y) has been arranged in some order. To insert node y in this order, there is a position k such that if node y is squeezed in this position, then the cost of the resulting permutation is no more than the cost of the permutation which results from squeezing y in any other position. Call FAST(a) the algorithm LESS(a) in which Steps 5 and 11 has been modified as discussed above. FAST(a) was used on a number of circuits. For every one of these circuits, a was set equal to n/20 so that the maximum length of a block is no more than 20.
The results of FAST(n/20) were compared to those obtained by the SE algorithm [10] . The same initial random permutation was used by both algorithms. Table IV Tables 4 and 5 In the appendix, we give a procedure for the construction of test circuits for which the optimal cost is known. The input to the construction procedure consists of the desired number of nodes n, the desired number of nets m, and a desired bound B > 2 on the maximum number of nodes that can be connected by a single net. The construction procedure outputs the constructed circuit along with its optimal cost. Using this procedure, a number of circuits were generated. Then, FAST(n/20) and the SE were tried on these circuits using a random initial permutation and an initial permutation generated by CLO. The results obtained by initially using a random permutation and the permutation generated by CLO are shown in Table VI and Table VII Table IX . It can be seen that near-optimal solutions can be achieved. In fact optimal solutions were generated for circuits C1, C2, and C5 regardless of the initial permutation. The worst cost was generated for circuit C4 when the initial permutation was randomly generated. Nevertheless, even in this case, the cost of the solution generated is within 10% of the optimal cost. The running time and the cost were consistently less when the initial permutation was generated by CLO. The saving in running time can be significant. For example, for circuit C5, FAST(2) was five times faster when the permutation generated by CLO was used as the initial permutation. However, the cost of the final solution is proportional to a. Consequently, a must be chosen appropriately so that the computation time is sharply reduced without damaging the quality of the final solution.
Our experiments indicate that only a small fraction of possible block lengths are useful. The smallest lengths (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) were most of the time useful. However, larger useful lengths (>10) are separated by gaps of many useless lengths. These gaps are traps that prevent heuristics from achieving good solutions. LESS had to step over many of these traps in order to discover the useful lengths. The existence of these gaps may be an indication that probabilistic algorithms such as simulated annealing [17] and stochastic evolution [18] may need a long time to generate near-optimal solutions if only simple moves (e.g., transpositions) are used.
