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ABSTRACT
In this paper, we consider the block-sparse signals recov-
ery problem in the context of multiple measurement vectors
(MMV) with common row sparsity patterns. We develop
a new method for recovery of common row sparsity MMV
signals, where a pattern-coupled hierarchical Gaussian prior
model is introduced to characterize both the block-sparsity
of the coefficients and the statistical dependency between
neighboring coefficients of the common row sparsity MMV
signals. Unlike many other methods, the proposed method
is able to automatically capture the block sparse structure
of the unknown signal. Our method is developed using
an expectation-maximization (EM) framework. Simulation
results show that our proposedmethod offers competitive per-
formance in recovering block-sparse common row sparsity
pattern MMV signals.
Index Terms— Compressed sensing, block-sparse sig-
nal, multiple Measurement Vectors (MMV), sparse Bayesian
Learning.
1. INTRODUCTION
Compressing sensing is a new paradigm for data acquisition
and reconstruction through exploiting the inherent sparsity
signals of interest. In practice, sparse signals usually have
additional structure that can be exploited to enhance the re-
covery performance. For example, the atomic decomposi-
tion of multi-band signals [1] or audio signals [2] usually re-
sults in block-sparse structure, in which the non-zeros coeffi-
cients occurs in cluster. A number of algorithms, e.g. block-
OMP [3], mixed l2/l1 norm-minimization [4] were proposed
to recover the block-sparse signals. These methods address
only the SMV recovery problem. However, in real world the
assumption of signals share the same sparsity pattern hold
valid. We usually obtain multiple observations, where the re-
covery performance can be enhanced by exploiting the joint
estimation. There are a great deal of signals in the real-world
share the unchanged sparsity pattern over time, such as com-
munication signals are assigned to a specific bands of fre-
quency spectrums, thus, these communication signals often
sharing the same sparsity pattern in frequency domain. It has
been shown that compared to SMV case, the successful recov-
ery rate can be greatly improved using multiple measurement
vectors [5] [6]. Wipf and Rao first introduced SBL to sparse
signal recovery for SMV model, and later extended it to the
MMV model, deriving the MSBL algorithm [7]. However,
MSBL algorithm does not take the block-sparse properties
of MMV signals into consideration. Zhang and Rao develop
the BSBL algorithm to solve the temporally correlated block-
sparse MMV signals [8]. Nevertheless, BSBL algorithm re-
quires block-partition known a priori.
In this paper, we extend our former work [9] to the MMV
scenario. To exploit the statistical dependencies, we propose
pattern-coupled hierarchical Gaussian prior model which
characterizes both the block sparseness of the coefficient and
the statistical dependency between neighboring coefficients.
A key assumption in the considered MMV model is that the
support ( i.e. the indexes of nonzero entries) of each column
in MMV signals are identical [10], and the block-structure
of each signal is entirely unkown [8]. In our hierarchical
Bayesian model, the prior for each coefficient not only in-
volves its own hyperparameter, but also the hyperparameters
of its immediate neighboring coefficients. An expectation-
maximization (EM) algorithm is developed to learn and the
hyperparameters and to estimate the block-sparse MMV
signals. Simulation results are provided to illustrate the ef-
fectiveness of the proposed algorithm.
2. PROBLEM FORMULATION
We consider the problem of simultaneously recovering a set
of block-sparse signals xl ∈ RN×1, ∀l = 1 . . . L from an
basic underdetermined system
yl = Φxl + vl, ∀l = 1 . . . L, (1)
where yl ∈ R
M×1, Φ ∈ RM×N (M < N) and vl ∈ R
M×1
denote the lth measurements, the sensing matrix and the
noise, respectively. The signal xl has a block-sparse structure
and all {xl} share the same support. We note that the block
partition of xl is unknown. We aim to recover {xl} by ex-
ploiting their block-sparsity and the property that sharing the
same row sparsity pattern.
It is easy to see that the model (1) can be rewritten in
matrix form, given by
Y = ΦX + V , (2)
where Y , [y1, . . . ,yL] ∈ R
M×L, X , [x1, . . . ,xL] ∈
R
N×L, and V , [v1, . . . ,vL] ∈ RM×L is unknown noise
matrix. We assume that the elements ofV are i.i.d white noise
following Gaussian distribution with zero mean and λ−1 vari-
ance. Then the distribution of Y conditional on X is given
as
p(Y |X) =
(
λ
2pi
)ML
2
exp
(
−
λ
2
‖Y −ΦX‖2F
)
(3)
To simultaneously capture the property of column-wise
block-sparsity and the common row sparsity pattern of X ,
we assign a Gaussian prior on each row of X . Specifically,
we impose a Gaussian prior distribution on the nth row ofX ,
i.e. xn·, with zero mean and (αn + βαn−1+ βαn+1)
−1B−12
covariance matrix, i.e.,
p(xn·) = N (0, (αn + βαn−1 + βαn+1)
−1B−12 ) (4)
where B−12 is a positive matrix characterizing the depen-
dency of the elements of xn·. We note that all the rows of
X share the same B2 which has been shown that such a
prior is able to promote the low-rankness of XT [11], i.e.,
automatically capture the correlation among the rows of X .
In (4), {αn}Nn=0 are positive scalars controlling the sparsity
of the rows ofX . We assume α0 = 0 and αN+1 = 0 for the
end rows x1 and xn, 0 ≤ β ≤ 1 is a parameter indicating
the relevance between the coefficient xn and its neighboring
coefficients{xn+1,xn−1}. It has been shown that by cou-
pling the neighbor elements using {αn}, such a prior has
potential to encourage a block-sparse solution [9]. Then the
joint distribution ofX given {αn} andB2 can be written as
p(X) =
|B1|
L
2 |B2|
N
2√
(2pi)NL
exp
(
−
tr(XTB1XB2)
2
)
. (5)
where B1 to be a diagonal matrix with its nth diagonal ele-
ment equals to (αn + βαn−1 + βαn+1).
3. PROPOSED BAYSEIAN INFERENCE
ALGORITHM
In this section, we proceed to develop a sparse Bayesian learn-
ing method for block-sparse MMV signal recovery. Based on
the above hierarchical model, the posterior distribution ofX
can be computed as
p(X|Y ;α,B2, λ) ∝ p(Y |X;λ)p(X ;α,B2) (6)
where α = {αn}Nn=1.
The log-posterior ofX can be written as
ln p(X|Y ;α,B2, λ)
∝−
λ
2
‖Y −ΦX‖2F −
1
2
tr(XTB1XB2)
∝−
1
2
xT (λI ⊗ (ΦTΦ) +B2 ⊗B1)x− λy
T (I ⊗Φ)x
where x and y denote the vectorization of X and Y , re-
spectively, and⊗ denotes the operation of Kronecker product.
Then we arrive at that the posterior distribution of x follows
the Gaussian distribution with mean and covariance matrix
given as
µ = λΣ(I ⊗Φ)Ty (7)
Σ = (λI ⊗ (ΦTΦ) +B2 ⊗B1)
−1 (8)
Given a set of estimated hyperparameters α, B2, λ and
the observed y, the maximum a posterior (MAP) estimate of
x is the mean of its posterior distribution, i.e.
xˆMAP = µ (9)
Our problem therefore reduces to estimate the value of
the hyperparameters α, B2, and λ. A strategy to maximize
the likelihood function of these hyperparameters is to exploit
the expectation-maximization (EM) formulation, in which we
first introduce a hidden variable and then iteratively maximize
a lower bound of the likelihood function (this lower bound
is also referred to as the Q-function). Briefly speaking, the
algorithm alternates between an E-step and a M-step. In the
E-step, we compute a new Q-function by taking expectation
of the log joint distribution of data and hidden variable with
respect to the posterior of hidden variable which computed
using current estimation of the hyperparameters. In the M-
step, we update the hyperparameters by maximizing the Q-
function with respect to them.
We define the hyperparametersΘ = {α,B2, λ} and rec-
ognize X as the hidden variable. Then Q-function can be
expressed as
Q(Θ) = Ep(X|Y ;Θ(t))[ln p(Y ,X;Θ)], (10)
and, consequently, Θ can be updated by maximizing Q-
function, i.e.,
α(t+1) = argmax
α
Q(Θ)
= argmax
α
Ep(X;Y ,Θ(t))[ln p(X ;α1,B2)] (11)
B
(t+1)
2 = argmax
B2
Q(Θ)
= argmax
B2
Ep(X|Y ;Θ(t))[ln p(X ;α1,B2)] (12)
λ(t+1) = argmax
λ
Q(Θ)
= argmax
λ
Ep(X|Y ;Θ(t))[ln p(Y ,X;λ)] (13)
We first evaluate the expectation in (11) and (12), which
is given as
Ep(X|Y ;Θ(t))[ln p(X|α1,B2)]
=
〈L
2
ln |B1|+
N
2
ln |B2| −
tr(XTB1XB2)
2
〉
=
L
2
ln |B1|+
N
2
ln |B2| −
1
2
tr((B2 ⊗B1)〈xx
T 〉) (14)
where 〈·〉 denotes the operator that taking expectation using
the distribution p(X|Y ;Θ(t)), and 〈xxT 〉 is given as
〈xxT 〉 = µµT +Σ (15)
Then the problem (11) can be solved by setting the first
derivative of the (14) with respect to α1 to zero, i.e.,
∂Q(Θ)
∂αi
=
L
2
(νi + βνi−1 + βνi+1)− φi = 0 (16)
where we define νi , (αi + βαi+1 + βαi−1)
−1, ∀i =
1, . . . ,M , with ν0 = νM+1 = 0, and φi ,
1
2 (Tr(B2Ωi) +
βTr(B2Ωi−1) + βTr(B2Ωi+1)), in which Ωi , 〈xi·xTi·〉,
with xi· denotes the ithe row of X . Similarly, we set
Ω0 = ΩN+1 = 0. Then the optimal solution α
∗
i should
satisfy
L
2
(ν∗i + βν
∗
i−1 + βν
∗
i+1) = φi (17)
Since all the hyper parameters{αi} are non-negative, we have
1
α∗i
> ν∗i > 0, ∀i = 1, . . . , N (18)
1
βα∗i+1
> ν∗i > 0, ∀i = 1, . . . , N − 1 (19)
1
βα∗i−1
> ν∗i > 0, ∀i = 2, . . . , N (20)
Hence the term on the left-hand side of (27) is lower and
upper bounded respectively by
3L
2α∗i
> φi > 0 (21)
combining above equations (27)-(31), we arrive at
α∗i ∈
[
0,
3L
2φi
]
(22)
Due to the high computational complexity of calculating an
accuracy solution of (16), we employ an sub-optimal solution
of it, i.e., just set αi to its upper bound, which arrives at
α
(t+1)
i =
3L
2φi
(23)
Although We employ a sub-optimal solution (23) to update
the hyperparameter in M-step, numerical results show that the
sub-optimal update rule is quite effective. This is because the
sub-optimal solution (23) provide a reasonable estimate of the
optimal solution.
We then consider solving the problem (12). Similarly, we
set the first derivative of the Q-function with respect toB2 to
zero, i.e.,
∂Q(Θ)
∂B2
=
N
2
B−12 −
1
2
N∑
i=1
ν−1i Ωi (24)
and arrive at that the optimal solution is given by
B(t+1) =
1
N
N∑
i=1
(αi + βαi−1 + βαi+1)
−1
Ω
−1
i (25)
To estimate λ, the Q-function can be simplified to
Q(λ) =Ex|y,Θ(t) [log p(y|x;λ)]
∝
NL
2
logλ−
λ
2
〈‖Y −ΦX‖2F 〉 (26)
By computing the derivative of (26) and setting it to zero,
we arrive at
λ(t+1) =
1
NL
〈‖Y −ΦX‖2F 〉
=
1
NL
〈‖y − (I ⊗Φ)x‖22〉 (27)
Some of the expectations and moments used during the
update are summarized as
〈xxT 〉 = µµT +Σ 〈xi·x
T
i·〉 = µiµ
T
i +Σi (28)
〈‖y −Ax‖22〉 = ‖y −Aµ‖
2
2 + tr(A
TAΣ) (29)
where µi is a vector with its lth element equals to the ((i −
1)L+ l)th of µ’s andΣi is a matrix with its (n1, n2)th entry
equals to the ((i − 1)L+ n1, (i− 1)L+ n2)th ofΣ.
For clarity, we summarize our algorithm as follows.
4. SIMULATION RESULTS
In our simulations, we study how the proposed algorithm ben-
efit from multiple measurement vectors for the block-sparse
common row sparsity pattern signals recovery problem. Sup-
pose each N -dimensional sparse vector contains K nonzero
coefficients which are partitioned into blocks with random
sizes and random location. The over-completeM ×N dictio-
naryΦ are randomly generatedwith each entry independently
drawn from a normal distribution.
We examine the recovery performance of our proposed
algorithm, also referred as the MMV pattern-coupled sparse
Bayesian learning algorithm (MPCSBL), under different
Algorithm 1 Pattern-coupled sparse Bayesian learning algo-
rithm for multiple measurement vector
Input: y, Φ and β
Output: x, α,B2, γ
1: Select an initialization x(0), α(0),B
(0)
2 , γ
(0), and set t =
0.
2: while not converged do
3: Calculateα(t+1),B
(t+1)
2 and γ
(t+1) according to (23),
(25), and (27), respectively.
4: According to (7) and (8), update the posterior distribu-
tion ofX using α(t+1),B
(t+1)
2 and γ
(t+1).
5: t = t+ 1
6: end while
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Fig. 1. Success Rate vs. N/M
choice of β. As indicated earlier in our paper, β, (0 ≤ β ≤ 1)
is a parameter quantifying the dependencies among the neigh-
boring coefficients. Fig.1 depicts the success rates vs. the
ratioN/M for different choices of β in noiseless case, where
we set M = 25, L = 3, K = 16. Results are averaged over
1000 independent runs, with the measurement matrix and
the sparse signal randomly generated for each run. The per-
formance of conventional sparse Bayesian learning method (
donated as ”MSBL” [8]) is also included for our comparision.
When β > 0, our proposed algorithm achieves a significant
performance improvement as compared with MSBL through
exploiting the underlying block-sparse structure, evenwithout
knowing the exacting locations and the sizes of the non-zero
blocks. We also observe that our proposed algorithm is not
very sensitive to the choice of β as long as β > 0. The suc-
cess rates of proposed method and MSBL as a function of the
sparsity level are plotted in Fig.2, where M = 25, N = 50
and L = 3. We see that our proposed algorithm present the
better performance than the MSBL method. In noisy case,
we setting M = 25, N = 50, K = 16 and L = 3, Fig.3
shows that the normalized mean square errors (NMSE) vs.
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Fig. 2. Success Rate vs. Nonzero Source Number K
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SNR withK nonzero rows for different choices of β. We also
see that our proposed method achieves the better estimation
accuracy than existing methods.
5. CONCLUSION
We proposed a new Bayesian method for recovery block-
sparse MMV signals with common row sparsity pattern.
A pattern-coupled hierarchical Gaussian prior model was
introduced to characterize both the sparseness of the coef-
ficients and the statistical dependency between neighboring
coefficients of the signal. Through exploiting the underly-
ing block-structure, our method outperforms other existing
methods in block-sparse MMV signals recovery with com-
mon row sparsity pattern. Numerical results show that the
proposed method presents superior performance in recov-
ery block-sparse MMV signals with common row sparsity
pattern.
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