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ABSTRACT 
This thesis is concerned with the processing of time 
domain signals received by a single sensor. An example of 
such signals is the radar return, which is used in one way 
or another to estimate the power spectral density a 
frequency representation of the power of the signal in 
order that we can pick up and track the moving targets. 
since the POWER SPECTRAL DENSITY ESTIMATION is a fundamental 
tool in digital signal processing, the theory of the 
different approaches to PSDE is given in the Literature 
review chapter. 
The aim of this research is to develop a technique for 
the Power Spectral Density Estimation (PSDE) of multiple 
signals in white noise, which has high resolution capability 
and less frequency estimation errors. Hence, the various 
techniques mentioned above are tested for their detection, 
resolution capabilities and performance. 
Finally the different parameters affecting the resolution 
and detection capabilities of the Eigen Vector Decomposition 
Techniques (EVDT) for PSDE are studied in some depth. 
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We are currently facing an industrial revolution of high 
technology in which digital signal processing plays a 
fundamental role. The final objective of this field - where 
ideas and methodologies from system theory, statistics, 
numerical analysis, computer science and very large scale 
integrated circuits (VLSI) technology have been combined -, 
is to process a finite set of data (time or space domain) 
and to extract important information which is hidden in it. 
Among the most fundamental and useful tools in digital 
signal processing (DSP) has been the estimation of the Power 
Spectral Density (PSD) of a discrete time deterministic and 
stochastic process. The advances achieved so far in 
communication, radar, sonar, speech, biomedical and image 
processing systems are related to the expansion of new power 
spectrum estimation techniques. 
One of the earliest and most popular techniques for power 
spectral density estimation is the Fourier Transform, which 
became very efficient and more popular after the invention 
of the Fast Fourier Transform (FFT) in the midsixties. But 
the lack of resolution - which depends mainly upon the data 
length - and the sidelobe-leakage, are the main limitations 
to the use of this technique. 
Over the last two decades, or so, there has been 
considerable interest in so-called modern techniques for 
PSDE -see Kay and Marple [33], Ulrych and Clayton [54], 
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Cadzow [7] and Haykin [23]-, their works and others form 
good references for consultation. The new techniques offer 
high resolution and less frequency bias. 
Recent work shows a great interest in a group of 
techniques which depend upon the Eigen vector Eigen value 
Decomposition of the data covariance matrix and the 
so-called signal subspace and noise subspace .This group of 
techniques, pioneered by Pisarenko [45], offers the best 
resolution achieved to-date. 
So, the available power spectral density estimation 
techniques may be considered in a number of separate classes 
namely, Conventional Techniques (or 'Fourier type' ), 
Modelling Techniques (Auto Regressive Moving Average (ARMA) , 
Auto Regressive (AR) and Moving Average (MA) modelling), 
Nonparametric Techniques (such as Maximum Likelihood Method 
(MLM) , Pisarenko Harmonic Decomposition (PHD), and Eigen 
Vector Decomposition Techniques (EVDT). Research in this 
area has extended to Multidimensional, Multichannel, and 
Array Signal Processing problems. 
Each one of the above mentioned approaches to power 
spectral density estimation has certain advantages and 
1 imi tations, not only in terms of estimation performance, 
but also in 
implementation, 
capabilities. 
terms of estimation complexity, cost of 
finite data length effects and resolution 
1.1 PROBLEM FORMULATION and SOLUTION: 
Suppose we have a segment x(t), of a sample function 
from a zero mean stationary random process and we wish to 
generate an estimate of the power spectral density. 
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When it is desired to distinguish between sharply peaked 
components of the spectrum at some minimal separation , then 
the choice of a particular estimate is largely dependent on 
the time of observation (data length T), -i. e the total 
sampling time N~t, where N, is the number of samples and ~t 
is the sampling interval-. Now when N is large and ~f (the 
frequency separation between the two peaks to be resolved) 
is larger than the resolution limit (l/N~t), then any of the 
large number of schemes will achieve the desired resolution 
with reasonably small estimate variance. In many situations 
however, the observation interval (and hence the number of 
samples N) is constrained to be relatively short (e.g. when 
x(t) may only be considered stationary over a short time 
interval) and one must choose an estimate subj ect to the 
requirement 
i.e ~f~(l/N~t) (1.1.1) 
which is not satisfied using most of the available 
approaches, and this will be the requirement upon which we 
will depend in testing the different algoritms. 
The solution to this problem is the use of Eigen Vector 
Decomposition Techniques (EVDT) which were pioneered by 
Pisarenko (1973) and Ligget (1973) and improved by Schmidt 
(1979) and Bienvenu and Koop (1980). It is a high resolution 
technique which is based on the underlying orthogonality 
relation existing between the 'noise subspace', spanned by 
the eigen vectors corresponding to the smallest eigen values 
of the random process covariance matrix and the ' signal 
subspace' spanned by the eigen vectors corresponding to the 
largest eigen values. 
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1.2 THESIS LAY OUT: 
The thesis is comprised of seven chapters in addition 
to three appendices and an attachment. It is organized as 
follows : 
Chapter one is the Introduction chapter, and Chapter tvo 
presents the Literature review -summary of the theory of the 
different approaches to the power spectral density 
estimation -. 
Chapter three contains the simulation results of most of 
the aforementioned approaches and an objective comparison 
study to show the disability of most of the algorithms to 
resolve closely separated sinusoids contaminated by white 
Gaussian noise, when ~f is less than the resolution limit. 
The theory of the high resolution techniques -Maximum 
Likelihood Method (MLM), Maximum Entropy Method (MEM) and 
Eigen vector Decomposition Technique (EVDT)- are given in 
Chapter four, in which the new proposed algorithm is 
developed. In addition, the Partitioning problem (or the 
problem of separating the signal eigen values from the noise 
eigen values) will be dealt with in this chapter, and a new 
method for this process is suggested. 
Chapter five contains the simulation results of the 
proposed algorithm together with those of the most widely 
used algorithms -Maximum Likelihood Method, Maximum Entropy 
Method and Eigen Vector Method-, for the purpose of 
comparison. 
The Parameters affecting the resolution capability of the 
Eigen vector Decomposition Technique are dealt with in 
Chapter six, while conclusions and suggestions for further 
work are given in Chapter seven. 
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Appendix One contains the representation of the 
Covariance Matrix in terms of its Eigen vectors and Eigen 
valueas, Appendix Tvo contains the derivation of the Optimum 
weight for the HLH filter and Appendix Three contains two 
data records as an example of the data generated and used to 
test the different PSDE approaches. 
The list of the Fortran 77 Programs and Subroutines, 
written to simulate and test the different Power Spectral 






2.1. INTRODUCTION : 
Spectral estimation has progressed through several 
stages since FOURIER established the basis for defining a 
spectrum of a function. Fourier analysis has played a 
primary role in much of the earlier as well as more recent 
efforts in spectral estimation of and frequency retrieval 
from experimentally collected data. 
The Fourier Transform (FT) is an excellent method of 
obtaining an estimate of the spectrum of a time domain 
signal. So, if we have x(t) as a deterministic analog 
waveform, then its Fourier transform will be : 
(X) 
X(f) = J x(t)exp(-j2rrft)dt (2.1.1) 
-(X) 
and the power spectrum estimation at frequency f is : 
(2.1.2) 
Now, if the signal x(t) is sampled at constant rate of 
~t's intervals to produce a discrete sequence x = x(n~t) for 
n 
-oo~ n ~oo, then the sampled sequence can be obtained by 
multiplying the original time function x(t) by an infinite 
set of equispaced Dirac delta function 0 (t ). The Discrete 
Fourier Transform (DFT) of this sampled sequence can be 
written, using distribution 
theory, [5], as : 
2-1 
X(f) = Jm[~_~X(t)5(t-nAt)AtJeXp(-j2rrft)dt] 
-00 
00 
- At~ xnexp(-j2rrfnAt) (2.1.3) 
-00 
But in the practical spectral estimation problems, it is 
desired to estimate the PSD with this estimate being based 
on only a finite set of data samples (observations) N, and 
the transform is discretized also for N values by taking 
samples at the frequencies f=ml1f, for m=O,1,2, ...... ,N-1, 
where I1f=l/Nl1t [33], then 
N-1 
Xm(f) - At~ xneXp(-j2rrmAfnAt) 
n=O 
N-1 
- At~ x nexp(-j2rrmn/N) 
n=O 
(2.1.4) 
equation (2.1.4) is the familiar discrete fourier transform 
(DFT ). 
Now, let us consider a more practical case, where it has 
applications, such as in Radar, Doppler processing, Adaptive 
filtering, Speech processing, Spectral estimation, Array 
processing, .... ,etc, it is desired to estimate the 
statistical characteristics of a wide-sence stationary, 
stochastic process rather than a deterministic, finite 
energy waveform. The energy of such process is infinite, so 
that the quantity of interest is the Power Spectral Density 
2-2 
The Autocorrelation function of such process is given by, 
where E and * denote the expectation operator and the 
complex conjugate respectively. 
Or 




for m = O,l, ...... ,M, and M~N-1. Equation (2.1.5) is called 
the unbiased estimator. 
This autocorrelation function possesses the following 
properties [44] : 
(1 ) I R (m)1 ~ R (0) xx xx 
* (2) R (-m) = R (m) 
xx xx 
(3) R (0) = E[X2 ] 
xx n 
The first property states that Rxx(m) is bounded by its 
value at the origin, the third property states that this 
bound is equal to the mean squared value called the power in 
the process. 
The negative lag estimates are determined from the 
positive ones in accordance with the conjugate symmetric 
property (2) of the autocorrelation function. 
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Jenkins-Watts [26] and Parzen [42] and [43] provided 
arguments for the use of the autocorrelation lag estimate 
which tends to have less mean square error than the estimate 
expressed by equation (2.1.5). This new estimate is called 
the biased estimate and written as follows : 




Current methods for PSDE can be classified into four 
categories as follows : 
(1) Conventional PSD estimation methods. 
(2) Parametric PSD estimation methods. 
(3) Non-Parametric PSD estimation methods. 
(4) Multidimentional PSD estimation methods. 
2.2. CONVENTIONAL PSDE methods: 
In 1959, Blackman and Tukey [4] presented a generalized 
procedure for estimating the PSD - see Fig( 2. 1) This 
procedure involves 
autocorrelation lags 
data samples and (2) 
estimates as follows : 
H 
1\ ...... 
two steps, (1) determining the 
estimates Rxx(m) using the available 
taking the Fourier Transform of these 
P (f) 
BT -I LnRxx(m) exp(-j2rrfm~t) (2.2.1) 
n=-H 
where (-1/2~t)~f~(1/2~t), and Ln is a symmetric data window 
that is chosen to achieve various desirable effects such as 
side lobe reduction. This window is sometimes selected to be 




This power spectral density estimate is in fact the 
discrete-time version of the Wiener-Khinchine expression 
which relates the autocorrelation function via the FT to the 
PSD [33], which states that: 
ex) 
P (f) = J RxX(T) exp(-j2rrfT)dT (2.2.2) 
-00 
In Blackman-Tukey - Equ.(2.2.1) above - it is seen that 
only a finite number of autocorrelation terms (2H+l) are 
involved in the spectral estimate, which is a direct 
consequence of the fact that only a finite set of 
autocorrelation lag estimates are obtainable from the 
observation set if a standard lag estimation method is used. 
Alternatively the PSD can be calculated directly from the 











Equation (2.2.3) is called the Periodogram expression (or 
estimate) for the power spectral density estimation, -see 
Fig(2.1) -, which is computationally inefficient - the same 
can be said for BT estimate -. But the advent of the Fast 
Fourier Transform (FFT) in the mid sixties popularised these 
two methods. It permits the evaluation of equ. (2.2.3) at 
the discrete set of N equally spaced frequencies f
m
= m~f Hz, 









The Periodogram by itself is not a good power spectral 
density estimation since its variance does not satisfy 
statistical criteria, and it can be viewed as a special case 
of BT estimate since it will yield identical numerical 
results to that of BT estimate when the biased 
autocorrelation estimate is used and as many lags as data 
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These approaches to PSD estimation normally suffer from 
some inherent limitations. Such limitations are, first the 
distortion caused by the side lobe effect -side lobes from 
strong frequency components can mask the main lobe of weak 
frequency components-, which is in turn caused by the tacit 
windowing of the data, (the assumptions made about the data 
outside the measurement interval to be equal to zero ). The 
second limitation is that of frequency resolution, i.e its 
ability to distinguish between two closely separated 
signals. The resolution is always limited to the main lobe 
width of the window transform [22], which is proportional to 
the observation length (T=N~t). 
Zero padding the data sequence before transforming will 
not improve the resolution of the periodogram, but it will 
smooth the appearance of its estimate by interpolating 
additional PSD values between those that could be obtained 
with a non-zero padding, see Fig.(2.2). 
2.3. PARAMETRIC PSDE methods: 
In this type of power spectral density estimation, the 
observed data are considered to be the output of a model 
whose parameters are sought as equivalent to the spectrum, 
i.e we try to fit a model to the data in hand, then solving 
for the model parameters. Hence this type of spectral 
estimation becomes a three steps approach :-
a) Select the time series model. 
b) Estimate the model parameters using the available 
data samples or autocorrelation lags ( known or 
estimated ). 
c) Then as a last step, obtain the spectral estimate by 
substituting the estimated model parameters into the 
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Now, in the following, each type of the Parametric Model 
Fitting Technique (PMFT) will be discussed together with its 
advantages and disadvantages starting with the General 
Transfer Function (GTF). 
2.3.1. MODELLING TECHNIQUES: 
A common approach to characterising the spectrum of a 
stationary random process is to model the process as the 
output of a rational linear system excited by white Gaussian 
noise. The model may be purely descriptive, or it may be 
structurally identified with an actual system whose unknown 
parameters are to be estimated; in either case, the model is 
fully def ined by the locations of the system's poles and 
zeros in the complex plane. 
2.3.1.1. AUTO REGRESSIVE MOVING AVERAGE model: 
In this model, the input driving sequence W , as we 
n 
proceed, is a white Gaussian noise, of zero mean and 
variance equal u 2 , and the output sequence x, is the 
w n 
observation sequence which needs to be modelled. These two 
sequences are related to each other by the linear difference 







-L a.x . J n-J (2.3.1) 
j=l 
This General Linear Difference Equation (GLDE) represents 
the general rational filter -Infinite Impulse Responce (IIR) 














which represents the transfeer function of the Finite 









is the transfeer function of the recursive filter (some 
times called all pole filter). 
NOw, relating the output power of the filter, through the 
TF, Equ.(2.3.2), to the power of the input driving process 
Pw(z) as follows : 
*' *' B (z) B (l/z ) 
*' *' Pw(z) A (z) A (l/z ) (2.3.5) 
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The power of the input driving process (white Gaussian 
noise) is Pw(Z) = u~~tl hence the PSD formula -Equ.(2.3.5)-
implied by the Auto Regressive Moving Average (ARMA) model 





Evaluating Equ.(2.3.6) along the unit circle z=exp(jw~t) 
where w = 2rrf, and (-1/2~t)~f~(1/2rr~t), equation (2.3.6) 














A (f) I (2.3.7) 
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which represents the PSD of the ARHA model whose ak and b k 
parameters need to be estimated. 
2.3.1.2. AUTO REGRESSIVE model: 
The Auto Regressive (AR) model can be easily 
deduced from the ARHA model simply by assuming that all the 
b i terms in equation (2.3.1), except b o=l, are zeros, see 
Fig. (2.3),then : 
p 
xn - - ~ akxn - k + wn 
k=l 
(2.3.8) 
Inspecting equation (2.3.8), we can conclude that the 
present value of the process equals the weighted sum of the 
past values plus a noise term. 
The Auto Regressive (AR) spectra can be deduced from tha 
ARMA spectra -equation (2.3.7)- as well, so : 
P 




where the AR ak's parameters are needed to be estimated. 
2-13 
2.3.1.3. MOVING AVERAGE model: 
NOw, let us assume that all the a. terms, except 
~ 
ao=l, are zero, and see what will happen. Equation (2.3.1) 
will become : 
The resultant equation, equ. (2.3.10) above, 
the Moving Average (HA) model -see Fig. (2. 3 )-. 
can be deduced from equ. (2.3.7) to be equal: 
2 
2 P (f) - u ~t B (f) 
KA It" 
2 
- u ~t 
It" 
q 2 






Again, in order to have an estimate to the HA spectra, we 
need to estimate its model parameters, bk's. 
2.3.2. ESTIMATION OF THE HODEL SPECTRA: 
In all the three types of modelling approaches to 
Power Spectral Density Estimation (PSDE) mentioned earlier 
in this chapter, one need only to know the model parameters 
and the noise variance in order to use either of the three 
equations for the estimation of the process PSD. Hence a lot 
of estimation methods have been developed so far to estimate 
the model parameters, and one of the major motivations for 
the current interest in the modelling approaches is the 
higher frequency resolution they can achieve over those 
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which can be obtained using the Conventional Techniques 
which were discussed previously. 
2.3.2.1. AR spectra: 
The process is said to be an AR (p) process if it 
is generated (or can be modelled) using equation (2.3.8) and 
its spectra can be estimated using equation (2.3.9). 
So, the present task is to determine the (p+l) parameters 
(ak'U~) of th AR model which can be achieved using the first 
well known relationship between the AR parameters and the 
autocorrelation function. This relationship is known as the 
Yule-Walker normal equations, which can be derived simply by 
• • multiplying Equ. (2.3.8) by xn+k and tak1ng the expected 
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Equation (2.3.12) can be put in a more compact form 
(matrix form) as follows : 
R xx(O) Rxx(-l) Rxx(-p) 1 
2 
. . . . . . 
(1' 
v 
Rxx(l) Rxx(O) . . . . . . R (-p+1) a 1 0 xx (2.3.13) • • • • -
• • • • 
• 
• • • • 
Rxx(p) Rxx(p-1) ...... Rxx(O) a 0 
Solving equation (2.3.13) with (p+1 ) estimated 
autocorrelation lags R (0), ••••• , R (p), and using the 
xx xx 
fact R (-m)=R* (m) will allow the determination of the AR 
xx xx 
parameters ak and the noise variance (1';. 
One of the most efficient algorithms to solve these 
equations is known as Levinson-Durbin algorithm, which can 
solve it with p2 operations [13] and [57]. 
An equivalent representation of equation (2.3.13) in 




Px(f) - ~ Rxx(n)eXp(-j2rrfnAt) 
-00 
p 






From equation (2.3.15) above, it is easy to see that the 
AR modelling preserves the known lags and recursively 
extends the lags beyond the window of the known lags. 
Equation (2.3.14) is identical to BT PSDE - Equ. (2.2.1) - up 
to lag p, but continues with an infinite extrapolation of 
autocovariance function rather than windowing it to zero. It 
is for this reason, the AR modelling does not suffer from 
the side lobe leakage effect, and the extrapolation implied 
by equation (2.3.15) is responsible for the high resolution 
property of the AR spectral estimation [33]. See Fig( 2. 1) 
for the PSD estimate by Yule-Walker method. 
The most popular approach for AR parameters estimation 
with N data samples was introduced by Burg in 1967, [6]. 
Burg argued that the autocorrelation extrapolation should be 
selected to yield positive definite autocovariance function 
with maximum entropy. Thus the process with such an 
autocovariance sequence would be the " most random " one 
possible on knowledge of only the autocovariance lag values 
from 0 to p. 
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The maximum entropy relationship to AR PSD assuming a 
Gaussian random process is : 
1/2At 
J In Px(f)df (2.3.16) 
-1/2At 
where Px(f), representing the PSD of the time series x
n
' can 
be found by maximizing equation (2.3.16) subject to the 
constraint that the (p+1) known lags satisfy the 
Wiener-Khinchine theorem : 
1/2At 
J px (f)exp(-j2rrfnAt)df - Rxx(n) 
-1/2At 
(2.3.17) 
where n = O,1, ........ ,p, and the solution is found, by the 
use of Lagrange multipliers [33J, to be equivalent to the AR 
PSD -Equ. (2.3.9) -as shown below: 
P 2 
1 + ~ apk exp(-j2rrfkAt) 
k=1 
(2.3.18) 
where a a and (j2 are the pth order predl.· ctl.· on pk'·······, pp P 
parameters and prediction error power, respectivly. 
Now, let us consider a more practical situation where one 
has data rather than autocovariance lags. By operating 
directly on the data without estimating the autocovariance 
lags, it is possible to obtain better AR parameters estimate 
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and hence better AR spectral estimates. 
Least squares prediction techniques are used in this 
case, either forward only linear predictions for the 
parameters estimate, or they employ the combination of the 
forward and backward linear prediction., as Burg algorithm 
works -see below-, so linear predictions and AR modelling of 
a random process are intimately related to each other. 
Now, if one wishes to predict xn on the basis of the 
previous p samples [23J, then: 
p 












where a po=l., by definition, and the prediction error energy 




a x pk n-k 
2 
(2.3.21) 
Equation (2.3.21) can be written in matrix form as 
follows : 
E - XA (2.3.22) 
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The optimum value of the AR (prediction) parameters can 
be obtained simply by equating the derivatives of 
Equ. (2.3.21) to zero, the result will be : 
, i=1,2, ... , P 






Equations (2.3.23), and (2.3.24) can be combined in a 
single matrix equation form as follows : 
( Ep 0 0 ....... 0 ) T (2.3.25) 
According to the summation limits for the error power Ep 
which appeared in equations (2.3.23) and (2.3.24), equation 
(2.3.25) will be regarded solved as covariance 
equations, Yule Walker equations, previndoved linear 
equations, or postvindoved linear equations [33}. 
Now, if the process is stationary, the coefficients of 
the backward prediction error filter will be identical to 
those of the forward one. 
Equation (2.3.20) represents the forward linear 
prediction error of a wide sense stationary process. The 
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backward linear prediction error of such process can be 
written as : 
(2.3.26) 
where p s n s N-l 
Burg, in his attempt to estimate the prediction ( or AR ) 
parameters, minimizes the sum of the forward and backward 
prediction error energies. 
N-l 






I 2 (2.3.27) 
n=p 
To ensure a stable AR filter (i.e poles within the unit 
circle), Burg constrains the AR parameters to satisfy the 
Levinson recursion, so : 
* apk - ap-1,k + app ap-1,p-k (2.3.28) 
Thus using this constraint - Equ. (2.3.28) -, one needs 
only to estimate a .. for i=1,2, .... ,p, which can be obtained 
~~ 
simply by setting the derivatives of Ep - Equ. (2.3.27) -




- 2 L 
k=i 
a .. -
~~ (2.3.29) N-l 
L ( I b i - 1 , k-l 2 + 2 ei-l~k ) 
k=i 
It is obvious that a .. ~ 1 for all i. Equations (2.3.28) 
~~ 
and (2.3.29) together will generate a stable all-pole 
filter. See Fig(2.4) for the PSDE using Burg algorithm. 
One of the difficulties associated with the AR modelling 
is that the order p is not known a priori, so if the 
computed order was too low, the obtained spectra will be 
highly smoothed, on the other hand, if the computed order 
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FIG. ( 2.4 ) POWER SPECTRAL 
* For diFFerent 
DENSITY ESTIMATES 
PSDE methods * 
AR modelling, and Burg algorithm in particular, give good 
spectral estimate with considerably higher frequency 
resolution when compared with conventional and other 
modelling estimates. On the other hands, it suffers from 
many problems, 
Splitting (SLS) 
such as frequency biases and Spectral Line 
-SLS is the occurrence of two or more 
spectral peaks where only one peak must exist-, see 
Fig( 2. 5). The latter problem i. e (SLS) was widely 
studied by many researchers, for example Fougere et al [15}, 
who studied this phenomenon in detail, noted that the SLS 
was most likely to occur when : 
1) The signal-to-noise ratio is high. 
2) The initial phase of the sinusoidal components 
is some odd multiple of n/4 . 
3) The data duration has an odd number of quarter 
cycles of the sinusoidal components. 
4) The number of estimated AR parameters is a large 
percentage of the number of data samples. 
Fougere [16} said that the cause of the SLS in the Burg 
algorithm was due to the fact that the prediction error 
power is not truly minimized, and he presented a rather 
complicated minimization which will ensure convergence and 
get rid of the SLS as well. 
Many Least-Squares algorithms have been suggested so far 
to correct the phenomenon of SLS in the AR estimation 
methodes, for example, Ulrych-Clayton [54} and Nattal [41} 
independently suggested a Least Square algorithm which 
minimizes the prediction error power Ep which can be 
effectively performed by equating the derivatives of E p 
w.r.t. all the prediction parameters apk and not just aii 
(as in the case of Burg algorithm). A fast computational 
algorithm has been developed [35} to solve the normal 
2-25 
equations obtained. 
Recently, H. K. Ibrahim [24] proposed a solution to the 
problem of SLS in Burg algorithm for the case of a single 
sinusoid. In his modification a new estimate of the 
first-order reflection coefficients was proposed, which was 
obtained by minimizing the forward and the backward 
prediction error energies of the second-order filter w.r.t. 
a 21 and a 22 and then using the Levinson recursion. He 
applied a generalization of this estimate to the weighted 
Burg algorithm, where an improvement in the speed of the 
Data-Adaptive Weighted Burg Technique (DAWBT) is achieved. 
He then suggested [25] a modification to the optimum Tapered 
Burg (OTB) algorithm, which was developed by Kaveh and 
Lippert [31], the new improved technique gave spectral 
estimates which exhibit no spontaneous line splitting (SLS) 
and are independent of the initial phase in the case of 
single sinusoid. 
The effect of white noise on the AR spectra is to produce 
a smoothed spectrum [32]. This smoothing or loss of 
resolution has been shown to be due the fact that the 
estimated AR poles are drawn into the origin of the Z-plane 
due to the introduction of spectral zeros due to the noise. 
So the high resolution ability of the AR spectral estimation 
decreases as the SNR decreases, [36] and [37], and the all 
poles model assumed is no longer valid in the presence of 
observation noise, and the solution for this is contained in 
the Auto Regressive Moving Average (ARMA) model, as follows 
Assume Y
n 
defines an AR process xn corrupted by 
observation noise v n ' then 
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Xn and wn are assumed to be uncorrelated, and wn has zero 
mean and variance equals u~ .Then the power spectra of the 
overall process is : 
A(z) I + u~ At 
where u~ is the convolutive (input) noise variance. 




which indicates that the PSD of Y n is no longer 
characterized by the all pole model. Equation (2.3.30) has 
zeros as well as poles (ARMA model) and the estimation of P 
Y 
using purely AR technique is equivalent to an approximation 
to the more general ARMA technique, [3D). 
One last point is that the AR modelling is appropriate to 
Noise Driven Data Generation Systems (NDDGS) and is 
inappropriate to the Additive Noise Data Generation System 
(ANDGS). However the distinction between these two types is 
important. There are, for the purpose of distinction, two 
ways of incorporating noise into Data Generation Systems 
(DGS), these are as follows : 
a) As INPUT -Convolutive Noise (CN). 
b) As output -Additive (or Measurement) Noise (AN). 
See Fig(2.6) for theblock diagrams of the two types. 
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2.3.2.2.ARMA spectra: 
The process is said to be an ARMA(p,q) process if 
it is generated according to (or modelled by) the Linear 
Difference Equation (LDE) - Equ. (2.3.1) -, and so its power 
spectral density can be estimated using equation (2.3.7). 
The poles a k are assumed to be within the unit circle of the 
z-plane (to ensure a stable filter), whereas the zeros b k 
may lie any where in the z-plane. 
Our task in this section is to determine the values of 
the a k and b k parameters of this model in order to be able, 
then, to estimate the PSD of the process. Many techniques 
have been proposed to estimate the ARMA parameters. The 
problem in using these techniques is that, they involve many 
matrix computations and iterative optimization operations 
[33]. If a best least squares modelling is desired, it is 
then found that the generation of the optimal ak , bk 
parameters involves the least mean square solution of the 
highly non linear Yule-Walker equations which is 
computationally inefficient and normally not practical for 
real time processing. So, in order to provide a linear 
solution for the ARMA model's AR parameters, many 
researchers proposed the use of the sub-Optimum Technique 
(SOT) which generally estimate the AR and MA parameters 
separately rather than jointly. One such techniques [ 8] , 
which was proposed by J. A. Cadzow in 1979, is called the 
Extended Yule-Walker, which can be represented in matrix 
form as follows : 
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IN NO ON 
U 
n 
.. t .. 
PUT j ISE 
LY 
Y = FY + U 
n+1 n n 
Y 
n 
.. UNIT DELAY .. ---.. .. 
OBSERV ED 
DATA 
F I .. .. 
A. CONVOLUTIVE MODEL; INPUT NOISE ONL~ 
NOISE FREE SIGNAL (S~st'M IMpulse RtSponcf) COHVOLVED UITH THE NOISE. 
FI 
SEQ 









Y = 2 + U 
n n n 





.. + .. .. .. 





n r1EASUREnEHTS N OISE 
E. ADDITIVE MODEL; MEASUREMENTS NOISE 
ONL~ • 
NOISE FREE SIGNAL (2 ) IS ADDED TO THE NOISE. 
n 
Fig.(2.6) THE TWO WA~S OF INCORPORATING 
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An algorithm requiring (p2) operations has been developed 
by Zohar [57] to solve these equations. The ARHA model's AR 
parameters can then be found simply by solving the set of 
linear equations : 
A(z) - 1 + -k z (2.3.32) 
This is equivalent to applying the ARHA process -time 
series x-
n 
to the pthorder non recursive filter with 
transfer function A(z) whose coefficients correspond to the 
AR parameters obtained upon solving equation (2.3.31). This 
fil tering procedure produces the so-called Residual time 




... Ap(Z) , 
Ap(Z) 
Fig. (2.7) Filtering the ARMA process with the all-zero 
filter A(z). 
Another technique~ [21] was developed by D.Group~ 
D.J.Krouse and J.B.Moor~ which equates the impulse response 
of the ARMA filter, whose parameters are sought, to the AR 
filter impulse response with infinite number of parameters 













Thus ck can be estimated using any of the previously 
mentioned techniques and then relating them to the ARMA 
parameters - Equ. (2.3.33) -
As a third method, a least squares input output 
identification technique has been proposed to estimate the 
ARMA parameters, which involves the estimation of the 
unknown cross correlation between the input and the output. 
This unknown cross correlation will cause the normal 
equations to be again, nonlinear. In practice the excitation 
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noise process is estimated from the time series itself by a 
boot-strap approach, as with the lattice filter 
configuration [17] for example, and hence the cross 
correlation can be estimated then, which leads to the 
estimation of the ARMA parameters. 
2.3.2.3. HA spectra: 
As stated in section (2.3.1.3) the HA process is 
the one that can be obtained as the output of an all zero 
filter driven by a white noise process. 
W 
n-k 
where b k , k=Oll, ... , q are the 
coefficients) and w is the U 2 
E[Wn]=OI and E[Wn +k wn ] = ~wok' 
(2.3.34) 
HA model parameters (filter 
driving white noise with 
The auto-correlation function of such a process is 
defined, [33]1 by : 
q-k 
cr! L for k - 0 1 1 1 ", .q 
i=O (2.3.35) 
o I for k > q 
and the PSD estimate can be defined, [7] and [33], as : 
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q 
P~(f) - ~ Rxx(k) exp(-j2rrfkdt) 
k=-q 
(2.3.36) 
Hence, if only an estimate to the MA spectra is required 
and if (q+l) lags of the autocorrelation function are 
available, then the use of equation (2.3. 36) can achieve 
that. But if the MA model parameters are required, then we 
need to solve the nonlinear set of equations 
-Equ. (2.3.35)-, and so, we need to determine the model 
order. 
Chow [101 suggested (when only the data samples are 
available) the use of the unbiased estimate - Equ. (2.1.5) -
for the autocorrelation lags. He stated that the MA model 
order is that for which the autocorrelation lags approaches 
zero rapidly. So having obtained the model order, we can use 
equation (2.3.11) -repeated here- to compute the moving 
average model spectra. 
P (f) - (j21lt 
KA w 
q 
1 + ~ bk exp(-j2rrfkdt) 
k=l 
2.3.2.4. PRONY'S method: 
2 
(2.3.37) 
Though Prony's method is not a spectral estimation 
technique in the usual sense, a spectral interpretation can 
be provided for it. Originally it is a technique for 
modelling data of equally spaced samples by a linear 
combination of exponentials ( P exponentials, each has 
arbitrary amplitude Ak , phase 8k , frequency fk and damping 
factor cxk ). 
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T Let X = xO,xl' ..... ,xN_l be, as before, the observation 
-or data samples- vector to which Prony's method tries to 
fit the model is given by : 
p 
"" L bk n xn - zk for 0::5 n ::5 N-l (2.3.38) 
k=l 
where b k AkeXp(jBk ) -
and zk - exp [ (ak + j2rrfk ) At ] (2.3.39) 
Equation (2.3.38) represents a set of nonlinear equations 
in the unknown b k parameters. In matrix form, it can be 
written as . • 
"" X - ~B (2.3.40) 
"" JT where X - [ Xo xl x 2 . . . . . x N- 1 
1 1 · . . . . . . . . . 1 
zl z2 · . . . . . . . . . Z 
~ P -
N-l N-l N-l 
zl z2 · . . . . . . . . . zp 
and B - [ b l b 2 b 3 . . . . . b ] T P 
In order to find the exponential model parameters ( Ak , 
B f and a ), we need to minimize the squared error c, k' k k 
defined as : 
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N-1 
C = L I Xn 2 (2.3.41) 
n=O 
which is a difficult nonlinear least squares minimization. 
There are a lot of methods to do this job, such as that 
suggested by McDonough and Huggins [39]. But Prony~s method 
is simpler and provides satisfactory solution though it 
doesn't minimize equation (2.3.41). It can be developed as 
shown below; 
Let ~(z) be a polynomial defined as : 
p 









Using equation (2.3.38), the (n-m) sample estimates can 




-L b i 
1=1 
(2.3.43) 
Multiplying both sides by am and summing over the past 





-L b i 
1=1 








N b b ' n-m n-p p-m ow, y su st1tuting z z z equat' (2 3 44) 1 - 1 1 1 1on. . 
can be written as : 
p 
L a x m n-m 
m=O 
p 
L a x m n-m - 0 
m=O 
p 
or L a x m n-m 
m=l 
p 
\ a zp-m L ml 
m=O 
) t/J(z) o 
z=z 1 
for p~ n ~N-1 
Define en as the estimation error, i.e 
e - x - x 
n n n 
and sUbstitute Equ. (2.3.46) in Equ. (2.3.47) we get: 
p 






As in Pisarenko Harmonic Decomposision (PHD) -see section 
(2.4.1)-1 equation (2.3.48) represents a special 
ARMA(p+1 I P+1) model with identical MA and AR parameters, but 
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unlike PHD, the a. coefficients are not constrained to ~ 
produce unit modulus roots. 
To establish the extended Prony method, one needs to 
define the last summation term in equation (2.3.48) as E, 
i. e : 
P 
E = I a e m n-m (2.3.49) 
m=O 
Substitute Equ. (2.3.49) in Equ.(2.3.48) and rewrite, we 
get : 
p 
--I a x m n-m + E (2.3.50) 
m=l 
Thus Prony's method sub-optimally minimizes Ln:~ll En 12 
instead of the true optimum minimization of LN- 1 1 e 12 which 
n=p n 
leads to a set of nonlinear equations that are difficult to 
solve. 
Careful inspection of equation (2.3.50) leads to the fact 
that the parameters estimation is now reduced to an AR 
linear prediction parameters estimation which has been dealt 
with previously in this section . 
Thus Prony's extended method can be summarized by the 
following four steps : 
1) Determine the a. parameters ~ 
estimate of equation (2.3.50). 
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by least squares 
and 
where 
2) Determine the z i roots by rooting the polynomial 
equation (2.3.42). 
3) Determine the b parameters by a least square m ..... 
minimization of Llx-xI2. A well known solution for 
this minimization is given by : 
4) Compute the parameters of the exponential model as 
follows : 
a. Amplitude A. 
- 1 b. 1 ~ ~ 
b. Phase B. 
- tan-1 [ Im(b. )/Re(b.) ] ~ ~ ~ 
c. Frequency f. 
- tan-1 [ Im(z. )/Re(z.) ] /2rrflt ~ ~ ~ 
d. Damping Factor cx. - lnl zil2/flt ~ 
..... ..... 
12 e. The PSD P(f) - 1 X(f) 
P 




See Fig(2.4) for the PSDE using this method. 
2.4. NON PARAMETRIC SPECTRAL ESTIMATION METHODS: 
Unlike the Parametric Technique (PT)I no model 
parameters are implicitly computed in estimating the PSD 
using these approaches. This category includes Pisarenko 
Harmonic Decomposition (PHD) approach, Maximum Likelihood 
Method (MLM J., as well as the Eigen Vector Decomposition 
(EVD) approaches. 
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2.4.1. PISARENKO HARMONIC DECOMPOSITION method: 
Pisarenko Harmonic Decomposition (PHD) method is used 
for estimating frequencies of sinusoids corrupted by 
additive white noise. The main key to this method is the 
determination of the smallest eigen vector of the data 
covariance matrix. The algorithm is developed as follows : 
A deterministic process consisting of p real sinusoids of 
the form sin(2rrfi l1t) can be represented as 2pth order 
difference equation of real coefficients of the form : 
2p 
--L a x m n-m (2.4.1) 
m=l 
In this case, the am are coefficients of the symmetric 
polynomial I/I(z) 
Z 2p+ 2p-1 I/I(z) - a 1 z + ......... + a 2pz + 1 (2.4.2) 
Assuming unit modulus roots of the form zi=exp(j2rrfi l1t), 
where f. are arbitrary frequencies between -1/2I1t and 1/2I1t, 
~ 





* (z-z. )(z-z.) 
~ ~ 
(2.4.3) 
For sinusoids in additive white noise, the random process 
will be : 
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2p 
--I a x + v rn n-rn n (2.4.4) 
rn=l 
where Yn is the noisy process, xn -as above- is the 
deterministic process and v is the white Gaussian noise, 
n 




substituting x - Y -v into equation 
n-rn n-rn n-rn 
2p 




which has the structure of a special ARMA(p, p) process in 
which the MA and AR parameters are identical. 
In matrix form, equation (2.4.5) can be written as : 
(2.4.6) 
where yT - [ Yn Yn- 1 · . . . . . . . . Yn- 2p ] 
AT 
- [ 1 a1 a 2 · . . . . . . . . a 2p ] 
wT - [ V v n-l · . . . . . . . . v n-2p ] n 
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Multiplying both sides of equation (2.4.6) by Y, 
substituting Y = X +W in the right hand side and taking the n n n 
expectation gives : 
But 
and 
R (0) yy . . . . . . . 




where R is the covariance matrix of the random process. ¥y 
U w is the noise variance. 
and I is the identity matrix. 
Using Equ. (2.4. 8) and (2.4.9), equation (2.4.7) can be 
written as : 





Thus, if the autocorrelation function Ryy(k) is known, 
then the ARHA parameters can be found as the solution of the 
eigen equation -Equ. (2.4.10)- in which u~ is the smallest 
eigen value and A is the corresponding eigen vector. 
Equation (2.4.10) forms the basis of the harmonic 
decomposi tion approach developed by Pisarenko [46], which 
gives the exact frequencies and powers of p real sinusoids 
in white noise. 
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Determination of the ARMA parameters vector A will 
provide the evaluation of the roots of the polynomial 
equation -Equ. (2.4.2)- which gives the exact frequencies. 
The autocorrelation lags and the sinusoids power are 
related to each other as follows : 
p 





for k :I; 0 










cos(2rrf111t) ........... COS(2rrfpllt) 
cos(2rrf1pllt) ........... COS(2rrfppllt) 
Thus, the sinusoids power can be computed using equation 
(2.4.12) and the noise power using equation (2.4.11). See 
Fig(2.4) for the PSDE using PHD method. 
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2.4.2. MAXIMUM LIKELIHOOD SPECTRAL ESTIMATION method: 
One of the most popular techniques for power spectral 
estimation which possesses high resolution capability and 
exhibts less variance, is the Maximum Likelihood Method 
(MLM). It is originally developed by Capon [9}1 in 1969, for 
frequency wavenumber analysis. In MLMI one estimates the PSD 
by effectively measuring the power out of a set of 
narrow-band filters, or we can say it is a "sliding" 
band-pass filter which adjusts itself to the random process 
under consideration in such a way that the spectral estimate 
at one frequency is least affected by the spectral 
components of other frequencies. These filters are Finite 
Impulse Response (FIR) type with k weights (taps). 
NOw, if x 2 ...... x k } represents the 
T A = [ a 1 a 2 ...... a k} be the observation vector, 
weights vectorl then : 
(2.4.13) 
represents the output of the aforementioned set of filters. 
In matrix form, equation (2.4.13) can be written as : 
(2.4.14) 
The average power can be computed by taking the 
expectation of equation (2.4.14)1 i.e 
P - E[ * y y ] (2.4.15) 
where H denotnes the complex conjugate transpose and Rxx-
E[XX*] 1 as before, is the covariance matrix. 
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If, we now constrain the gain of the system to the 
signals at particular frequencies to be unity by defining a 
frequency vector e as follows : 
(2.4.16) 
where e - col [ 1 e jw e j2W ....... e j (k-1)W] 
Then using Lagrange method, we can minimize the average 
output power subject to this constraint by defining a cost 
function H(w) as shown below 
H(w) = P + ex ( 1 - ATe) (2.4.17) 
where ex is an arbitrary constant. The minimization can be 
achieved by differentiating equation (2.4.17) w. r. t. the 
weights vector A, and equating the derivative to zero, -see 
Appendix Two-, we will have; 
A = 
opt 
where A is the optimum weight. 
opt 
(2.4.18) 
The Maximum Likelihood Spectral Estimate (HLSE) -Pn(w)-
as a function of frequency w, is then given by : 
1 (2.4.19) 
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Thus, we can see from equation (2.4.19) that in order to 
compute the HLSE, one needs only to estimate the covariance 
matrix Rxx of the observation vector. See Fig(2.4) for the 
PSDE using HLM. 
2.4.3. EIGEN VECTOR DECOMPOSITION TECHNIQUES • .
The Eigen Vector Decomposition Techniques (EVDT), 
which has been developed originally for use in Array Signal 
Processing (ASP), has a wide range of applications in both 
the space and time domain. In this section an overview is 
presented of the most important algorithms where eigen 
vectors of correlation type matrices are used. 
2.4.3.1. PRINCIPAL COMPONENTS method: 
The first area where eigen vectors of correlation 
type matrices have been used is the Principal Components 
(PC) analysis. 
Let V I V , ..••..•• I V 
1 2 H 
be the orthonormalized eigen 
vectors of the covariance matrix Rxx such that V 1 
corresponds to the largest eigen value A
1
, V 2 the second 
eigen vector corresponds to the second largest eigen value 
A , and so on, in other words ; 
2 
> 
. . . . . . . .- A ~ 0 H 
Then, the eigen vectors of Rxx are defined by the 
property : 
R V. = A.V. 
xx ~ ~ ~ I 
i - l.l2.1 ........ ,H (2.4.20) 
where R is estimated from the data samples using equation 















X 2 • •••••••• x N] is the data samples vector. 
Now, the method of principal components is used to find 
the principal component 11. that has, on average, large 
J 
variance. So if X represents p sinusoidal signals in white 





2 I I H - (Tw + A.V.V. ~ ~ ~ 
i=l 
- Rww + Rss 
Rww is the noise covariance matrix. 
Rss is the signal covariance matrix. 
(2.4.23) 
The p largest eigen vectors corresponding to the second 
term in the above equation -Equ. (2.4.23)- are called the 
signal subspace and the (M-p) eigen vectors corresponding to 
the (M-p) smallest eigen values -they normally have the same 
value which equals to (T;- constitute an orthogonal subspace 
called the noise subspace. 
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NOw, suppose that in one way or another, we can separate 
the two covariance matrices mentioned above (see Chapter 4), 
and if we use the signal covariance matrix Rss instead of 
the whole covariance matrix R in computing the HL spectra, 
xx 
we still have a resonable estimate. 
- 1 -1 
i.e P PC = [ c! R s s C ] (2.4.24) 
where C, as defined in the previous section, is a frequency 
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2.4.3.2. MUSIC ALGORITHM method: 
One of the recent eigen vector decomposition 
approaches which has superior resolution capabilities is the 
MUltiple SIgnal Characterization (MUSIC) algorithm developed 
by Schmidt [51] in 1979. 





Now, if we use a specially defined matrix B instead of 
WE v 
the whole covariance matrix R in the equation above, it 
xx 













is the noise covariance matrix with 
the noise eigen values set to the same value (taken here as 
unity), -see Fig. (2.8) for the PSDE using this method-. 
2.4.3.3. EIGEN VECTOR method: 
The Eigen Vector (EV) approach to power spectral 
density estimation developed by D.H.Johnson and DeGraaf [27J 
differs slightly from that of Schmidt. The only difference 
is that the noise covariance matrix is used without any 













is the inverse of the noise covariance matrix computed from 
the (M-p) noise eigen vectors. Fig. (2.8) shows the PSDE 
using this algorithm. 
2.5. MULTIDIMENSIONAL SPECTRAL ESTIMATION: 
There are many situations where the signals are 
inherently multidimensional Such situations, which can be 
found in radar, sonar, radio astronomy, .. ,etc, present many 
theoretical and practical difficulties that need to be 
tackled [38}. Most of the one-dimensional spectral 
approaches, such as the DFT, MLM, Burg algorithm, AR, and 
Pisarenko methods, are used in the m-dimensional spectra. A 
detailed study can be found in ref. [38}, where the different 
approaches mentioned above are derived for the m-dimensional 
spectral estimation. A particular emphasis was given to MEM 
for its high resolution performance. Unlike the 
l-dimensional case where HEM and AR were equivalent, in the 
m-dimentional case the true HE estimate is distinctly 
different from the spectra derived by AR modeling. In fact 
the computation of the m-dimensional HE spectra appears to 
require the solution of a nonlinear equation problem. 
A topic of current interest is that of Bispectrum and 
Trispectrum Estimation [40}. The general motivations behind 
the the use of bispectrum were the deviation from normality, 
2-51 
phase estimation, and detection and characterization of non 
linear mechanisms. that generate time series. 
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Chapter Three 
PERFORMANCE TEST OF THE 




DIFFERENT PSDE APPROACHES 
3.1. INTRODUCTION: 
In this chapter the different PSDE approaches, 
discussed in the previous chapter, are tested and compared 
for their performance capabilities and limitations. Three 
criteria are used to evaluate the performances of the above 
mentioned estimators, these are : 
a) Detectability. 
b) Resolution Capability. 
c) Estimation Bias. 
In the following a brief explanation will be given for 
each of these criteria. 
3.1.1. DETECTABILITY: 
This is defined as the ability of the estimator to 
detect the signals, i.e the degree to which the side lobes 
are small so that they are not confused with peaks 
corresponding to the signals. Thus, detection analysis 
assesses the conditions under which the number of signals 
present in the random process can be determined accurately. 
3.1.2. RESOLUTION CAPABILITY: 
Resolution is defined as the ability of the 
estimator to resolve two closely separated signals. However, 
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resolution becomes very difficult to be achieved as signals 
become more and more closely separated, since as we 
mentioned earlier in Chapter Two, in the real situations, 
only finite data samples are normally available. 
If two signals are separated in frequency by a sufficient 
amount, their frequencies will be resol ved l in which case 
the estimator exhibits two distinct maxima (peaks). On the 
other hand, the estimator may fail to resolve the signals 
frequencies, in this case, the estimator displays a single 
maximum in some intermediate frequency. 
3.1.3. ESTIMATION BIAS: 
Finally, an estimator can both detect and resolve 
signals but yields inaccurate estimate of their frequencies. 
Thus Estimation bias can be defined as the amount of 
deviation between the estimated frequency and the true one. 
3.2. TEST PROCEDURE : 
A Fortran 77 subroutine was written for each of the 
different PSDE approaches mentioned in Chapter Two together 
with two main driving programs" whose flow charts are given 
in Fig.(3.1) to Fig. (3.3) and Fortran 77 listing in 
Attachment One, to allow the above mentioned tests to be 







(i. e the 
A.exp[j(nw·+<Pi)] ~ ~ . + w , n i=O"l" ... 1 N-1 (3.2.1) 
is the amplitude and <Pi is the phase of the ith 
w . = 2rrf., and f. is the normal ised frequency, 
~ ~ ~ frequency of the ith sinusoid divided by the 
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sampling frequency), v is a zero mean white Gaussian noise n 
wi th variance equal to 0'2, and N is the number of data 
v 




2 O'~ ) dB (3.2.2) 
Then the resulting spectral estimate is normalized v.r.t 
its peak value and transformed in dB. Thus the quantity 
presented in the figures is the normalized PSD in dB. that 
is : 
PSD 




3.3. DETECTABILITY TEST: 
3.3.1. TEST EXAMPLE: 
In performing the detection test on the different 
PSD approaches, we used, AS A TEST EXAMPLE, one sinusoidal 
signal of unit amplitude A, normalized frequency £=0.25, and 
phase ~=o (Degrees) contaminated by a white Gaussian noise. 
The SNR used was 10 dBs and the noise variance O'~ was 
calculated as follows : 
2 
O'v - 2 X 10o.txSNR 
and the data 




generated according to 
SURT 
READ or GENERATE RANDOM PROCESS DAtA SA~PLES (Ilock 1) 
(HiOSE ONE OF THE P D EST U'ATORS READ 'IANS' 




FLO~ CHART OF PROGRAM 
HIND ~HICH COMPUTE THE 
CONVENTIONAL AND THE 
















CALL SUBROUtI HE PEAKS COMPo EST. FREQS. 
CO~PUT NORMALISED PSD (or 109 nOrMil.) 





( STA~T ) 
• ~IAD or 6EHE~AtE AHDO~ PROCESS 
DATA SA~PLES (Block 1) 
• CO"PUTE THE COVARIANCE "ATRIX (TRUE or ESTI~.) 
t 
DECOMPOSE THE COVARIANCE "ATRIX INTO ITS ~ I V 
f 
SET L1 : 1 L2 : 12 
l 
CHOOSE ONE OF THE PSD ESTIMATORS 






FLO.... C H ART FOR PRO GR A M A H M ED 
~HICH COMPUTES THE EIGENVALUE 
DECOMPOSITON TECHNIQUE ESTIMATES 
L READ FREQUENCY 
..-------.... 
"XIS RANGE 
~i~ CALL ~AUEHU~BER 
TO ESTI ~ATE 




















.. IANS:5 .. 
? 
NO 
NO IS YES 
IANS=6 .. r 
? 
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COMPUTE S I C~ 





• SET L1:NS+1 
SET ALL t=1 CO~PUTE N C~ 
+ 
CO~PUTE 1st 





-r "UL TIPL I CAT IONS 
I~ 
CALL SUBROUTI NE PEA}(S 
EVAL. EST. FREOS. 
COMPUT HORMALISED PSD (or 10i nOrMAl.) 
, 
YR IfE OR PLOT 
RESULTS 
YES IS THERE 
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NOISE SD 
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READ ' H' 
READ 







R:H YY 1 
I I 
Fig. (3.3) FLO'"' CHART OF BLOCJ< (1.) ,",H I CH READS OR 
GENERATES DATA AND COMPUTES EITHER THE TRUE OR 
ESTIMATED COVARIANCE MARTIX FOR PROGRAMS HIND 
RAGAD AND AHMED 
3-fS 
3.3.2. ESTIMATORS DETECTION ABILITIES: 
The conventional PSD estimators have a common 
problem, that is they suffer from the ambiguities that arise 
due to the side lobe leakage, -the side lobe of a strong 
signal can mask the main lobe of a nearby veak signal-. 
Thus they cannot detect (assess) the signals that actually 
exist in the random process and are very sensitive to SNR 
variations, see Fig. (3.4) for the Periodogram and 
Blackman-Tukey PSD estimates. 
Modeling approaches to PSD estimation have higher 
detection ability with better side lobe supression when 
compared with the conventional PSD estimators if the correct 
model is chosen to model the time series. AR modeling has 
the highest detectability among the modeling approaches, 
-see Fig(3.4) for the estimate of Yule-Walker and Burg 
methods as examples of AR modeling-. 
Walker [33] was the first to consider the problem of 
estimating the AR parameters of an AR series corrupted by 
additive noise. He evaluated the asymptotic efficiency and 
variance of the parameter estimates, upon which the 
performance of the AR model ing depends. Pagon [7] proves 
that the correct model for an AR series plus noise is the 
ARMA model and through the use of nonlinear regression 
methods develops strongly consistent efficient estimates. 
In Chapter Two it was mentioned that the ARMA process can 
be modeled by an AR model with infinite number of 
coefficients which is obvious from Fig. (3.5) -another 
example of two sinusoids in white Gaussian noise is used-
which shows that the Burg algorithm estimator was incapable 
of detecting the two signals (resolving them as two separate 
peaks) when a small number (4 and 8) of coefficients were 
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16. When a higher SNR value was used and due to the 
interpolation of the autocorrelation lags outside the 
observation window involved in the computation of Burg 
algorithm, it was capable of detecting these two signals at 
smaller number of coefficients whereas Yule-Walker algorithm 
could not resolve them, see Fig. (3.6). 
A major problem with AR modeling is that it exhibits 
Spectral Line Spl i tting (SLS ). This problem, as mentioned 
earlier in chapter 21 was studied by many researchers who 
found that SLS is due to many factors such as the high SNR, 
the number of coefficients is a large percentage of data 
samples, etc. See Fig. (3.7)1 for the estimate of the same 
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Non parametric spectral estimation methodes possess the 
best detection ability though some of them, such as 
Pisarenko and MUSIC algorithms, need a prior knowledge of 
the number of signals existing in the random process, 
whereas MLM and MEMI -which can be regarded to have the best 
performances-I do not need such information. The Principal 
Components Method possesses the worst detection ability due 
to the large side lobes associated, which nearly have the 
same signal power. See Fig.(3.8) and Fig.(3.9) for the 
estimates by these methods. 
Finally Eigen Vector Decomposition Technique, and MUSIC 
algori thm in particular, can be regarded to have the best 
detectabili ty among all the PSDE methods. Fig. (3. 9) shows 
the spectra of these two methods in which the effect of 
setting the smallest eigen values to unity in MUSIC on 
whitening those portions of the spectra which are not at the 
signal frequency is obvious. 
3.4. RESOLUTION TEST : 
3.4.1. TEST EXAMPLE: 
Three experimental tests were carried out to assess 
the resolution capabilities of the different algorithms. The 
random process used was composed of two equipower sinusoidal 
signals corrupted by white Gaussian noise. The data samples 
were generated according to equation (3.2.1). The signals 
amplitudes were A1=A2=1, with the normalized frequencies 
sets were as follows (a) f 1=0.15 and f 2=0.20 1 (b) and (c) 
f 1=0.15
1 
and f 2=0.17 being close to each other. The data 
length was (64) samples for tests a and b l and (25) samples 
for test c, whereas the initial phases were set to zero and 
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FIG. ( 3.9 ) POWER SPECTRAL DENSITY ESTIMATE 
* For diFFerenl PSDE melhods * 
3.4.2. ESTIMATORS RESOLUTION CAPABILITIES: 
As the usual measure of resolution is the Fourier 
Resolution Limit (FRL) which equals (l/N~t), where N~t=T is 
the data length, all the PSDE approaches were capable of 
resolving the two signals when the frequency separation 
(0.05) between the two signals was larger than the 
resolution limit (0.01563), see Fig(3.10) to Fig(3.12). The 
two signal frequencies then separated by (0.02£), -test 
s 
experiment b-, which is still larger than the FRL, most of 
the estimators were capable of resolving the two signals and 
the only approaches which were incapable of the resolution, 
-see Fig(3.13) to Fig(3.15)-, were MLH, for which the SNR 
used was less than the threshold SNR value required to 
resolve these signals, and PCH which gave 
instead due to the high minimum frequency 
a broad peak 
separation it 
-see Chapter 5 for requires to resolve multiple signals, 
more details-. 
T.Srinavsan, D.C.Swanson and F.W.Symons [52] presented a 
relationship between model order and data length for the 
ARMA time series model to resolve two closely separated 
sinusoids in white Gaussian noise. They stated that higher 
order ARMA models are required as the data becomes shorter 
due to the fact that the autocorrelation estimates become 
poor to achieve the required resolution. 
The high resolution ability of the AR modeling is highly 
affected by the low levels of SNR, that is due to the 
smoothing caused by the noise, -see Chapter 2-. This effect 
can be clearly noticed in Fig. (3.16) which shows that the 
Burg and Yule-Walker algorithms were incapable of resolving 
the two signals when the SNR was as low as 5dB and they 
resolved them, -see Fig. (3.17)-, when the SNR increased to 
as high as 10dB. 
3-15 
In addition to what has been said in section 3.3.2 1 about 
the conventional and modeling PSDE approaches, they share 
another major problem, that is the poor resolution 
obtainable from processing short data records which can be 
easily noticed by the .incapability of these approaches to 
resolve the two signals when the frequency separation (0.02) 
between the two signals was less than the resolution limit 
(0.04) which leads us to the argument that these estimators 
are sensitive to short data records. Fig(3.1B) to Fig(3.20) 
represent the results of the third test experiment performed 
using 25 data samples. 
Although the Principal Components Method (PCM) is 
incapable of resolving the two signal freuencies separated 
by less than Fourier resolution limit (FRL) and gave a broad 
spectrum peak instead, the Eigen Vector Decomposition 
Technique (EVDT) lies at the top of the nonparametric 
approaches to PSDE in terms of its superior performance. It 
is least sensitive to finite averaging (short data record) 
and requires the least SNR to detect and resolve two closely 
separated signals, -this matter viII be studied further in 
Chapter 5-. Fig. (3.15) shows the estimates of this group 
from which it is clear that MUSIC [51] approach has the same 
resolution capability as that of the EV Method [27] though 
their spectra have different appearances. 
3.5. ESTIMATION BIAS TEST: 
3.5.1. TEST EXAMPLES: 
The test examples which had been used earlier in 
testing both the detection and resolution capabilities of 
the different PSDE approaches were used here for testing the 
Estimation Biases of the above estimators. In addition 
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in which the two equipower signals were assigned normalised 
frequencies of (0.15) and (0.18). 
3.5.2. ESTIHATORS PERFORMANCES: 
It is of importance for the estimator which detects 
and resolves two closely separated signals to estimate their 
frequencies correctly. The incorrectness of estimation 
, which is called Estimation bias" can be defined as the 
amount by which the estimated frequencies deviate from the 
true ones and which differs alot from one estimator to 
another. It is the purpose of this section to assess this 
amount of deviation. 
All the PSD estimators, -Fig. (3.4), Fig(3.8) and 
Fig. (3.9)-" yield an unbiased estimates when there is only 
one signal present in the random process. On the other hand 
the estimates are generally biased when there are two 
signals or more in the random process. The amount of biases 
that the different estimators will have, depends normally 
upon how much the two signals frequencies are apart and upon 
their SNR. So, inspecting Fig(3.10) to Fig(3.12) and 
Fig(3.21) to Fig(3.23) shows that the conventional and the 
parametric approaches 
signals whatever large 
means that they are 
gave biased estimates for the two 
the frequency separation was which 
biased estimators, whereas the 
nonparametric approache gave less biase (HEM) or unbiased 
estimates (HLH"PCH"HUSIC, and EVH) when the two signals were 
sufficiently appart and gave biased estimates when the two 
signals were separated by less amount, -see Fig( 3.21) to 
Fig( 3. 23 )-. 
As a result, we can say that Eigen Vector Decomposition 
Technique possesses the best performance among the different 
approaches to PSDE because, as we have just seen, it has the 
3-28 
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HIGH RESOLUTION PSD ESTIMATORS 
CHAPTER FOUR 
HIGH RESOLUTION PSD ESTIMATORS 
4.1. INTRODUCTION: 
Several techniques, such as HLH and HEH, which were 
developed originally for spectral estimation in the time 
domain have been employed in array signal processing, -for 
the solution of Direction Of Arrival (DOA) and Source 
Location finding (SLF) problems-, because of their high 
resolution capabilities. But the significantly degraded 
directional spectrum estimates they gave, due to the 
correlation between the emitting sources or the existence of 
coloured noise, created the neccessity for new methods 
possessing higher resolution and, or lower computational 
burden. 
Eigen Vector Decomposition Technique (EVDT) for power 
spectral density estimation is the most promising approach. 
It is mainly used for the processing of signals received by 
spatially distributed arrays of sensors, which attracted 
considerable attention over the past twenty years. 
The theory of the HLH, HEM and EVDT algorithms, which 
were mentioned briefly in the literature review chapter, are 
presented here in order to give the neccessary background 
for the development of the proposed new algorithm. 
Finally, the partitioning of eigen vectors into two 
subspaces, the Signal Subspace (SSP) and the Noise Subspace 
(NSS) is presented in the last section, where a new 
criterion for separating the eigen values of these two 
subspaces is proposed and tested using both the true and the 
estimated covariance matrices. 
4.2. THEORETICAL HODEL: 
~t ~ = [ ] X 1X2······ .. XN represents the data 
vector of a discrete, wide sense stationary random process, 
where 
p 
Xn - L A. exp[j(nw·+~·)l + Vn (4.2.1) ~ ~ ~ 
i=l 
P 
- L s. + w ~n n 
i=l 
The random process is assumed to consist of p(soo) 
sinusoids contaminated by a white Gaussian noise. Each 
sinusoid has unknown amplitude 
(Osw.srr) and phase ~. which 
~ ~ 




normalised frequency w. 
~ 
a uniform probability 
Now, let us suppose that we filtered this discrete time 
series through a filter, whose output gain, at a particular 
frequency (or frequencies), is constrained to unity. 
. AHC=l ~.e (4.2.2) 
where A = col (a o a 1 ....... aH- 1 ) represents the filter 
coefficients (weights) vector, H denotes complex conjugate 
transpose and C is the constraint vector (sometimes called 
the frequency search vector), the elrments of which at any 
frequency w
n
' n=O, ..... ,N-l, are given by : 
i - O,l, ....... ,H-l (4.2.3) 
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The optimized filter coefficients subject to this 
constraint -see section (2.4.2. )-, will be : 
R- 1 CH 
xx 
(4.2.4) 
and the Maximum Likelihood (HL) PSD estimate [9] and [34] is 
given by : 
= [ cH (4.2.5) 
where R;~is the Inverse Covariance Matrix (ICM). 
So the task at this stage is to compute the theoretical 
covariance matrix. Taking the expectation of equation 
(4.2.1) gives: 
Rxx(l"k) - E[ II-x1xk ] 1 - k - 1"2,, . . . . . "M 
p p 
- E[( L sil + V 1 ) ( L S:k + "': )] 
i=l i=l 
P P P 
(4.2.6) 
- E[( L Sill ( L s:k )] + E[ L sil"': ] 
i=l i=l i=l 
P 
] + E[ ] E[ "'lL s:k II-+ v1wk 
i=l 
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NOw, let us assume that the signals are independent, i.e 
uncorrelated between each other, and they are uncorrelated 
with the white Gaussian noise. Also, the noise is assumed to 
2 have zero mean and variance equals uv.Hence, 
(4.2.7) 
o for 1 * k 
(4.2.8) 
for 1 - k 
and 
p p 
- E[( ~ Ail exp[j(lwi+~i)]) ( ~ A:k eXp[-j(kWi-~i)])J 
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p 




where Pi is the power of signal i. 
for 1 - k 
(4.2.9) 
for 1 ;t: k 
Using equations (4.2.7) to (4.2.9), equation (4.2.6) can 
be reduced to : 
p 
L P. exp[j(l-k)w.] for 1 ;t: k ~ ~ 
i=l 
Rxx(l,k) - (4.2.10) 
p 
L P. + u; for 1 - k ~ 
i=l 
which means that the covariance matrix of the random 
process can be considered as the sum of the signal 
covariance matrix and the noise covariance matrix. 
i.e (4.2.11) 
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where RXX is the Total random process Covariance Matrix 
(TCM ). 




RSS(112) ........ Rss(lIH) 
Rss(212) ........ Rss(2IH) 
• 
Rss(llk) can be computed -using Equ. (4.2.9)- as follows: 
p 
L P. exp[j(l-k)w.] for 1 ~ k ~ ~ 
i=1 
Rss(llk) - (4.2.12) 
P 
L P. for 1 k ~ -
i=l 
R = (T2 I is the Noise Covar. Matrix and I is the Identity 
ww It' 
matrix. 
Substituting equation (4.2.11) in equation (4.2.5)1 we 
get : 
orusing theory of matrices, equation(4.2.5)canbewritten as 
(4.2.13) 
4-6 
which means that the MLSE of the total random process is in 
fact the sum of the MLSE of the signals only process and the 
HLSE of the noise only process, -ve vill return to it 
later-. 
This power spectral density estimator -Equ. (4.2.5) and so 
Equ. (4.2.13)- is unable to resolve two closely separated 
sinusoids when the separation is less than the reciprocal of 
the observation time T - N~t, i.e less than Fourier 
Resolution Limit. 
4.3. MAXIMUM ENTROPY METHOD: 
Maximum entropy method can be thought of as a 
discrete filter which adjusts itself to be least-disturbed 
by power at frequencies different from those to which it is 
tuned, [26]. This operation of the ME filter may be 
considered as minimizing the output power subject to the 
constraint 
(4.3.1) 
where vector Z is the same vector C in equation (4.2.2). 
Since there is a great flexibility in defining the 
constraint vector Z, [20] and [27], it is useful to define 
1't as : 
ZT - [ 1, 0, 0, ....... , 0 ] (4.3.2) 
which means that the constraint vector Z will force the 
weight vector A to have the first element equal to one. 
Using this definition of the constraint vector 
-Equ. (4.3.2)-, the optimum weight, subject to the constraint 






where Rxx (1,1) is the first diagonal element in the 
inverse covariance matrix. The output power of this filter 
[18], will be : 
But 





-1 if 1 Rxx Z equals the first column of R;x 
N-l M 








element of the constraint vector C at frequency w
n
' 
NOTE: It is also possible [50], to define the constraint 
vector as ZT= (0,0, ...... ,1) which in turn means that we fix 
the end element weight to be unity. Then the output power 




- [R~~ (M,M) ]2 -1 Rxx (M-i+l,M) (4.3.6) 
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which gives the same spectral estimate as that obtained by 
equation (4.3.5). 
This method is sometimes called "Power Inversion 
Constraint Method (PICM)" I and is useful when the wanted 
signal is below the noise level. 
4.4. EIGEN VECTOR DECOMPOSITION TECHNIQUES for PSDE : 
There is a precise analogy between Direction Of 
Arrival (DOA) estimation in the space domain and the 
Frequency Estimation (FE) in the time domain, which allows 
almost all the array processing approaches, developed for 
bearing problems, to be used for frequency estimation 
problems. 
This problem -frequency estimation or retrieving-I which 
is highly related to the PSD estimation, has been treated by 
many researchers so far. Among the most popular techniques 
is that developed by Pisarenko in 1969 -see chapter 2- l which 
is based on the use of the smallest eigenvector of the 
observed process. 
4.4.1. The SIGNAL SUBSPACE and the NOISE SUBSPACE: 
The eigen values and eigen vectors of matrix Rare 
xx 
usually obtained by utilizing some standard methods of 
numerical analysis. However, eigen data can be obtained 
directly from the data samples by using the adaptive 
algorithms which can recursively update the eigen vector 
estimate using incoming new samples directly [29}. Using the 
theory of matrices [23}1 the eigen vectors can be defined by 
the property : 
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R V. - A.V. 
xx ~ ~ ~ i-I, ...... , H (4.4.1) 
where V., A. are the eigen vectors and the associated eigen ~ ~ 
values respectively. 
Using this identity the covariance matrix can be 





~ ~ ~ (4.4.2) 
For the ideal case, where the covariance matrix is known 
and assuming, as before, that the signals are uncorrelated 
between each other and with the noise, equation (4.4.2) can 
be written as follows • • 
P 
R I H u 2 I (4.4.3) - A.V.V. + xx ~ ~ ~ w 
i=l 
But, as we know, in the actual situation the covariance 
matrix is normally estimated from the data samples, and the 
2 
smallest eigen values will not have the same value (uw). So 










~ ~ ~ 
(4.4.4) 
where A1~ A2~ A3~ ...... ~ AM' which means that we have p 
largest eigen values represent the p signals and (M-p) 
smallest eigen values represent the noise signal. 
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Inspecting equation (4.4.4), the first RHS term spanned 
by the p eigen vectors, corresponding to the p largest 
(signal) eigen values, is called the Signal Subspace (SSP), 
whereas the second term spanned by the remaining (M-p) eigen 
vectors, corresponding to the (M-P) smallest (noise) eigen 
values, is called the Noise SubSpace (NSP). 
The separation of the signal subspace from the noise 
subspace -which will be dealt with in section (4.5)- is 
called Partitioning. The accuracy of the EVDTs depends 
mainly upon this partitioning, which is normaly difficult 
and not obvious. 
4.4.2. EIGEN VECTOR method: 
Let us assume that C - BF can maximize the resolution 
of the estimator of equation (4.2.5), where B is a matrix to 
be found, then 
(4.4.5) 
Matrix B must have the property that those elements of 
the frequency vector F lying in its null space correspond 
only to the signal frequencies which actually exist in the 
random process. 
Let B = B be the matrix which consists of the sum of 
WEV 
the outer products of the noise eigen vectors, then 
M 
B
WEV L H - V.V. ~ ~ (4.4.6) 
i=p+l 
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NOw, due to the orthogonality relationship between the p 
largest eigen vectors -signal subspace-, and the (H-p) 
smallest eigen vectors -noise subspace-, we have : 
B V. - 0 
WEV ~ 
for i - 1." ..•••. ,p 
Or in other words, the p largest eigen vectors lie in the 
null space of the matrix B , and vector F represents any 
WEV 
of these vectors, This is the only choice by which we can 








which represnts the noise inverse covariance matrix (NICH). 










A. ~ ~ 
~ 
) F ]-1 (4.4.8) 
(4.4.9) 
which is the same as the second RHS term of equation 
(4.2.13). 
Equation (4.4.9) represents the Eigen vector Method (EVH) 
proposed by D.H.Johnson and S.R.DeGraaf [27], which allows 
the computation of the HL spectra, with higher resolution 
capability, by using only the Noise covariance Matrix (NCH) 
instead of the Total Covariance Matrix (TCH) used in the 
4-12 
conventional MLM I-Equ. (4.2.13)-1 developed by Capon [9). 
4.4.3. MUSIC method: 
NOw, if we assume that in equation (4.4.8) all the 
(M-p) smallest eigen values are set to the same value (A), 





- [ K [ F' (L V i V~ (4.4.10) 
i=p+1 
= [ K( F F ) ]-1 (4.4.11) 
where K = 1/A is a constant, which is normally taken as 1. 
Equation (4.4.11) represents the MUltiple SIgnal 
Classifications (MUSIC) algorithim developed by R.O.Schmidt 
[51}1 which achieves the same degree of resolution as that 
obtained by the Eigen vector method mentioned above. 
4.4.4. The NEW PROPOSED method: 
NOw, if we define matrix B I -the matrix to be 
found-I in equation (4.4.5) as equal the noise covariance 
matrix Rww' then; 
B - Rww -
M 
L H A.V.V. ~ ~ ~ 
i=p+1 
(4.4.12) 
and the matrix vector multiplication of equation (4.4.7) 




- \ V.V~ L ~ ~ 
i=p+1 
that this 
- B WEV 
matrix vector 
represents a matrix consisting of the sum 
products of the Noise Eigen Vectors (NEV). 
(4.4.13) 
multiplication 
of the outer 
Now, let us define another matrix B , which consists of SEV 
the outer products of the largest eigen vectors ,-the Signal 








The addition of the two 
equations (4.4.13) and (4.4.14) 
a new matrix B as shown below : 
matrices B and B of WEV SEV 
respectively will constitute 
EV 
P H 
I H +I H B + B - v.v. v.v. SEV WEV ~ ~ ~ ~ 
i=1 i=p+1 
H 
I H B (4.4.15) - V.V. -~ ~ EV 
i=l 
But a property of the eigen vectors of any matrix is 
that, the outer products of all its eigen vectors will 
constitute an Identity Matrix, so : 
B
EV 
- BSEV + B WEV - I 
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Or B 
- I - B WEV SEV 
P 
- I - L V.V~ (4.4.16) ~ ~ 
i=l 
substituting equations (4.4.13) and (4.4.16) in equation 
(4.4.5) will constitute the new estimate as follows: 
P 1 




- [ FIIF - FH( L ViV~ ) F ] (4.4.17) 
i=l 
Or p 




[ 1 - ~B F ]-1 
SEV 
which has a very high resolution ability to the closely 
separated sinusoids in white Gaussian noise. 
If we inspect carefully this new proposed estimator, 
Equ.(4.4.18), we can see that the only computations needed 
is to compute the outer products of the largest eigen 
values, -the Principal Components (PC)- of the TCH after 
decomposition, and then perform the frequency search by the 
vector products, -see Fig.(4.1) for flow chart of how this 
method works-. Further more, we can notice that these 
computations are exactly those specified by the first RHS 
term of the HLSE -Equ.(4.2.13) except that we have the 
signals eigen values set to unity. 
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The spectral estimate represented by the first RHS of 
equation (4.2.13) is called the Principal Components Method 
(PCH) , because it uses the principal eigen vectors. It has 
poor resolution and a lot of ambiguities due to the large 
side lobes included. However it gives the same spectral 
estimate obtainable from the conventional Bartlett Estimate 
[34],which is . by gl.ven • • 
1 
P - d'R C BT N 2 XX (4.4.19) 
4.5. PARTITIONING: 
Several techniques, such as those presented in the 
previous sections, have been developed for the purpose of 
spectral estimation and for determining the bearings of 
acoustic sources, using either the smallest (signal) or 
largest (noise) eigen vectors of different correlation type 
matr ices. In these methods, as we have already mentioned, 
the correlation matrix is first estimated from the available 
samples and then decomposed to its eigen values and their 
associated eigen vectors. 
Now, if we suppose that we have a signal-only random 
process consisting of p sinusoids as follows : 
p 
xn - ~ Aiexp[j(nwi+~n)l 
i=1 
(4.5.1) 
then its covariance matrix will have p non-zero eigen 
values, so it has a rank of p. But, if this random process 
is contaminated by white Gaussian noise, see Equ. (4.2.1), 
then its covariance matrix will have H>p non-zero eigen 
values as follows : 
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(4.5.1) 
and hence, the rank of this new covariance matrix is H. 
As is mentioned in several places in this thesis, the 
white noise is assumed to be uncorrelated with the signals, 
so it does not have any components along the signal 
subspace, -i.e the contribution due to noise on these 
projections must be zero-. In this case, it is easy to 
distinguish between the signal eigen values and the noise 
eigen values, specially when the exact covariance matrix is 
known, see Table (4.1), or when the signal levels are above 
the noise level. But, with low SNR, this distinction will be 
difficult, so to partition the covariance matrix into signal 
and noise subspaces, we need some more accurate and reliable 
methods. 
4.5.1. WAX and KAILATH method : 
Many researchers have worked hard so far to develop 
such a method for determining the number of the signals in 
the random process under consideration. Among these methods 
was the approach based on the observation that the number of 
signals can be determined from the multiplicity of the 
smallest eigenvalues of the covariance matrix of the random 
process -see table (4.1)-. This approach was developed by 
Wax and Kailath [55], which is based on the application of 
Information Theoretic criteria (ITe) for model 
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RP : Noisy sinusoid 
~ 25 
SAMP.FR. 1.000 
AMPLITUDS 1.00 1.00 
FREQS. 0.1500 0.1700 
SNRs ( dB ): 20.000 20.000 
STAND.DEV. : 0.1000000000000000 
RESOL.LIMIT :0.0400 













0.9999999999999751D-02 WI( 1)= 
0.9999999999999836D-02 WI( 2)= 
0.9999999999999892D-02 WI( 3)= 
O.9999999999999932D-02 WI( 4)= 
0.9999999999999961D-02 WI( 5)= 
O.9999999999999990D-02 WI( 6)= 
0.1000000000000001D-Ol WI( 7)= 
O.1000000000000006D-01 WI( 8)= 





























O.4155386787660106D-Ol WI( 1)= 
O.5998899499997195D-Ol WI( 2)= 
O.6940042877011540D-Ol WI( 3)= 
O.7684392129689654D-Ol WI( 4)= 
O.8317660889306407D-Ol WI( 5)= 
O.1094884547944087D+OO WI( 6)= 
O.1422369873733004D+OO WI( 7)= 
0.2192343936683020D+OO WI( 8)= 
















Table (4.1) THE EIGEN VALUES OF THE TRUE AND THE ESTIMATED COVARIANCE 
MATRICES OF A RANDOM PROCESS CONSISTING OF TWO SINUSOIDAL 
SIGNALS OF EQUIPOWERS IN WHITE GAUSSIAN NOISE. 
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It was shown [55], that the Akaike criterion (AIC) tends 
to overestimate the number of the signals in the large 
sample limit, so it gives inconsistent estimate, while the 
criterion introduced by Schwartz and Rissanen (HDL) yields 
consistent estimates. 
We can represent these two criteria in a General Form 






HL - M r-n (4.5.3) [ 1 L A. M-p ~ i=p+l 
and the other parameters will differ according to the 
desired criterion as shown in Table (4.2) below. The Number 
of Free Adjustable Parameters (NFAP) will depend upon the 
model, and it is for our assumed model as indicated by the 
table. 
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Variable AlC HDL 
K 2 1 
1 
K 2 0.5 
2 
K 1 log N 
3 
NFAP p(2H-p)+1 p(2H-p)+1 
Table (4.2) Table of values assigned to the GFC 
to act as AlC or MDL criterion 
The number of the signals, i.e the rank of the SCH, is 
taken as the value of p for which the chosen criterion is 
minimized. 
4.5.2. The NEW PROPOSED method: 
A new simpler and computationally efficient method 
for determining the number of signals in the random process 
is proposed in this research. It utilizes the same General 
Form criterion (GFC) presented by equation (4.5.2), but with 
different values for its variables. This new method is 
summarized by the following steps : 
1) Put the eigen values in a descending order. 
2) Calculate the HL as follows : 
HL - Ap - A I avo 
1 H 
(4.5.4) 
L where A = H A. avo ~ 
i=l 
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K - K = 1 
2 3 
NFAP - p(l+l/M) 
4) Calculate the value of p which minimises the 
value to the GFC. This value of p represents the 
number of sinusoidal signals present in the 
random process. 
As an example, let us use the same random process that 
used in evaluating the eigen values of table (4. 1) above. 
Table (4.3) shows the values of GFC(p) for p=1,2, ...... ,M 
from which we can see that this proposed criterion estimated 
the number of signals correctly by assigning the minimum 
value to GFC(p) at p=2 for both the true and the estimated 
covariance matrix. 
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A. USING THE TRUE COVARIANCE MATRIX . . 
p- 1 GFC ( 1)- 4.1231819229383292 
p- 2 GFC ( 2)- 2.0636117629184551 
* p- 3 GFC( 3)- 3.9431474189785243 
p- 4 GFC( 4)- 5.0264806728389979 
p- 5 GFC( 5)- 6.1098141651180506 
p- 6 GFC( 6)- 7.1931476573971035 
p- 7 GFC ( 7)- 8.2764806728389979 
p- 8 GFC ( 8)- 9.3598141651180506 
p- 9 GFC ( 9)- 10.4431471805599452 
p- 10 GFC(10)- 11.5264811496761563 
p- 11 GFC(ll)- 12.6098141651180509 
p- 12 GFC(12)- 13.6931481342342618 
B. USING THE ESTIMATED COVARIANCE MATRIX . . 
p- 1 GFC ( 1)- 3.9944458412878881 
p- 2 GFC( 2)- 2.1228164696604679 * p- 3 GFC( 3)-= 3.6294620663267149 
p- 4 GFC ( 4)- 4.8956705956233632 
p- 5 GFC ( 5)- 6.0562888033764101 
p- 6 GFC ( 6)- 7.1794346665585731 
p- 7 GFC( 7)- 8.2792317553389354 
p- 8 GFC ( 8)- 9.3755997084024898 
p- 9 GFC( 9)- 10.4620446306095103 
p- 10 GFC(10)- 11.5490240222177811 
p- 11 GFC(ll)- 12.6369473094765690 
p- 12 GFC(12)- 13.7292121044005362 
* Represents the rninumum GFC value. 
able (4.3) TABLE OF THE COMPUTED VALUES OF THE PROPOSED 




CAPABILITY OF THE 
HIGH RESOLUTION PSDE APPROACHES 
TO ESTIMATE AND RESOLVE SIGNAL FREQUENCIES 
A Comparison Study 
CHAPTER FIVE 
CAPABILITY OF THE HIGH RESOLUTION PSDE APPROACHES 
TO 
ESTIMA TE AND RESOLVE SIGNAL FREQUENCIES 
A comparison study 
5.1. INTRODUCTION: 
In chapter 3, we mentioned that resolution is one of 
the main performance criteria -such as computational 
complexity, detectability and estimation bias- by which any 
PSDE method should be judged. 
Resolution can be analyzed, however it is difficult, as 
for the asymptotic case of infinite averaging, which means 
that the "true" covariance matrix is assumed known, [30 J. 
But as we mentioned earlier, the real world situation allows 
only a finite sequence of data samples, which in turn means 
a limited or finite amount of averaging is possible and 
hence the estimated covariance matrix is far from being good 
enough to give the correct PSD or the standard of resolution 
required. 
In this chapter, the high resolution PSDE approaches 
-MLM, MEM, EVM and the new proposed method (MPCM)- presented 
in chapter four are studied further and a computer program 
was used to compare their resolution capabilities with 
respect to data length, SNR, frequency separation and 
relative phase variations for the cases of true and 
estimated covariance matrices. The effect of a third nearby 
strong signal on the resolution capabilies was investigated 
as well. 
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5.2. PERFORMANCE OF THE ESTIMATORS : 
5.2.1. USING TRUE COVARIANCE MATRIX: 
We have just mentioned that the infinite averaging 
assumes that the true covariance matrix is known, and it is 
of interest to study the behaviour of the above mentioned 
estimators using this covariance matrix rather than the 
estimated one. In this section, the performance of Maximum 
Likelihood (ML), Maximum Entropy (ME), Eigen Value 
Decomposition (EVD) , and the Modified Principal Components 
(MPC) methods to resolve two closely separated signals of 
equal powers is studied. Plots of the PSDE of these methods 
for the different situations are presented as well. 
5.2.1.1. THE EFFECT OF SNR VARIATIONS: 
A useful measure of the resolution capability of 
an estimator is the signal-to-noise ratio it requires to 
resolve two closely separated signals of equal powers 
contaminated by white Gaussian noise. The two signals used 
were of the normalized frequencies 0.15 and 0.17 being close 
to each other and the true covariance matrix was calculated 
according to Equ. (4. 2. 10). The SNR was 
until each estimator was unable to 
sinusoids. 
reduced gradually 
resolve the two 
Fig( 5.1 )shows the PSD estimates of the four estimators 
for the case of high SNR which indicates the ability of all 
of them to detect and resolve the two signals. When the SNR 
was reduced to the level where the two signals were just 
resol ved by the MLM, the other estimators were able to 
resolve them -see Fig( 5. 3)-. This SNR value is called the 
threshold SNR value of MLM, which is higher than the 
threshold SNR values of the remaining three estimators which 
are computed in the same way and listed in Table (5.1) 
below. MLM gave biased estimate when the SNR reduced to 
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20dB and could not resolve the two signals when the SNR 
reached lower values as shown in Fig(S.S). The plots for the 
PSDE of the other three estimators at the threshold SNR 
value of HEM are presented by Fig(S.6). 
The new proposed method has the same threshold SNR value 
as that for EVM proposed by Johnson and DeGraaf [27]1 which 
seems to be common for all the EVDT methods. Fig( S. 1) to 
Fig(S.9) show the effect of SNR variations on the different 
PSD estimators. 
Threshold SNR values (dB) 
No. Estimator True Estimated 
Covariance Matrix Covariance Matrix 
fr.set 1 fr.set 2 
IJ.15/.17 0.15/0.18 
1. MLM 21 >90 >90 
2. MEM 9 >90 3 
3. EVM -90 S 0 
4. MPCM -90 S 0 
Table(S.l) Threshold SNR values for the four approaches to 
PSDE using the true and estimate covar. matrices. 
5.2.1.2. THE EFFECT OF FREQUENCY SEPARATION VARIATIONS: 
The true covariance matrix was generated in the 
same way as explained in the previous section with the two 
signals being apart by (0.03f
s
) in which case all the four 
estimators were capable of resolving the two signal 
frequencies 1 -see Fig( S. 10 )-. Then the second signal 
frequency was moved towards the first one causing the 
frequency separation to be less and less until situations 
5-3 
were reached where each assigned estimator was just able to 
resolve the two frequencies. This value of the frequency 
separation represents the minimum separation between the two 
signal frequencies below which the assigned estimator will 
be incapable of resolving them, -see Fig(5.11) to Fig(S.13). 
Fig(S.14) shows that the Johnson and DeGraaf approch is 
capable of resolving the two sinusoids at closer separation 
(0.0020f
s
). since the resolution itself is a function of SNR 
it is obvious that these frequency separation limits are 
function of SNR, -i.e when a lower SNR value was used, the 
frequency separation at which the assigned estimator was 
capable of resolving the two signals was bigger than that 
when SNR was high-. Frequency separation of (0.0020f ) was 
s 
the minimum separation with which EVH can resolve the two 





)' this method was incapable 
of resolving the two signals and it gave a single peak at 
O.lSf only, see Fig(S.lS). So we can say that the point at 
s 
which the peaks merge into one is a practical limit beyond 
which two components can not be easily separated from one 
another using this technique and that can be predicted from 
Table( 5.2) which shows that the covariance matrix of this 
random process have only one very high eigen value. 
S.2.1.3. THE EFFECT OF RELATIVE PHASE VARIATIONS: 
Inspecting equation (4.2.10), repeated below for 
simplicity, according to which the true covariance matrix is 
generated indicates that the initial phases of the sinusoids 
and hence the relative phase between them have no effect on 
the detection and resolution capabilities of these 
estimators because the two signals are assumed uncorrelated 
and hence the term representing them is no longer present, 
-see Fig(S.16) and Fig(S.17) for the case of 0.0 and 
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30.0degrees relative phases-, which gives no sign of any 
change in the estimators performances. 
p 

















0.99999999999965700-03 WI( 1)= 
0.99999999999983410-03 WI( 2}= 
0.99999999999986630-03 WI( 3}= 
0.99999999999989670-03 WI( 4)= 
0.99999999999996970-03 WI( 5)= 
0.99999999999999250-03 WI( 6}= 
0.10000000000000060-02 WI( 7)= 
0.10000000000000170-02 WI( 8)= 





























0.75448159931265090-01 WI( 1)= 
0.87046283263452090-01 WI( 2)= 
0.98450905756963830-01 WI( 3)= 
0.11267303288446340+00 WI( 4)= 
0.12935769756430230+00 WI( 5)= 
0.16031177802384240+00 WI( 6)= 
0.22373567056883390+00 WI( 7)= 
0.3248858047320566D+00 WI( 8)= 
















TABLE No. ( 5.2) EIGEN VALUES OF THE TRUE ANO THE ESTIMATED COVARIANCE 
MATRICES OF A RANDOM PROCESS COMPOSED OF TWO VERY 
CLOSELY SEPARATED SIGNALS IN WHITE GAUSSIAN N:::::SE 
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(5.2.1) 
5.2.2. USING THE ESTIMATED COVARIANCE MATRIX: 
When the covariance matrix is estimated from a 
finite number of observations, then it will be an 
approximation to the true one [ 3]. The effect of this 
approximation manifests itself as a perturbation on the 
noise subspace, which is mainly used in the EVDT methods, 
and consequently on their ability of frequency resolution. 
Though the Eigen Vector Decomposition Techniques (EVDT) 
become the more interesting work in high resolution, their 
resolution capability,or precisely their ability to estimate 
the exact locations of signal frequencies, is highly 
affected by using the estimated covariance matrix, i.e the 
peaks locations might be biased. In this section the effects 
of the changes in the parameters mentioned earlier in the 
introduction to this chapter on the performance of MLM, MEM, 
EVM, and MPCM using the estimated covariance matrix are 
investigated. 
5.2.2.1. THE EFFECT OF DATA LENGTH VARIATIONS: 
The data length has different effects on the PSDE 
of the main features that specify approaches, and it is one 
the estimator to have a good performance or not. The 
detection and resolution capabilities of all the PSD 
estimators improved as the data length increases until the 
ideal case where the infinfte averaging is reached in which 
case the true covariance matrix becomes known. On the other 
hand, as the data length shortened the detection and 
resolution abilities of these estimators become worse and 
worse. In this section the effect of data length variations 
on the performance of MLM, MEM, EVM, and MPCM was 
investigated and we discovered that MLM was the most 
affected by the data length variations and that MPCM was 
the least affected estimator. 
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We started with (401) data samples which is quite a large 
number and with it all the estimators were able of detecting 
and resolving the two signals of normalized frequencies 
0.15fs and 0.18fs ' but when the second signal frequency was 
moved to 0.17£5 HLH was unable to resolve the two signals 
and showed a single peak at the intermediate frequency 
o. 16f 5 although the frequency separation was still larger 
than Fourier resolution Limit (FRL), -see Fig( 5.18) and 
Fig( 5.19), -. Then a data length of (201) samples was used 
and all the estimators, except HLM, were able to detect and 
resolve the two signal frequencies. 
The data length was reduced further and further until it 
reahed a value (41) samples where all the three 
estimators,-MEM, EVM, and MPCH- resolved the two signals but 
with a great bias this time. MEM possessed the least bias 
which indicates that it was the best among the three in 
locating the frequencies when the data length was large 
enough. But when the data length (N) was assigned a value of 
(25) samples and less HEM was unable of detecting and 
resolving the two signals and gave a single peak at the mid 
frequency (0.16f
s
)' -see Fig(5.21) to Fig(5.24). 
NOW, as N reduced more and more, the only technique that 
capable of detecting and resolving the two signals was the 
eigen vector decomposition technique (EVDT) represented by 
EVH and the new proposed method (HPCH), Fig( 5.25), and the 
latter was the best because it gave more distinction between 
the two peaks, -i. e it gave sharper peaks than EVM-. The 
most interesting observation here is that this approach was 
capable of detecting and resolving the two signals when the 
data length was very short, 4 or even 2 data samples only, 
on a condition that the number of signals is known a priori, 
-see Fig(5.26)-. 
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5.2.2.2. THE EFFECT OF SNR VARIATIONS: 
In section (5.2.1.1) we studied the effect of the 
SNR changes when we have the true covariance matrix. Now, in 
this section we will study the effect of SNR changes also, 
but using finite number of data samples (or the estimated 
covariance matrix). 
Fig(5.27) shows that HLH was unable to detect and resolve 
the two closely separated signals whatever SNR value been 
used, while the other three estimators detected and resolved 
the two signals with the same degree of accuracy. The SNR 
then reduced further and further until it reached a value of 
3.0dB which represents the SNR threshold value of HEHI and 
when it was reduced to 2.0dB 1 HEM was not able to resolve 
the two signal frequencies l -see Fig( 5. 28) to Fig( 5.32)-. 
These experimental tests were performed with the two signals 
at normalized frequencies of O.lSf and 0.18f I then s s 





from which we noticed that 
HEM was unable to resolve the two signals whatever SNR value 
used as shown in Fig(S.33). In order to check the threshold 
SNR value for the EVDT, the SNR was reduced more and more 
until it reahed a minimum value of S.OdB for this set of 
signal frequencies, below which no estimator could resolve 
the two signals, -see Fig(S.34) to Fig(S.36)-. The threshold 
SNR values were as given in Table(S.l). 
There are four points discovered from the two sets of 
experimental tests performed, the first was that when the 
SNR was high, the estimation biases for all the four 
estimators were high and as we reduced SNR the accuracy of 
resolution improved until we reached the threshold values 
where no resolution below them can be achieved. The second 
point was that the resolution of HPCH was the best. The 
third point was that the threshold SNR values for any 
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estimator is a function of the frequency separation between 
the two signals (i.e how much they are close to each other) 
which confirm what we said in chapter three about the SNR 
needed to resolve the two signals. The forth and last point 
was that the threshold SNR value for any estimator to 
resolve two closely separated signals using true covariance 
matrix is lower than that of the same estimator to resolve 
the same set of signals using the estimated covariance 
matrix,-see Table(5.1)-. 
5.2.2.3. THE EFFECT OF FREQUENCY SEPARATION VARIATIONS: 
As a reality, any estimator will be capable of 
detecting and resolving the two signals when their 
frequencies are sufficently apart and there will be a 
frequency separation limit for any estimator to be able to 
resolve these two signals beyond which no resolution can be 
achieved. 
Fig(5.37) shows the four estimates of the four algorithms 
under study which indicates that all of them were capable of 
resolving the two signals -though the estimates were biased-
when there was a separation between their frequencies of 
(0. 05f s)' which is more than the fourier resolution limit 
(FRL). But when this separation reduced to (0. 03f s) we 
noticed that MLM was unable to detect and resolve these two 
signals and it gave instead a single peak at f=0.165f s ' -see 
Fig(5.38)-, so this frequency separation represents the dead 
limit below which MLM is incapable of resolving the two 
signals. The dead limit value of frequency separation for 




The methods of EVDT were capable of resolving the two 
signals with no limits to the frequency separation and this 
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feature was discovered when EVH and HPCH detected and 








)' and gave two peaks at the wrong 
frequencies -see Fig(5.42)-, while these estimators gave one 
peak located at (0.15f ) when the true covariance matrix was 
s 
used, -see section (5.2.1.2)-. This phenomenon can be 
predicted by checking the eigen values of the two matrices, 
-see Table (5.2)-, which shows that the estimated covariance 
matrix possesses two high eigen values representing the two 
peaks, where as the true covariance matrix possesses only 
one very high eigen value which in turn represents the only 
peaks that the estimates gave. 
Finally, we performed two sets of experiments, one set 
with SNR=40dB and the second set with SNR=10dB from which we 
can see that the resolution of the EVDT methods improved at 
the lower SNR value which confirms what we have said in 
section (5.2.2.2). 
5.2.2.4. THE EFFECT OF THE RELATIVE PHASE VARIATIONS: 
The power spectral density estimates of all the 
four estimators under consideration are presented in 
Fig(5.43) for the case of 0 degrees relative phase. Again, 
HLH can not resolve the two signals, but when the relative 
phase between the two signals became 30 degreees the 
resolution of all the estimators including HLH improved, 
with HLH possessing the least estimate bias. The estimation 
accuracy improved further when the relative phase was 
assigned a value of 90 degrees, that is because the two 
signals were orthogonal and had no components towards each 
other, i.e they are completely uncorrelated. The resolution 
became worse and worse as the relative phase increased 
further and further until it reached the value of 180 
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degrees at which the estimates were exactly those when the 
relative phase was equal to 0 degrees, and that obviously 
because the two signals were in phase, see Fig( 5. 43) to 
Fig( 5.49). 
5.3. THE EFFECT OF A THIRD NEARBY STRONG SIGNAL : 
The effect of the presence of a third strong signal on 
the resolution of the two closely separated sinusoids was 
investigated for both the true and the estimated covariance 
matrix cases. 
5.3.1. TRUE COVARIANCE MATRIX CASE: 
It was seen that this third signal has no effect on 
the detection and resolution capabilities of the Eigen 
Vector Eigen Value Decomposition Technique (EVDT) as far as 
it is located (in frequency) far enough, -more than the 
minimum frequency separation limit mentioned in section 
(S.2.1.2)-. Fig(S.50) to Fig(S.S3) shows the effect of this 
third signal on the PSDE of the above mentioned estimators 
as it approaches the other frequencies. 
The PSD estimates of MLM is presented in these figures as 
well, from which it is clear that the resolution capability 
of this method is highly affected by the presence of such a 
strong nearby signal. When this third signal was at 0.2fs ' 
-Fig( S. 51 )-, MLM was capable of resolving the two closely 
separated signals which were at the normalized frequencies 
o. lSf sand o. 17f s respectively, but when it became nearer 
and nearer no resolution achieved because it entered the 
minimum frequency separation limit with which this method 
can not resolve the two signals, -see Fig(S.52) and 
Fig(S.53)-. 
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5.3.2. ESTIMATED COVARIANCE MATRIX CASE: 
Earlier we mentioned the effect of the estimated 
covariance matrix upon the detection and resolution 
capabilities of the different approaches to PSDE under study 
due to the variations in the data legth, SNR, frequency 
separation and relative phase. In this subsection we will 
show how these capabilities are affected when a third strong 
signal is present nearby taking the actual case of short 
data length from which we estimated our covariance matrix. 
Fig(5.54) shows that the power spectral density estimates 
of the four estimators for the case of no such third signal 
from which we can detect the inability of the MLH to resolve 
the two signals because they were separated by less than 
Fourier resolution Limit (FRL). Fig(5.55) to Fig(5.57) show 
the effect of the third signal as it became closer and 
closer from which we can say that the detection and 
resolution capabilities of these estimators are highly 
affected and the only estimator that was capable of 
resolving the signals was the HEM. 
5.4. RESOLUTION OF TWO CLOSELY SEPARATED 
SIGNALS OF UNEQUAL POWERS : 
We were concerned so far with the detection and 
resolution of two closely separated signals of equal powers. 
It is of interest that we test the abilities of the 
different algorithms to detect and resolve the same signals 
when they have unequal powers, which seemed to be highly 
affected by the ratio of the signals powers. How much these 
abilities were affected was depending upon the type of the 
covariance matrix used, the signals SNR levels and the 
individual estimators as well. 
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5.4.1. TRUE COVARIANCE MATRIX CASE: 
Fig(5.58) to Fig(5.61) show the power spectral 
density estimates of the four estimators for the cases that 
the ratio (A2/A1 ) was equal (0.5, 0.25, 0.1, and 0.05) 
respectively, from which we can see that the detection and 
resolution capablities of EVM and MPCM estimators were 
completely unaffected by this ratio. The reason why they did 
not affected was that they possess a very low (-90dB or even 
less) threshold SNR values. MLM was the most affected 
estimator and MEM was the less affected and that can be 
predicted easily by carefully checking their threshold SNR 
values listed in Table(5.1) above. 
Comparing Fig( 5.62) with Fig( 5.58) we can see that MLM 
and MEM were unable to resolve the two signals, -Fig(5.61)-, 
though the ratio of their amplitudes was (0.5) which was the 
same as that used in obtaining the estimates of Fig(5.57), 
but because the weak signal SNR was (7.5dB), -less than the 
threshold SNR values-, and the strong signal SNR was (10dB) 
which is just above the threshold SNR values of these two 
estimators. So, not only the ratio of the two signals which 
affect the resolution capabilities of MLM and HEM, but the 
signals SNR levels as well. 
5.4.2. ESTIMATED COVARIANCE MATRIX CASE: 
The case was completely different when the estimated 
covariance matrix was used, the two signals were unresolved 
by MLM and MEM estimators for the case of (A2/A1=0.5) and 
that is obvious because the SNR levels of the high power 
signal, (Pl=40dB) , was less than the threshold SNR values of 
these two estimators listed in Table(5.1) above. 
EVM and MPCM capabilities of resolving the two signals 
were highly affected by the use of the estimated covariance 
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matrix which can be easily seen by comparing Fig(5.63) and 
Fig(5.58). Fig(5.64) and Fig(5.65) present the power 
spectral density estimates of these two methods only, for 
the remaining values assigned to the ratio P/P1 . It is 
clear from Fig( 5. 65) that these two methods gave the same 
levels of resolution for the two signals under test whatever 
values were assigned to the amplitudes ratio when it is less 
than (0.1) and this indicates that Eigen Vector 
Decomposition Technique (EVDT) is the less affected 
approach. The reason for this is that we still have two 
highly distinct eigen values, see Table(5.3), upon which the 
degree of resolution of this technique is mainly dependent. 
A. ) THE EIGEN VALUES OF THE TRUE COVARIANCE MATRIX ARE : 
WR( 1)= 0.9999999999999233D-03 WI ( 1) = O.OOOOOOOOOOOOOOOOD+OO 
WR( 2)= 0.9999999999999576D-03 WI( 2)= O.OOOOOOOOOOOOOOOOD+OO 
WR( 3)= 0.9999999999999671D-03 WI( 3)= O.OOOOOOOOOOOOOOOOD+OO 
WR( 4)= 0.9999999999999806D-03 WI ( 4) = O.OOOOOOOOOOOOOOOOD+OO 
WR( 5)= 0.9999999999999880D-03 WI( 5)= O.OOOOOOOOOOOOOOOOD+OO 
WR( 6)= 0.1000000000000006D-02 WI ( 6) = O.OOOOOOOOOOOOOOOOD+OO 
WR( 7)= 0.1000000000000033D-02 WI( 7)= O.OOOOOOOOOOOOOOOOD+OO 
WR( 8)= 0.1000000000000048D-02 WI ( 8) = O.OOOOOOOOOOOOOOOOD+OO 
WR( 9)= 0.1000000000000060D-02 WI( 9)= O.OOOOOOOOOOOOOOOOD+OO 
WR(10)= 0.1000000000000075D-02 WI(10)= O.OOOOOOOOOOOOOOOOD+OO 
WR(11)= 0.2178209400977524D-01 WI(11)= O.OOOOOOOOOOOOOOOOD+OO 
WR(12)= 0.1210021790330802D+02 WI(12)= O.OOOOOOOOOOOOOOOOD+OO 
B. ) THE EIGEN VALUES OF THE ESTIMATED COVARIANCE MATRIX ARE : 
WR( 1)= 0.1806311947238607D-01 WI( 1)= O.OOOOOOOOOOOOOOOOD+OO 
WR( 2)= 0.2242805280916115D-01 WI( 2)= O.OOOOOOOOOOOOOOOOD+OO 
WR( 3)= 0.2820321009721945D-01 WI( 3)= O.OOOOOOOOOOOOOOOOD+OO 
WR( 4)= 0.3087537397493176D-01 WI( 4)= O.OOOOOOOOOOOOOOOOD+OO 
WR( 5)= 0.3367876167066347D-01 WI( 5)= O.OOOOOOOOOOOOOOOOD+OO 
WR( 6)= 0.4152060915178024D-01 WI ( 6) = O.OOOOOOOOOOOOOOOOD+OO 
WR( 7)= 0.5960216536600802D-01 WI ( 7) = O.OOOOOOOOOOOOOOOOD+OO 
WR( 8)= 0.8667678201911521D-01 WI( 8)= O.OOOOOOOOOOOOOOOOD+OO 
WR( 9)= 0.1414019318795685D+00 WI( 9)= O.OOOOOOOOOOOOOOOOD+OO 
WR(10)= 0.2820312842278482D+00 WI(10)= O.OOOOOOOOOOOOOOOOD+OO 
WR(11)= 0.1193411068032746D+01 WI(ll)= O.OOOOOOOOOOOOOOOOD+OO 
WR(12)= 0.1027558900309252D+02 WI(12)= O.OOOOOOOOOOOOOOOOD+OO 
TABLE No. ( 5.3 ) THE EIGEN VALUES OF THE TRUE AND THE ESTIMATED COVARIANCE 
MATRICES OF A RANDOM PROCESS CONTAINING TWO SIGNALS OF 
UNEQUAL POWERS ( RELATIVE AMPLITUDES A2/A1=0.1 ) IN 
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FIG. ( 5. 1 ) POWER SPECTRAL DENSITY ESTIMATE 
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FIG. ( 5.2 ) POWER SPECTRAL DENSITY ESTIMATE 
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FIG. ( 5.3 ) POWER SPECTRAL DENSITY ESTIMATE 
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FIG. ( 5. C) ) POWER SPECTRAL DENSITY ESTIMATE 
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FIG. ( 5. 12 ) POWER SPECTRAL DENSITY ESTIMATE 
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THE PREDICTION OF THE EVDT PERFORMANCE 
FROM THE BEHAVIOUR OF THE EIGEN VALUES 
OF THE COVARIANCE MATRIX 
CHAPTER SIX 
THE PREDICTION OF THE EVDT PERFORMANCE 
FROM 
THE BEHAVIOUR OF THE EIGEN VALUES 
OF THE COVARIANCE MATRIX 
6.1. INTRODUCTION 
Eigen vector decomposition techniques gave excellent 
performance in terms of detection and frequency resolution 
of the two closely separated signals in white Gaussian noise 
which formed the basis of investigation. The key to this 
excellent performance was the estimated number of signals, 
which depends to a large extent on the multiplicity of the 
smallest eigen value of the random process covariance 
matrix, which is not always obvious as was demonstrated in 
chapter 4. 
In this chapter, the effect of the different parameters 
mentioned in chapter five on the behaviour of the eigen 
values will be studied from which we can predict the way in 
which these parameters will affect the detection and 
resolution of the EVDT approaches. For the purpose of 
comprehension, this chapter will deal with the exact as well 
as the estimated covariance matrix. 
6.2. TEST PROCEDURE : 
Fig(6.1) shows the flow chart of the Fortran 77 
program written to test the effect of these parameters on 
the behaviour of the signal and the noise eigen values of 
the covariance matrix. The parameter under study is changed 
in steps so that the random process data samples or their 
6-1 
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covariance matrix is generated, which is then decomposed 
into its eigen values and the associated eigen vectors using 
the standard methods. Plots for these eigen values are 
obtained at the end of the process. The other parameters are 
kept constant at values well above their critical values in 
order not to affect the behaviour of the eigen values. 
6.3. THE EFFECT OF OBSERVATION LENGTH VARIATIONS: 
As was mentioned in chapter five section (5.2.2.1), 
the detection and resolution capabilities of the eigen 
vector decomposition approaches are highly affected by data 
length variations, especially when the data length is short. 
In this section the behaviour of the signal and noise eigen 
values with the data length variations are studied for the 
cases of single and multiple sinusoids in white Gaussian 
noise. 
6.3.1. SINGLE SINUSOID CASE: 
In chapter three section (3.1.1) the detection 
capabilities of the different power spectral density 
estimators were studied, from which we saw that nearly all 
the estimators were capable of detecting easily the single 
sinusoid in white noise though the data length was short. 
However, the eigen vector decomposition technique was always 
the best technique in detecting signals corrupted by noise, 
the effect of this corruption can be severe when the data 
length is very short. 
Fig(6.2) shows the eigen values of a random process 
consisting of a single sinusoid of unit ampl i tude and a 
normalized frequency of 0.25£5 in white Gaussian noise 
having a signal-to-noise ratio of 10dB, -this is the same 
test example used earlier in chapter three-. From this 
6-3 
figure we can see that the signal eigen value level, i. e 
eigen value No. 121 was very high compared with the noise 
eigen values levels. Hence we can expect that the wavenumber 
and the frequency estimations will be perfect even at short 
data length. Fig(6.3) shows the EVM and HPCH estimates for 
the PSD of the above random process for sample length of 4 
and 11 points from which we can see that these two 
algorithms were able to detect the signal (with some bias) 
at a data length of as short as four samples , so in this 
case we can consider that the data length variations has no 
effect on the signal and noise eigen values of the random 
process which in turn means that it will not affect the 
detection capability of the eigen vector decomposition 
technique. 
6.3.2. MULTIPLE SINUSOIDS CASE: 
Fig(6.4) and Fig(6.5) represent the behaviour of the 
signal and noise eigen values of the random process used in 
testing the resolution capabilities of the different 
algorithms in chapter three. These figures show that the 
signal eigen values have a damped oscillation around a 
constant value as the data length increases and they reached 
their steady state values as the data length became high 
where we can expect the resolution to be perfect. This 
oscillation was caused by many factors such as the 
correlation between the two sinusoids, which decreases as 
the frequency separation increases causing less oscillations 
to the signal eigen values and hence improving the 
resolution, -see Fig(6.6)-1 and the fact that the covariance 
matrix estimated from a short data record is too far from 
the true one, and that is why these eigen values became 
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Fig(6.S) shows the signal eigen values behaviour as the 
data length varies from 69 to 1000 samples, from which we 
can say that these eigen values remain nearly constant at 
their higher values and the noise eigen values remain 
constant at their lower values which indicates that the 
detection and resolution capabilities of the eigen vector 
decomposition approaches are very slightly affected by the 
data length variations when it is long and these 
capabilities tend to be perfect (ideal) when the observation 
length approaches infinity where on the other hand we can 
expect no estimation bias will exist. 
It is obvious that these sets of eigen values curves are 
function of frequency separation between the two signals, 
- i. e we can get another set of curves as the frequency 
separation changes-. Fig(6.6) shows the eigen values as a 
function of observation length for two different sets of 
signal frequencies, (0. lSf s' O. 2f s) and (0. lSf s' O. 35f s) 
from which we can see that the difference between the two 
signal eigen values levels became less as the frequency 
separation increased allowing the second (lower) signal 
eigen value to be increased and to move away from the noise 
eigen values levels which in turn means an improvement in 
the detection and resolution capabilities of the eigen 
vector decomposition technique. 
6.4. THE EFFECT OF SNR VARIATIONS: 
6.4.1. SINGLE SINUSOID CASE: 
The signal and noise eigen values of the single 
sinusoidal signal in white Gaussian noise random process 
mentioned in section (6.3.1) for both the true and estimated 
covariance matrix cases are shown in Fig( 6. 7 ). In both of 
these cases the signal eigen value level was well above the 
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indicates that the eigen vector decomposition technique will 
be able to detect this signal however small the SNR value 
is. Fig(6.8) shows the power spectral density estimates of 
this random process using the eigen vector method (EVH) and 
the new proposed method (HPCH) at low values of SNR, for the 
case of true and estimated covariance matrix -40dB and -5dB 
respectively, from which we can say that these two methods 
can easily estimate the exact signal frequency (i.e without 
any estimation bias) and they can estimate it with small 
amount of bias when the estimated covariance matrix is 
employed. 
It is obvious that due to the influence of the noise upon 
the signal, the steady state level of the signal eigen value 
for the estimated covariance matrix is lower than that for 
the true covariance matrix, whereas the steady state levels 
of the noise eigen values for the case of estimated 
covariance matrix are higher than those obtained for the 
true covariance matrix case. 
6.4.2. MULTIPLE SINUSOIDS CASE: 
The signal-to-noise ratio of the two equipower 
signals was varied from OdB to 87dB. The signal and noise 
eigen values as a function of this range of SNR variations 
are depicted in Fig(6.9) for the case of estimated and true 
covariance matrices. The figure shows that all the eigen 
values of the random process were gradually decreasing as 
the SNR increasing and after a certain limit of SNR values 
the eigen values remain constant. This SNR value (l imi t ) 
when calculated from the graphs, -see Fig(6.10)-, appeared 
to be equal the threshold SNR value below which the noise 
eigen values levels were comparatively high when compared 
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there was no resolution achieved when the SNR value 




Fig(6.9) also shows the signal eigen values of the same 
random process for the case of true covariance matrix. Since 
the noise eigen values remained constant what ever low the 
SNR value was, then this means that this technique is 
capable of resolving the two closely separated signals at 
the worst situation, where lower SNR values are assigned. 
Again these sets of curves are function of the frequency 
separation between the two signals to be resolved, so 
another sets of eigen values curves can be obtained when 
other values are assigned to the frequency separation, see 
Fig(6.12) for the case of O.OSf frequency separation. 
s 
6.5. THE EFFECT OF FREQUENCY SEPARATION VARIATIONS: 
The plots for the signal and noise eigen values for 
the different values of frequency separation between the two 
signals are presented in Fig(6.13) and Fig(6.15) for the 
estimated and true covariance matrices cases respectively. 
Fig(6.13) shows the first signal eigen value decreases 
sharply and the second signal eigen value increases until 
they reach the same level and then continue to be nearly 
constant at this level. The value of frequency separation at 
which they first met is called the discrimination frequency 
separation value at and above which the two signals have no 
effect on each other and the estimates become bias free. 
Fig(6.15) shows these two eigen values for the case of the 
true covariance matrix from which it can be seen that the 
second signal eigen value curve is exactly the reciprocal of 
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-
decorrelation time is clear to be equal to 1/0.08f . 
s 
Another point which can be pointed out from these two 
figures, is that when the two signals had nearly the same 
frequency, (0. 15fs )' -i.e for approximately zero frequency 
separation value-I and for the case of true covariance 
matrix, the second signal eigen value had a very small value 
which was equal to the noise eigen values (0. 001dB), -see 
Fig(6. 16 )-. So, in this case, we had only one very large 
signal eigen value giving rise to one signal to be detected 
and that confirms what has been said in chapter five, 
whereas for the estimated covariance matrix case this signal 
eigen value had a significantly high level (4. 65dB) when 
compared with the noise eigen values at zero separation 
(1.04dB) and hence it is expected that two signals will be 
obtained from the estimates of these approaches which again 
confirm what has been obtained in chapter five. 
6.6. THE EFFECT OF THE RELATIVE PHASE VARIATIONS: 
The initial phase of the second signal was changed in 
steps from (0 degrees) to (360 degrees) and the signal and 
noise eigen values were plotted for the case of estimated 
covariance matrix only, since as was mentioned in chapter 
five, when the true covariance matrix is used the initial 
phases and so the relative phase between the two signals 
have no effects on the estimates. 
Fig( 6. 17) shows the two signal eigen values behaviour, 
from which the corresponding eigen value reached its minimum 
level at an initial phase of 90 degrees in which case the 
two signals were orthogonal. Hence they had no effect upon 
each other and we can expect that they have the best 
resolution. As the relative phase increased, this eigen 
value reached its maximum level at relative phase of 270 
degrees and that explain why the worst resolution have been 
6-23 
obtained, -see chapter five section (5.2.2.4)-. 
When the first signal was given an initial phase of 60 
degrees and 180 degrees the sets of eigen values curves were 
shifted by those amounts as shown in Fig(6.18) and Fig(6.19) 
from which we can decide whether or not the first signal has 
been assigned an initial phase shift. The amount of phase 
shift assigned to the first signal can also be calculated 
from these plots by plotting two horizontal lines, one 
through the mid-level point of its eigen value curve, and 
another line at the value on the same eigen value curve 
corresponding to 180 degrees phase shift. Now, if the two 
lines coincide, then there must be an initial phase of 0 or 
180 degrees being assigned to the first signal, depending 
upon wheather the eigen value curve is a negative going or 
positive going sine shape as shown in Fig(6.17) and 
Fig( 6. 19 ). On the other hand, if the two lines do not 
coincide, see Fig(6.18), then we read the phase angle 
corresponding to the intersection between the first line and 
the eigen value curve, ~ ,and the phase shift of 
Intersec. 
the first signal is calculated as follows; 
~ = 180-~ 1 intersec. (6.6.1) 
- 180-224.8 - 64.8 degrees 
where ~ 1 is the initial phase of the first signal 
with respect to the observation window. 
Other sets of frequencies were used to study the effect 
of the relative phase variations on the behaviour of the 
eigen values. Fig(6.20) shows that the swing of the eigen 
values was almost always less when the frequency separation 
6-24 
was increased l -i.e the amplitude of the swing in the eigen 
value curve is inversely proportional to the frequency 
separation between the two signals-I and that again confirms 
the effect of the correlation between the two signals which 
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SUGGESTION FOR FURTHER WORK 
7.1. CONCLUSIONS: 
Most of the power spectral density estimates 
approaches have been examined using computer simulated data 
during this study. Emphasis has been given to so-called high 
resolution methods among which the Eigen Vector 
Decomposition Technique has superior resolution capabilites. 
A new eigen vector decomposition method has been proposed 
whose detection and resolution capabilities have been tested 
for the different circumstances and it proved to have 
superior performance. Another area where a new method has 
been suggested as well is the Partitioning of the random 
process covariance matrix into Signal Subspace and Noise 
Subspace by separating the signal eigen values from the 
noise eigen values. 
As a result of the intensive computer simulation 
performed during this study, the following conclusions can 
be drawn : 
1. All the PSD estimators are capable of correctly 
estimating the frequency of a single signal in white 
Gaussian noise without any bias and are capable of 
detecting and resolving multiple signal frequencies 
with different amounts of bias when a sufficiently long 
data record is employed. 
7-1 
2. Conventional PSDE methods became computationally 
efficient with FFT, but they suffer from ambiguities 
due to the side lobe leakage and their poor resolution 
capabilities. 
3. Parametric PSDE methods have higher detection abilities 
with better side lobe supression and they possess 
higher resolution capabilities with significantly small 
estimation biases when compared with conventional 
approaches. 
4. Non parametric approaches to PSDE, and Eigen Vector 
Decomposition Technique in particular, possess the 
highest detectability and resolution capability. 
5. In spite of the resolution capabilities of the 
Modelling approaches and Burg algorithm, they suffer 
from some practical difficulties such as the order of 
the filter is not known a priori. Another major problem 
associated with AR modelling is that it exhibits 
spontaneous Line Spl i tting which is more I ikely to 
occur when the SNR is high, the number of coefficients 
is a large percentage of the data samples, the data 
length includes some odd number of quarter cycles and 
the initial phase is an odd multiple of p/4. 
6. The Maximum Likelihood Method (MLM) provides direct 
power estimation but it is unable to resolve two 
closely separated signals, whereas Maximum Entropy 
Method (MEM) gives no indication about the actual power 
of the signal but on the other hand it possesses higher 
resolution ability than MLM. 
7 . Methods with best performance are often based on the 
idea of decomposition of the covariance matrix into its 
7-2 
eigen values and their associated eigen vectors. 
8. Intensive study was performed upon MLM, MEM, EVM, and 
MPCM which proves that EVDT has superior performance 
due to the lowest SNR threshold value it possesses 
(>-90dB), the shortest data length -6 or even 4 data 
samples on condition that the number of signals is 
known a priori-, with which it can still give a 
resonable estimate and the minumum frequency separation 
(O.002fs ) between the two signals to be resolved when 
compared with other approaches to PSDE. 
9. Eigen vector Decomposition Approaches pioneered by 
Pisarenko suffer from a number of disadvantages such as 
the number of computations required by the full eigen 
vector analysis and the evaluation of spectrum using 
the noise eigen vectors, -except MPCM which uses the 
signal eigen vectors-, In addition it shares with 
Pisarenko Harmonic Decomposition (PHD) the practical 
difficul ty related to the actual number of signals, 
upon which the detection and resolution capabilitites 
are highly dependent, and which is not normally known a 
priori. This number, if overestimated, will give 
spurious frequencies -except in the case of EVM-, and 
if underestimated it will give highly smoothed spectra. 
10. The new proposed method for separating the signal eigen 
values from the noise eigen values proves its 
effectivness especially when the true covariance matrix 
is used. 
11. EVDT is capable of resolving the two closely separated 
signals with no limits to their relative amplitudes 
ratio when the true covariance matrix is known. on the 
other hand it is highly affected by the lower ratios 
7-3 
when the estimated covariance matrix is used. 
12. Again when the true covariance matrix is used, the 
detection and resolution capabilities of Eigen Vector 
decomposition Technique (EVDT) are not affected by the 
presence of a third strong nearby signal whereas MLM 
and MEM capabilities are highly affected. On the other 
hand when the estimated covariance matrix is used, MEM 
is the less affected estimator. 
13. The new proposed method -Modified Principal Components 
Method (MPCM)- has the best resolution capability among 
the EVDT approaches especially at low SNR values and 
short data records. 
14. Intensive study was conducted upon the different 
parameters affecting the behaviour of the eigen values 
of the covariance matrix from which the following 
observations can be drawn : 
14.1. It is possible to predict the performance of the 
EVDT from the behaviour of the eigen values of 
the covariance matrix. 
14.2. 
14.3. 
Data length has a very slight effect on the 
detection and resolution capabilities of the 
EVDT and this effect vanishes as the signals 
become sufficiently separated in frequency. 
The threshold SNR value for the EVDT can be 
calculated from the Eigen Values vs SNR curves 
which show that above this SNR value the SNR 
variation has no effect on the detection and 




Eigen Values vs. Frequency Separation curves 
show exactly how the detection and resolution 
capabilities of the EVDT improve as the two 
signals become more and more apart from each 
other. EVDT reaches its superiority in resolving 
the two signals when they are separated by more 
than Df=1/Td, where T d is the decorrelation time 
which can be calculated from these curves. 
Finally the initial phase given to one signal 
can be calculated from the curves of the Eigen 
Val ues vs. the Second Signal's Initial Phase 
Variation. These curves show that the amplitude 
of the swing associated with the second signal 
curve is a function of the frequency separation 
between the two signals. 
7.2. SUGGESTION FOR FURTHER WORK: 
Since it is the first time that the Space Domain 
Signal Processing Approaches are being used in the 
Time Domain Processing, it is of importance to : 
A. Implement these algorithms to provide efficient 
tools in time domain signal processing in terms of 
computations and implementations especially as we 
are now facing a revolution in VLSI design and 
manufacturing and these algorithms have already 
been implemented in the space domain. 
B. Extend the study of the behaviour of the eigen 
values of the covariance matrix from which we can 
have more possible prediction and further 





REPRESENTATION OF THE COVARIANCE MATRIX IN TERMS 
OF ITS EIGEN DATA 
Any matrix R can be analysed into its eigen data, and 
computations involving matrices may be largely simplified by 
using the two sets of parameters known as eigen values and 
eigen vectors of the matrix. 
Let R be the covariance matrix with dimensions HxH, and V 
an eigen vector corresponding to the eigen value A, i.e. 
for V ~ 0 
RV = A.V (Al. 1) 
For a typical HxM matrix R, there will be H such vectors. 
Equation (Al.l) can be rewritten as follows: 
(R-A.I)V = 0 (Al.2) 
where I is the Identity matrix. Equation (Al.2) has a non 
zero solution in vector V if and only if the characteristic 
equation is satisfied; 
i.e det(R-A.I) = 0 (Al.3) 
The polynomial equation generated from this 
characteristic equation written as : 
f(A.) - det(R-A.I) (Al.4) 
Al-l 
has H roots (A.I s) and hence there are H eigen vectors 
corresponding to these eigen values all satisfying 
Equ(Al.l)1 or in other words, 
RV. - A..V. 
~ ~ ~ (Al.5) 
since the covariance matrix of a stationary time series 
is almost always positive definite [23}, then its eigen 
values are both real and positive. 
Let V be an HxH matrix formed from the H eigen vectors of 
R as follows : 
(Al.6) 
and A be an HxH diagonal matrix formed by the H eigen values 
of R as follows : 
(Al.7) 
Now rewrite the set of equations (AI. 4) in a single 
matrix form as follows, [4B} and [53} : 
RU - VA (Al.B) 
and when the eigen values of R are distinct, the 
corresponding eigen vectors will be orthogonal and hence 
matrix VI -formed from these eigen vectors- is non singular 
[ 23}. 
Multiply both sides of Equ(Al.B) by U- 1 , we get: 
U- 1RU - A (Al.9) 
Al-2 
Now, if U is a unitary similarity matrix, then: 
}( Al. 10) 
for i=k 
i.e (Al. 11) 
other vise 
and so equation (Al.9) can be rewritten as : 
(Al.12) 
Now, since R is hermetian and A is diagonal matrix, then 
Equ(Al.12) can be rewritten as : 
OR 
H 
R - L 
i=l 
H A.V.V. 





DERIVATION OF THE OPTIMUM WEIGHT FOR CAPON FILTER 
We have the average power output P given by; 
p - ~RW (A2. 1) 
and we wish to minimize this power subject to the 
constraint; 
(A2.2) 
Using Lagrange's method, we can perform this minimization 
subject to the above constraint by defining a cost function 
as follows : 
(A2.3) 
where A is an arbitrary constant. The minimization can be 
achieved by differentiating the cost function with respect 
to Wand equating the derivative to zero, but before that 
let us assume, for generality, that Wand C are complex 
vectors. 
i.e W - W+ ·W } r J j (A2.4) and C - C+ ·C 
r J j 
which implies two constraints as follows • • 
Re[WTC] 
-






substituting this result in equation (A2.3) gives: 
(A2.7) 
The derivatives of P with respect to Ii and Ii are given 
r j 
by, [48]; 
8P 2RW ---- -8W r 
r 
8P 2RW ---- -8W J j 
So 
8H(W ) 
-----~-- = 2RW - A(C -jc ) 8W r r j 
r 
Equating the derivative to zero will give : 
whre 
and 










2RW + A(C + ·C ) - 0 J r j j 
RW = -(3(C + 'C ) 




Multiply both sides of Equ(A2.10) by the operator j will 
give : 
A2-2 
jRW = f3(C - jC ) = f3C* 
J r J 
Combining equation (A2.9) and (A2.11) yields; 
or 
and 
* R(W + jW ) = 2{3C 
r J 
W 
o A = constant - ------




Multiply numerator and denominator of equation (A2.13) by 
CT gives : 
(A2.14) 
substituting this value of A in equation (A2.12) gives us 
the expression for the optimum weight as follows : 




APPENDIX THREE I 
1. LIST (3A.1) DATA RECORD OF ONE OF THE EXAMPLES USED IN 
TESTING THE DIFFERENT PSO ESTIMATION APPROACHES 
NMAX : 25 
AMPLITUDS : 1.00 
FREQS. : 0.2500 
Init.Phase : 0.00 
SNRs ( dB ): 10.000 
0.3162277660168379 STAND. DEV . : 













































































2. LIST (A3.2) DATA RECORD OF ONE OF THE EXAMPLES USED IN 
TESTING THE DIFFERENT PSO ESTIMATION APPROACHES. 
NMAX : 64 
AMPLITUOS : 1.00 1.00 
0.1500 0.1700 FREQS. : 
Init.Phase : 0.00 0.00 
SNRs ( dB ): 30.000 30.000 
0.0316227766016838 STAND. DEV . : 
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