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La generación de alertas tempranas para sismos es de gran utilidad, en particular para la 
ciudad de Bogotá-Colombia, dada su importancia social y económica para el país. Con 
base en la información de la estación sismológica de El Rosal, la cual es una estación de 
banda ancha y tres componentes, localizada muy cerca de la ciudad, perteneciente al 
Servicio Geológico Colombiano (SGC) se desarrolló un modelo de regresión basado en 
máquinas de vectores de soporte  (SVM), con un kernel polinomial normalizado, usando 
como datos de entrada  algunas características de la porción  inicial de la onda P 
empleadas en  trabajos anteriores tales como la amplitud máxima, los coeficientes de 
regresión lineal de los mismos, los parámetros de ajuste logarítmico de la envolvente  y 
los valores propios de la relación de las tres componentes del sismograma.   
 
El modelo fue entrenado y evaluado aplicando correlación cruzada, permitiendo llevar a 
cabo el cálculo de la magnitud y la localización de un evento sísmico con una longitud de 
señal de tan solo cinco segundos. Con el modelo propuesto se logró la determinación de 
la magnitud local con una precisión de 0.19 unidades de magnitud, la distancia epicentral 
con una precisión de alrededor de 11 kilómetros, la profundidad hipocentral con una 
precisión de aproximadamente 40 kilómetros y el azimut de llegada con una precisión de 
45°. Las precisiones obtenidas en magnitud y distancia epicentral son mejores que las 
encontradas en trabajos anteriores, donde se emplean gran número  de eventos para la 
determinación del modelo y en los demás parámetros hipocentrales  son del mismo orden.  
 
Este trabajo de investigación realiza un aporte considerable en la generación de alertas 
tempranas para sismos, no solamente para el país sino para cualquier otro lugar donde se 
deseen implementar los modelos aquí propuestos y es un excelente punto de partida para 
investigaciones futuras. 
 
Palabras clave: Alertas tempranas, máquinas de vectores de soporte  (SVM), magnitud, 






Earthquake early warning alerts generation is very useful, especially for the city of Bogotá-
Colombia, given the social and economic importance of this city for the country. Based on 
the information from the seismological station “El Rosal”,  which is a broadband and three 
components station, located very near the city that belongs to the Servicio Geológico 
Colombiano (SGC) a Support Vector Machine Regression (SVMR)  model was developed, 
using a Normalized Polynomial Kernel, using as input some characteristics of the initial 
portion of the P wave used in earlier works such as the maximum amplitude, the linear 
regression coefficients of such amplitudes, the logarithmic adjustment parameters of the 
envelope of the waveform and the eigenvalues of the relationship between the three 
seismogram components of each band.  
 
The model was trained and evaluated by applying a cross-correlation strategy, allowing to 
calculate the magnitude and location of a seismic event with only five seconds of signal. 
With the proposed model it was possible to estimate local magnitude with an accuracy of 
0.19 units of magnitude, epicentral distance with an accuracy of about 11 km, the 
hipocentral depth with a precision of approximately 40 km and the arrival back-azimut with 
a precision of 45°. Accuracies obtained in magnitude and epicentral distance are better that 
those found in earlier works, where a large number of events were used for model 
determination, and the other hipocentral parameters precisions obtained here are of the 
same order. 
 
This research work makes a considerable contribution in the generation of seismic early 
warning alerts, not only for the country but for any other place where proposed models here 
can be applied and is a very good starting point for future research. 
 
Keywords: Early Warning, Support Vector Machines (SVM), magnitude, localization, 
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La especie humana, dotada de una gran capacidad de raciocinio, artífice de su adaptación 
a las diversas condiciones ambientales del planeta, intenta explicar los fenómenos de su 
entorno a través de diversas aproximaciones, que van desde historias mitológicas 
fantásticas hasta elaborados modelos físicos y matemáticos, con base en las cuales se  
construyeron diversas concepciones cosmológicas para entender cómo funciona el 
universo. La explicación a los movimientos telúricos no es ajena a esta evolución 
conceptual, que pasa por explicaciones tales como la cosmovisión de pueblos ancestrales 
hindúes quienes pensaban que la superficie de la tierra reposaba sobre el lomo de cuatro 
grandes elefantes apoyados a su vez sobre la caparazón de una tortuga, la cual yacía 
sobre una cobra que al moverse producía los terremotos, hasta modelos físicos y 
matemáticos desarrollados gracias a siglos de observación científica y grandes avances 
tecnológicos. 
En las últimas décadas, las pérdidas económicas generadas por los desastres 
ocasionados por fenómenos naturales se incrementaron exponencialmente alrededor del 
mundo y sin embargo se ve muy poco progreso en la reducción de la taza de fatalidades. 
Esta afirmación aplica también para los desastres ocasionados por terremotos, debido 
principalmente al incremento de la población y zonas industriales, en áreas  vulnerables, 
con un alto riesgo sísmico. A pesar de que la predicción de terremotos no es posible aún, 
los desarrollos tecnológicos actuales permiten la detección rápida de cualquier evento 
sísmico peligroso. Por tal motivo las alertas tempranas y los sistemas de información rápida 
de desastres, para grandes eventos naturales, cobra gran importancia para el 
fortalecimiento de la prevención y el aumento de la resiliencia social frente a dichos eventos 
y por lo tanto se convierten en la clave para la mitigación de sus efectos adversos 
(Gasparini, et al., 2007). 
Gracias al desarrollo y al avance del conocimiento en los últimos años, ahora es posible 
encontrar soluciones alternativas, novedosas y eficientes a múltiples problemas complejos, 
inspiradas en algunos procesos naturales, dentro del área conocida como Computación 
Bio-Inspirada, Computación Natural o Inteligencia Computacional. Dichos métodos se 
emplearon en múltiples  áreas del conocimiento, entre las cuales se encuentra la 
sismología (Bose, 2006) . 
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Gracias a la implementación de este tipo de algoritmos y en particular de aquellos basados 
en el reconocimiento de patrones a partir de datos históricos, fue posible implementar en 
este trabajo los modelos para la obtención de la magnitud y localización de la fuente de un 
evento sísmico, a partir de la información registrada en la estación sismológica de tres 
componentes más cercana al evento que no presente saturación, empleado para esto tan 
sólo la señal correspondiente a unos pocos segundos después de la llegada de la onda P.  
La precisión obtenida en el cálculo de dichos parámetros está directamente relacionada 
con el tiempo de registro de señal empleada en su determinación (Allen & Kanamori, 2003). 
Si bien es cierto que la información de localización y magnitud lograda mediante un modelo 
entrenado con pocos segundos de señal es de menor precisión, este permite generar una 
alerta inicial mediante la cual se pueden activar labores primarias de reacción tales como 
la activación de fuentes alternativas de energía, pausa en actividades críticas, disminución 
de velocidad de sistemas de transporte, entre otros (Gasparini, et al., 2007). 
Mientras se están llevando a cabo las actividades primarias de reacción, el sistema puede 
continuar registrando información, contando con un tiempo mayor de señal, con la cual se 
va actualizando la determinación de los parámetros hipocentrales contando con una 
precisión cada vez mayor que permitirá confirmar la eventual llegada de un sismo de 
magnitud conocida, e iniciar los planes de emergencia adecuados para enfrentar el tipo de 
evento que acaba de ser caracterizado (Gasparini, et al., 2007). 
La presente investigación se inició con el fin de sentar las bases para la implementación 
de un modelo de alerta temprana para la ciudad de Santa Fe de Bogotá, Colombia, razón 
por la cual los modelos desarrollados, fueron realizados a partir de la información 
recopilada en la estación sismológica “El Rosal”, cercana a la ciudad, administrada por la 
red sismológica nacional perteneciente al Servicio Geológico Colombiano (SGC). Se trata 
de una estación de tres componentes de banda ancha con transmisión continua de datos 
vía satélite. Sin embargo, los resultados aquí obtenidos pueden ser aplicados a otras 
estaciones sismológicas de características similares. Se trata de un esquema basado en 
la extracción de conocimiento a partir de datos, con lo cual, tan sólo es necesario 
determinar los parámetros de los modelos aquí desarrollados para  la estación de interés. 
A partir de estos resultados, será posible realizar la implementación de los modelos en  
cualquier red sismológica. Sin embargo, se espera que en un futuro puedan ser aplicados 
en la Red Sismológica de la Sabana de Bogotá y sus Alrededores (RSSBA), cuyas 
estaciones están distribuidas como se indica en la Figura 1-1, y que fue implementada y 
desarrollada por el grupo investigación en Geofísica de la Universidad Nacional de 
Colombia, con el único propósito de densificar la red sismológica alrededor de la ciudad 
de Bogotá y así poder tener un mejor control en la periferia lejana de la ciudad, de tal 
manera que se pueda interceptar la señal generada por las ondas sísmicas que van 
viajando hacia la ciudad y así poder anticipar la llegada de dicho evento, abriendo la 
posibilidad de tener alertas tempranas efectivas (Simons, et al., 2006). 
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Una vez implementados los modelos de determinación de la localización  y magnitud de 
un evento en tránsito hacia la ciudad, será posible el desarrollo de herramientas que 
determinen la aceleración máxima esperada en cualquier punto alrededor de la fuente, 
teniendo en cuenta la distribución espacial de dichas aceleraciones y las condiciones  
locales de efecto de sitio, lo que permitirá que un usuario cualquiera  pueda ser informado 
del efecto esperado en su ubicación conocida a través del Sistema GPS de su móvil, lo 
que le permitirá reaccionar oportunamente, contando con un tiempo que, si bien es corto, 
podrá ayudarle a estar preparado para la llegada de las fases de la onda sísmica que 
pueden causar un mayor daño (Simons, et al., 2006). 
Figura 1-1 : Red Sismológica de la Sabana de Bogotá 
 
Resultados preliminares de este trabajo se encuentran en (Ochoa G., et al., 2014), y fueron 
presentados en algunos congresos científicos de carácter internacional tales como (Ochoa 
G., et al., 2011), (Ochoa G., et al., 2012) y (Ochoa G., et al., 2013), así como también de 
carácter nacional como (Ochoa G., et al., 2013) y  (Ochoa G., et al., 2015).  
1.2 Antecedentes de la investigación 
La aplicación alrededor del mundo de modelos basados en Inteligencia Artificial en la 
solución de problemas en el campo de la sismología, se realiza a partir de la década de 
los 90. Gracias a los diferentes modelos implementados se obtuvieron resultados 
aceptables, empleando principalmente redes neuronales artificiales (RNA) para la 
discriminación del tipo de evento registrado y para el picado de arribos de ondas de cuerpo. 
También  se emplearon algoritmos genéticos (AG) y recocido simulado (SA) en la 
determinación de modelos de velocidades en la corteza y parámetros hipocentrales. Sin 
embargo, los métodos mencionados, carecen de un cimiento estadístico sólido que permita 



















4 Solución Rápida y Automática de Parámetros Hipocentrales Para Eventos 
Sísmicos, Mediante el Empleo de Técnicas de Aprendizaje de Máquina 
 
 
2004). En los últimos años se observa un incremento en la aplicación de métodos kernel, 
los cuales basan su fortaleza en un análisis estadístico riguroso, que permite tener mayor 
certeza de su desempeño y evaluación. Dicho incremento no se observa en el campo de 
la sismología, a pesar de tener grandes ventajas para el análisis de grandes volúmenes 
de información y el análisis de patrones complejos, presentes también en problemas 
relacionados con este campo. 
Con base en las técnicas de inteligencia artificial y modelos de minería de datos es posible 
implementar dispositivos de procesamiento directamente en las estaciones sismológicas, 
las cuales podrían ser de alguna manera autónomas, y permitirían realizar una serie de 
tareas de caracterización de sismos aplicables a alertas tempranas (Ochoa G., et al., 
2014). El monitoreo en tiempo real de las señales recibidas en una sola estación 
sismológica permiten caracterizar el origen de estas señales entre evento sísmico, 
derrumbe o explosión, de manera que se pueda asegurar la generación de una alerta 
adecuada (Mercier, et al., 2006). Posteriormente, se puede iniciar un proceso de 
caracterización del evento a partir de la determinación de la magnitud y la localización con 
lo cual será posible caracterizar en muy corto tiempo el evento detectado.  
Como primera medida se deberá determinar la magnitud del evento y con base en el valor 
obtenido generar la alarma adecuada. Una vez determinada la magnitud, se podrá 
determinar la localización del evento para estimar la distribución de las aceleraciones en 
la región circundante y así poder establecer el tipo de afectación esperado en cada zona 
para orientar a los organismos de atención de emergencias en la estrategia de atención 
de la población afectada. La ubicación precisa de la fuente es de vital importancia debido 
a que un error en la determinación de esta puede desviar las ayudas a lugares menos 
sensibles descuidando la población que requiere una atención más oportuna 
1.3 Problema de investigación e hipótesis 
En las últimas décadas se registra alrededor del mundo un crecimiento exponencial de 
pérdidas económicas  y  vidas humanas  debidas a desastres ocasionados por fenómenos 
naturales. Por esa razón, los sistemas de información de alertas tempranas se convierten 
en un importante medio para fortalecer la prevención y aumentar la resiliencia de las 
comunidades frente a los efectos adversos ocasionados por eventos naturales de gran 
magnitud (Gasparini, et al., 2007). 
En términos generales, las alertas tempranas se pueden definir como la generación de 
información efectiva y oportuna de la ocurrencia de un fenómeno natural que puede causar 
daño a la población, permitiendo a los individuos expuestos al riesgo tomar acciones que 
permitan evitar o reducir los efectos adversos producidos por el fenómeno y prepararse 
para una respuesta efectiva (Gasparini, et al., 2007). 
Para la generación de una alerta temprana es necesario contar con modelos para la 
determinación de la magnitud y la localización del sismo en un corto tiempo, a partir de 
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estrategias de caracterización de eventos sísmicos a partir de pocos segundos de registro 
de la onda P, en una sola estación, dentro de los cuales se pueden encontrar modelos de 
regresión (Wu, et al., 1998), (Allen & Kanamori, 2003), (Odaka, et al., 2003), (Lockman & 
Allen, 2005), (Wu & Zhao, 2006) y (Hsiao, et al., 2011), Análisis de componentes 
principales (PCA) (Noda, et al., 2012) e inclusive el empleo de algoritmos de inteligencia 
artificial tales como Redes Neuronales (Böse, et al., 2012), obteniendo precisiones en 
magnitud que varían entre 0.3 y 1.0 unidades, en distancia a la fuente del orden de 17 
kilómetros y el azimut de llegada del orden de 50°, empleando tiempos de señal que varían 
entre 3 y 10 segundos. 
En la medida en que se registraron avances en la caracterización de eventos sísmicos en 
corto tiempo, se desarrollaron también las tecnologías relacionadas con los equipos de 
cómputo, los cuales tienen mayor capacidad para guardar y procesar grandes volúmenes 
de datos y la posibilidad de acceso a la información desde grandes distancias (Alpaydin, 
2004), permitiendo el desarrollo de algoritmos de procesamiento para la extracción de  
patrones a partir de grandes volúmenes de datos, entre los cuales se encuentran las 
técnicas de inteligencia artificial.  
Algoritmos tales como las máquinas de vectores de soporte se emplearon en la 
determinación de modelos en múltiples áreas del conocimiento, mostrando gran eficiencia, 
lo cual de genera un desarrollo creciente en el número de aplicaciones exitosas en la 
solución de problemas (Shawe-Taylor & Cristianini, 2004). 
Teniendo en cuenta que es posible realizar una caracterización de eventos sísmicos en 
corto tiempo mediante algoritmos sencillos de regresión y dado que está demostrada la 
capacidad que tienen las máquinas de vectores de soporte en la generación de modelos a 
partir de grandes volúmenes de información se plantea la hipótesis de que dichas 
máquinas de vectores de soporte pueden permitir la determinación de modelos 
caracterización de eventos sísmicos con una mayor precisión empleando un mayor número 
de eventos en el entrenamiento y por lo tanto una mayor generalización.  
Estos modelos podrán ser implementados en la generación de alertas tempranas para 
eventos sísmicos. 
1.4 Justificación de la investigación 
La región de la Sabana de Bogotá y sus alrededores concentra casi la tercera parte de la 
población Colombiana y es el principal centro económico del país, generando cerca del 
40% del PIB. Esto hace que los efectos adversos para el país sean notorios ante la 
ocurrencia de un evento sísmico con alto potencial destructivo (Ojeda, et al., 2002).  
La historia de la sismicidad de la ciudad de Bogotá presenta el registro de sismos sentidos 
con diferentes intensidades desde el año de 1743 (Dimaté, et al., 2005).  Los principales 
sismos reportados  con una intensidad mayor a VII y que ocasionaron grandes efectos 
adversos sobre la población, ocurrieron  en los años de 1743, 1785, 1827 y 1917 (Tabla 
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1-1). Como se puede observar,  el último sismo sentido en la ciudad con alta intensidad,  
ocurrió hace 90 años.  Algunos sismos sentidos en los últimos años con una intensidad 
menor a VII, en la ciudad de Bogotá, se reportaron en 1967, 1979, 1994, 1995 y 1999 
(Tabla 1-2). 
No existen evidencias que indiquen que no se volverá a presentar  un evento similar en el 
futuro, por lo que se puede inferir que estamos enfrentados a un periodo de calma, que 
algunos autores denominan silencio sísmico, estudiado en algunas áreas tales como el 
estado de Guerrero - México (Cavalié, et al., 2013) y el centro de Chile (Udías, et al., 2012). 
Esto no solamente significa que existe una posibilidad creciente de la ocurrencia de un 
nuevo evento de alta intensidad, sino que se puede interpretar como una acumulación de 
energía no liberada, debida al hecho de que las placas en movimiento se encuentran 
atascadas en sus bordes acumulando esfuerzos hasta el momento en que llegan al límite 
máximo de resistencia liberando dicho contacto donde se actualiza el movimiento que 
presentaron  previamente las placas (Stein & Wysession, 2003). Por esta razón se requiere 
implementar estrategias de prevención y alerta mediante el fortalecimiento de la 
investigación científica, con el fin de mejorar la comprensión del fenómeno y dar un apoyo 
más eficiente a los organismos de control, prevención  y atención de emergencias. 
Tabla 1-1 : Registro de sismos sentidos con alta intensidad – Bogotá D.C. 







1743-10-18 Páramo de Chingaza (Cund.) 4.68 73.93 VIII VII 
1785-12-7 Páramo de Chingaza (Cund.) 5.26 74.2 IX VIII 
1827-11-16 Timaná (Huila) 1.9 75.9 X VIII 
1917-08-31 Páramo de Sumapaz (Cund.) 4.26 74.15 IX VIII 
Modificado de: (Dimaté, et al., 2005) 
La Sabana de Bogotá está circundada por sistemas de fallas tales como el Sistema de 
Fallas del Piedemonte  Llanero, Sistema Salinas, Sistema de Fallas de la Sabana de 
Bogotá e inclusive fallas como la de Ibagué. En la Figura 1-1 se pueden apreciar dichos 
rasgos geológicos. Adicionalmente,  la ciudad de Bogotá está construida sobre suelos 
blandos de origen lacustre (Ojeda, et al., 2002), que son caracterizados por la amplificación 
de las amplitudes, ocasionando mayores daños a la infraestructura, similares a los de la 
Ciudad de México (Rodriguez, et al., 2007). 
Estos hechos dieron origen a campañas de prevención que logran concientizar a la 
población de la inminencia del fenómeno pero también generan especulaciones alrededor 
de la supuesta predicción de terremotos, hecho evidenciado en el caos sucedido el día  28 
de Agosto de 2007 en la ciudad de Bogotá, donde se presentó pánico generalizado de la 
población en algunos lugares, así como la evacuación innecesaria de gran cantidad de 
Introducción 7
 
edificios y viviendas, con lo cual se paralizó gran parte de la ciudad, evidenciando la alta 
vulnerabilidad de la ciudad ante eventos de esta naturaleza (El Tiempo, 2007). Este hecho 
muestra la necesidad de trabajar con todos los elementos que estén a nuestro alcance 
para la construcción de herramientas de monitoreo y análisis, que posibiliten la 
implementación de un sistema de alerta adecuado, eficiente y oportuno que complemente 
los existentes en Colombia. 
Tabla 1-2 : Registro de sismos sentidos con mediana intensidad – Bogotá D.C. 







1616-02 Cajicá (Cundinamarca) 5 74 VII – 
1644-03-16 Chipaque (Cundinamarca) 4.5 74 IX – 
1646-04-3 Sogamoso (Boyacá) 5.72 72.95 VIII – 
1724-11 Chita (Boyacá) 6.19 72.48 ≥VII – 
1755–1759 Gámeza (Boyacá) 5.8 72.31 ≥VII – 
1805-06-16 Honda (Tolima) 5.3 74.5 IX – 
1826-06-18 Sopó (Cundinamarca) 4.8 73.9 VIII VII 
1923-12-22 Paratebueno (Cundinamarca) 4.4 73.2 VIII VII 
1924-01-07 Gachalá (Cundinamarca) 4.7 73.5 VIII – 
1928-11-01 El Milagro (Casanare) 5.5 71.5 VII – 
1967-02-9 Los Cauchos (Huila) 2.93 74.83 IX VI 
1979-11-23 El Cairo (Valle) 5.18 75.58 VIII VI 
1994-06-06 Páez (Cauca) 2.86 76.08 XI – 
1995-01-19 Tauramena (Casanare) 5.01 72.95 X – 
1999-01-25 Córdoba (Quindío) 4.45 75.73 X – 
Modificado de: (Dimaté, et al., 2005) 
El 24 de mayo de 2008, fue sentido en Bogotá un sismo superficial generado a 8.6 Km. al 
noreste de la cabecera municipal de Quetame (Cundinamarca) con una Magnitud local de 
5.7 (SGC, 2008), que hizo recordar que la ciudad de Bogotá está amenazada 
continuamente por eventos catastróficos y se deben realizar esfuerzos que permitan 
minimizar los efectos adversos sobre la población ocasionados por dicho fenómeno.  En 
la Figura 1-2, se observa la actividad sísmica registrada por INGEOMINAS, en los 
alrededores de la estación El Rosal, donde se puede apreciar la distribución de sismos 
alrededor de la ciudad, así como también la cercanía del sismo de Quetame. 
Como parte de las acciones tendientes a mejorar el  monitoreo y entendimiento del 
comportamiento sismológico de la zona, se está implementando la Red Sismológica de la 
Sabana de Bogotá y sus Alrededores (RSSB),  por parte de la Universidad Nacional de 
Colombia y la Universidad Antonio Nariño. Esta implementación consiste en la instalación 
de 15 estaciones sismológicas, con sismómetros de banda ancha, tres componentes y con 
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transmisión en tiempo real al Observatorio Sismológico de la Universidad Nacional, las 
cuales son similares a la estación “El Rosal” de la cual se obtuvo la información para llevar 
a cabo la presente investigación. 
Figura 1-2 : Localización sismos cercanos a Bogotá 
 
Con esta gran cantidad de información y la logística implementada, es de vital importancia 
el aprovechamiento de la misma para el análisis de la información recibida y la 
implementación de sistemas que permitan la generación de alertas tempranas eficientes y 
veraces.  
En la Figura 1-3, se presentan los sismos ocurridos en Colombia, desde 1998 hasta 2014, 
donde se puede observar la actividad sísmica del país y que pone de manifiesto la 
importancia de adelantar trabajos de investigación que ayuden a comprender el fenómeno 
y aprovechar la gran cantidad de información disponible en la construcción de una base 
de conocimiento basada en la experiencia de eventos anteriores.  
Las estaciones sismológicas estándar detectan fenómenos que ocurren a su alrededor, 
pero no están dotadas de modelos diferentes al proceso paciente y prolongado de registro 
que pudiera ser asociado con algún tipo de experiencia instrumental que eventualmente 
podría complementar el trabajo de los sismólogos, aprovechando alguna estrategia 
computacional para reconocimiento de patrones. Existe en la actualidad, la posibilidad de 
llevar a cabo procesos de aprendizaje de máquina que basan su funcionamiento en el 
empleo de información preexistente y en la capacidad de extraer conocimiento de los 
datos, permitiendo encontrar relaciones entre los mismos (Ramirez & Meyer, 2011). Es 
posible entonces que cada estación pueda ser entrenada en el reconocimiento de patrones 
que ayuden a agilizar los procesos de análisis de nuevos eventos. 
La presente investigación enfoca los esfuerzos en la construcción de conocimiento, que 
pueda ser empleado directamente en las estaciones sismológicas y enviado hasta los 
centros de procesamiento de datos. Se espera que estos modelos puedan resolver los 
problemas de localización y determinación de magnitud en el menor tiempo posible desde 
cada estación sismológica instalada. 
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Figura 1-3 : Sismos Registrados en Colombia  (1993-2014). 
 
Para la determinación de los parámetros hipocentrales es necesario identificar la llegada 
de las ondas P (compresión) y S (corte), las cuales se propagan por el medio y se van 
desacoplando, afectadas por las características particulares del camino recorrido hasta 
llegar a la estación. Este proceso es realizado en el país generalmente por operarios 
expertos, de manera manual, lo cual toma un tiempo relativamente largo.  Sin embargo, el 
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Servicio Geológico Colombiano (SGC),  emplea desde hace algún tiempo el sistema Early 
Bird, que permite obtener un primer dato de caracterización en un tiempo muy corto, a 
partir del registro del evento en al menos 4 estaciones.  
En la Figura 1-4, se presenta un sismograma (Estación ESME, Febrero 2 de 1999, 22:15 
H.) para ilustrar la señal característica de un sismo y la localización de la llegada de las 
ondas P y S. Una vez establecidos los tiempos de llegada de las ondas P y S, es posible 
identificar la polaridad de los primeros arribos con el fin de realizar la determinación del 
mecanismo focal (tipo de falla y movimiento), caracterizando de una mejor manera el 
evento.  
Figura 1-4 : Ejemplo de sismograma - ondas P y S 
 
 
Todos estos procesos pueden también ser llevados a cabo mediante la implementación de 
herramientas de Inteligencia Computacional, las cuales deben estar debidamente 
diseñadas, para las condiciones geológicas, ambientales y estructurales de la zona. 
Además, es posible implementar todos estos procesos en tiempo real, bien sea mediante 
software o también mediante implementaciones electrónicas de procesamiento in-situ 
implementadas directamente en la estación sismológica. 
En los últimos años se desarrollaron nuevas metodologías, basadas en el manejo de 
grandes cantidades de información y con fundamentos estadísticos sólidos, conocidas 
como métodos kernel. Es importante la exploración de dichas alternativas, como solución 
de varios de los problemas que enfrenta la sismología, permitiendo mejorar los resultados 
obtenidos hasta el momento (Ruano, et al., 2014).  
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1.5 Propuesta de alerta temprana para Bogotá D.C. 
El país cuenta la actualidad con varías redes sismológicas que registran diariamente 
información de la actividad sísmica, entre las cuales encuentra la  Red Sismológica 
Nacional de Colombia (RSNC) perteneciente al Servicio Geológico Colombiano (SGC), la 
Red del Observatorio Sismológico y Geofísico del Occidente (OSSO), el Observatorio 
Sismológico Del Quindío (OSQ) y la Red Sismológica de la Sabana de Bogotá y sus 
Alrededores (RSSBA). Sin embargo, ninguna de estas redes posee en el momento un 
sistema de alertas tempranas que genere información en tiempo real y sea transmitida al 
público en general. 
La Red Sismológica Nacional de Colombia (RSNC), hace parte del Sistema Nacional para 
la Atención y Prevención de Desastres, y está encargada de informar la ocurrencia de un 
evento sísmico en el territorio nacional, además lidera las investigaciones sismológicas en 
el país. Actualmente la RSNC cuenta con 50 estaciones sismológicas permanentes, las 
cuales transmiten datos en tiempo real vía satelital y  LAN (SGC, 2010). Dentro los 
objetivos generales específicos de esta red no se encuentra el de proporcionar o generar 
alertas tempranas (SGC, 2009). Sin embargo, en el año 2009 se instala el nuevo sistema 
de auto localización de sismos EARLYBIRD y alertas tempranas para Tsunamis (SGC, 
2013). A pesar de que la información cruda de las estaciones sismológicas no está 
disponible para ser descargada de la página web, ésta puede ser solicitada al SGC. 
La RNSC cuenta además con la Red Nacional de Acelerógrafos de Colombia (RNAC), con 
un total de 177 acelerógrafos de los cuales  41 transmiten en tiempo real y cuya información 
cruda está disponible en la página web del SGC. El objetivo principal de esta red es el de  
llevar a cabo el registro de los sismos intensos que ocurren en el territorio nacional cuya 
información puede ser empleada para la construcción de las Leyes de Atenuación de las 
ondas sísmicas para nuestro país, el cual se constituye en una componente fundamental 
en la determinación de la Amenaza Sísmica Nacional (SGC, 2011). 
Se propone entonces, mediante este trabajo de investigación, un modelo que permita 
generar información de parámetros hipocentrales y de esta manera poder transmitir una 
alerta temprana. Este sistema de alerta temprana funcionaría en el momento en que un 
sismómetro registre la información proveniente de un evento que llegue a la estación antes 
de alcanzar la ciudad de Bogotá. 
A manera de ilustración se presenta una simulación de la forma en que los frentes de onda 
P y onda S, provenientes de un sismo, se desplazan y la manera como la estación 
sismológica registraría el evento y generaría la alerta con base en el modelo desarrollado 
en la presente investigación. Para el cálculo de los tiempos de viaje se asumen valores de 
velocidad de onda P y onda S de 7 y 4 km/s  respectivamente 
En la Figura 1-5 se muestra la ubicación del sismo y la estación, así como también la 
ubicación hipotética de los frentes de onda P en color amarillo y S en color azul, en el 
momento en que la onda P llega a la estación El Rosal, al cabo de 9 segundos después 
de la iniciación del evento. 
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Figura 1-5 : Inicio del evento y llegada de onda P a la estación El Rosal. 
   
Figura 1-6 : Fin proceso 5 segundos y transmisión de alerta inicial 
   
Figura 1-7 : Llega onda S a la estación – Fin proceso 10 segundos 
   
Introducción 13
 
Figura 1-8 : Transmisión de alerta 10 segundos – Onda S ingresa a la ciudad 
   
Una vez transcurridos cinco segundos de la llegada de la onda P a la estación, el modelo 
calcula los parámetros hipocentrales que se trasmiten al centro de control y un segundo 
después se genera la alerta respectiva Figura 1-6. Cinco segundos más tarde es posible 
tener una segunda determinación de los parámetros hipocentrales confirmando los datos 
de la primera alerta temprana Figura 1-7. Transcurridos otros cinco segundos del frente de 
onda S llega a la ciudad Figura 1-8. 
El tiempo transcurrido entre la generación de la primera alerta temprana y la llegada del 
frente de onda S a ciudad es de nueve segundos, tiempo suficiente para poder activar 
alarmas en centros de atención de emergencias, activar protocolos de emergencia en 
Servicios Médicos, centros de administración energética y de transporte.  
Este corto tiempo de anticipación de la llegada de la onda S no es suficiente para iniciar 
labores de evacuación pero por lo menos podría servir para tomar medidas personales de 
protección antes de registrarse los movimientos más fuertes. 
1.6 Objetivos 
1.6.1 General 
Proponer y evaluar un modelo basado en Inteligencia Computacional para el 
reconocimiento y caracterización de patrones presentes en las señales provenientes de 
movimientos telúricos registrados en una estación sismológica, con el fin de brindar una 
determinación de parámetros hipocentrales empleando una ventana mínima de tiempo de 
señal y que se pueda generar una alerta temprana oportuna y confiable.  
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Proponer y evaluar una metodología para la solución al problema de identificación y 
determinación de parámetros hipocentrales, con base en el análisis de señales recibidas 
en  una estación sismológica. 
Establecer los parámetros y procedimientos que deben emplearse para la caracterización 
de eventos sísmicos mediante el análisis de señales registradas en una estación 
sismológica. 
Proponer un modelo de Inteligencia Computacional que permita determinar la  localización 
y la magnitud del evento sísmico detectado por una estación sismológica, empleando para 
tal fin, la información histórica de los eventos registrados. 
1.7 Metodología 
Para la aplicación de las técnicas de aprendizaje de máquina es necesario realizar una 
evaluación exhaustiva de la información disponible, identificar los parámetros que 
caractericen el fenómeno de manera apropiada a través de los datos de entrada 
(descriptores) y encontrar métodos apropiados tales como redes neuronales, métodos 
kernel o algunos otros provenientes de la amplia gama de posibilidades que tiene la 
Inteligencia Computacional, para poder llevar a cabo procesos de clasificación y regresión, 
como también, que puedan ser utilizados en la instrumentación electrónica de monitoreo 
en tiempo real. Las alarmas generadas desde una sola estación, deberán ser evaluadas 
posteriormente en el centro de operaciones, mediante el empleo de estaciones 
adicionales,  contrastando de manera adecuada, la información obtenida de una sola 
estación. 
1.8 Esquema del informe 
En el capítulo 2 se hace una presentación breve de los elementos básicos de sismología 
con el fin de contextualizar al lector acerca de las principales definiciones relacionadas con 
el estudio de los eventos sísmicos en general. A continuación, en el capítulo 3 se hace una 
compilación del empleo histórico de las técnicas de sistemas inteligentes en la solución de 
múltiples problemas relacionados con la sismología. En el capítulo 4 se profundiza en el 
concepto de las alertas tempranas y se presentan los trabajos desarrollados en relación  
con la determinación rápida de los parámetros hipocentrales. Finalmente en el capítulo 5 
se describe la metodología empleada y en el capítulo 6 se hace el análisis de los resultados 




2. Elementos de sismología 
El estudio de los fenómenos naturales es crucial para el desarrollo de nuestra civilización 
pasando por concepciones cosmológicas basadas en conceptos espirituales y 
sobrenaturales hasta rigurosos planteamientos físico matemáticos basados en el método 
científico. Uno de dichos fenómenos, consiste en la aparición de movimientos inesperados 
del suelo, el cual puede parecer estable e inamovible, pero nos sorprende con sacudidas 
que pueden llegar a ser tan leves como para ser confundidas con simples mareos 
atribuibles a factores humanos o tan fuertes como para causar enormes daños en las 
estructuras construidas por la Sociedad para brindar bienestar y protección y, 
paradójicamente, son dichas estructuras las que causan los daños a los seres humanos a 
quienes debía brindar protección y comodidad. 
La sismología toma como objeto de estudio estos movimientos, no solamente para mitigar 
los efectos adversos propios de los terremotos en la sociedad, sino también para el 
entendimiento de nuestro propio planeta. En primera instancia, la sismología es la 
herramienta que permite el estudio de la estructura interna de la Tierra, en razón a que 
sólo se tiene la posibilidad de observar directamente una pequeñísima parte de todo 
aquello que subyace nuestra superficie, mientras que la energía liberada en un terremoto 
viaja a través del interior del planeta, llevando consigo valiosa información de los materiales 
que atraviesa a su paso, la cual puede ser detectada y caracterizada cuando vuelve a 
llegar a la superficie (Stein & Wysession, 2003). 
Como parte de un marco general más amplio conocido como Geofísica, la cual permite, de 
manera indirecta, a través del estudio de las propiedades físicas del objeto de estudio, 
determinar la distribución y los tipos de materiales que se encuentran en el subsuelo, la 
sismología permite conceptualizar y generar modelos de la estructura interna de la Tierra, 
mediante el análisis de  la variación de la velocidad de desplazamiento, amplitud y 
caracterización de las ondas sísmicas en profundidad, permitiendo inferir la existencia de 
la corteza, del manto, de un núcleo líquido exterior y de un núcleo sólido interior así como 
también su composición química sin que hasta ahora nadie haya tenido nunca contacto 
físico con la mayoría de estas capas (Stein & Wysession, 2003). 
La caracterización de las ondas sísmicas, a un nivel más somero, permite generar 
imágenes detalladas de la corteza, mediante las cuales es posible localizar valiosos 
recursos energéticos y minerales. El estudio de los terremotos hace posible conocer la 
naturaleza y mecanismos propios de las fallas que los producen y de esta manera de 
logran entender los mecanismos que dieron origen a teorías tales como la tectónica de 
placas, cuyos desplazamientos son la expresión en superficie de los movimientos de 
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convección del manto terrestre, sobre el cual flotan cada uno de los fragmentos que 
componen la sólida corteza terrestre, así como también se hizo posible investigar los 
procesos físicos que se suceden antes, durante y después de los desplazamientos de las 
porciones de corteza involucradas en la generación del terremoto, con lo cual se consiguió  
aportar al conocimiento y a la mitigación de los daños ocasionados por dichos fenómenos 
a la infraestructura y a la población en general (Stein & Wysession, 2003). 
Con base en la caracterización previa del evento, los modelos y el amplio conocimiento 
adquirido sobre estos fenómenos, se puede considerar que es posible anticipar la llegada 
de la energía liberada por una falla durante el desplazamiento de la misma a sitios 
poblados de alta vulnerabilidad, como un aporte a la mitigación de los efectos adversos 
generados por dichos movimientos en las comunidades (Gasparini, et al., 2007). 
Como parte fundamental de la infraestructura requerida para el análisis de los movimientos 
telúricos se instalaron numerosas estaciones sismológicas alrededor del mundo, las cuales 
tienen como elemento central, equipos conocidos como sismómetros, que continuamente 
están registrando movimientos del suelo para ser luego analizados por los sismólogos. En 
general, la información registrada en estos sismómetros es analizada con posterioridad a 
la generación de sismos fuertes, con el fin de realizar una caracterización apropiada del 
movimiento y servir de base para estudios de la estructura interna de la Tierra, análisis de 
riesgos, estudios probabilísticos de ocurrencia de sismos etc. Sin embargo, durante los 
últimos años se trabajó en una caracterización mucho más rápida, casi en tiempo real, de 
los movimientos telúricos para ser aprovechada en sistemas de alertas tempranas 
(Gasparini, et al., 2007). 
2.1 Ondas sísmicas principales 
Los sismogramas permiten apreciar características propias de cada movimiento telúrico y 
en particular permiten establecer la forma en que van llegando las ondas sísmicas 
generadas por el desplazamiento repentino de porciones de la corteza, conocido como 
terremoto, quedando registrado en el sismograma las expresiones de cada una de las 
interacciones de las interfaces que se van encontrando a su paso. Las ondas sísmicas, 
presentan fenómenos de reflexión, refracción y difracción al atravesar las superficies donde 
se presentan cambios en la velocidad de desplazamiento de dicha onda. Es así como la 
energía registrada por el sismógrafo permite reconocer los diferentes arribos, mejor 
conocidos como fases,  de cada una de las distintas transformaciones sucedidas durante 
el  desplazamiento de la energía por los diferentes medios o a través de las  interfaces, 
permitiendo inferir las características físicas de los materiales, así como también la 
geometría de los mismos.  
La energía liberada en un sismo viaja por el medio en un patrón tridimensional conocido 
como frente de onda que consiste en una superficie imaginaria formada por aquellos 
puntos  que van siendo estimulados en un periodo de tiempo determinado. Cuando dicho 
frente de onda alcanza la estación sismológica o cualquier otro lugar de la superficie 
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terrestre, podemos tomar dicho punto como el final de una trayectoria lineal a partir del 
origen del sismo, conocido como rayo, el cual marca el camino recorrido por esa porción 
de energía que alcanza  el punto de destino y está determinado por cada uno de los 
cambios de dirección generados en las interfaces que va atravesando en su azaroso viaje 
por el interior de la Tierra.  
Debido a que las velocidades de desplazamiento de las ondas sísmicas aumenta con la 
profundidad y a que normalmente las interfaces no son perpendiculares a la superficie de 
la Tierra, el ángulo del rayo refractado resulta ser mayor que el ángulo del rayo incidente, 
siendo regido por la ley de Snell. Este hecho explica por qué la trayectoria de una buena 
parte de la energía proveniente del sismo, de aquellos rayos que penetran hacia el interior 
de la Tierra va cambiando paulatinamente su dirección hasta convertirse en trayectorias 
casi horizontales que posteriormente empiezan a emerger hacia la superficie donde 
presentan una componente vertical apreciable (Stein & Wysession, 2003). 
Existen múltiples fases que van sucediendo durante el viaje de la onda sísmica a través 
de los múltiples cambios de las propiedades físicas de los materiales en el subsuelo. Las 
dos fases principales, que es posible diferenciar, y que son conocidas como ondas de 
cuerpo son   las ondas P o de compresión y las ondas S o de corte (Figura 1-4). Las ondas 
P o de compresión corresponden a aquellas que viajan en la misma dirección del 
movimiento o perpendiculares al frente de onda. Dichas ondas P se desplazan a través de 
todos los medios sean éstos sólidos o líquidos. De otra parte, las ondas S corresponden a 
aquellas que viajan de manera perpendicular a la dirección de movimiento o tangentes al 
frente de onda. Las ondas S solamente se desplazan a través de medios sólidos.  
Estas dos fases principales P y S, tienen diferencias notables que permiten obtener de 
manera muy rápida características particulares del sismo. En primer lugar, las ondas P 
viajan mucho más rápido que las ondas S, hecho que permite observar en los sismogramas 
una separación entre los dos arribos, que se va haciendo más grande en la medida en que 
la distancia del sismómetro al sitio donde se originó el sismo se hace también más grande. 
Resulta evidente que la diferencia de tiempo entre los dos arribos, al ser directamente 
proporcional a la distancia al sitio donde se produjo el movimiento, permite estimar, de 
manera preliminar, dicha distancia de forma análoga a como se calcula la distancia al lugar 
de donde se produjo un rayo en una tormenta eléctrica, simplemente con registrar o medir 
el tiempo que tarda en llegar el sonido producido por dicho rayo después de haber 
observado el relámpago. 
La otra diferencia importante entre las ondas P y S, consiste en que el movimiento 
generado por la onda P, es generalmente, mucho menor al generado por la onda S, siendo 
ésta última la responsable de la mayor parte de los daños ocasionados, no solamente por 
su mayor magnitud, sino porque debido a que el frente de onda emerge desde el subsuelo 
de manera casi perpendicular a la superficie, la dirección del movimiento correspondiente 
a la llegada de la onda S es paralela a ésta y por lo tanto, perpendicular a la estructura 
construida allí, de tal manera que se ve sometida a fuerzas horizontales aplicadas en su 
base ejerciendo un efecto de péndulo que puede llegar a ser amplificado en  caso que la 
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frecuencia natural de la mencionada estructura coincida aproximadamente con la 
frecuencia principal de la onda sísmica. 
También es posible registrar otras fases que son conocidas como ondas superficiales las 
cuales se desplazan por las capas superiores de la Tierra. Estas ondas superficiales tienen 
una velocidad menor a las ondas de cuerpo, razón por la cual son registradas con 
posterioridad al arribo de estas. En ocasiones, debido a que las ondas superficiales tienen 
una mayor duración y una amplitud mayor, pueden llegar a ser incluso más destructivas 
que las fases iniciales de las ondas de cuerpo. En general, se reconocen varios tipos de 
ondas superficiales entre las cuales se encuentran las ondas de Rayleigh y las ondas de 
Love entre otras (Stein & Wysession, 2003).  
Las ondas de Rayleigh, también conocidas como Ground Roll, se expresan en superficie 
de una manera muy similar a las olas del mar. A pesar de que la dirección de 
desplazamiento de la onda es horizontal, el patrón local del movimiento de las partículas 
presenta una rotación cuyo eje es perpendicular a la dirección de propagación. La amplitud 
de estas ondas decrece exponencialmente con la distancia a la fuente. 
Las ondas de Love, por su parte, corresponden a unas que tienen una polarización 
horizontal como resultado de la interacción de muchos ondas de corte horizontales (Sh), 
que como estas, tienen un patrón local de movimiento perpendicular a la dirección de 
propagación y paralelo a la superficie. Debido a que la disminución del amplitud con la 
distancia a la fuente es lenta, estas ondas son responsables de daños apreciables en las 
áreas más cercanas al epicentro. 
Una diferencia importante entre las ondas de cuerpo y las ondas superficiales corresponde 
a la propiedad conocida cómo dispersión. Las ondas de corte viajan a una velocidad más 
o menos constante, la cual depende casi que exclusivamente de los materiales y no de la 
longitud de onda. Sin embargo, esto no es completamente cierto para las ondas 
superficiales. Entre mayor sea la longitud de onda mayor será la penetración que tengan 
estas en la profundidad y debido a que la velocidad de desplazamiento de las ondas se 
incrementa con la profundidad tendremos entonces que las ondas superficiales de mayor 
penetración viajan a una velocidad mayor que aquellas que tienen longitudes de onda 
menores y, por lo tanto, se desplazan por capas más superficiales a una menor velocidad. 
El análisis de este fenómeno de dispersión es empleado también en el conocimiento del 
interior de la Tierra. 
2.2 Localización de la fuente, intensidad y magnitud 
Es importante en este momento  introducir tres conceptos básicos que corresponden a la 
localización de la Fuente, Intensidad y Magnitud, qué son los parámetros de interés en la 
investigación desarrollada en este trabajo, y los cuales corresponden a la información 
mínima con la que se contará para la generación de una alerta temprana. 
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2.2.1 Localización de la fuente 
En sismología es fundamental conocer con precisión la ubicación del origen del sismo, 
dado que permite, no solo la generación de alertas y estimación de los probables daños 
que puedan ser causados, sino que permite estudiar la estructura interna de la Tierra. En 
general, el sitio en profundidad donde se generó la energía es conocido como hipocentro 
y su proyección sobre la superficie terrestre es conocida como epicentro.  
Existen muchas maneras de realizar una localización del hipocentro. La forma más precisa 
de localización requiere del análisis de los registros sísmicos en varias estaciones 
alrededor del evento, identificando en cada uno de ellos los arribos principales que, 
generalmente, corresponden a los tiempos de  llegada de las fases P y S,  así como 
también de un modelo de la estructura interna de la Tierra, que contiene la geometría y las 
velocidades de desplazamiento de las ondas de cada una de las capas o rasgos geológicos 
del área. Dado que, el conocimiento de dicho modelo está basado principalmente en 
modelos de velocidad preliminares, este resulta ser, generalmente, aproximado. 
Los modelos físico matemáticos de la propagación de la energía sísmica basados en la 
ecuación de onda permiten obtener los tiempos de viaje a partir de una fuente conocida, 
lo que se conoce cómo problema directo. De otro lado, la localización de la fuente a partir 
de los tiempos de llegada de las diferentes fases y el análisis de los registros sísmicos es 
conocida como problema inverso. Una de las maneras más sencillas para realizar este 
trabajo consiste en la localización del epicentro basado únicamente en el análisis de los 
tiempos de llegada determinados con los registros de varias estaciones y la suposición de 
un modelo homogéneo de la estructura de la Tierra, aunque también es posible realizar 
esta tarea empleando para ello una sola estación sismológica que registre tres 
componentes ortogonales. 
Para sismos locales,  el análisis de las tres componentes del arribo de la onda P permite 
establecer la polaridad o dirección del desplazamiento inicial registrado por los sensores. 
Con las amplitudes del primer movimiento captado en los sensores horizontales se 
establece la dirección desde la cual proviene el evento.  Dado que, en general, la onda P 
emerge perpendicular a la superficie, el rayo que llega al sensor corresponde a un vector 
que tiene una componente vertical  y una componente horizontal en dirección a la fuente 
(Figura 4-2), podemos afirmar que es posible determinar el azimut de llegada, el cual 
depende de la determinación del sentido de la perturbación recibida. La distancia a la 
fuente puede ser determinada con base en la diferencia en tiempos de llegada de la onda 
P y la onda S. De esta manera se puede obtener una localización muy aproximada del 
origen del sismo que puede ser mejorada a través del empleo del mismo procedimiento en 
diferentes estaciones alrededor del epicentro, que sólo puede ser empleado para 
estaciones cercanas que no estén a más de 20° de distancia. (Lay & Wallace, 1995). 
Cuando se cuenta con la información de varias estaciones alrededor de la fuente la 
localización del evento puede llevarse a cabo para sismos locales mediante la 
determinación de las diferencias de tiempo de llegada de las fases P y S.  
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El primer paso consiste en la determinación del tiempo de origen del evento. Esto se hace 
mediante el diagrama de Wadati, que consiste en realizar una regresión lineal entre el 
tiempo de llegada de la onda P y las diferencias de tiempo entre la onda P la onda S, en 
toda las estaciones en las cuales se registró el sismo. Con base en esta regresión, se 
calcula el tiempo para el cual la diferencia entre las ondas P y S sea igual a cero, condición 
que sólo se cumple en la fuente, de donde dichas fases salen acopladas, y, por lo tanto, 
ese tiempo corresponderá al tiempo en que se produjo el evento. 
Una vez conocido el tiempo en que se produjo el evento se puede calcular la distancia a 
cada una de las estaciones considerando una velocidad constante de propagación de 
onda. A continuación se puede trazar un círculo con dicho radio y centro en cada estación, 
estableciendo una zona de intersección de dichos círculos, que corresponde al lugar donde 
se originó el evento. Este procedimiento es bastante aproximado y es conocido como el 
método de los círculos. 
También es posible emplear un método iterativo el cual, con base en los mismos 
parámetros, se obtiene la solución al problema directo partiendo de un modelo de 
velocidades conocido, corrigiendo la localización a partir de los errores obtenidos en los 
tiempos de viaje y mediante iteraciones encontrar la ubicación del hipocentro con el cual 
se tiene la menor diferencia en todas las estaciones. 
Existen en la literatura diferentes métodos para realizar la localización más precisa de 
sismos pero todos ellos involucran un análisis posterior al evento y que pueden ser 
empleados para estudios de la estructura del interior de la Tierra, sin embargo, debido a la  
necesidad de contar con el registro completo del evento en varias estaciones estos 
métodos no son adecuados para generar alertas tempranas, los cuales requieren la 
determinación de la localización del evento empleando un método donde prime la 
velocidad de procesamiento. 
En las centrales de monitoreo, los eventos son localizados con base en procedimientos 
estándar, los cuales pueden ser manuales ò automáticos,  minutos después de iniciado el 
evento con el fin de reportarlos a las autoridades respectivas y posteriormente son 
incorporados a una base de datos. Estos reportes generalmente, contienen incertidumbres 
debidos a pequeñas discrepancias en el picado de los arribos y a que el modelo de 
velocidades empleado tiene también aproximaciones que no reflejan la distribución real de 
velocidades en el subsuelo (Waldhauser, 2009). Existen sin embargo numerosos estudios 
que mejoran la localización de los eventos mediante el empleo de métodos basados en las 
diferencias obtenidas con respecto a sismos previamente localizados (Poupinet, et al., 
1984) , (Got, et al., 1994), (Ito, 1985), (Frémont & Malone, 1987), (Deichmann & Garcia-
Fernandez, 1992),  (Waldhauser & Ellsworth, 2000) y (Shearer, 2002). Las técnicas 
empleadas para la localización más precisa de los eventos tienen que ver principalmente, 
con la comparación de las formas de onda y la localización de los mismos por la cercanía 
a eventos, que tienen fuentes tan cercanas que pueden ser tomadas como una sola fuente 
y así la relocalización involucra información adicional que mejora el modelo. A pesar de los 
grandes avances en la localización relativa de eventos, todavía no están implementadas 
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las técnicas de localización de eventos en tiempo real. Una de las razones consiste en la 
dificultad  de tener un rápido acceso a las bases de datos de eventos históricos, en 
particular de formas de onda y tiempos de arribo (Waldhauser, 2009).  Sin embargo, esta 
información histórica se encuentra disponible en los diferentes centros de procesamiento.  
También es posible emplear la información histórica de eventos para realizar la localización 
en tiempo real mediante la aplicación de métodos de aprendizaje de máquina para 
conseguir un estimativo de parámetros en muy corto tiempo y con la mayor precisión 
posible. 
2.2.2 Intensidad del sismo 
La intensidad es la más intuitiva de todas las formas de establecer, de manera  cuantitativa, 
los efectos ocasionados por un sismo. Esta es una medida de la forma y vigor con las 
cuales es percibido u observado un evento en un sitio  particular y que depende 
básicamente de la magnitud y la distancia a la fuente así como también de las 
características particulares del sitio donde son  registrados o sentidos los efectos del 
movimiento telúrico.  
A principios del siglo XIX, antes del desarrollo de cualquier otra escala de medida, los 
sismólogos e ingenieros desarrollaron un método para estimar la intensidad con base en 
la observación de los efectos, destructivos o no, de los sismos. Este consiste en la 
asignación de un valor discreto de nivel de intensidad, usualmente referido en números 
romanos, de acuerdo con la descripción de la percepción o los daños observados. Una de 
estas escalas, que aún sigue siendo empleada, es la escala modificada de Mercalli, 
llamada así por el científico italiano Giuseppe Mercalli quien la propuso el año de 1902 
(Wood, 1911), la cual consistía en una escala con 10 valores de nivel de intensidad y que 
fue posteriormente modificada (Wood & Neumann, 1931) adecuándola a las características 
de las nuevas estructuras que aparecieron con el desarrollo de la construcción de las 
grandes urbes. En el Anexo A se presenta la descripción breve de los niveles de intensidad 
actuales de la escala Modificada de Mercalli. 
Con base en estas escalas y a partir de encuestas realizadas a personas que sintieron el 
movimiento o mediante aplicativos digitales desarrolladas por los centros de monitoreo o 
grupos de investigación se determina el valor de la intensidad asociado a una ubicación 
geográfica y de esta manera se mapean y desarrollan mapas de Isosistas, que son la base 
para estudios posteriores de la propagación de la energía y los efectos de cada uno de los 
sismos. 
El actualidad se cuenta con redes de acelerómetros que pueden permitir una zonificación 
sísmica más objetiva independiente del observador con lo cual los mapas son mucho más 
ajustados a la detección de áreas con mayor o menor afectación.  
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2.2.3 Magnitud del sismo 
El concepto de magnitud fue introducido inicialmente con el fin de tener una medición 
instrumental objetiva de la energía liberada en un evento sísmico (Richter, 1935). Mientras 
que el concepto de intensidad está basado en los daños producidos por el evento y la 
percepción humana, los cuales dependen de la distancia a la fuente y condiciones locales, 
la magnitud emplea mediciones instrumentales de los desplazamientos registrados 
ajustados para la distancia epicentral y la profundidad de la fuente, empleando 
instrumentos con características estándar. Sin embargo, por tratarse de un parámetro 
empírico no está relacionado directamente con ningún parámetro físico de la fuente. A 
pesar de esto, el concepto de magnitud permite contar con un parámetro simple de rápida 
determinación de puede ser empleado para el reconocimiento y análisis para múltiples 
investigaciones en geofísica  e ingeniería (Kanamori, 1983). 
El concepto original de la magnitud de Richter (ML), fue basado en la medición de la 
máxima amplitud registrada en los equipos Wood-Anderson (WA) estándar de corto 
periodo de la red sismológica del sur de California para la clasificación de sismos locales 
en esa región. Para el cálculo de esta magnitud se emplea  la amplitud del mayor arribo 
(A), el cual generalmente corresponde a la onda S, corregida con base en la distancia 
entre la fuente y el receptor (), calculada a partir de la diferencia de los tiempos de arribo 
de las ondas P y S ( 2-1 ) (Stein & Wysession, 2003). 
 
= log + 2.76 log ∆ − 2.48 
 
( 2-1 ) 
El modelo presentado en ( 2-1 ) corresponde a una ecuación empírica formulada para los 
sismos del área del sur de California, con  instrumentos que tienen un periodo de 0.8 s y 
con la distancia epicentral en kilómetros. El modelo original de Richter no se utilizó de  
nuevo debido a que corresponde a un modelo local y a que los equipos Wood-Anderson 
(WA) ya no son empleados. Sin embargo, las magnitudes locales se continúan reportando 
debido a que muchos construcciones tienen frecuencias de resonancia cercanas al 1 Hz, 
muy similares a las definidas aquí y a que es un buen indicador del daño estructural que 
los sismos pueden generar (Stein & Wysession, 2003). 
Este concepto de magnitud fue extendido posteriormente para ser aplicado en registros de 
equipos de mediano y largo periodo, tanto para ondas superficiales (MS) como para 
diferentes tipos de ondas de cuerpo (mb), en registros de eventos lejanos o tele-sismos 
(Gutenberg, 1945a) , (Gutenberg, 1945b) , (Gutenberg, 1945c).  Después de la 
implementación de la red mundial de sismógrafos estandarizados (World Wide 
Standardized Seismograph Network  WWSSN), se acordó determinar la magnitud de 
ondas de cuerpo (mb) empleando únicamente registros de onda P en equipos de corto 
periodo.  
La magnitud de ondas de cuerpo (mb) es medida a partir del primer segmento del registro 
del tren de ondas, generalmente, a partir de la onda P ( 2-2 ) (Stein & Wysession, 2003). 
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= log + (ℎ, ∆) 
 
( 2-2 ) 
Donde, A corresponde a la amplitud del desplazamiento o en micrones después de 
remover los efectos del sismómetro, T es el periodo de la onda en segundos y Q 
corresponde a un factor de atenuación, término empírico que depende de la distancia 
epicentral  y la profundidad focal h. 
De manera análoga, la magnitud de ondas superficiales (MS) es calculada a partir de la 
mayor amplitud de dichas ondas por medio de ( 2-3 ) (Stein & Wysession, 2003): 
 
= log + 1.66 log ∆ + 3.3 
 
( 2-3 ) 
Como se mencionó anteriormente, estas mediciones de magnitud tienen algunas 
limitaciones tales como su carácter empírico que no guarda relación alguna con 
parámetros físicos, en particular porque éstas ecuaciones no son dimensionalmente 
correctas y a que los logaritmos solo pueden ser calculados para valores adimensionales, 
pero en este caso son calculados para un cociente de desplazamiento  sobre periodo, 
correspondiente a dimensiones diferentes. Adicionalmente, los cálculos de magnitud 
varían con el azimut de llegada de la onda debido a los patrones de radiación de la energía, 
sin embargo, este problema puede ser reducido mediante el promedio de los resultados 
de los registros de las diferentes estaciones involucradas en el proceso. Otro aspecto 
desfavorable consiste en que los diferentes tipos de magnitud arrojan valores diferentes y 
adicionalmente dichas magnitudes no reflejan correctamente el tamaño de los sismos. 
La noción de energía liberada en un evento sísmico está definida mediante una cantidad 
escalar denominada momento sísmico (M0) , dado en unidades de energía , el cual es 
calculado mediante el producto de la rigidez de la roca (), el área involucrada en el 
movimiento (S) y su desplazamiento promedio (<d>), concepto que refleja de una mejor 
manera el tamaño del evento (Stein & Wysession, 2003).  
 
= 〈 〉 ( 2-4 ) 
 
Asociada a este momento sísmico se definió la magnitud de momento sísmico (Mw), la cual 
refleja la energía asociada con el evento de tal manera que puede ser considerada como 
la medida de magnitud más apropiada para la caracterización de un sismo ( 2-5 ). Sin 
embargo, esta magnitud sólo puede ser calculada después que conocer con cierto grado 
de precisión la geometría de la superficie donde se produjo el movimiento, lo cual requiere 
estudios posteriores detallados, razón por la cual no es factible su empleo en alertas 
tempranas. (Stein & Wysession, 2003) 
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( 2-5 ) 
A pesar de las limitaciones que presentan las magnitudes de ondas de cuerpo (mb) y de 
ondas superficiales (MS) para magnitudes grandes, la posibilidad de poder obtener 
rápidamente sus valores hace que estas magnitudes sean de gran utilidad para el estudio 
y caracterización de los eventos. Sin embargo, es importante tener en cuenta que 
presentan una subvaloración de la magnitud para eventos con magnitudes de momento 
sísmico mayores a 6 en el caso de las magnitudes de ondas de cuerpo y mayores a ocho 
en el caso de las magnitudes de onda superficial. Este fenómeno es conocido como 
saturación y se ilustra en la Figura 2-1. En dicho gráfico se incluyen los valores que se 
resumen en la Tabla 2-1 (Stein & Wysession, 2003). 
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Tabla 2-1 : Sismos históricos de alta magnitud 
 
2.3 Sensores 
Los grandes avances en la sismología Se dieron en los inicios del siglo XX debido 
principalmente al desarrollo de instrumentos de registro más sensibles  y a dispositivos de 
medición de tiempo más precisos de tal manera que se hizo posible caracterizar los 
eventos con una mayor precisión (Havskov & Alguacil, 2004). 
El desarrollo de la sismología instrumental permite medir los desplazamientos del suelo, 
registrarlos  y transmitirlos a una estación central.  Los sismólogos trabajan principalmente 
con valores de distancia mientras que los ingenieros prefieren trabajar con valores de 
aceleración, la cual está directamente relacionada con el concepto de fuerza  (Havskov & 
Alguacil, 2004). 
Los rangos de amplitudes de los movimientos terrestres son bastante amplios. Por un lado 
tenemos  del ruido natural de alta frecuencia que define el límite mínimo para las 
amplitudes que pueden ser medidas (1nm), hasta mayores desplazamientos que pueden 
llegar a tener del orden de 1m de amplitud, con lo cual el rango  dinámico es del orden de 
109 y por lo tanto las frecuencias de interés se encuentran en el rango de 10 Hz  a 1000 
Hz (Havskov & Alguacil, 2004). En la Tabla 2-2 se presentan los rangos de frecuencia para 
diferentes fuentes sísmicas. 
Mientras que la mayoría de los diseños de sismómetros requieren un balance entre la 
capacidad de registro de señales de baja frecuencia y otras características, los 
sismómetros son aún clasificados por las frecuencias y las amplitudes que cada uno de 
ellos puede registrar. Aquellos sistemas para el registro de señales mayores sin distorsión 
son llamados sismómetros de movimiento fuerte (Strong-Motion) y diseñados 
principalmente para cubrir  las  necesidades de ingenieros más que de sismólogos. Sin 

















Truckee, 1966 10 10 100 0.3 8.3E+24 5.9 5.9 5.4
San Fernando, 1971 20 14 280 1.4 1.2E+26 6.7 6.6 6.2
Loma Prieta, 1989 40 15 600 1.7 3.0E+26 6.9 7.1 6.2
San Francisco, 1906 450 10 4500 4 5.4E+27 7.8 7.8 6.3
Alaska, 1964 500 300 150000 7 5.2E+29 9.1 8.4 6.2
Chile, 1960 300 200 60000 21 2.4E+30 9.5 8.3
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Tabla 2-2 : Frecuencias típicas generadas por diferentes fuentes sísmicas 
Rango de frecuencia (Hz) Tipo de Medición 
0.00001 0.0001 Mareas Terrestres 
0.0001 0.001 Oscilaciones libres - Terremotos 
0.001 0.01 Ondas Superficiales, Terremotos 
0.01 0.1 Ondas Superficiales, Ondas P y S, Terremotos M>6 
0.1 10 Ondas P y S, Terremotos M>2 
10 1000 Ondas P y S, Terremotos M<2 
Modificado de: (Havskov & Alguacil, 2004) 
Los sensores símicos convierten los desplazamientos del suelo en señales de voltaje los 
cuales usualmente son proporcionales a la velocidad. Los primeros sensores eran 
completamente mecánicos y registraban el desplazamiento mediante elementos que 
dibujaban sobre papel los movimientos detectados por el sensor mientras que los actuales 
realizan el registro mediante una bobina moviéndose dentro de un campo magnético, 
conocidos como sensores pasivos. Los sensores más modernos tienen circuitos 
electrónicos activos integrados con el sensor y son llamados  sensores activos (Alguacil & 
Havskovb, 2015-A). 
El registro de las señales sísmicas, bien sea manera digital o análoga, proporciona un valor 
numérico en un computador o una medida de amplitud sobre el papel. Para los sensores 
de velocidad este número es proporcional a la velocidad de desplazamiento, a partir de 
cierta frecuencia, mientras que para los acelerómetros dicho número es proporcional a la 
aceleración. Sin embargo, lo que realmente se requiere es medir el movimiento real del 
suelo en términos de desplazamiento, velocidad o aceleración. Dado que existe una 
relación entre estas magnitudes es posible encontrar la variable requerida a partir de la 
registrada mediante procedimientos matemáticos, los cuales no son simples debido 
principalmente a dos razones: por un lado el sensor no está registrando la variable deseada 
y por otro lado la respuesta tanto del sensor como del digitalizador son generalmente 
dependientes de la frecuencia (Havskovb & Alguacil, 2015-A). 
Las variaciones de voltaje con respecto al tiempo que son registradas por el sensor están 
relacionadas con el movimiento del suelo mediante una ecuación diferencial en el dominio 
del tiempo o por una función de transferencia en el dominio de la frecuencia. Esta función 
de transferencia o función de respuesta está caracterizada por cierto número de 
parámetros, los cuales se consideran constantes, al menos en corto plazo y forman parte 
de la información de calibración  proporcionada por el fabricante (Havskovb & Alguacil, 
2015-B). 
En estudios de  ingeniería, el desplazamiento del suelo es importante para la determinación 
de la magnitud y para evaluar la estabilidad de estructuras grandes, donde los movimientos 
diferenciales pueden causar daño. En estos casos es deseable que la velocidad y el 
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desplazamiento sean estimados a partir de registros de aceleración (Alguacil & Havskovb, 
2015-B). 
En esta investigación se emplearon los datos provenientes de un sensor de banda ancha  
y tres componentes, los cuales pertenecen a la categoría de sensores inerciales. Los 
sismómetros de banda ancha son aquellos que pueden detectar movimientos leves,  
inclusive en sitios hipotéticamente quietos, en una banda de frecuencia que se extiende 
por encima y por debajo de los picos micro-sísmicos. Un sensor de banda ancha tiene 
mejor desempeño que en un sismómetro pasivo del mismo tamaño. El uso de 
transductores  de desplazamiento y retroalimentación forzada permite que el instrumento 
tenga una mejor linealidad, menor ruido  y una mayor sensibilidad para largos periodos 
(Ackerley, 2015). 
Los sismómetros de banda ancha son instrumentos muy versátiles y  tienen múltiples 
aplicaciones en el campo de la sismología los cuales incluyen: la detección y localización 
de eventos, estimación de la magnitud, tensor de momento sísmico y mecanismos focales, 
generación de alertas tempranas para erupciones volcánicas, tomografía sísmica y 
determinación de efectos  de sitio, entre otros (Ackerley, 2015). 
A continuación se presentan las funciones de transferencia representativas de las 
principales clases de sensores inerciales  para movimiento del suelo en términos de 
velocidad (Figura 2-2) y en términos de aceleración  (Figura 2-3). Se puede observar que 
los sismómetros de banda ancha tienen mayor sensibilidad para largos periodos excepto 
para la frecuencia cero (Ackerley, 2015). 
Figura 2-2 : Funciones de Transferencia sensores inerciales: Velocidad 
 
Tomado de: (Ackerley, 2015) 
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Figura 2-3 : Funciones de Transferencia sensores inerciales: Aceleración 
 




3. Sistemas inteligentes  
Los sistemas inteligentes, se desarrollaron como una alternativa de procesamiento que 
emula algunos procesos naturales a través de algoritmos que ayudan a resolver 
problemas, que en general, son complejos y tienen como solución un espacio de 
posibilidades muy extenso.  
Un ejemplo de la aplicación de sistemas inteligentes en sismología corresponde a la 
identificación y picado de arribos de eventos sísmicos a través de redes neuronales y que 
se ilustra en la Figura 3-1. En este caso particular, las señales registradas por los 
sismógrafos, son procesadas médiate la extracción de propiedades y características de la 
serie de tiempo, que son utilizadas para entrenar la red para los propósitos mencionados. 
Mediante dicha estrategia es posible diferenciar el tipo de evento registrado o realizar el 
picado del tiempo de arribo de la señal o la llegada de alguna de las fases de interés. 
Figura 3-1 : Identificación y Picado de Arribos 
 
Otra estrategia en la solución de problemas mediante la aplicación de sistemas inteligentes 
consiste en la exploración de un enorme espacio de soluciones para resolver un problema 
determinado, por ejemplo la determinación de la distribución de velocidades en el subsuelo 
mediante la evaluación de los tiempos de llegada de las ondas sísmicas para diferentes 
modelos, mediante algoritmos genéticos que se ilustra en la Figura 3-2. Para este caso, se 
genera una población de individuos que corresponde a las posibles soluciones, 
representadas  como una matriz tridimensional de Voxels de velocidad, que son evaluadas 
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por medio de la comparación entre el tiempo de viaje calculado de las ondas sísmicas a 
través del modelo de subsuelo representado y el tiempo de viaje real del registro sísmico. 
Mediante operaciones de cruce y mutación se generan nuevos individuos que se evalúan 
y se van incorporando o eliminado de las posibles soluciones hasta que se, a través de las 
iteraciones, solo las mejores soluciones van quedando en la población.  
Figura 3-2 : Algoritmo Genético – Modelo de Velocidades 
 
A continuación se presenta una recopilación del empleo de algoritmos de sistemas 
inteligentes aplicados a la solución de problemas de sismología. 
3.1 Inteligencia computacional en sismología 
Numerosos algoritmos basados en sistemas inteligentes se aplicaron a la solución de 
diversos problemas en geofísica. Durante los últimos años se emplearon diversas técnicas 
de Inteligencia Computacional en la solución de algunos problemas de sismología. 
Las redes neuronales se emplearon principalmente para la detección y discriminación de 
eventos sísmicos, así como para el picado de ondas P y S. Los algoritmos genéticos y el 
recocido simulado se aplicaron en la determinación de parámetros hipocentrales y modelos 
de velocidad del subsuelo gracias a su gran poder de exploración del espacio de 
soluciones, para encontrar aquellas que más se ajustan a las condiciones del problema. 
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3.1.1 Detección e identificación de eventos  
La correcta detección y discriminación automática entre diferentes eventos registrados por 
los sismómetros alrededor del mundo es de gran importancia dado que permite tener 
certeza del tipo de evento registrado- Este proceso se realizó, hasta antes del año 2006, 
mediante redes neuronales debido a que son una buena herramienta para el 
reconocimiento de patrones. Sin embargo, trabajos más recientes se realizaron con base 
en otros algoritmos tales como lógica difusa, redes bayesianas y máquinas de vectores de 
suporte. 
Las señales detectadas y registradas por los sismómetros pueden ser originadas por 
múltiples fuentes, algunas de las cuales suelen tener características similares a las 
presentadas por un sismo. Una de las tareas más importantes en la generación de alertas 
tempranas es la correcta identificación del tipo de evento registrado en el patrón recibido 
por el centro de control y monitoreo. Algunas falsas alarmas podrían ser generadas por 
señales de origen no-tectónico. 
 En una primera determinación, se pudo establecer si una señal sísmica corresponde a 
una explosión o a un terremoto a partir del espectro de frecuencias de las fases regionales 
Lg, Pn y Sn, alimentando una red neuronal con las señales discretizadas,  compuestas por 
41 datos cada una (Dowla, et al., 1990).   Esta fases regionales consisten en arribos 
característicos de energía que interactúan con capas profundas de la corteza, muy útiles 
para la discriminación de eventos entre sismos y explosiones basado en las amplitudes 
relativas de las fases P y S (Kennett, 1989). 
Se estableció que el empleo de las redes neuronales ofrece grandes ventajas 
computacionales comparativamente con métodos tradicionales debido a que cuando se 
tiene gran cantidad de datos, los métodos tradicionales se vuelven inestables y lentos. 
Adicionalmente las redes neuronales artificiales (RNA) tienen una considerable sencillez  
y presentan una gran flexibilidad desde el punto de vista científico.  De igual manera, otros 
autores determinaron si una señal corresponde a una explosión en minas o a un terremoto 
a partir de las relaciones Sn/Sp, Lg/Pn y transformada Cepstrum de las señales Pn, Sn y 
Lg. (Dysart & Pully, 1990). Establecieron además que el empleo de las relaciones entre los 
espectros de banda ancha Sn/Sp y Lg/Pn, por si solos no son capaces de clasificar de 
manera adecuada todos los eventos. La complejidad de las explosiones en minas puede 
ser caracterizada de mejor manera con la inclusión de la transformada Cepstrum de las 
señales. 
Posteriormente y a través de una red neuronal alimentada con la Transformada rápida de 
Fourier (FFT: Fast Fourier Transform) de la señal y 9 rangos de frecuencia, se logró 
discriminar si una señal correspondía a un sismo regional, local, telesismo, spike o sausage 
(Romeo, et al., 1995). Concluyeron que el dramático incremento en la cantidad de 
información de los sismógrafos recientes y sofisticados requiere de la implementación de 
procedimientos sofisticados y automáticos y que la arquitectura de RNA, bien sea con 
implementaciones en computadores o en elementos electrónicos, resultó ser una 
herramienta útil para la discriminación de señales sísmicas. También se implementaron 
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dos detectores de eventos sísmicos, cuya entrada correspondió al espectro de la relación 
entre STA/LTA (Short Time Average / Long Time Average), discretizadas con 50 datos 
(Wang & Teng, 1995), por medio de una red en el dominio del tiempo y la otra en el dominio 
de la frecuencia.  Concluyeron que las RNA pueden ser empleadas en el monitoreo 
automático en tiempo real de señales sísmicas y presentan una gran ventaja frente al 
método convencional del umbral debido a que este último emplea un parámetro individual 
mientras las RNA pueden involucrar un número mayor de parámetros implícitamente 
correlacionados.  Finalmente, declararon que las RNA pueden ser empleadas en otras 
clasificaciones sísmicas, discriminación y problemas de inversión y emergen como una 
importante herramienta sismológica para el futuro.  
Mediante otros descriptores se empleó una arquitectura de RNA para diferenciar entre un 
sismo y una explosión, a partir de parámetros espectrales de la señal de telesismos con 
estaciones de corto periodo. Adicionalmente se  realizó una comparación con un método 
tradicional de diferenciación conocido como análisis lineal de discriminantes (LDA: Linear 
Discrimination Analysis), el cual había sido empleado con éxito para señales sísmicas 
(Tiira, 1996). Mencionaron además que los métodos estadísticos empleados tales como 
análisis de discriminación lineal por secciones (stepwise), estimación de densidad no-
paramétrica, K-vecino más cercano (KNN, por sus siglas en inglés), y numerosas técnicas 
de agrupamiento y regresión pueden ser empleados como complemento en la 
diferenciación de eventos. Con el empleo de las RNA se obtuvieron mejores resultados 
que con las técnicas de LDA. Sin embargo, cuando se tienen pocos eventos para entrenar 
la red, el método convencional funciona mejor.  
Posteriormente, se implementó una RNA, para la detección de sismos (Tiira, 1999). Como 
datos de entrada se empleó la relación STA/LTA para 7 frecuencias de un sismómetro de 
componente vertical. Se empleó una arquitectura perceptrón multicapa (MLP) con una 
capa oculta. También probó una arquitectura MLP con dos capas ocultas pero con 
resultados deficientes. La red implementada obtuvo buenos resultados, reduciendo la 
presencia de falsas alarmas.  
Más tarde, se implementó una RNA,  alimentada mediante información codificada bajo un 
esquema difuso (Muller, et al., 1999), que permitió integrar imperfecciones de los datos 
durante el entrenamiento neuro-difuso. La red discriminó entre explosión, sismos de baja 
intensidad y caída de rocas, alimentada con información de catálogo tal como tiempo en 
el origen, magnitud, fecha y localización. Se adicionaron características de la señal 
considerando en orden las estaciones más cercanas. El empleo de la codificación difusa 
en la entrada de la red permitió incrementar el porcentaje de clasificación correcta de 
87.2% a 89.5% y la disminución de la confusión entre explosión y terremoto. Otros autores 
lograron diferenciar, mediante una RNA, entre una explosión y un sismo,  alimentando la 
red con 12 filtros y 9 parámetros de la matriz de covarianza calculada a partir de los 
sismogramas N-S, E-W y Z (Fedorenko, et al., 1999). 
Luego, otros autores propusieron una red neuronal cuadrática (QNN), para discriminar 
entre un sismo y una explosión, empleando únicamente el sismograma de la componente 
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Z (Zadeh & Nassery, 1999). Encontraron que la QNN ofrece mayores ventajas que el 
perceptrón multicapa (MLP), presentando mejores factores de aprendizaje, menor error de 
clasificación, mejor desempeño con pocos datos y mayor facilidad para la implementación 
en hardware. Sugirieron que la implementación de este tipo de red podrá aplicarse  a 
problemas más complejos en el futuro. 
A continuación, se implementó una red neuronal (MLP) para diferenciar entre señales 
generadas por explosiones y sismos locales (Del Pezzo, et al., 2003). Se empleó un 
algoritmo inicial llamado Codificación Lineal de Predicción (LPC), mediante el cual 
comprime la señal de 256 datos a solo 7, los cuales alimentan la red. Concluyeron que el 
método puede ser aplicado a cualquier otro tipo de clasificación. 
Posteriormente, se realizó la implementación de la discriminación de señales sísmicas 
empleando RNA, lo que permitió identificar la presencia de vehículos en movimiento, para  
propósitos de defensa y monitoreo de trafico (Lan, et al., 2005). 
Otra estrategia usada posteriormente consistió en realizar la discriminación de sismos y 
explosiones mediante la implementación de Análisis de Discriminantes Lineales (LDA),  
gracias al procesamiento de parámetros tales como análisis de varianza y pendiente 
espectral para las ondas P y Lg, con lo cual se lograron diferenciar con un índice de certeza 
del 90% (Rueda, 2006).   
Se emplearon también, de manera paralela, algoritmos de perceptrón multicapa (MLP) y 
máquinas de vectores de soporte (SVM) en la clasificación de eventos sísmicos ocurridos 
en el área metropolitana francesa, para diferenciar señales provenientes de sismos o de 
fuentes antropogénicas, obteniendo precisiones de 95.9  y 96.9 respectivamente. Para el 
caso de las máquinas de vectores de soporte se empleó una estrategia de “grid-search”, 
para la determinación de los parámetros óptimos del kernel y una validación cruzada de 3-
Fold para la evaluación. Se intentó también fusionar los dos clasificadores pero dicho 
procesamiento fue ineficiente dado que, dicha fusión, presentaba errores en los mismos 
eventos con lo cual se concluyó que el límite del modelo había sido alcanzado (Mercier, et 
al., 2006).  
Las ANN fueron empleadas también para la clasificación de segmentos de señal 
observados en sismogramas para refinar modelos estructurales en tomografía sísmica, 
empleando como descriptores de entrada el ancho de frecuencia, la energía máxima en 
cada ventana y los respectivos coeficientes de correlación. Se emplearon 1250 ejemplos 
y se obtuvo una precisión del 99.21% (Diersen, et al., 2011). 
Se emplearon posteriormente otras estrategias de inteligencia artificial tales como redes 
bayesianas en la determinación y caracterización de las réplicas sucedidas después del 
terremoto de Tohoku-Japón 20011 (Mw 9.0) dado que se obtuvieron un número grande de 
falsas alarmas originadas por estos (Liu & Yamada, 2014), cadenas ocultas de Markov 
para la clasificación automática de eventos regionales, tele-sismos y ruido aplicados a un 
arreglo de estaciones en Mongolia con un porcentaje promedio de acierto del 84% (Quang, 
et al., 2015) y un sistema experto  basado en reglas difusas para diferenciar sismos locales, 
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tele-sismos, ruido y explosiones en la red sísmica de Agadir – Marruecos, obteniendo una 
precisión superior al 95% para cada uno de los tipos de eventos clasificados (Ait Laasri, et 
al., 2015). 
Las SVM fueron empleadas también en trabajos de clasificación. En Portugal, se 
emplearon para la clasificación de sismos registrados por la estación PVAQ perteneciente 
a la red sismológica de este país obteniendo una precisión de clasificación entre el 98% y 
100%, empleando para ello 2903 formas de onda de las cuales el 60% se empleó para la 
fase de entrenamiento  y el 40% para la fase de evaluación (Ruano, et al., 2014).  En 
Finlandia, se emplearon para la diferenciación de eventos sísmicos de otros eventos, con 
base en 80  parámetros de discriminación o descriptores extraídos de las señales a partir 
de 20 filtros pasa banda y 4 ventanas de fase (Onda P, Coda P, Onda S y coda S). Se 
emplearon 918 ejemplos positivos (sismos) y 3469 ejemplos negativos (no-sismos) 
obteniendo una precisión de clasificación del 94% (Kortstrom, et al., 2016). 
Otros aportes en el empleo de redes neuronales en la discriminación  de señales 
corresponden a su implementación en estudios vulcanológicos alrededor del  mundo.  
Debido a la gran cantidad de señales producidas en los volcanes, la supervisión automática 
de la actividad volcánica se hace necesaria para la generación de alertas tempranas de 
erupciones o sismos de magnitud apreciable. Adicionalmente, existen muchos tipos de 
sismos que presentan características diversas, que pueden ser clasificados de acuerdo 
con la fuente que los genera. Es así como existen sismos asociados con actividad 
tectónica, deslizamientos, movimientos de fluidos o gases, desprendimientos de rocas o 
una compleja combinación de dos o más de estos tipos. Es de suma importancia la correcta 
identificación del tipo de evento para poder evaluar de manera precisa la situación que se 
está presentando y así poder generar la alerta apropiada. 
En el Volcán Stromboli (Italia),  se empleó una red neuronal para la discriminación de 
señales provenientes del volcán (Langer & Falsaperla, 2003). Posteriormente se desarrolló 
un sistema automático de detección mediante una red neuronal capaz de diferenciar entre 
explosiones, sismos, deslizamientos y microtremores (Esposito, et al., 2006).  En el Monte 
Vesubio (Italia), se emplearon redes neuronales para clasificar entre deslizamiento, 
explosión-sismo, microtremor y varios con base en la entrada de espectros de atributos 
(Scarpetta, et al., 2005). Para el volcán Soufriere Hill, Monserrat, se realizó la clasificación 
automática de eventos en señales sísmicas en volcanes. Se reconocieron entonces 
eventos vulcano-tectónicos, eventos regionales, eventos de largo periodo, híbridos y 
caídas de roca mediante redes neuronales (Langer, et al., 2006). 
Las redes neuronales también fueron empleadas para el agrupamiento de formas de onda 
de eventos de largo periodo (VLP) asociados con actividad explosiva en el volcán Stromboli 
al sur de Italia, los cuales fueron clasificados mediante mapas auto-organizados (SOM) 
logrando de esta manera la discriminación de los diferentes sistemas de conductos 
presentes en el volcán (Esposito, et al., 2008), así como también en la detección y 
clasificación de señales sísmicas provenientes de eventos volcánicos tales como LP, VT, 
tremores y de otra señales no volcánicas tales como sismos tectónicos y ruido, en el volcán 
Sistemas inteligentes 35
 
Anak Krakatau en Indonesia, obteniendo resultados con precisiones mayores al 80% en la 
mayoría de los casos (Seht, 2008). 
Las cadenas ocultas de Markov se emplearon recientemente en trabajos de clasificación 
de sismos en volcanes. En la isla volcánica de Tenerife – España se realizó la 
caracterización de eventos en la caldera de las cañadas donde se adoptaron metodologías 
de reconocimiento de voz a partir de dichas cadenas de Markov, lo que permitió realizar la 
detección de dichos eventos, de la misma manera que se logran encontrar palabras en un 
registro continuo de Audio (Beyreuther, et al., 2008), en los volcanes Etna y Stromboli en 
Italia, donde fueron empleadas para diferenciar temores en el primero y explosiones de 
ruido de fondo en el segundo, obteniendo precisiones de 86.44 para el volcán Etna y  
84.08% para el Stromboli (Ibañez, et al., 2009) y más recientemente en el volcán Nevado 
del Ruiz – Colombia, donde fueron empleadas para la clasificación de eventos vulcano-
tectónicos, de largo periodo, híbridos y tremores obteniendo precisiones entre el 78% y el 
88% (Cardenas-Peña, et al., 2013). 
Más recientemente se trabajó en nuevos modelos de representación de la información de 
eventos en volcanes para su clasificación basados en valores relativos tales como 
proximidad y diferencias en pares de objetos en lugar de valores absolutos en objetos 
individuales. Se empleó como como representación vectorial la similitud obtenida conocida 
como  Dynamic time warping – DTW, obteniendo resultados muy buenos empleando 
técnicas de agrupamiento (Orozco-Alzate, et al., 2015). 
3.1.2 Picado de arribos de ondas S y P. 
La determinación de los tiempos de llegada de las ondas P y S son un paso fundamental 
en la localización del hipocentro de un evento sísmico y en la determinación de la polaridad 
de la señal de llegada para establecer los parámetros del plano focal, lo cual permite 
establecer la dinámica tectónica que origina el evento. También se emplean en la 
tomografía sísmica, aportando información acerca de la estructura interna de la Tierra. 
Como se puede observar en la Figura 1-4, la identificación de la onda P resulta más sencilla 
que la onda S, la cual viene mezclada con diferentes fases reflejadas y refractadas en 
distintas interfaces del subsuelo. 
La onda P es generalmente fácil de identificar, por ser de la primera señal que es registrada 
y por lo tanto fácil de diferenciar en sismogramas con bajo ruido; razón por la cual la 
mayoría de los trabajos anteriores no requirieron la solución con  Inteligencia Artificial. Sin 
embargo, se desarrolló un aplicativo que a partir de parámetros de la señal logra establecer 
el tiempo de arribo de la onda P. La identificación se basó en la comparación de los 
diferentes parámetros de la señal discretizada (Allen, 1978). Posteriormente se afirmó que 
el desarrollo de la tecnología permitirá la realización del proceso de picado del arribo de la 
onda S más eficiente, con el empleo de la señal en el dominio de la frecuencia, donde la 
señal se puede identificar mejor (Allen, 1982), con lo cual se abre aso el empleo de estos 
algoritmos, a través de una metodología mejor que las anteriores, fundamentada en 
procesamiento de señales (Baer & Kradolfer, 1987). 
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De otra parte, el picado de la onda S presenta una mayor complejidad, requiriendo el 
empleo de muchos parámetros involucrados en la solución. Se propuso un método de 
picado automático, a partir de los registros sismológicos provenientes de sensores de tres 
componentes,  que consistió en el cálculo del producto de los parámetros ángulo de 
deflexión, grado de polarización y la relación entre la energía transversal y total (Cichowicz, 
1993). Este producto se compara con un nivel de referencia y si lo supera entonces se 
presenta la onda S. Debido a la naturaleza compleja de la señal, el picado de la onda S 
requiere el empleo de varios parámetros que exploten la diferencia entre las ondas S y P, 
porque solo con uno la identificación puede fallar. El algoritmo trabajó muy bien para el 65 
al 70 % de los datos. 
Posteriormente, las redes neuronales fueron propuestas como una solución posible en 
virtud a la  posibilidad de manejar múltiples parámetros simultáneamente, a la facilidad de 
implementación, flexibilidad y la ventaja de no requerir un conocimiento estricto de la 
interacción de las variables. Se propuso el empleo de una red neuronal de retro-
propagación (BPNN), a partir de varios espectros de la señal mediante la cual se pudieron 
identificar correctamente 74% de las señales encontrando que esta metodología era muy 
eficiente y de fácil implementación para procesamiento de señales en tiempo real (Wang 
& Teng, 1997). Otros autores implementaron también una red neuronal de retro-
propagación (BPNN), para la identificación y picado de ondas P y S, con registros de tres 
componentes, alimentada con 60 nodos para la función modificada de la polarización F(t), 
y la salida registra arribos de P, S y ruido, obteniendo un porcentaje de picado exitoso de 
76.6% para ondas P y 60.5% para ondas S (Dai & MacBeth, 1997).  
Dos años más tarde, se realizó un picado de onda S con una BPNN,  a partir de los 
promedios de largo (120), medio (50) y corto (30) periodo de la señal sísmica. Más del 95% 
de primeros arribos fueron detectados, de los cuales el 85% tuvieron un error de menos 
de 1 segundo y el 80% menor a 0.5 segundos, valores aceptables para tomografía sísmica 
(Zhao & Takano, 1999). 
Uno de los desarrollos posteriores, para realizar picado automático de arribos se denominó  
MannekenPix (Aldersons, 2004). Dicho programa trabaja con base en un mecanismo de 
pesos ponderados calibrados con base en picados de referencia, proporcionados por el 
usuario que, en otras palabras, consiste en un proceso de aprendizaje por ejemplos, 
empleando una técnica estadística que separa en grupos de características similares, 
conocida como análisis de discriminantes múltiples. Para ello emplea nueve características 
espectrales calculadas con base en la serie de tiempo de la señal pero se concluye que 
este sistema se encuentra aún muy lejos de ser un sistema ideal de picado de arribos.  
Aprovechando la gran cantidad de información y la complejidad de la misma, se aprovechó 
un conjunto de datos grande y de alta calidad para realizar picado automático de arribos 
con el algoritmo MannekenPix (Di Stefano, et al., 2006). Realizaron el picado automático 
de arribos, con base en las fases Pg y Pn en sismos locales. Demuestran que los datos 
son de una calidad tal que permiten ser empleados en la localización del hipocentro con 
precisión, determinación de mecanismos focales y tomografía sísmica.  
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3.1.3 Determinación de la estructura del subsuelo 
Con base en los tiempos de arribo de las ondas P y S y el análisis espectral de las señales 
es posible determinar la estructura del subsuelo, problema resuelto recientemente a partir 
del empleo de técnicas de inteligencia computacional, en particular mediante el empleo de 
algoritmos genéticos (AG) y recocido simulado (simulated annealing, SA). El conocimiento 
del modelo del subsuelo es fundamental para la determinación de parámetros focales, 
empleando principalmente modelos basados en algoritmos genéticos obteniendo buenos 
resultados. 
Una de las primeras implementaciones fue una aplicación con algoritmos genéticos para 
explorar el espacio de soluciones y establecer un modelo del subsuelo que sea compatible 
con las señales recibidas en varias estaciones provenientes de  un sismo. Los resultados 
obtenidos coinciden con el modelo geológico de la zona y explica las formas de onda  
registradas en los sismógrafos. Se determinó un modelo de tres capas, obteniendo como 
resultado espesores y velocidades de las mismas (Zhou, et al., 1995) 
La aplicación posterior de algoritmos genéticos permitió la determinación del modelo de 
velocidades, de 4 capas planas. La función objetivo consistió en la comparación entre la 
velocidad de grupo calculada y observada (Yamanaka & Ishida, 1996). Sin embargo se 
concluyó que el tiempo  de proceso era mucho más largo que para métodos de descenso 
de gradiente. Establecieron que el tiempo de proceso se redujo considerablemente si se 
incluye información previa al modelo, debido a la reducción del  espacio de búsqueda. Este 
tipo de información adicional es conocida como heurística y permite restringir el espacio 
de búsqueda como estrategia para disminuir el tiempo de proceso. 
Se emplearon también algoritmos genéticos para la determinación de la distribución de 
velocidades en el subsuelo, discretizando con 4 capas a partir de la evaluación de la 
similitud entre las funciones en la recepción y las sintéticas (Bhattacharyya, et al., 1999). 
Otras implementaciones basadas en algoritmos genéticos, permitieron calcular una 
estructura muy fina de velocidades de ondas S, encontrando un modelo de velocidades 
desde la parte superior del manto hasta la corteza, usando una red sismológica muy densa 
alrededor del volcán Iwate en el Japón (Nakamichi, et al., 2002).  La estructura fue 
discretizada dividiendo en sub-capas de 21 kilómetros de espesor en la parte más somera 
y de 3 kilómetros para la zona más profunda. Este genotipo proporcionó una distribución 
de velocidades  bien detallada y permitió la detección de anomalías tales como zonas de 
baja velocidad presentes en la región. La función objetivo empleada fue calculada como la 
diferencia entre las señales registradas y las calculadas mediante trazado de rayos, 
obteniendo un modelo de 17 capas. 
En lo sucesivo, el detalle de los modelos se va incrementando, de tal manera que se logró 
la determinación de la distribución de velocidades en el subsuelo, discretizando con capas 
de 1 km, evaluando el modelo mediante la comparación de  las funciones en la recepción 
y las sintéticas (Chang, et al., 2004). Los investigadores lograron determinar la velocidad 
para un modelo de 40 capas. El tiempo de proceso se reduce notablemente si se dispone 
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de información geofísica para constreñir el modelo (Heurísticas). Los resultados 
coincidieron con algunos modelos previos determinados mediante otros métodos. 
Otras estrategias de algoritmos genéticos se emplearon para determinar la distribución de 
velocidades en el subsuelo, con un modelo de 8 capas (Lawrence & Wiens, 2004). Se 
emplean algoritmos genéticos tipo (niching), donde la función de fitness corresponde al 
nivel de ajuste entre las funciones en la recepción y las sintéticas. Los algoritmos genéticos 
con niching, permiten generar algunos mínimos locales, que aportaron otras soluciones 
válidas a ser consideradas en el modelamiento. 
Se emplearon algoritmos genéticos para la determinación del modelo de velocidades con 
11 capas y 12 velocidades cambiando la función de fitness. La evaluación se hizo a partir 
de la comparación entre la curva de dispersión calculada y observada. Se obtuvieron 
modelos de velocidades ajustados a modelos de velocidad obtenidos directamente de 
registros de pozos (Pezeshk & Zarrabi, 2005).  
También fue posible la determinación de  parámetros hipocentrales a partir de un modelo 
de velocidades ajustado mediante AG. Esta metodología funciona muy bien cuando no se 
conoce el modelo de subsuelo (Kim, et al., 2006). En Corea, se emplearon también en los 
AG en la determinación de la estructura de velocidades a partir de formas de onda 
sintéticas y tiempos de viaje de las fases Pg, PmP y Pn mediante la  discretización a partir 
filtros pasa banda de los registros de diez estaciones de banda ancha y cinco de periodo 
corto del sismo de Gyeongju (Ml 3.4) del 2 de junio de 1999   (Chang & Baag, 2006). 
De manera análoga a la determinación de velocidades de onda P, también fue posible  
encontrar un modelo de velocidades de ondas S, por medio de un algoritmo genético, 
gracias al cual se lograron determinar las impedancias mediante la  comparación de los  
sismogramas observados y los  sintéticos (Assimaki & Steidl, 2007). En el mismo año, se 
logró desarrollar, el modelo de velocidades 1D, de la corteza en la península italiana. Se 
emplearon para ello 55,000 tiempos de arribo de onda P y 35,000 de onda S obtenidos del 
registro sísmico de 4727 eventos obteniendo 4 regiones geológicas (Li, et al., 2007b). 
En años posteriores, se encuentran trabajos relacionados con la determinación de modelos 
de corteza en la India empleando AG. Algunos de los modelos fueron realizados a partir 
de la inversión de velocidades de ondas superficiales (Love y Raleigh), permitiendo obtener 
modelos de corteza del subcontinente hindú, en el sector nor-oeste (Suresh, et al., 2008), 
en el Cratón de Bastar al oriente  (Bhattacharya, et al., 2009) y al occidente entre India y 
Pakistán (Prajapati, et al., 2011). 
Finalmente, se empleó la inversión de tiempos de viaje de ondas P y S mediante AG para 
la determinación de un modelo de velocidades 1D que permitiera una mejor relocalización 
de sismos en el área sísmica de Nuevo Madrid, en la parte central de los Estados Unidos 
(Park, et al., 2015). 
Otra estrategia empleada, diferente a los Algoritmos Genéticos, consistió en lo que se 
conoce como recocido simulado (Simulated Annealing), para la determinación de los 
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modelos de velocidades en el subsuelo. Se consiguió realizar  la inversión del modelo de 
velocidades y espesores en 3D (Martinez, et al., 1999),  la determinación de la estructura 
de velocidades a partir de la discretización por medio de celdas triangulares (Weber, 2001) 
y la determinación el modelo de velocidades a partir de la comparación de la onda 
calculada por medio de la suma de ondas S y P (Vinnik, et al., 2004). 
Posteriormente, se emplearon los algoritmos de recocido simulado (SA) en la 
determinación de la heterogeneidad lateral el estructura de la Cuenca Bonar Bay, 
localizada en el norte de China, empleando tiempos de viaje de onda P de tele sismos 
calculados a partir del trazado tridimensional de rayos, y agrupados por las direcciones de 
arribo  (Li, et al., 2007a), en la determinación de la estructura superficial de la cuenca de 
Anchorage – Alaska, determinando la distribución de velocidad y factor de calidad de onda 
S y  densidad,  a partir de la inversión de registros obtenidos en estudios de zonificación 
sísmica (Dutta, et al., 2009) y en la determinación de la estructura de la corteza del centro-
occidente de la India a partir de tiempos de viaje de ondas superficiales  (Mandal, 2015). 
3.1.4 Localización del hipocentro 
Una vez identificado el evento y con base en el picado de arribos de ondas S y P y  la 
aplicación de un modelo de velocidades, es posible determinar las coordenadas del 
hipocentro. En años recientes, la solución a este problema estuvo enfocada en el empleo 
de técnicas de Inteligencia Computacional, principalmente con algoritmos genéticos (AG) 
y lógica difusa (Fuzzy Logic – FL). 
Los trabajos con algoritmos genéticos se remontan a la determinación de las coordenadas 
X, Y, Z y t, para la localización del hipocentro del sismo (Sambrige & Gallagher, 1993). La 
evaluación se hizo mediante la comparación de los tiempos de viaje calculados y los 
obtenidos del picado de arribos. Se estableció que los AG no parecen el ser más eficientes 
en tiempo que los métodos tradicionales. Sin embargo se consideró que éstos realizan una 
mejor exploración del espacio de búsqueda permitiendo la obtención de mínimos globales 
con mayor facilidad.  Establecieron que la mayor ventaja de los AG es la simplicidad de su 
empleo. También fue posible la determinación de la posición de hipocentros de un sismo 
compuesto, cuya función de evaluación consistió en la comparación entre el sismograma 
sintético y el real (Zeng & Anderson, 1996). Se logró determinar que para eventos 
complejos, la técnica es mucho más eficiente que los métodos tradicionales.   
También fueron empleadas  técnicas alternativas a los algoritmos genéticos. Se emplearon 
entre otras, la técnica conocida como intervalos aritméticos, encontrando que estos últimos 
pueden ser más eficientes debido a que disminuye la posibilidad de quedar atrapados en 
mínimos locales y adicionalmente resultaron ser 30 veces más rápidos (Tarvainen, et al., 
1999), así como también un procedimiento de doble diferencia, para realizar una 
localización de sismos lejanos de manera más eficiente, con base en la validación cruzada 
de las señales en diferentes estaciones (Waldhauser & Ellsworth, 2000), hasta el empleo 
de la lógica difusa que permitió explorar de manera más eficiente el espacio de búsqueda 
(Lin & Sanford, 2001). 
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3.1.5 Parámetros de la fuente 
En su gran mayoría la determinación de los parámetros de la fuente, con el uso de 
herramientas de Inteligencia Computacional, se llevò a cabo mediante el empleo de 
algoritmos genéticos, por la facilidad de expresar la solución como una cadena que 
representa los parámetros que se van a determinar y la solución del problema directo para 
su comparación con las observaciones que se tiene de los sismogramas y su 
interpretación. 
Mediante el empleo de algoritmos genéticos fue posible  determinar el tensor de esfuerzos 
y mecanismo focal con base en picado de llegada de ondas P y cuya función de evaluación 
consiste en la comparación de  los tiempos de viaje, obteniendo resultados de muy buena 
calidad y ajuste con las observaciones (Loohuis & Eck, 1996). Otra función de evaluación 
del AG consistió en  la función de Okada (deformaciones). Se concluyó que los algoritmos 
genéticos se constituyen en una herramienta poderosa comparada con otros métodos de 
inversión (Yu, et al., 1998). 
También fue posible la determinación de los parámetros de falla (Strike, Dip, Slip), así 
como la profundidad del plano focal del sismo por medio de un algoritmo genético (NGA) 
tipo niching, para establecer las familias de planos (Koper, et al., 1999). La evaluación se 
realizó con base en la comparación de sismogramas sintéticos con los reales a partir de 
un modelo de velocidades fijo. Se encontró que el NGA, realiza una determinación eficiente 
de las dos soluciones posibles del mecanismo focal (directo y complemento), gracias a la 
evaluación simultanea de dos poblaciones, con características diferentes.  Adicionalmente, 
fue posible lograr la determinación de los parámetros de la fuente junto con los factores de 
atenuación, por medio de la función de evaluación comparando el espectro sintético con 
el observado (Moya, et al., 2000). 
Muchos parámetros diferentes fueron dewterminados mediante técnicas de AG. entre otros 
se pueden mencionar  el tensor de momentos, para la determinación de parámetros de 
fuente en  señales obtenidas del volcán Iwate en el Japón (Nakamichi, et al., 2003), los 
parámetros de aspereza, mediante la comparación entre el espectro de respuesta y la 
aceleración pico observadas y calculadas, obteniendo resultados con un alto valor de 
ajuste (Pulido & Kubo, 2004), los parámetros de la fuente y factores de atenuación 
simultáneamente, realizando la evaluación a partir de la comparación entre el espectro 
sintético y el observado, presentaron resultados comparables con los obtenidos por otros 
investigadores trabajando con eventos de características similares para las condiciones de 
la región (Jimenez, et al., 2005), y se consiguió la determinación de  los parámetros de la 
fuente,  área y posición de la zona de origen, evaluada por medio del sismograma  y las 
envolventes de aceleración combinadas (Oth, et al., 2007). 
Como una alternativa a la solución mediante algoritmos genéticos, se empleó una técnica 
híbrida de recocido simulado (SA), con el método simplex downhill, para logran determinar 
la historia de eventos y sus características de manera eficiente (Hartzell & Liu, 1996). 
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La determinación de parámetros hipocentrales, es importante en la generación de alertas 
tempranas, a través de sistemas desarrollados asociados con algoritmos de Inteligencia 
Computacional. Entre otros se puede mencionar el PreSEIS, que toma ventaja de las 
aproximaciones regionales y locales para la generación de alertas. Este sistema determina 
los parámetros hipocentrales en tiempo regulares después de que la primera estación 
registra el arribo de la onda P, empleando para ello la información disponible en diferentes 
sensores de la red sísmica, mediante el empleo de redes neuronales. Sin embargo, se 
requiere que la red implementada sea densa y por lo tanto no es aplicable para situaciones 
en que solo se cuenta con la información de una sola estación (Böse, et al., 2008). 
La determinación de parámetros de la fuente mediante reconocimiento de patrones se 
realizó a través del entrenamiento de una red neuronal a partir de la síntesis de los datos 
en vectores de fuentes sísmicas localizadas en un volumen predefinido, para lo cual se 
emplearon formas de onda desplazamiento de la red en tiempo real de California registrado 
en receptores de GPS durante 2010 (Kaufl, et al., 2015). 
Se emplearon también agrupamientos realizados mediante lógica difusa y simulaciones de 
Montecarlo para la determinación de modelos probabilísticos de fuentes sísmicas como un 
primer paso en la realización de análisis de riesgo sísmico, aplicado a la ciudad de Tabriz 
– Irán (Ansari, et al., 2015). 
En cuanto a la determinación de mecanismos focales de sismos de Doble-Copla (Double-
Couple) fue propuesto un método de inversión no lineal para las amplitudes de las ondas 
P,  Sv y Sh, basado en la aplicación de recocido simulado (SA), y fue empleado para 4 
eventos inducidos en el campo Geotermal de Soultz-Sous-Forets en Francia. Se demostró 
la eficiencia del método aplicado para redes poco densas y de baja cobertura (Godano, et 
al., 2009). El mismo autor aplica posteriormente el mismo método en la determinación del 
Tensor de Momento (MT) aplicado en el mismo campo Geotermal, encontrando que para 
una estimación precisa de dicho tensor es necesario la realización de un trabajo previo de 
refinamiento del modelo de velocidades y relocalización de  eventos (Godano, et al., 2011). 
3.1.6 Otras aplicaciones 
Existen aplicaciones recientes de algoritmos de inteligencia artificial en otros campos de la 
sismología tales como la determinación de la aceleración pico (PGA), la zonificación 
sísmica y la caracterización de paleo sismos, permitiendo obtener buenos resultados en 
comparación con otros métodos. 
En los estudios de riesgo sísmico se emplean modelos predictivos que proveen una 
estimación del movimiento del suelo producido por un terremoto como una función de la 
distancia y la magnitud, entre otros, cuyos valores son empleados en trabajos de 
ingeniería. Se emplearon redes neuronales para la determinación de la aceleración pico 
en el suelo (PGA), para la base de datos de la red de acelerógrafos KiK-net en el Japón 
que incluía 3891 registros provenientes de 398 sitios y 335 sismos, obteniendo valores con 
una desviación estándar del orden de 0.34 m/s2, siendo menor a las obtenida por métodos 
convencionales  (Derras, et al., 2012).  
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Posteriormente, son aplicadas las redes neuronales en Guadalajara-México, para el 
análisis de los efectos de sitio dicha ciudad con base en datos de acelerógrafos obteniendo 
una distribución espacial de aceleraciones pico en el suelo con precisiones que variaron 
entre 2 y 27 cm/s2 (Chavez, et al., 2014). En el mismo año se aplicaron máquinas de 
vectores de soporte (SVM) para la identificación y caracterización de movimientos del 
suelo. Los descriptores empleados para el entrenamiento de las SVM se obtuvieron a partir 
de la transformada Wavelet de los componentes ortogonales de los registros de 
acelerógrafos  (Shahi & Baker, 2014). 
En trabajos de zonificación sísmica se emplearon también algoritmos genéticos para la 
clasificación de áreas homogéneas de campos de esfuerzos a partir de los mecanismos 
focales y se aplicó en el noreste de Italia con base en 219 de estos mecanismos (Bragato 
& Bressan, 2006). Una estrategia similar fue empleada para la realización de una 
zonificación automática de áreas urbanas en la población de Vittorio Veneto – Italia, 
empleando para ello valores de la relación de desplazamiento o horizontal y vertical (H/V) 
(Bragato, et al., 2007). 
Posteriormente, se aplican redes neuronales a través de mapas auto-organizados (SOM), 
para establecer la zonificación con base en valores de la relación de desplazamiento 
horizontal y vertical (H/V), aplicados a lo largo del rio Antirrio – Grecia central  (Tselentis & 
Paraskevopoulos, 2011). 
La determinación del tiempo en que ocurrieron sismos antiguos, de los cuales no existe 
registro instrumental, es una tarea compleja pero al mismo tiempo valiosa en la realización 
de evaluaciones de riesgos. Aplicando el método de cadenas de Markov conocido como 
Metropolis-Hastings Markov-Chain Montecarlo (MCMC) fue posible la determinación del 
registro de paleo sismos con base en la información del sitio de excavación conocido como 
Wrightgood localizado en el sur de California – Estados Unidos (Hilley & Young, 2008). 
3.2 Minería de datos 
El desarrollo de la tecnología y la difusión de la misma, permitió un mayor acceso a la 
información y el desarrollo de sensores y herramientas de medida que cuentan con un 
muestreo electrónico mucho más detallado, que se materializa en la generación una 
enorme cantidad de archivos digitales de gran tamaño, lo cual se traduce en grandes 
volúmenes de información disponibles, para lo cual se requieren herramientas eficientes 
que logren no solamente la manipulación de dicha información sino la extracción de 
conocimiento de la misma. En ocasiones, la naturaleza no tradicional de los datos hace 
que los métodos tradicionales no puedan ser utilizados aun cuando conjunto de datos no 
sea muy grande. En algunas otras situaciones, las preguntas que deben ser respondidas 
no pueden serlo empleando las técnicas de análisis existen y de esta manera que requiere 
el desarrollo de nuevos métodos. La minería de datos es una tecnología que conjuga los 
métodos tradicionales de análisis con sofisticados algoritmos para el procesamiento de 
grandes volúmenes de información. Este hecho abre la posibilidad de resolver problemas 
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complejos en múltiples áreas del conocimiento tales como negocios medicina, ciencia e 
ingeniería (Tan, et al., 2006). 
En general, la minería de datos se puede definir como el proceso de descubrimiento de 
información útil en repositorios grandes de datos. La analogía de estos novedosos 
procesos con las actividades de exploración y explotación minera tienen que ver con el 
hecho de que para encontrar los valiosos recursos minerales, que se encuentran en 
cantidades relativamente pequeñas, es necesario remover grandes volúmenes de material 
estéril o realizar excavaciones estratégicas a través de túneles para llegar al lugar donde 
se cuenta recurso de interés. De igual manera, la minería de datos requiere algoritmos que 
analicen y manipulen grandes volúmenes de información o mediante estrategias 
informadas o algunas heurísticas, poder encontrar el atajo ideal para llegar al extraer 
algunas pequeñas relaciones entre los datos que logren resolver un problema en particular. 
La minería de datos, consiste básicamente en el proceso mediante el cual podemos 
descubrir o encontrar información de utilidad en grandes repositorios de datos, cuyos 
modelos nos permitirán predecir el comportamiento de diversos fenómenos.  Forma parte 
de proceso que se conoce cómo “Descubrimiento  de Conocimiento en Base de Datos” 
(KDD por sus siglas en inglés: Knowledge Discovery in Databases), cuyo objetivo principal 
es el de convertir datos crudos en información, a través de una serie de transformaciones 
que van desde pre-procesamiento de datos  hasta el pos-procesamiento de los resultados 
de la minería de datos propiamente dicha. 
La clasificación automática en una de las principales tareas que tradicionalmente se realiza 
con minería de datos mediante una gran variedad de algoritmos y con base en diferentes 
variables características,  también conocidas como descriptores, permiten aprovechar la 
información disponible para la implementación de modelos. Dentro de las técnicas de 
clasificación, la que más recibió  atención en los  últimos tiempos corresponde a las 
Máquinas de Soporte Vectorial (SVM por sus siglas en inglés: Support Vector Machines), 
El análisis de grandes volúmenes de información y la necesidad de encontrar las relaciones 
existentes  entre variables observadas en fenómenos complejos de la naturaleza, así como 
también, intentar linealizar dichas relaciones a pesar de que el comportamiento de dichos 
fenómenos obedezca principalmente a modelos no-lineales, requiere la implementación de 
metodologías eficientes y versátiles en la resolución de dichos problemas. 
Desde Johannes Kepler, quien a partir de las observaciones de Tycho Brahe, encontró las 
relaciones que rigen el  movimiento de los  planetas, hasta nuestros días, se emplea el 
reconocimiento de patrones a partir de observaciones. Sin embargo, gracias a los avances 
tecnológicos, se tiene mucha más información registrada en miles de sensores de cientos 
de aplicaciones, que involucran una enorme cantidad de información, cuyo análisis 
requiere un sistema eficiente y preciso. 
El gran interés mostrado desde la década del 60 en la aplicación de múltiples algoritmos, 
basados principalmente en la biología, dentro del área conocida como Computación Bio-
Inspirada, Computación Natural o Inteligencia Computacional, permitieron grandes 
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avances en este campo.  Inicialmente, fueron algoritmos de redes neuronales, basados en 
el concepto del perceptrón, llegando a tener redes Multicapa y algoritmos de decisión muy 
eficientes, que eran capaces de detectar patrones no-lineales a pesar de no tener un 
análisis estadístico completo y a que adicionalmente empleaban heurísticas avaras y 
métodos de descenso de gradiente en sus iteraciones, motivo por el cual no se garantizaba 
la obtención de un óptimo global, cayendo en ocasiones en óptimos locales. 
Finalmente, se logran desarrollar los enfoques basados en kernel, para análisis de 
patrones, los cuales permitieron extraer de los datos relaciones no-lineales con las ventajas 
de las relaciones de tipo lineal. Es así como gracias a un análisis estadístico riguroso y 
muy bien fundamentado, estos métodos se emplearon con éxito en la solución de múltiples 
problemas tanto de clasificación como de regresión, con la ventaja que permiten realizar 
una evaluación del desempeño basado en parámetros estadísticos objetivos. También se 
aplicaron en problemas que requieren clasificación, reconocimiento de patrones o 
modelamiento de fenómenos de comportamiento no-lineal, en las áreas de la medicina, 
procesamiento de imágenes, sistemas de seguridad, minería de datos, etc. 
Los métodos basados en kernel se convirtieron en una muy poderosa herramienta para 
matemáticos, científicos e ingenieros. Además proveen una muy rica y sorprendente 
manera de interpolar entre análisis de patrones, procesamiento de señales, 
reconocimiento sintáctico de patrones y métodos de reconocimiento de patrones desde 
splines hasta redes neuronales   (Shawe-Taylor & Cristianini, 2004) . 
Su funcionamiento es relativamente simple. Consiste en aplicar una función que combina 
las variables, agregando unas adicionales, provenientes de aplicar una función que las 
combina en un proceso de productos punto, llevando el problema a un espacio con muchas 
más dimensiones , que resulta ser  un mapeo en un hiperespacio donde se puede lograr 
la separación de las mismas en clases (en el caso de clasificación), mediante una función 
lineal o hiperplano, separación que en el hiperespacio original, solo se podría lograr 
mediante una función no-lineal. Esto garantiza que una vez obtenido el kernel, que resume 
las relaciones entre las variables, el problema termina reducido a un problema lineal, fácil 
de resolver a través de operaciones matriciales simples. 
Para ilustrar el concepto, se presenta en la Figura 3-3 (a), un ejemplo, en un  espacio 
bidimensional, donde se debe resolver el problema de separar las dos clases, 
representadas a través del color de los puntos. Este tipo de problema puede corresponder 
al resultado de un experimento cualquiera. Como se puede observar, dicha separación es 
imposible realizarla mediante una función lineal en el espacio original. Sin embargo, 
agregando una variable, que corresponda a una función cuadrática de X y Y, los vectores 
quedan mapeados en un nuevo espacio tridimensional, quedando proyectados sobre la 
superficie de la función cuadrática empleada. Como se puede ver en la Figura 3-3 (b), la 




Figura 3-3 : Problema de clasificación en el espacio original y nuevo con Kernel 
     
3.3 Máquinas de Vectores de Soporte 
Los algoritmos conocidos como máquinas de vectores de soporte (SVM), cuya 
denominación proviene del inglés support vector machine (SVM), corresponden a una 
generalización no lineal propuesta inicialmente en los años sesentas en Rusia por (Vapnik 
& Lerner, 1963) y (Vapnik & Chervonenkis, 1964). Trabajos posteriores permitieron el 
desarrollo de los fundamentos estadísticos que dieron soporte a la teoría de aprendizaje 
conocida como teoría VC, así denominada por las iniciales de los creadores Vapnik y 
Chervonenkis, a partir de la cual se sentaron las bases teóricas para la caracterización de 
las propiedades requeridas para el entrenamiento de algoritmos de aprendizaje, mediante 
los cuales fuera posible realizar una generalización óptima sobre regiones no muestreadas 
por el conjunto de datos de entrenamiento. El desarrollo teórico de las máquinas de 
vectores de soporte se puede resumir los trabajos de (Vapnik & Chervonenkis, 1968), 
(Vapnik & Chervonenkis, 1971) y los desarrollos posteriores publicados en varios libros 
(Vapnik, 1982), (Vapnik, 1995) y (Vapnik, 1998), constituyéndose en los pilares de dicha 
teoría. El libro (Vapnik, 1982)  fue reimpreso y complementado posteriormente (Vapnik, 
2006). 
La aplicación de las máquinas de vectores de soporte se fortaleció en los laboratorios de 
AT&T & Bell por uno de sus autores, Vladimir Naumovich Vapnik y algunos de sus colegas 
(Boser, et al., 1992), (Guyon, et al., 1993), (Cortes & Vapnik, 1995), (Schölkopf, et al., 
1995),  (Schölkopf, et al., 1996) y (Vapnik, et al., 1997) entre otros. La mayoría de los 
trabajos iniciales se concentraron principalmente en aplicaciones relacionadas con 
reconocimiento óptico de caracteres (OCR) y reconocimiento de objetos gráficos.  
Posteriormente se desarrollaron trabajos de aplicación en problemas de regresión y 
predicción de series de tiempo con excelentes resultados  (Müller, et al., 1997), (Drucker, 
et al., 1997), (Stitson, et al., 1999) y (Mattera & Haykin, 1999). 
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A partir de estos trabajos iniciales, las máquinas de vectores de soporte se convirtieron en 
una herramienta robusta para la solución de problemas en múltiples áreas del 
conocimiento tales como Ingeniería, Medicina, Ciencias Sociales y otros, gracias a la 
capacidad de discriminación en trabajos de clasificación y análisis así como también para 
el ajuste de modelos a través de regresiones basadas en los conceptos básicos 
desarrollados por los creadores del método. 
Con el fin de visualizar y entender el desarrollo y la aplicación de las SVM en diferentes 
áreas del conocimiento se realizó una recopilación y análisis de publicaciones en una de 
las bases de datos científicas más grandes y diversas del mundo. Se trata de 
ScienceDirect® que cuenta con más de 3500 revistas científicas de alto nivel, en las áreas 
de Ciencias Básicas, Ingeniería, Agricultura, Ciencias de la Salud, Ciencias Sociales y 
Humanidades, con un poco más de 12 millones de artículos científicos publicados. La 
búsqueda y revisión de artículos se realizó para máquinas de vectores de soporte (SVM) 
como tal y adicionalmente para regresión basada en las mismas (SVMR). 
Se encontraron 1777 y 975  artículos relacionados con SVM y SVMR respectivamente, 
cuyos resúmenes fueron revisados con el fin de poderlos clasificar en distintas categorías 
asociadas con la temática tratada en cada uno de los artículos, permitiendo poder llevar a 
cabo un análisis detallado del desarrollo y la dinámica de la investigación relacionada con 
estos temas durante el periodo de tiempo comprendido entre 1999, año a partir del cual se 
empezaron a ver resultados de las aplicaciones estos métodos, hasta la actualidad. Es 
importante aclarar que para este análisis, el número de artículos debe ser tomado 
únicamente como referencia debido a que los resultados aquí presentados corresponden 
únicamente a una muestra tomada en una sola de las bases de datos científicas, que se 
considera representativa pero que no contiene la totalidad de las publicaciones 
relacionadas con el tema. Estos números se toman únicamente como indicadores relativos 
de las temáticas tratadas.  
En  la Figura 3-4 se observa la dinámica temporal de los trabajos relacionados con SVM y 
SVMR. Se puede apreciar claramente como a partir de 1999 empezó el interés por las 
SVM, creciendo de manera exponencial hasta el año 2013 a partir del cual el número de 
publicaciones se estabilizó. En cuanto a las SVMR, su desarrollo se inició a partir del año 
2003 y creció hasta la actualidad de manera exponencial, lo que permite afirmar que el 
interés y la aplicabilidad de este método se incrementaron a través del tiempo. En cuanto 
a las aplicaciones en cada uno de los métodos es importante anotar que las SVM están 
enfocadas a resolver problemas de clasificación mientras que las SVMR están 
relacionadas con el desarrollo de modelos matemáticos de predicción. 
La distribución porcentual e histórica de las temáticas de las publicaciones en 
ScienceDirect® relacionadas con SVM se presenta en la Figura 3-5. Se puede observar 




Existe un importante componente de investigación asociado con el desarrollo y aportes 
teóricos del método, con aproximadamente una cuarta parte de las publicaciones y cuyas 
temáticas serán tratadas más adelante.  Las tres cuartas partes restantes corresponden a 
investigaciones relacionadas directamente con la aplicación del método en diversas ramas 
del conocimiento, destacándose principalmente las áreas de Ingeniería,  Medicina,  
Biotecnología y Geociencias, entre otras.  
Figura 3-4 : Publicaciones Históricas en ScienceDirect®  acerca de SVM y SVMR 
   
Figura 3-5 : Distribución Porcentual e Histórica de publicaciones - SVM 
    
En relación con la evolución histórica de la aplicación de las SVM se observa un 
crecimiento progresivo de las publicaciones desde 1998, año en que se publican los 
primeros resultados aplicados hasta el año 2011 a partir del cual el número de estas se 
estabiliza. Este comportamiento se observa en todas las áreas tanto en el comportamiento 
del componente teórico como de las aplicaciones específicas del método. 
En cuanto al comportamiento histórico y porcentual del número de publicaciones en 
ScienceDirect®  relacionadas con trabajos de aplicación de modelos de regresión basada 
en máquinas de vectores de soporte (SMVR), que se presenta en la en la Figura 3-6, se 
puede observar que la distribución de las áreas de conocimiento cambia con respecto a 
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las publicaciones realizadas únicamente con SVM, presentando un crecimiento en el 
número de estas en las áreas de Ingeniería, Finanzas y Recursos Naturales y una 
disminución en las áreas de Medicina, Biotecnología y en las investigaciones de tipo 
teórico.  
Figura 3-6: Distribución Porcentual e Histórica de publicaciones – SVMR 
    
Este hecho tiene que ver con la esencia misma de los modelos de regresión que pueden 
ser aplicados directamente en áreas del conocimiento donde los modelos matemáticos 
prevalecen sobre modelos de clasificación. Un detalle importante se observa en el área de 
Finanzas, en donde el número de publicaciones de aplicación de las SVMR se duplicó 
debido principalmente a la implementación de modelos de regresión para la predicción de 
precios de acciones en la bolsa de valores a partir de series de tiempo de diferentes 
variables económicas y accionarias. 
La evolución histórica del número de publicaciones relacionadas con la aplicación de las 
SVMR presenta un crecimiento continuo desde el año 2002 hasta la actualidad, con lo cual 
es posible confirmar la vigencia del mismo y por lo tanto la pertinencia del desarrollo de 
investigaciones de aplicación de la SVMR en la determinación y parametrización de 
modelos matemáticos asociados con grandes volúmenes de datos y variables, 
principalmente provenientes de series de tiempo. 
En el Anexo: Evolución Histórica Investigación-SVM, se presenta una breve descripción de 
la evolución y componentes porcentuales de las publicaciones relacionadas con SVM y 
SVMR en diferentes áreas del conocimiento con el fin de ilustrar el comportamiento y la 




4. Alertas tempranas en sismología 
A mediados de los años 60 los países de China, Japón, Estados Unidos y la Unión 
Soviética principalmente, iniciaron programas intensos de investigación sobre terremotos. 
Estos programas se concentraron en la predicción de sismos dado que muchos sismólogos 
de la época eran bastante optimistas con respecto a que la predicción de terremotos podría 
realizarse definitivamente al término de unos 10 Años. Sin embargo, la posibilidad de 
realizar una predicción completa de un terremoto, es decir que involucre la hora, el lugar y 
la magnitud de un terremoto de manera precisa continúa aún incierta (Geller, 1997). Se 
concluye que la investigación sobre predicción de terremotos realizada por más de cien 
años no presentó resultados exitosos, las predicciones fallaron y en su gran mayoría de 
las investigaciones no se consiguió encontrar precursores confiables, llegando inclusive a 
afirmar con contundencia que la generación de alarmas de la inminencia de grandes 
terremotos parece ser que efectivamente imposible (Lee & Espinosa Aranda, 2003). 
Se reconoce en la actualidad que la predicción de terremotos es un problema 
extremadamente difícil de resolver porque la Tierra es compleja y aún no se entienden 
completamente los procesos que generan los terremotos. Sin embargo, aunque la 
investigación de predicción de sismos está aún por lograr sus objetivos, y aparentemente, 
resulta difícil o imposible, los grandes fondos invertidos generaron grandes avances en 
muchas áreas de la sismología y permitieron por lo menos el desarrollo de redes sísmicas 
locales y regionales. (Lee & Espinosa Aranda, 2003) 
Contrario a la predicción, los sistemas de alerta temprana para sismos permiten una 
reducción potencial de los efectos adversos de los terremotos por medio de una alerta 
emitida con posterioridad a la ocurrencia del evento pero con una anticipación de unos 
pocos segundos hasta unas decenas de segundos antes que el movimiento o sacudida 
más fuerte llegue al sitio de interés. Muchos sistemas de alertas tempranas emplean redes 
de estaciones sismológicas para determinar la magnitud y la localización. Entre muchos 
de los trabajos se encuentran los de (Anderson & Chen, 1995), (Espinosa Aranda, et al., 
1995) , (Wu, et al., 1998) , (Wu & Teng, 2002) , (Allen & Kanamori, 2003).  
La creciente urbanización que se está llevando a cabo en todo el mundo y la cercanía a 
zonas que presentan alto riesgo sísmico están imponiendo serias amenazas para las vidas 
y propiedades en áreas urbanas que se encuentran generalmente en inmediaciones de 
grandes fallas activas en áreas continentales o en áreas de subducción para las regiones 
costa afuera (Gasparini, et al., 2007). Los sistemas de alertas tempranas para terremotos 
pueden ser una herramienta muy útil para la reducción de los riesgos sísmicos, en 
ciudades que están localizadas desfavorablemente con respecto a las fuentes sísmicas y 
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sus ciudadanos están apropiadamente entrenados para responder a los mensajes de 
alertas tempranas. (Lee & Espinosa Aranda, 2003)  
La tecnología actual de la instrumentación sísmica y telecomunicaciones permite la 
implementación de sistemas computacionales para la generación de alertas tempranas 
ante la ocurrencia de un sismo. Un sistema como esos puede entregar una alerta entre 
unos pocos segundos hasta unas decenas de segundos antes de que el movimiento más 
fuerte llegue a la población. Esta información puede ser usada para minimizar los daños 
en propiedades y las pérdidas de vidas en áreas metropolitanas, así como también para 
llevar a cabo un estimativo de las posibles pérdidas en tiempo real con el fin de ayudar en 
operaciones de emergencia. (Lee & Espinosa Aranda, 2003) 
No es posible ignorar el incremento de las pérdidas humanas y económicas por causa de 
los terremotos, debidas en parte a la rápida urbanización del planeta, lo que hace que 
muchos sismólogos e ingenieros hayan enfocado sus esfuerzos en la implementación y 
desarrollo de sistemas que puedan generar alertas tempranas o sistemas de rápida 
respuesta para grandes terremotos con el fin de minimizar las pérdidas y ayudar en la 
recuperación. (Lee & Espinosa Aranda, 2003) 
La rápida y precisa determinación de los parámetros de un sismo tales como la localización 
del hipocentro y su magnitud es el objetivo más importante en la operación de sistemas de 
alertas tempranas para poder proveer una información precisa y oportuna que sea útil para 
los sistemas de respuesta de emergencia o la evaluación sismos que potencialmente 
puedan originar un tsunami. Un terremoto genera tanto ondas P como ondas S (Wolfe, 
2006), y debido a que poseen una amplitud baja, dichas P son menos destructivas y viajan 
a una velocidad mayor anticipándose a la llegada de las ondas S. Las investigaciones se 
concentraron en poder establecer que tan rápido se puede determinar una magnitud 
precisa utilizando sólo los primeros segundos de la onda P registrados en la estación más 
cercana. En caso de lograrlo se puede obtener una alerta temprana que anticipe los daños 
de podría ocasionar la llegada posterior de la onda S.  
Cuando se presenta un terremoto gran magnitud, los sistemas de alerta temprana brindan 
información oportuna a las áreas urbanas cercanas a los epicentros en relación con la 
fuerte sacudida que viene en camino. Dependiendo de las características específicas del 
sismo y las estaciones sismológicas disponibles, la ventana de tiempo para la alerta 
temprana puede ser de algunos segundos hasta decenas de segundos. (Wu & Zhao, 
2006).Esta rápida alerta puede ser extremadamente importante debido a que tan sólo unos 
pocos segundos pueden ser suficientes para aquellos sistemas que cuenten con un 
protocolo previo y así poder tomar medidas de emergencia tales como la desaceleración 
de vehículos rápidos para prever descarrilamientos, medidas de protección para 
instalaciones sensibles tales como reactores nucleares para prevenir daños y derrames 
peligrosos, el cierre ordenado y estratégico de gasoductos para prever incendios, el 
apagado controlado de operaciones manufactureras para reducir potenciales pérdidas y 
además para la activación del sistema de respuesta estructural conocido como “Control de 
Respuesta Sísmica” (Seismic Response Control), el cual es la última tecnología estructural 
para garantizar la seguridad de las construcciones durante terremotos extremos mediante 
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el control de las vibraciones características de las construcciones o proporcionando una 
fuerza de control para suprimir su respuesta usando dispositivos de control de respuesta 
sísmica. (Goltz, 2002) 
Los sistemas de alertas tempranas para sismos son herramientas para la reducción del 
riesgo producido por dichos eventos. Básicamente, hace uso de las diferencias de la 
velocidad de propagación de las ondas sísmicas y electromagnéticas enviando alertas a 
los potenciales usuarios antes de que los movimientos fuertes alcancen su ubicación. El 
tiempo máximo para una alerta temprana está definido generalmente como el tiempo 
transcurrido entre la detección de la onda P en la primera estación y la llegada de las 
mayores amplitudes de la onda S o de las ondas superficiales a la ubicación del usuario 
(Böse, et al., 2008). Estos periodos son generalmente tan cortos que los sistemas de 
alertas tempranas deben reconocer la severidad de los movimientos esperados en muy 
pocos segundos. Basados en esta información, se puede pensar en la ejecución de 
acciones para la mitigar los daños esperados. 
4.1 Generalidades 
Desde el punto de vista de mitigación de riesgo sísmico los sistemas de alertas tempranas 
se están convirtiendo en herramientas prometedoras para reducir las pérdidas causadas 
por los daños de un sismo. Los principales requerimientos para que un sistema de alertas 
tempranas pueda realizar estimaciones muy cercanas al tiempo real de la magnitud y la 
localización son: en primer lugar debe obtener una localización en una ventana de 30 
segundos y por otra parte el segundo requerimiento, debe ser la determinación rápida de 
la magnitud lo cual,  hacia finales de la década del 90, no era posible por medio de los 
métodos estándar debido a que la onda de corte aún no está registrada y por lo tanto la 
máxima amplitud no puede ser determinada. Por esa razón se plantea la necesidad de 
desarrollar métodos para la determinación rápida de la magnitud en un tiempo mucho 
menor   (Wu, et al., 1998) 
El objeto esencial para la detección temprana de un terremoto y los sistemas de alerta es 
la estimación de la Magnitud de dicho terremoto y su distancia epicentral en un corto 
periodo de tiempo digamos unos pocos segundos después de que la onda es registrada  
(Odaka, et al., 2003). 
Los fundamentos físicos para los sistemas de alertas tempranas están bien conocidos 
principalmente con respecto a las destructivas ondas S y a las ondas superficiales que 
viajan aproximadamente a la mitad de la velocidad de las ondas P, las cuales en su 
conjunto viajan a una velocidad mucho menor que la velocidad de las señales transmitidas 
por teléfonos o radios que emplean para ello ondas electromagnéticas y que viajan a la 
velocidad de la luz. (Lee & Espinosa Aranda, 2003) 
La energía del sismo se desplaza tanto en forma de onda P como de onda S. La onda S 
es la que lleva la mayor parte de la energía que puede producir daños, sin embargo, 
amplitudes más pequeñas de la onda P, preceden a la onda S en un tiempo aproximado 
al 70% del tiempo de viaje de la onda P a la estación sismológica. Un factor importante lo 
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constituye el hecho de que la porción inicial de la onda P, a pesar de tener unas baja 
amplitud y en general ser una onda no destructiva, lleva la información del tamaño del 
sismo de tal manera que una buena determinación de la máxima amplitud de la onda P 
puede permitir obtener información sobre el movimiento que va a venir posteriormente con 
la onda S (Wu & Kanamori, 2005-B). 
Los países que enfrentan altos niveles de riesgo sísmico y que tienen instaladas redes 
sismológicas más o menos densas fueron objeto  de muchos estudios que evaluaron las 
posibilidades para que este tipo de redes permita la determinación en tiempo real de los 
parámetros epicentrales tales como localización del epicentro, profundidad focal, magnitud 
y tensor de momento (Zhizhin, et al., 2006). La precisión en la obtención de varios 
parámetros depende obviamente de la densidad de las estaciones que contribuyen en la 
solución y a la implementación de los algoritmos básicos  (Cuenot, 2003). 
En este mismo sentido, en algunas regiones con un riesgo sísmico alto la implementación 
de tales redes no es fácil, en particular, debido  a que las características ambientales 
específicas de ciertas regiones; por ejemplo, grandes océanos que rodean la región, 
relieves muy sinuosos o principalmente por razones económicas. Para estos casos una 
solución alternativa consiste en el empleo de los datos registrados en una sola estación 
para una localización rápida (Zhizhin, et al., 2006). La solución a este problema constituye 
un paso importante hacia el diseño de un sistema eficiente de alertas tempranas para ese 
tipo de regiones. (Nakamura, 1988), (Saita & Nakamura, 2003). 
Las técnicas de procesamiento de datos, utilizando una única estación de banda ancha de 
tres componentes se desarrollaron en su mayoría con base en algoritmos automáticos de 
detección de onda P  y onda S, permitiendo un estimativo de la localización de la fuente a 
partir del azimut y mediciones de la velocidad superficial aparente (Magotra, et al., 1987),  
(Roberts, et al., 1989) ,   (Saita & Nakamura, 2003) , y/o a partir del momento sísmico  
(Talandier, et al., 1987) , (Reymond, et al., 1991). 
Existen dos aproximaciones diferentes a la generación de alertas tempranas para sismos, 
las cuales son alertas regionales y alertas en el sitio. En las alertas regionales, los métodos 
sismológicos tradicionales son empleados para determinar la localización y magnitud de 
terremotos y para estimar el movimiento local en la región involucrada. (Wu & Zhao, 2006). 
Para las alertas en sitio, el inicio del movimiento terrestre (el cual es principalmente onda 
P), observado en un sitio dado, es empleado para predecir el máximo desplazamiento 
esperado, el cual corresponde básicamente al arribo de la onda S y de las ondas de 
superficie, para un mismo sitio, usualmente sin intentar localizar el evento o estimar su 
magnitud. Una aproximación de tipo regional puede llegar a ser más precisa, sin embargo, 
esto toma un mayor tiempo debido a que requiere información de un gran número de 
estaciones, razón por la cual no puede ser empleada para propósitos de alerta temprana 
en áreas muy cercanas a los epicentros. Actualmente existen varios sistemas de alerta 
temprana para sismos principalmente en Japón, Taiwán y México. (Odaka, et al., 2003),  
(Horiuchi, et al., 2005), (Wu & Teng, 2002) , (Espinosa Aranda, et al., 1995) , que pueden 
ser catalogados como sistema regionales de alertas tempranas. 
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Los sistemas de alerta temprana deben cumplir con dos requisitos básicos: Por un lado 
deben ser muy rápidos y además deben ser confiables. los sistemas de alertas tempranas, 
regionales y locales, cumplen con estas condiciones. (Kanamori, 2005). Los sistemas de 
alerta temprana regionales tales como los instalados en Taiwán (Wu & Teng, 2002), 
empleando redes de sensores sísmicos, tienen la capacidad de determinar en tiempo real 
los parámetros de la fuente del sismo, interpretando dichos parámetros a través de un nivel 
de alerta especifica. Los sistemas locales tales como el UerDAS (Nakamura, 1988), el 
sistema de alarmas de California ElarmS (Allen & Kanamori, 2003)  o el sistema de alertas 
tempranas de Rumania (Wenzel, et al., 1999) y (Böse, et al., 2007), están fundamentados 
en observaciones sísmicas en una sola estación sismológica. Esta particularidad los hace 
mucho más rápidos que los sistemas regionales de alertas tempranas, los cuales sólo 
pueden ofrecer alertas unos minutos después de ocurrido el terremoto. Sin embargo los 
sistemas locales son menos robustos que los sistema regionales debido a que pueden 
tener una precisión menor y de paso incertidumbres en la alerta debido a que emplean 
modelos comparativos con otros sensores (Kanamori, 2005) , (Lockman & Allen, 2005) , lo 
cual es una contradicción con respecto a la idea inicial de alerta local o en sitio. 
4.2 Determinación rápida de alertas tempranas 
Para una adecuada y oportuna respuesta ante una emergencia, la determinación rápida y 
precisa de un daño potencial ocasionado por un terremoto es un factor importante, 
especialmente en la operación de sistemas de alerta temprana que fueron desarrollados 
por múltiples investigadores (Nakamura, 1988), (Kanamori, et al., 1997), (Teng, et al., 
1997), (Wu & Teng, 2002), (Allen & Kanamori, 2003), (Wu & Kanamori, 2005-A). Los 
potenciales daños ocasionados por los sismos dependen de muchos parámetros tales 
como la magnitud del evento, su localización, la intensidad, la proximidad a áreas pobladas 
y el contenido de frecuencias de los movimientos en relación con estructuras  importantes 
y otros.  
La amplitud pico del desplazamiento inicial de la onda P, Pd, refleja la relación de 
atenuación que existe entre el movimiento terrestre con la distancia. En estudios previos, 
se demostró que Pd está muy bien correlacionada con la velocidad pico del terreno “Peak 
Ground Velocity” PGV, en Taiwán  y en el sur de California (Wu & Kanamori, 2005-A). Este 
hecho sugiere que se puede predecir la intensidad del movimiento terrestre utilizando la 
porción inicial de la onda P. Por lo tanto, la determinación de la relación de atenuación de 
Pd  conduce naturalmente a aplicaciones prácticas para la generación de alertas tempranas 
de Sismos.  Por ejemplo, cuando un gran terremoto sucede, su localización puede ser 
rápidamente obtenida a partir de una pequeña parte del registro de la onda P en estaciones 
cercanas. la Pd puede entonces ser usada para determinar la magnitud por medio de dicha 
relación de atenuación, lo que permite ser usado para activar las operaciones de 
emergencia iniciadas a partir de la generación de alertas tempranas. 
Los fundamentos físicos para las alertas tempranas de sismos son relativamente simples. 
Fuertes sacudidas de la Tierra son causadas por las ondas de corte conocidas como ondas 
S y las posteriores ondas de superficie las cuales viajan a la mitad de la velocidad de las 
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ondas primarias también conocidas como ondas P, y todas ellas viajan muchísimo más 
lento que las señales electromagnéticas que puede ser transmitidas por teléfono, por radio 
o por redes de celulares.  
Consideremos un sismo con una capacidad destructiva típica ocurrido a una profundidad 
no mayor a 20 kilómetros y con una velocidad promedio de las ondas P de unos 8 Km/s y 
para las ondas S de 4.5 m/s. Si un terremoto se produce a 100 kilómetros de una ciudad, 
las ondas P pueden llegar a estar en aproximadamente trece segundos y las ondas S, que 
son las que produce la mayor destrucción y de las cuales es importante conocer su llegada, 
pueden estar arribando en unos 22 segundos.  En general, sí se contara con una red lo 
suficientemente densa cerca de las fuentes más probables de generar un sismo, un evento 
podría ser caracterizado en localización y magnitud en un tiempo de alrededor de diez 
segundos, lo que nos daría un tiempo de tres segundos de alerta antes del arribo de la 
onda P  de unos doce segundos antes de la llegada de las ondas S y las ondas 
superficiales  al centro poblado (Lee & Espinosa Aranda, 2003). 
El esquema descrito trabajaría muy bien con terremotos localizados a más de 60 kilómetros 
de la ciudad. Para sismos localizados a distancias más cortas, entre 20 y 60 kilómetros, se 
debe reducir el tiempo de detección y de generación de la alerta a unos cinco segundos. 
Para terremotos a menos de 20 kilómetros de la ciudad es muy poco  lo que se podría 
hacer y se reduciría tan solo a la instalación de dispositivos automáticos de apagado de 
líneas de transmisión de gas que puede ser disparados que por la llegada de la onda P. 
Normalmente un terremoto que se encuentra más de 100 km de una ciudad no se 
constituyen una amenaza grande dado que las ondas podrían ser atenuadas en un factor 
de 5. Sin embargo, hay casos excepcionales debido a condiciones particulares del sitio 
tales como la ciudad de México (Lee & Espinosa Aranda, 2003) y por extensión a la ciudad 
de Santafé de Bogotá que tiene un suelo similar al de esta. 
En el caso de la ciudad de Bogotá D.C., podemos observar en la Figura 4-1 que las zonas 
sismo-génicas, que pueden dar origen a un sismo a una distancia tal que por su magnitud 
puedan afectar de manera importante a la ciudad, están claramente distribuidas en dos 
franjas que se distribuyen en dirección N45W, una de ellas al oriente, correspondiente a 
las fallas del piedemonte llanero en el flanco oriental de la cordillera oriental y la otra al 
oeste que corresponde, entre otras, a la falla de Ibagué, también en el flanco oriental pero 
en este caso de la cordillera central. En ambos casos, los sismos más cercanos originaron 
a una distancia de 30 kilómetros aproximadamente. En este caso tenemos que la zona 
más cercana a estas franjas está contenida en distancias de hasta 60 kilómetros, que 
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Figura 4-1 : Detalle sismicidad alrededor de Bogotá D.C. – Modificado de SGC 
 
4.2.1 Estimación de la magnitud 
Uno de los primeros parámetros a ser determinados tan pronto como sea posible es la 
magnitud. Se emplearon múltiples aproximaciones para realizar esta primera estimación 
en corto tiempo, empleando una sola estación.  Existen gran variedad de métodos que van 
desde aquellos  basados en la estimación de la magnitud a partir de métodos netamente 
empíricos empleando los primeros 10 segundos (ML10), (Wu, et al., 1998),  hasta modelos 
basados, por ejemplo, en la amplitud pico de desplazamiento (Pd) que está fundamentado 
en un hecho físico  (Wu & Zhao, 2006). 
Algunos autores estimaron magnitudes usando el tiempo de llegada del primer pico 
completo, el periodo predominante y la amplitud de Fourier para la parte inicial de las 
señales de acelerómetros (Ground Motion). Sin embargo, con esta aproximación el error 
era de del orden de +-1.35 unidades de magnitud, calculada con una sola estación hasta 
+- 0.5 cuando se empleaban ocho estaciones o más (Grecksch & Kümpel, 1997). Otros 
trataron también de estimar la magnitud de la porción inicial del sismograma pero tuvieron 
grandes errores (Nakamura, 1988) y (Tsai & Wu, 1997), hasta que posteriormente se 
consiguió determinar la magnitud local ( ML ) de sismos grandes mayores a 5, con base en 
la determinación de la amplitud máxima, empleando el registro de los diez primeros 
segundos de la señal (ML10), de una red acelerógrafos mediante una relación empírica 
lineal ( 4-1 ), a partir de 23 datos de sismos (Wu, et al., 1998). 
 
= 1.28 ∗  − 0.85 0.13 
 
( 4-1 ) 
Muchos investigadores estudiaron la relación entre las pérdidas ocasionadas por sismos 
en relación con la amplitud y con los parámetros  medidos tales como la aceleración pico 
(PGA) y la velocidad pico (PGV) (Tsai, et al., 2001), (Wu, et al., 2002), (Wu, et al., 2003), 
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(Wu, et al., 2004). Sin embargo para propósitos exclusivos de alertas tempranas se 
requiere identificar las áreas más propensas para sufrir daños tan pronto como sea posible 
antes de que el movimiento pico ocurra. 
Los sistemas locales de alarma, utilizan generalmente los primeros segundos de la onda 
P para estimar la magnitud de un sismo en progreso. Este hecho supone que el proceso 
del sismo es determinístico y que la expansión final de la ruptura puede ser predeterminada 
(Allen & Kanamori, 2003) , (Olson & Allen, 2005). Se sugiere que el periodo predominante 
de la onda P en el registro desplazamiento puede ser un indicador de la magnitud del sismo 
(Kanamori, 2005). Este parámetro está relacionado con la función momento del terremoto. 
Sin embargo, existen discrepancias con respecto a dichas afirmaciones en el sentido de 
que la magnitud no puede ser determinada hasta que la ruptura haya sido completada 
(Rydelek & Horiuchi, 2006). Sólo para sismos con magnitudes menores a 6, en los cuales 
los primeros segundos contienen casi toda la historia de ruptura, se pueden encontrar altas 
correlaciones entre los periodos predominantes y las magnitudes que finalmente se 
observan. Estudios realizados posteriormente, permiten obtener una buena estimación 
PGA y PGV a partir del principio de registros sísmico en el mismo sitio (Wu & Kanamori, 
2005-A) y (Wu & Kanamori, 2005-B). 
Como parte de los trabajos tendientes a determinar la relación de otros parámetros 
sísmicos y la magnitud, se determinó la relación de atenuación Pd respecto a la distancia 
hipocentral, para el sur de California, empleando registros sísmicos de terremotos 
regionales tomados de la Southern California Seismic Network (SCSN) (Wu & Zhao, 2006). 
El modelo se implementó por medio de la selección de 25 sismos regionales, con 
magnitudes ML mayores a 4, incluyendo un sismo de magnitud mayor a 7 y dentro de un 
radio inferior a 120 kilómetros, cuyos datos corresponden a registros de velocidad de 
banda ancha, los cuales fueron numéricamente derivados para obtener las aceleraciones 
e integrados para obtener desplazamientos, así como también se aplicó un filtro Butterword 
paso alto con una frecuencia de corte de 0.075 Hz. Con base en esos datos, y empleando 
únicamente los tres primeros segundos del registro, se asumió un modelo simple de 
regresión lineal ( 4-2 ) entre los logaritmos de Pd, la Magnitud reportada M y el logaritmo 
de la distancia hipocentral R (Fowler, 1990), obteniendo valores de desviación estándar de 
+/- 0.18 para la estimación de la Magnitud, lo cual es consistente con otros modelos 
propuestos que establecen que la Magnitud total de un sismo está determinada por los 
estados tempranos del proceso de ruptura (Olson & Allen, 2005). 
 
log( ) = +  × +  × log(∆) 
 
( 4-2 ) 
Concluyeron además que para sistemas de alertas tempranas regionales la determinación 
rápida y confiable y las magnitudes es más difícil que la estimación de otros parámetros 
debido a que el tren de ondas S aún no está registrado antes de los diez segundos.  
Para la determinación de la magnitud algunos autores emplearon la relación lineal que 
existe entre el periodo predominante de la onda P y la magnitud (Nakamura, 1988), que 
aunque en discusión, sigue siendo empleada con más o menos buenos resultados, 
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utilizando los primeros 4 segundos de la señal. Para una estación se logra obtener una 
estimación de la magnitud con un error de+/- 0.33 unidades de magnitud (Lockman & Allen, 
2005). Lo interesante de este resultado es que se obtiene una buena precisión  a pesar de 
haber incluido eventos de magnitudes muy grandes para los cuales, los pocos segundos 
de registro empleados no garantizan contener la información completa del proceso de 
ruptura, que es uno de los argumentos en contra del empleo de pocos segundos del 
registro de la onda P. 
4.2.2 Estimación del azimut 
Es posible, a través de la información de tres componentes, encontrar la relación de la 
energía entre las mismas y establecer la dirección en la cual llega la onda al receptor. Esto 
se establece mediante las propiedades de polarización de las ondas sísmicas.  
El movimiento de la partícula descrito por una traza triaxial típica es la superposición de 
varios modos de arribo puros y ruido, (Samson, 1983) . Una trayectoria compleja 
tridimensional se genera como un desplazamiento sucesivo alrededor un punto de 
equilibrio de la partícula, con lo cual la señal, en un instante particular de tiempo, no puede 
dar información  acerca de la polarización de las diferentes ondas que atraviesan la 
estación triaxial, de tal manera que la señal y el ruido no son posibles de ser separadas de 
una manera simple. Solamente, mediante el empleo de información adyacente y 
consecutiva es posible realizar dicha separación. Por lo tanto,  es necesario observar el 
comportamiento del registro triaxial durante una ventana de tiempo suficientemente grande 
para poder obtener los parámetros de describen la señal. Por otra parte es necesario que 
dichos parámetros permanezcan aproximadamente constantes durante dicha ventana 
específica. Para los análisis de polarización es fundamental que las fase relativas y las 
amplitudes de las tres componentes sean cuasi-estáticas (Samson, 1983). 
Existen muchos métodos para detectar el primer arribo y estimar el azimut de llegada a 
partir de una única estación de tres componentes (Magotra, et al., 1987) , (Anant & Dowla, 
1997). Dichos algoritmos miden el grado polarización lineal de la fase de onda P y utiliza 
esta información para detectar el primer arribo y estimar el azimut, con resultados 
satisfactorios para sismogramas regionales. La aplicación de dichos algoritmos para sus 
propios sismogramas locales no fue tan satisfactoria, por lo que otros autores propusieron 
un nuevo método para estimar el azimut de una manera mucho más precisa y que permite 
extender los análisis previos polarización para sismogramas locales (Galiana-Merino, et 
al., 2007). El método propuesto está integrado por 3 etapas. En primer lugar se elimina el 
ruido de los sismogramas de tres componentes, luego se procede a la detección del primer 
arribo y finalmente se realiza la estimación del azimut.  
Para el cálculo del azimut de llegada, se puede emplear el hecho físico según el cual, el 
movimiento de las partículas producidas por la onda P se polariza en el mismo sentido de 
las vibraciones de dicha onda (Lockman & Allen, 2005). Los movimientos de partículas 
generados por la onda P caen en un plano vertical que pasa por la estación y el epicentro, 
el cual puede estar definido por el registro en los sensores horizontales y con base en la 
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componente vertical se resuelve la incertidumbre correspondiente al cuadrante que puede 
estar a uno u otro lado del plano contenido. Este caso se emplea un método similar 
propuesto anteriormente (Nakamura, 1988). 
 
= 180 + ( ) 
 
( 4-3 ) 
 
= +   
 
( 4-4 ) 
 
= +   
 
( 4-5 ) 
Donde i es el azimut de llegada estimado, Zi, Ni y Ei son las componentes vertical, norte-
sur  y este-oeste respectivamente registradas en el tiempo i. El azimut de llegada se calcula 
empleando los primeros 0.5 segundos de la onda P. Durante ese intervalo el valor de i  es 
calculado de manera continua y al final se toma el promedio de los valores de azimut de 
llegada. Los errores promedio calculados presentan una dispersión muy alta. Algunas 
estaciones tienen errores de hasta 8.5° y otras con errores hasta de 100°. Este resultado 
no es muy alentador y por consiguiente obliga a pensar en otras alternativas. 
Los primeros arribos de una señal sísmica para eventos regionales corresponden a la fase 
compresiva de la onda P, generalmente bien polarizada a lo largo de la dirección de 
propagación.  Esta relación se empleó, dada  la naturaleza polarizada de las señales 
sísmicas, que permitió desarrollar inclusive filtros de polarización basados en eventos con 
valores de azimut de llegada conocidos (Montalbetti & Kanasewich, 1970).  
En un caso ideal la señales sísmicas de cada una de las tres direcciones registradas en la 
estación, ortogonales entre sí (Z,N,E) puede ser proyectadas sobre la línea de llegada de 
la señal lo cual debería maximizar la varianza de los datos a lo largo de dicha línea y hacer 
que la varianza en cualquier otra dirección sea igual a cero. Inclusive para ocaso no ideal 
se esperaría que la varianza a lo largo de la línea de llegada de la señal sea mucho mayor 
que la varianza en cualquier otra dirección.  
El problema puede ser formulado de la siguiente manera (Magotra, et al., 1989): 
Dado un vector X de (3x1), con promedio cero y perteneciente al espacio (Z,N,E), se 
requiere encontrar la dirección en la cual la proyección y de X tiene máxima varianza. El 
escalar y puede ser expresado como un producto punto  ( 4-6 ) (Magotra, et al., 1989): 
 






( 4-6 ) 
Alertas tempranas en sismología 59
 
Donde U corresponde al vector normalizado (UTU=1) en el espacio (Z, N, E). Como X se 
asume promedio cero se puede decir, con respecto a los parámetros estadísticos de y y X 
lo expresado en ( 4-7 ) y  ( 4-8 ) (Magotra, et al., 1989): 
 
= [ ] = [ ] = 0 
 
( 4-7 ) 
 
= [ ] =  
 
( 4-8 ) 
Donde E[ ] representa el valor esperado estadístico de la variable entre corchetes. En la 
ecuación ( 4-8 ) C3D  representa la matriz de covarianza de X y puede ser expresada como 





( 4-9 ) 
donde: 
 
= [ ] ;  = [ ] ;  = [ ] 
 
( 4-10 ) 
 
=   [ ] ;  =   [ ] ;  =  [ ] 
 
( 4-11 ) 
 
De acuerdo con el planteamiento en el sentido de la maximización de la varianza en la 
dirección de arribo de la señal, se requiere entonces maximizar 2y con respecto a U, 
cumpliendo con la condición UTU=1. 
Mediante la utilización del multiplicador de Lagrange, expresando el Lagrangiano como 











= −  ( − 1) 
 
( 4-13 ) 
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Para maximizar el escalar 2y se requiere derivar con respecto a U y a M3, respectivamente 
igualar a cero en cada uno de los casos. En el caso de la derivada con respecto a M3 se 
obtiene la condición de restricción inicial.  Para el caso de la derivada con respecto a U se 
tiene ( 4-14 ) (Magotra, et al., 1989): 
 
( − ) = 0 
 
( 4-14 ) 
Donde I representa la matriz identidad. La ecuación( 4-14 ) Implica que M3 es un valor 
propio de C3D y U es su correspondiente Eigenvector. Para asegurar que la solución 
propuesta maximizar a 2y, la segunda derivada de esta (Matriz H) con respecto a U debe 
ser negativa semi-definida. La matriz H está dada por ( 4-15 ) (Magotra, et al., 1989): 
 
=  −  
 
( 4-15 ) 
De igual manera, se puede mostrar que para el plano horizontal norte-este, la dirección de 
la máxima varianza está dada por el Eigenvector correspondiente al máximo valor propio 




( 4-16 ) 
Este planteamiento matemático sugiere que existen dos maneras para estimar el azimut 
de llegada de un evento sísmico dado empleando una sola estación de tres componentes. 
Una primera aproximación consiste en estimar el Eigenvector correspondiente al máximo 
valor propio de la matriz de covarianza tridimensional ( 4-9 ) durante el periodo de arribo 
de la onda P y posteriormente obtener la proyección de esta sobre el plano norte-este. Por 
otro lado, es posible emplear la aproximación bi-dimensional estimando el Eigenvector 
correspondiente al máximo valor propio de la matriz de covarianza 2D ( 4-16 ), durante los 
primeros segundos que corresponden a la llegada de la onda P, de manera directa 
(Magotra, et al., 1989). 
Al ser implementados ambos métodos se encontró que, como era de esperarse, la 
implementación de la aproximación 3D resultó mucho más costosa, desde el punto de vista 
computacional que la aproximación 2D, a la vez que no introdujo una mejora importante 
en el cálculo del azimut de llegada del evento. Por esta se sugiere que con esta última es 
suficiente para un cálculo aceptable de dicho azimut (Magotra, et al., 1989). 
Existen también modelos generales analíticos de polarización con el empleo de un álgebra 
sencilla para derivar las de expresiones para los vectores  propios y la resultantes del 
movimiento de las partículas en términos de los elementos originales de la matriz de 
coherencia (Greenhalgh, et al., 2005), empleando para ello la información sensores tri-
axiales sencillos, y por medio de los cuales será posible tener más elementos para llevar 
a cabo la solución al problema de la determinación de la dirección de llegada de una señal 
sísmica. En la ecuación ( 4-17), se presentan los ángulos Azimut ( e Inclinación (), 
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correspondientes a las variables que deben ser determinadas para resolver el problema 
en la dirección de llegada, o en su defecto los cosenos directores del ángulo de emergencia 
(l,m,n) que cumplan con las condiciones ( 4-17 ) (Greenhalgh, et al., 2005): 
 
tan =  
 
tan  sin = ⁄  
 
tan θ cos =  
 
+ + = 1 
 
( 4-17 ) 
Los arribos más importantes en el análisis de las diferentes componentes de la señal 
sísmica, corresponderán la onda P y a las componentes horizontal (SH) y vertical (SV) de 
la onda S. 
Figura 4-2 : Dirección de llegada triaxial de onda. (Greenhalgh, et al., 2005) 
 
El vector de polarización T será determinado entonces por una dirección tal que logre 
“anular” el producto cruz con el vector de onda incidente (k) para la onda P o el producto 
punto con el vector de la onda incidente (k) para la onda S.  
 
−  ∶  × = 0 
 
 − ∶   ∙  = 0 
 
( 4-18 ) 
 
El vector de polarización tendrá entonces diferentes proyecciones  de acuerdo con el tipo 
de fase de arribo que se esté tratando, siendo estas proyecciones ortogonales coherentes 
y correspondientes a los ejes de detección en los sensores de tres componentes, siempre 
y cuando estén orientados de manera correcta. De esta manera es posible calcular dichas 
proyecciones a partir de ( 4-19 ) para la onda incidente P, ( 4-20 ) para la componente 
vertical de la Onda S y  ( 4-21 ) para la componente Horizontal de la honda S (Greenhalgh, 
et al., 2005). 
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  =  − sen cos | |
  =  − sen sen | |




( 4-19 ) 
    
  =  cos cos | |
  =  cos sen | |
  =  sen | |
 
 
( 4-20 ) 
 
    
  =  − sen | |
  =  cos | |




( 4-21 ) 
Es así como las amplitudes relativas en una estación triaxial están determinadas de 
manera general por relaciones de tipo geométrico (Greenhalgh, et al., 2005). 
La polarización perfecta para un arribo uni-modal, el cual transmite una señal desconocida 
S(t), puede ser descrito  completamente de una manera general empleando tres fasores 
rotando en el tiempo según ( 4-22 ) (Greenhalgh, et al., 2005). 
 
= ( )  ∙  
cos( + ) 
cos( + ) 
cos( + ) 
 
 
( 4-22 ) 
Dichos fasores rotan en el espacio alrededor de un origen fijo. Se puede mostrar que la 
dirección del producto cruz de los vectores formados en tiempos consecutivos t y t es fija, 
únicamente si los fasores mantienen una relación de fase (i) constante. Algunos autores 
manifiestan que esta simplificación no corresponde a la descripción real de un fenómeno 
complejo y variante en el tiempo. Múltiples modos con la misma ondícula y tiempo de arribo 
pueden ser siempre descritos mediante un modo simple y una superposición lineal, 
Mientras que modos múltiples con diferentes tiempos y direcciones de arribo van a producir 
cambios en las amplitudes y las fases relacionadas con las componentes (Greenhalgh, et 
al., 2005), de tal manera que la separación teórica de la energía de cada una de las fases, 
a partir de las amplitudes relativas registradas por una estación sismológica no resulta ser 
trivial. Sin embargo, estas relaciones son válidas sí se consideran ventanas de tiempo lo 
suficientemente pequeñas como para que las amplitudes y las fases permanezcan 
aproximadamente constantes y de esta manera la relación ( 4-22 ) resulta adecuada para 
dichos casos, siendo esta, la consideración que sustenta el empleo de una estación 
sismológica de tres componentes, para la determinación del azimut de llegada con tan solo 
la polarización de los primeros segundos de registro que corresponden al arribo de la onda 
P (Greenhalgh, et al., 2005). 
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La eliminación de ruido constituye un paso fundamental que garantiza contar con una señal 
adecuada para las siguientes etapas. A pesar que (Magotra, et al., 1989) asumen que en 
cada canal existe un ruido blanco gaussiano, para el análisis de polarización de los 
primeros arribos, este no es el caso para sismogramas reales. Además, existe un pequeño 
ruido o distorsión en los primeros arribos que puede conducir a la estimación  errónea  de 
azimut. Por esta razón se debe reducir el ruido hasta donde sea posible sin introducir 
ninguna distorsión o  cambios de fase en los primeros arribos á (Galiana-Merino, et al., 
2007). Para realizar esta operación, se emplea un método basado en la transformada 
wavelet para filtrar los sismogramas afectados por altas amplitudes de ruido no gaussiano 
que fue demostrado ser particularmente útil para eliminar el ruido en los sismogramas sin 
distorsionar los primeros arribos (Galiana-Merino, et al., 2003). Dicha transformada se 
aplica a los sismogramas de tres componentes utilizando 4 niveles de descomposición, la 
entropía de Shannon y la ondícula Daubechies como la ondícula de comparación. 
4.2.3 Estimación de la distancia 
Durante los últimos diez años parece haber habido un pequeño progreso en este tema, así 
como el reciente desarrollo de la llamada sismología en tiempo real que refleja el creciente 
y rápido desarrollo de la tecnología de los computadores y las comunicaciones y el avance 
en el entendimiento del fenómeno sismológico, con lo cual se hace posible estimar la 
distancia epicentral rápidamente a partir de una única estación sismológica. La estimación 
de la magnitud podrá ser realizada con base en la máxima amplitud de la onda P con un 
muy corto intervalo de tiempo después de que está inicia su registro. (Odaka, et al., 2003) 
Las ondas sísmicas presentan diferentes formas de envolvente, las cuales son 
características, dependiendo de la fuente y las condiciones de observación con lo cual es 
posible observar ciertos rasgos controlados por la magnitud, la profundidad focal y la 
distancia epicentral. La amplitud del registro en la parte inicial correspondiente a la onda 
P, que es usualmente más pequeña comparada con porciones tardías de la misma onda y 
de las amplitudes de las ondas S posteriores. Cuando las amplitudes son graficadas en 
una escala lineal muchas de ellas se salen de escala. Para evitar este problema es 
preferible que los datos de acelerógrafos sean procesados en escala logarítmica. Como 
resultado se pueden reconocer tanto el nivel de ruido que antecede al arribo de la onda P, 
una pequeña amplitud de la porción inicial de la misma y las largas amplitudes en fases 
posteriores, las cuales permiten entender las diferencias de la forma de onda de manera 
visual. (Odaka, et al., 2003) 
Para construir las formas de onda logarítmicas se debe remover el umbral de los datos 
restando el valor promedio. A continuación se agrega un pequeño valor comparable con la 
desviación estándar del ruido y de las pequeñas amplitudes con el fin de evitar valores 
nulos de amplitud. Finalmente, se toma logaritmo de los valores absolutos de las 
amplitudes transformadas de la manera descrita. Al tener las formas de onda en esta 
escala logarítmica se nota claramente que la pendiente de la porción ascendente en dicha 
envolvente se hace más suave en la medida en que la distancia epicentral aumenta 
(Odaka, et al., 2003). Adicionalmente, las amplitudes para sismos grandes se incrementan 
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gradualmente con el tiempo mientras que para sismos pequeños estas de crecen 
rápidamente después de la llegada de la onda P, lo cual es consistente con  observaciones 
anteriores (Anderson & Chen, 1995), Estas características son comunes a otros sismos 
(Odaka, et al., 2003) 
Dado que las características geométricas de la envolvente del registro sísmico en la escala 
logarítmica está relacionada con parámetros hipocentrales, se introdujo la función de tipo 
exponencial Bt*exp(-At) controlada por las variables A y B las cuales se determinan 
mediante el método de mínimos cuadrados en cada sismograma condensando. A través 
de estas dos variables, las características se pueden relacionar con el efecto de la 
magnitud y la distancia hipocentral descrito anteriormente (Odaka, et al., 2003). El 
parámetro B define la pendiente de la parte inicial de las ondas P mientras que el parámetro 
A está relacionado con las variaciones de amplitud con el tiempo. Cuando A es positivo, la 
relación B/(Ae) corresponde a la amplitud máxima donde e es la base de logaritmo 
naturales. Este es el caso típico para pequeños sismos lo cual indica que la amplitud crece 
drásticamente y decae rápidamente después del arribo de la onda P.  Cuando A es 
negativo la amplitud crece exponencialmente con el tiempo lo cual es característico en 
sismos grandes.  
La función propuesta (Odaka, et al., 2003) resulta apropiada para la caracterización de 
sismos dado que los dos parámetros A y B están directamente relacionados con dos 
características específicas de la forma de onda. La estimación de la distancia epicentral se 
puede realizar mediante una regresión logarítmica que la relaciona con el parámetro B. 
Para la estimación de la magnitud se  propone un modelo que la relaciona, a través de 
regresión logarítmica, con la amplitud máxima de la onda P para una ventana de tiempo y 
con el parámetro B, que como vimos está relacionado directamente con la distancia 
epicentral. Las magnitudes fueron estimadas con un error de +/- 1 unidades de magnitud, 
sin embargo, para la estimación de la distancia epicentral no se reportan incertidumbres. 
A pesar de esto, en una inspección visual de la dispersión en la correlación logarítmica 
existente entre la distancia epicentral y el parámetro B se observa que los errores pueden 
llegar a ser de algunas decenas de kilómetros. 
La estimación de la distancia hipocentral se realizó mediante la relación de escalamiento 
que existe entre la distancia, la amplitud de la onda P y el periodo predominante máximo, 
para la ventana de tiempo seleccionada (Lockman & Allen, 2005). Las relaciones de 
atenuación describen la manera como la amplitud de las ondas sísmicas disminuye con la 
distancia y la magnitud del evento, las cuales son usualmente descritas como aceleración. 
Se utiliza entonces la relación  ( 4-23 ) (Nakamura, 1989): 
 
log( ) = ∝ log
1
+ log +  
 
( 4-23 ) 
Donde R es la distancia hipocentral en línea recta, Ap es la amplitud de la onda P  y  
son constantes a ser determinadas mediante regresión  por ajuste de mínimos cuadrados. 
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Debido a que las distancias hipocentrales eran sistemáticamente sobreestimadas o 
subestimadas en diversas estaciones, se calcularon factores de corrección por efectos de 
sitio para cada una de dichas estaciones y los aplicaron a los modelos en cada caso. Con 
base en esta corrección lograron mejorar la relación lineal y por tanto obtuvieron errores 
de estimación de 23 kilómetros mejorando los errores promedio obtenidos sin el empleo 
de dicha corrección que eran de alrededor de 31 kilómetros (Lockman & Allen, 2005). 
4.2.4 Estimación de la localización 
La localización de la fuente para la generación de alertas tempranas, es decir en corto 
tiempo, que para redes no muy densas se debe realizar con una sola estación, se puede 
calcular mediante la combinación de la distancia hipocentral y el azimut de llegada del 
sismo los cuales se estiman de manera independiente pero que en su conjunto permiten 
calcular la ubicación del evento (Lockman & Allen, 2005). 
Sin embargo, en años recientes se exploraron algunas estrategias para realizar dicha tarea 
utilizando varias estaciones, dado que con una sola estación no fue posible. Gracias a las 
herramientas con que cuenta el programa Earthworm se implementaron algunas rutinas 
de proceso que se incorporaron diversos investigadores.  
Es así como (Hsiao, et al., 2011) desarrollan un prototipo que permite el análisis en tiempo 
real de señales de estaciones de  banda ancha, acelerómetros y sismómetros de corto 
periodo mediante los cuales realizan una determinación inicial de la magnitud y 
posteriormente, en la medida que más estaciones registran el evento, se procede a estimar 
la localización de la fuente. El sistema fue evaluado con 54 eventos obteniendo reportes 
completos del sismo en un tiempo de 18.8 ± 4.1 segundos después de la ocurrencia del 
evento. Para dicho reportes los errores en la localización del epicentro fueron en promedio 
de 6.3 ± 5.7 kilómetros y en la profundidad de 7.9 ± 6.6 kilómetros. 
Posteriormente, (Chen, et al., 2015) desarrollan el sistema eBEAR, basado enteramente 
en modelos propios de Earthworm y algunos otros desarrollados por los autores. El 
proceso de localización se realiza con base en la inversión a partir de varias estaciones. 
Para la verificación de la red se emplean 154 eventos, registrados por la red CWBSN-Net 
de Taiwán,  con magnitudes entre 4.0 y 6.5 a distancias menores de 100 kilómetros 
obteniendo errores y localización del orden de 4.7 ± 2.9 kilómetros. 
La implementación de los modelos de Earthworm permitió que (Romeu Petit, et al., 2016) 
desarrollaran su propio sistema de alerta temprana que fue verificado con un sismo en el 
sureste de la península ibérica obteniendo un error en localización 9 kilómetros y en 
profundidad de 23 kilómetros. 
El método de máxima verosimilitud se empleó  para la localización de hipocentros mediante 
múltiples estaciones (Sheen, 2015), quien emplea un método iterativo de búsqueda de 
Grilla para encontrar el punto con la mayor probabilidad de ser la fuente del evento. Emplea 
una función de densidad de probabilidad de los residuales entre los tiempos de viaje 
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observados y predichos entre pares de estaciones y construyen una función de 
verosimilitud a partir de la suma de los productos de las distribuciones independientes. La 
verificación la realiza por medio del método de Montecarlo con el cual genera 10000 
eventos sintéticos y obtiene errores en localización del orden de 8.5 ± 10.8 kilómetros para 
eventos dentro de la red y de 20.6 ± 33.1 kilómetros para eventos por fuera de esta. 
En la provincia de Fujian – China (Zhang, et al., 2016) implementan un sistema de alerta 
temprana que permite generar alarmas en un tiempo de 6.4 ± 0.97 segundos para eventos 
costa dentro después que la primera estación registra el inicio del evento obteniendo un 
error de localización de 4.6 ± 4.0 kilómetros y para eventos costa afuera las alarmas fueron 
generadas en un tiempo de 13.7 ± 2.9 segundos y con un error en localización de 30.6 ± 
31.4 kilómetros. El proceso de localización es iniciado con la primera estación alcanzada 
por el evento y se determina un epicentro potencial que es fijado como el centro  de  una 
región de Voronoi a una profundidad de 10 kilómetros que es la profundidad típica de los 
sismos en el área. Cuando una segunda estación es alcanzada el potencial epicentro es 
movido al área de contacto de los polígonos de Voronoi para las dos estaciones 
involucradas, por medio de un procedimiento  de búsqueda de Grilla. Finalmente, cuando 
más estaciones son alcanzadas se determina el epicentro mediante la solución de las 
ecuaciones de tiempo de viaje. 
4.3 Determinación de parámetros hipocentrales con una 
sola estación 
A partir de las últimas dos décadas se planteò la posibilidad de determinar parámetros 
hipocentrales a partir de una única estación sismológica, de tres componentes o inclusive 
algunos parámetros tales como la magnitud a partir de una sola componente y en muy 
corto tiempo, con el fin de generar alertas tempranas. Esta inquietud  se emplea desde 
finales de la década pasada, obteniendo un incremento en la precisión y la confiabilidad 
de este enfoque. En general, se observan dos tendencias marcadas en la solución del 
problema de la determinación de parámetros hipocentrales con la estrategia mencionada 
anteriormente.  De un lado se encuentran quienes proponen el empleo de regresiones 
lineales entre algunos parámetros de la señal y los parámetros hipocentrales. Del otro lado 
existe la propuesta de emplear parámetros espectrales más robustos tales como 
Transformada Wavelet y últimamente obtener la solución del problema por medio del 
análisis de los patrones presentes en los datos. 
La localización de eventos sísmicos con el empleo de una sola estación de tres 
componentes era reconocido como una alternativa de bajo costo y de precisión aceptable, 
aprovechando la posibilidad del empleo de múltiples algoritmos desarrollados hasta el 
momento, haciendo inclusive un llamado al incremento de la investigación en esta área 
(Frohlich & Pulliam, 1999). 
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Una de las tareas de los observatorios sismológicos consiste en la localización de las 
fuentes sísmicas. En general, esta tarea es llevada a cabo mediante el empleo de los datos 
provenientes de muchas estaciones localizadas en diferentes sitios de la red sísmica 
(Galiana-Merino, et al., 2007). Sin embargo,  en algunas situaciones, sólo se cuenta con 
la información proveniente de una sola estación sísmica de tres componentes y es 
necesario entonces aplicar otros métodos de localización (Jarpe & Dowla, 1991) y 
(Magotra, et al., 1989). Para estos casos se debe calcular el azimut de llegada, que 
corresponde al ángulo entre la línea fuente-sensor y la componente norte del sensor 
(Figura 4-2), así como también la distancia fuente-receptor, que puede ser obtenida a 
través de la diferencia entre la llegada de la onda P la onda S. En general el error asociado 
con la localización de los eventos mediante una sola estación es mucho más alto que el 
error obtenido mediante el empleo de varias estaciones, sin embargo, el tiempo de 
procesamiento es extremadamente menor y hace posible la generación de alertas 
tempranas. 
Se emplearon también regresiones lineales para la determinación de  magnitudes locales 
en sismos cerca de Taiwán Central, a partir de señales de acelerómetros (Wu, et al., 1998). 
Emplean varias estaciones para calcular la localización del hipocentro, gracias a la 
densidad de la red que poseen. Sin embargo, la determinación de la magnitud en menos 
de 15 segundos, no es posible debido a que  la onda de corte no se registró 
completamente. Proponen entonces la determinación de la magnitud con base en las 
amplitudes máximas recibidas antes de los 10 segundos (ML10), gracias a un modelo de 
regresión lineal que relaciona la magnitud local (ML) con esta magnitud (ML10) y a que 
obtienen un ajuste aceptable ( 4-24 ) (Wu, et al., 1998). 
 
 baMM LL 10  
 
( 4-24 ) 
Proponen entonces, trabajar con una sola estación introduciendo una relación empírica, 
de la forma: B t exp (-At), que se ajusta, a la envolvente de la parte inicial de la señal y 
mediante mínimos cuadrados se determinan los valores de A y B (Odaka, et al., 2003).  
Con base en el análisis de 10 sismos y sus respectivas réplicas, se encontró que el valor 
de logaritmo del parámetro  B es inversamente proporcional al logaritmo de la distancia 
epicentral (∆). Este es un resultado interesante dado que la magnitud está definida con 
base en el logaritmo de una amplitud máxima y el logaritmo de la distancia epicentral ( 4-25 
) y esta última está relacionada con un parámetro (B), a través de la relación propuesta, 
que puede ser determinado en corto tiempo y ser correlacionado mediante una ecuación 
similar de magnitud ( 4-26 ), haciendo el papel de la distancia epicentral y con unas 
constantes (a,b,c) que son determinadas por regresión lineal de sismos anteriores (Odaka, 
et al., 2003). 
 
CbSaM  log'log' max  
 
( 4-25 ) 
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cBbPaMest  log log max  
 
( 4-26 ) 
Se establecen regresiones lineales entre muchos parámetros de la señal asociados con 
parámetros hipocentrales, buscando también minimizar tiempos de respuesta (Wu, et al., 
2003). Emplean  además el parámetro c que consiste en la relación de las integrales de 
la velocidad al cuadrado sobre los desplazamientos al cuadrado, el cual es independiente 
de la distancia hipocentral.  Encontraron que la amplitud pico inicial (Pd) combinada con el 
parámetro   se correlacionan muy bien con la magnitud (Mw) y dado que se pueden 
determinar en poco tiempo, con una sola estación, resulta una excelente alternativa en la 
generación de alertas tempranas.   
Otros autores se enfocan en la posibilidad de obtener una alerta temprana empleando para 
ello la información de los primeros segundos de onda P en una sola estación, calculando 
los tres parámetros necesarios para obtener una alerta temprana que son la magnitud del 
evento o la distancia hipocentral y el azimut (Lockman & Allen, 2005).  
La operación de sistemas de alerta tempranas tanto en la ciudad de México como en 
Taiwán usan una técnica conocida como detección frontal (Front Detection) que consiste 
en calcular la magnitud cerca de la fuente y emitir una alerta a las poblaciones que se 
encuentran a  una distancia bastante mayor. El sistema de alertas de la ciudad México 
emplean el movimiento pico máximo medido cerca de la zona de subducción de Guerrero 
para estimar la magnitud, y envía dicha información a la población de ciudad de México 
que se encuentra 300 kilómetros de distancia permitiendo tener un alerta con un tiempo 
de anticipación de aproximadamente 60 segundos. (Espinosa Aranda, et al., 1995) y 
(Anderson & Chen, 1995). De igual manera, el Central Weather Bureau de Taiwán puede 
dar un estimativo de magnitud en aproximadamente 22 segundos después de registrado 
el arribo de la onda P y generar una alerta a poblaciones que se encuentren a 75 kilómetros 
del epicentro. 
Un método más avanzado para alertas tempranas emplean a la onda P para estimar los 
parámetros del evento, lo cual puede dar unos segundos adicionales ya que no es 
necesario esperar por el desplazamiento pico en el sitio. Se desarrolló el sistema Urgent 
Earthquake Detection and Alarm System (UrEDAS), el cual emplean los movimientos 
iniciales de la onda P registrados en una única estación para determinar dichos parámetros 
(Nakamura, 1988), como un primer enfoque y también los primeros segundos de la onda 
P pero empleando una red sísmica de estaciones para incrementar la precisión (Allen & 
Kanamori, 2003). 
De otro lado, mediante datos de cincuenta sismos en el sur de California, se realiza la 
determinación de los parámetros de los eventos sísmicos empleando para ella una única 
estación sísmica y sólo para efectos de alerta temprana (Lockman & Allen, 2005). La 
magnitud la distancia hipocentral y el azimut son todos estimados empleando los arribos 
de la onda P exclusivamente. Se obtuvieron diversos resultados de precisión, resaltando 
que para una cuarta parte de las estaciones lograron obtener estimaciones de magnitud 
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con errores menores +/- 0.3 unidades de magnitud, distancias hipocentrales con errores+/- 
15 kilómetros y cálculos de azimut con errores de +/- 20°. 
Con el fin de poder emplear como estrategia más rápida para la determinación de los 
parámetros hipocentrales de sismos a partir de los primeros movimientos registrados, que 
corresponden justamente a las ondas P, fue posible la caracterización del evento  
empleando una única estación, lo que permite acelerar el proceso teniendo en cuenta que 
no se requeriría esperar a que se acopie información en estaciones adicionales, lo que 
retarda el proceso, perdiendo tiempo significativo en la generación de un alerta oportuna 
(Lockman & Allen, 2005). Emplearon para ello el análisis de las formas de onda registradas 
en estaciones de velocidad de banda ancha para 50 terremotos ocurridos desde 1995 en 
el sur de California dentro de 15 kilómetros alrededor del epicentro, con magnitudes 
mayores a 5 similares a los empleados anteriormente   (Allen & Kanamori, 2003), 
incluyendo los sismos de Northridge,  Hector Mine y Landers con magnitudes de 6.7, 7.1 y 
7.3 respectivamente. Adicionalmente, se utilizaron 38 eventos con magnitudes entre 3.0 y 
4.9 seleccionados aleatoriamente incluidos en el conjunto de datos. 
El interés por los datos sismológicos de las estaciones de 3 componentes está relacionado 
con la oportunidad del empleo de una sola estación, no solamente para generar alertas 
tempranas sino para verificar el cumplimiento de los tratados de desarme nuclear. Múltiples 
investigadores desarrollaron algoritmos de detección de eventos para usar con un único 
canal de datos sísmicos empleando señales verticales de corto periodo.  Tales algoritmos 
son efectivos en la detección de fases de compresión en tele sismos para los cuales ángulo 
de llegada está cercana la vertical y por lo tanto o las componentes verticales serán mucho 
más grandes que las componentes horizontales. El sistema SEDSL (Seismic Event 
Detection and Source Location) fue desarrollada inicialmente para la detección y 
localización de eventos regionales (Magotra, et al., 1989). En este caso el término regional 
implica que el ángulo medido a partir del centro de la Tierra y cuyo arco corresponde a que 
el formado entre la fuente y el receptor, conocido como distancia epicentral , es menor a 
20°, que puede llegar a ser de alrededor de 2200 kilómetros de separación entre la fuente 
y el receptor a lo largo de la superficie terrestre. Las fases de eventos regionales tienen 
ángulos de incidencia someros que tal manera que la energía puede ser distribuida 
equitativamente entre los ejes de registro. En principio, un algoritmo detección que 
combina los datos de dos o tres ejes para una estación de tres componentes puede realizar 
una mejor interpretación de información que con un solo canal. Si el ruido de fondo está 
pobremente correlacionado entre los ejes, una suerte de acople entre las tres componentes 
puede mejorar la relación señal-ruido para las señales polarizadas. Adicionalmente, la 
estimación de la polarización de la fase inicial de compresión indica la dirección de la fuente 
y la distancia puede ser obtenida de la diferencia del arribo de las ondas P y S (Magotra, 
et al., 1989). 
Las mediciones de polarización pueden ser usadas para asociar e identificar diferentes 
fases de arribos. La combinación de estas técnicas puede llevar al desarrollo de algoritmos 
que detecten automáticamente y permitan realizar la localización de eventos regionales 
utilizando para ello una única estación sismológica de tres componentes. La localización 
es serán por supuesto de tipo preliminar y serán una indicación de la que finalmente se 
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pueda lograr con varias estaciones circundantes a la fuente. Sin embargo en áreas donde 
haya muy baja densidad de estaciones esta aproximación puede ser aplicada para obtener 
información de pequeños eventos que son observados por una o dos estaciones a lo sumo.  
Es posible lograr una rápida y automática estimación de parámetros tales como 
localización, profundidad focal y magnitud, para ser aplicado principalmente en regiones 
con escasa densidad de instrumentación y con un alto riesgo sísmico, empleando para ello 
una sola estación de banda ancha y una base de datos grande para crear una base de 
conocimiento (Zhizhin, et al., 2006). Se desarrolla un sistema complejo, que involucra 
múltiples algoritmos en cadena, basados algunos en reconocimiento de patrones. Realizan 
la detección de las ondas P y S mediante Short Time Average/Long Time Average 
(STA/LTA) en combinación con un método comparativo de energía (CECM). Para la 
determinación del azimut realizan un análisis estándar de polarización de la onda P.  Para 
la determinación de la distancia epicentral emplean la diferencia entre las ondas P y S la 
magnitud  la calculan mediante la fórmula de Praga (Zhizhin, et al., 2006).  
Se emplearon también estrategias de estimación de la magnitud por métodos de regresión 
en el Sur de California- Estados Unidos tales como relaciones entre el coeficiente 5 de la 
transformada Wavelet de las formas de onda de estaciones de banda ancha y tres 
componentes a partir de 53 eventos con magnitudes entre 3.0 y 7.4 a una distancia menor 
de 150 kilómetros,  para un tiempo de 4 segundos obteniendo valores de magnitud con 
una desviación estándar entre 0.7 y 1.2 unidades de magnitud (Simons, et al., 2006) así 
como también, mediante la relación de la magnitud con la amplitud de la onda P y la 
distancia hipocentral obteniendo desviaciones estándar de ±0.18 unidades de magnitud 
empleando 24 Eventos con magnitudes entre 4.0 y 7.0 A una distancia Unidades de 
magnitud menor a 100  kilómetros y ±0.31 unidades de magnitud con 13 eventos  con 
magnitudes entre  4.0 y 5.4  a una distancia menor de  50 kilómetros (Wu & Zhao, 2006). 
En Taiwán, mediante el empleo de formas de onda obtenidas de estaciones de banda 
ancha de la red CWBSN, se determinó la relación entre la magnitud de la amplitud pico de 
desplazamiento de la onda P inicial y la distancia epicentral, empleando 54 eventos a una 
distancia menor de 70 kilómetros obteniendo una desviación estándar de ±0.51 unidades 
de magnitud (Hsiao, et al., 2011).  Este modelo es empleado posteriormente por  (Chen, 
et al., 2015) dentro de un módulo elaborado para el sistema Earthworm, que forma parte 
del sistema de alarmas de Taiwán, donde emplearon formas de onda  de 154 eventos con 
magnitudes entre 4.0 y 6.5, que permitieron la parametrización del mismo y mediante el 
cual se obtuvieron errores de 0.2 ±0.1 unidades de magnitud. 
En Japón, (Noda, et al., 2016) proponen la determinación de la magnitud mediante la 
relación de la diferencia de tiempo entre la llegada de la onda P y el pico máximo de alta 
frecuencia en acelerogramas de la red K-net. Se emplearon 11718 registros 
correspondientes a 226 eventos con magnitudes entre 4.0 y 9.0 a una distancia menor de 
200 kilómetros obteniendo una desviación estándar de ±0.5 unidades de magnitud. 
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Finalmente, (Heidari, 2016) propone también un modelo de regresión basado en la relación 
del parámetro B de la envolvente de la forma de onda expresada como y= y=B t  exp (−A) 
y el logaritmo de la distancia epicentral calculados a partir de 440 registros de 17 eventos 
en Irán, con magnitudes entre 4.0 y 7.8 y una distancia epicentral menor a 150 kilómetros, 
obteniendo desviaciones estándar entre ±0.42 y ±0.46 unidades de magnitud. Empleado 
además la relación entre los parámetros A y B de la envolvente y la amplitud máxima de 
la onda P, en una ventana de cinco segundos, para la determinación de la distancia 
epicentral obteniendo precisiones de alrededor de 20 kilómetros. 
Lo métodos mencionados anteriormente están basados en el empleo de parámetros 
básicos de la señal y métodos estadísticos de regresión. Sin embargo, existen trabajos 
relacionados con el empleo de rasgos espectrales de regiones específicas de la 
Transformada Wavelet, que permite desarrollar un trabajo similar con un componente 
espectral de análisis más amplio. Se emplean métodos de transformada Wavelet para el 
picado de P y S en señales de periodo corto (Anant & Dowla, 1997). Para el picado del 
arribo de la onda P emplean la información de polarización y para el arribo de la onda S 
utilizan información de amplitudes radiales a través de diferentes escalas. Concluyen que 
sus resultados son comparables a los de un analista calificado. También es posible realizar 
un pre-filtrado por medio de transformada Wavelet, antes de emplear el clásico método de 
STA/LTA, reduciendo el número de falsas alarmas (Botella, et al., 2003),  que puede ser 
aplicado a la estimación del azimut, con una sola estación de tres componentes,  
mejorando el picado de onda P para proceder a la determinación de azimut por medio de 
ventanas adaptables en longitud alrededor del picado de P y calculando la polarización 
lineal del primer arribo (Galiana-Merino, et al., 2007). 
Estos enfoques complementarios permiten concluir que se cuenta con dos herramientas 
muy poderosas en la determinación rápida y precisa de parámetros hipocentrales con una 
sola estación de tres componentes y que existe una gran cantidad de características 
espectrales de las señales sísmicas analizadas y muchas de las cuales presentan 
correlaciones de tipo lineal entre ellas. 
Con las evidencias presentadas acerca de la relaciones lineales que existen entre muchos 
parámetros espectrales de la señales sísmicas y parámetros hipocentrales básicos, se 
puede pensar en el empleo de técnicas nuevas que logren incorporar una solución más 
integral del problema y no solo algunos parámetros independientes que es el común de 
los trabajos que se presentaron hasta el momento y que utilizan una sola estación 
sismológica de tres componentes y de banda ancha 
Otra aproximación a este problema consiste en el empleo de métodos de reconocimiento 
de patrones para extraer, a partir de los registros de banda ancha, la información necesaria 
para interpretar con respecto a la base de conocimiento constituida por la gran cantidad 
información que secuestrar de dicho registros (Zhizhin, et al., 2006).  
Se desarrollaron métodos basado en el análisis de agrupamiento de trazas alineadas de 
forma no lineal conocido como esquema de reconocimiento sintáctico  de patrones  
(Syntactic Pattern Recognition Scheme) más conocido como SPARS por sus siglas en 
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inglés (Zhizhin, et al., 1994). Consiste en la medición en un conjunto de registros las 
diferencias basadas en la distancia de Levenstain entre  los elementos del conjunto de 
datos con lo cual se realizan una clasificación en grupos mediante el agrupamiento por el 
vecino más cercano de las formas de onda parametrizadas. Este método fue exitosamente 
aplicado a los datos sismológicos recogidos por la estación de banda ancha GEOSCOPE 
en Numea (Nueva Caledonia) donde se logró el agrupamiento de casi todos los sismos 
disponibles en el conjunto de datos. (Zhizhin, et al., 1995). 
Este método permite encontrar, en un grupo de eventos, lo que se conoce cómo multiplets 
(Ishida & Kanamori, 1978),  (Geller & Mueller, 1980). Muchos de estos trabajos condujeron 
al mejoramiento de la resolución de los modelos de tiempo de viaje para propagación para 
trabajos de relocalización y para estudios de estructuras locales (Poupinet, et al., 1984) , 
(Fréchet, et al., 1989) ,  (Got, et al., 1994) , (Poupinet, et al., 2000). Se emplea una ventana 
precisa  de tiempo para encontrar los multiplets, generalmente alrededor de la onda P y  
múltiples fases de S para comparar los registros con ellos mismos. Dicha comparación de 
los eventos con el algoritmo SPARS implica el análisis del sismograma completo. Esta 
segunda aproximación permite encontrar multiplets en un conjunto de datos muy grande y 
con una variedad grande de eventos.  
El método SPARS se implementó junto con los algoritmos asociados para el picado 
automático de los tiempos de arribo de las ondas P y S y para la localización de los nuevos 
eventos mediante una técnica de lógica difusa (Zhizhin, et al., 2006). El chequeo del 
método se llevó a cabo mediante el uso de datos registrados en la estación PVC, la cual 
es una estación de banda ancha de tres componentes y con la estación GEOSCOPE 
operada en Port Vila (Vanuatu) (Zhizhin, et al., 2006). Con estos datos generaron una base 
de conocimiento y consiste en formas de onda y parámetros de fuente de eventos muy 
bien localizados tomados del centro nacional de información de terremotos – NEIC por sus 
siglas en inglés (National Earthquake Information Center). Presentan una nueva técnica 
para la localización de los eventos basado en la similitud de sus formas de onda con los 
eventos pertenecientes a la base de datos y empleando algunas restricciones físicas 
derivadas de las señales de entrada. 
La distancia epicentral fue estimada con base en la relación que existe entre esta y la 
diferencia de tiempo de arribo de las ondas P y S mostrada en ( 4-27 ), donde D está en 
kilómetros y tp y ts en segundos. Para dicha relación emplearon un modelo determinado a 
partir de observaciones de sismos regionales de ondas P y S, en un rango entre 300 y 800 









( 4-27 ) 
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A partir de ( 4-27 ), es posible obtener la relación ( 4-28 ) que permite determinar la 
distancia epicentral con base en la diferencia de tiempos de arribo de la onda P y  la onda 
S.  
 
= − − 4.5 × 10.5 
 
= ∆ − 4.5 × 10.5 
 
( 4-28 ) 
La estimación de la magnitud para eventos locales y regionales puede ser obtenida 
empleando una gran variedad de relaciones, dependiendo de los instrumentos utilizados y 
de las ondas sísmicas empleadas dichos modelos. Las diferencias en los resultados, en 
particular debido a los periodos de las amplitudes nuestras, conducen a una gran cantidad 
de discusiones las cuales aún se encuentran vigentes (Zhizhin, et al., 2006). Debido al 
empleo de instrumentos de banda ancha, es conveniente  el empleo de un modelo del 
Geophysical Institute, Czechoslovak Academy of Sciences - Praga ( 4-29 ) donde A, T y D 
son respectivamente el desplazamiento en micrómetros, el periodo en segundos y la 
distancia epicentral en grados y Cs corresponde a una constante de calibración para el 
equipo (Vanek, et al., 1962) y (Karnik, et al., 1962). 
 
= log( / ) + 1.66 log( ) + 3.3 +  
 
( 4-29 ) 
Investigaciones más recientes emplean algoritmos de localización automática de sismos 
empleando una sola estación sismológica de tres componentes, en casos tales como la 
estación Wied Dalam en Malta (Agius & Galea, 2011), el desarrollo de nuevas estrategias 
para la caracterización rápida de sismos en redes no muy densas (Fojtíková & Zahradník, 
2014), hasta el empleo inclusive de la determinación de la dirección de llegada de una 
onda sísmica empleando geófonos triaxiales de fibra óptica para propósitos de defensa 
(Chang & Cui, 2013). 
Se encuentran también algunas otras estrategias para la determinación de la magnitud 
tales como el empleo de redes neuronales realizado por (Böse, et al., 2012), para lo cual 
emplean como descriptores de entrada el logaritmo de las amplitudes de desplazamiento, 
velocidad y aceleración así como también las velocidades de onda S en los primeros 30 
metros de profundidad para tener en cuenta los efectos de sitio y poder entrenar la red con 
datos provenientes de diferente redes . Es así como emplea simultáneamente 2431 
registros de 161 eventos de las redes del Sur de  California- Estados Unidos (CISN), Japon 
(K-NET) y Taiwan (TSIMP), obteniendo  desviaciones estándar de ±0.70, ±0.53 y ±0.50 
unidades de magnitud para ventanas de tiempo de 0.25, 2 y 3 segundos respectivamente. 
También lograron estimar la distancia epicentral con errores entre 16 y 19 kilómetros. 
También se emplearon redes bayesianas en la determinación de la magnitud, relacionando 
la velocidad pico de onda P para nueve filtros Butterword pasa-banda, empleando 64460 
registros de 5852 eventos de las redes de Japón (K-NET y KiK-Net) y Sur de  California- 
Estados Unidos (CISN), obteniendo  desviaciones estándar de ±0.53, ±0.43, ±0.41 y ±0.38 
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unidades de magnitud para ventanas de tiempo de 0.5,1, 3 y 10 segundos respectivamente 
(Meier, et al., 2015). 
Otra estrategia empleada consistió en la comparación de los espectros de frecuencia de 
las formas de onda registradas por acelerómetros en Bishkek, Kyrgyzstan - Asia Central, 
obteniendo una precisión de 0.2 unidades de magnitud evaluada para un solo evento 
(Stankiewicz, et al., 2015). 
El desarrollo posterior de módulos de procesamiento para el programa Earthworm permitió 
la determinación de la magnitud con un error de 0.34 unidades de magnitud evaluadas en 
un solo sismo en el sureste de la península Ibérica (Romeu Petit, et al., 2016). 
Se reportan además, resultados de la determinación de la magnitud con base en un 
sistema completo de monitoreo y generación de alertas tempranas en Fujian-China, donde 
logran tener errores del orden de 0.6 ±0.5 para eventos costa adentro y de 0.2 ±0.4 para 
eventos costa afuera (Zhang, et al., 2016). 
En los últimos años se realiza la determinación rápida del azimut de llegada de los eventos 
sísmicos, con una sola estación presentando resultados variables. Una de las estrategias 
consiste en el empleo de componentes principales de los registros sísmicos de 
desplazamiento, en una ventana de tiempo de un segundo, para las tres componentes 
(Noda, et al., 2012). Los autores emplearon 1991 registros de forma de onda obtenidos en 
la red K-Net del Japón, para sismos con magnitudes mayores a 5.5 y con distancias 
epicentrales menores a 300 km. Emplearon tres estrategias distintas mediante las cuales 
obtuvieron errores de 67.9° para el método convencional, de los cuales el 64% de los 
sismos procesados estuvieron en el rango de los 30°, errores de 57.3° para ventanas de 
tiempo fijas de 0.6 s y de 49.0° cuando se emplearon ventanas variables de tiempo. 
Concluyen que la estrategia propuesta permite al menos obtener valores de azimut de 
llegada independientes de la magnitud y la distancia epicentral. 
Posteriormente. (Eisermann, et al., 2015), emplean también tres estrategias diferentes 
para la determinación del azimut de llegada con base en 114 formas de onda registradas 
en sismómetros de corto periodo y sismómetros de banda ancha, correspondientes a 14 
sismos en el Sur de California – Estados Unidos, con magnitudes entre 3.2 y 5.7 y a menos 
de 90 kilómetros del epicentro. Obtienen una desviación estándar de 13° gracias a que se 
eliminan todos aquellos cálculos que excedían los 30° de error y algunos con errores 
moderados, con lo cual se rechazó aproximadamente el 50% de los cálculos. 
4.4 Precisiones obtenidas para alertas tempranas 
Debido al gran número de trabajos relacionados con la determinación de parámetros 
hipocentrales para la generación de alertas tempranas presentados en los capítulos 
anteriores, es necesario resumir de una manera breve y concisa las precisiones obtenidas 
en dichas determinaciones y los procedimientos empleados en los trabajos más 
importantes, con el fin de facilitar las labores de análisis. 
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Es por esta razón que se presentan a continuación las tablas en las cuales se resumen 
algunos de los trabajos más importantes en esta área. En la Tabla 4-1 se presentan las 
características generales de cada uno de los trabajos mencionados y en la Tabla 4-2 Se 
resumen las precisiones obtenidas. 
Dado que la mayor parte de los trabajos están relacionados con la estimación de la 
magnitud, se presenta la Figura 4-3 en donde se puede observar la evolución de las 
precisiones con las cuales se pueden determinar valores de magnitud para alertas 
tempranas.  Se observa claramente como las mejores precisiones se obtuvieron para 
modelos entrenados con pocos eventos, generalmente seleccionados entre los de mejor 
calidad. Sin embargo, en la realidad se presentan todo tipo de calidad de señales, de tal 
manera que los sistemas de alerta temprana deben trabajar con algoritmos que incorporen 
modelos generados a partir de un mayor número de señales que puedan involucrar la 
variabilidad esperada durante el funcionamiento de los sistemas de registro. Por esa razón, 
las precisiones esperadas para un sistema en funcionamiento  real corresponden aquellas 
con un mayor número de eventos de entrenamiento, para las cuales las precisiones 
mejoraron notablemente a través de los años reduciéndose desde 1.4 unidades de 
magnitud hasta un promedio de 0.4 unidades de magnitud en la actualidad. 
En cuanto a las precisiones obtenidas para la distancia epicentral se observa en la Tabla 
4-2 que en promedio los valores de desviación standard obtenidos oscilan entre los 15 y 
20  kilómetros, para determinaciones realizadas con una sola estación sismológica. Las 
mayores precisiones obtenidas, del orden de los 0.2 kilómetros, corresponden a  
determinaciones realizadas con múltiples estaciones. 
Las precisiones obtenidas en localización, de acuerdo con la Tabla 4-2 son en promedio 
del orden de 7 kilómetros con una desviación estándar de alrededor de 6 kilómetros, con 
lo cual se puede concluir que las mejores precisiones están alrededor de los 13 kilómetros 
y en ocasiones los errores superan los 30 kilómetros, particularmente para sismos lejanos. 
Los errores obtenidos en la determinación  de la profundidad se encuentran entre los 10 y 
20 kilómetros, sin embargo, las mejores precisiones fueron obtenidas a partir de 
información proveniente de varias estaciones sismológicas. 
Finalmente, en la determinación del azimut de llegada se presentan diversos valores de 
desviación estándar para el error. Es así como las mejores precisiones, entre 13° y 20°, 
fueron obtenidas mediante la selección de eventos con el fin de descartar aquellos que 
presentan errores mayores. Cuando se emplean todos los eventos, los errores  llegan a 
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Tabla 4-1 : Características generales de los principales trabajos de determinación de 
parámetros hipocentrales en alertas tempranas. 
 














Norte y centro 
america
Mw en funcion de la Distancia Epicentral, Amplitud del sismograma y 
Frecuencia predominante
WU, SHIN & TSAI 1998 REGRESION 23 5.0-6.4 100 SM Taiwan
Ml en funcion de la Magnitud calculada con maxima amplitud a los 10 
segundos. Los sismos fueron seleccionados entre los mejor localizados
ALLEN & 
KANAMORI





Periodo Predominante y amplitudes
ODAKA et. Al. 2003 REGRESION 10 3.9-7.3 200 SM Japon
Envolvente de y=B t  exp (−A). donde Δ es funcion de B y  Ml= es 
funcion de Pmax y B
LOCKMAN & 
ALLEN





Un cuarto de las estaciones. Periodo Predominante, y amplitudes
















Transformada Wavelet Discreta - Coeficiente escala 5











Magnitud en funcion de la amplitud de onda P y la distancia 
hipocentral. Eventos de magnitud inferior a 6.5





pd - Amplitud pico de desplazamiento inical onda P y distancia 












Descriptores : Logaritmo de las Amplitudes de Desplazamiento, 
Velocidad y Aceleracion y Vs30 (Velocidad de onda S en los primeros 
30 s). Banda Ancha  mejor para M<6
NODA et. al. 2012
PCA convenc.




















Se eliminan las soluciones con SNR>5 y diferencias entre los tres 
metodos de mas de 3 grados. Asi reducen el error eliminando 
alrededor del 50 % de los datos (Todas las soluciones con error > a 30 y 
una parte de las soluciones con error entre 10 y 30)












Emplea modulos de Earthworm. Localizacion con mutiples estaciones.















Japon K-NET y KiK-
Net
California SCSN
Envolvente de PGV. Descriptores: para cada traza de Velocidad , 9 
filtros pasabanda butterword diferentes y en cada uno se toma la PGV 
maxima. Una sola estacion . Todo combinado. Resultados mejores con 










Inversion de tiempos de llegada onda P. 5 Estaciones minimo. El test 
se hizo mediante simulacion de Montecarlo
STANKIEWICZ  
et.al.







Espectro de frecuencia de las formas de onda registradas y librería.









Envolvente de y=B t  exp (−A).   ventanas de 2-3 4 y 5 s log(dis) 











Diferencia de tiempo Top entre llegada onda P y el pico maximo de alta 






1 > 4.8 - -
Sur este de la 
Peninsula Iberica
Red Densa - Test con GC earthquake of 16 December 2013 at 07:06:23 
UTC with Mw 4.8.
ZHANG
et. al.
2016 EEW SYSTEM - - -
CHINA
Network
In Land Event - 
Fujian
Offshore - Taiwan
Sistema completo de monitoreo y generacion de alertas Fujian-China
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Tabla 4-2 : Precisiones obtenidas en los principales trabajos de determinación de 
parámetros hipocentrales en alertas tempranas. 
 














Norte y centro 
america
1 ±1.36
WU, SHIN & TSAI 1998 REGRESION 23 5.0-6.4 100 SM Taiwan 10 ±0.13
ALLEN & 
KANAMORI









ODAKA et. Al. 2003 REGRESION 10 3.9-7.3 200 SM Japon 3 ±1.0 Large
LOCKMAN & 
ALLEN





4 ±0.3 ±15 +-20
















4 -0.7 a 1.2








































NODA et. al. 2012
PCA convenc.






































0.2 ± 0.1 4.7 ± 2.9
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Para la obtención de un modelo de caracterización rápida de un evento sísmico a partir de 
los primeros segundos de los registros de una sola estación sismológica de tres 
componentes se emplearon los datos crudos provenientes del registro histórico de la 
estación El Rosal perteneciente al Servicio Geológico Colombiano. 
Los datos fueron procesados para extraer algunas características propias de la señal que  
permitieran condensar, a través de estos descriptores, la información que dichos registros 
llevan consigo, de la forma en que la perturbación originada en la fuente es modificada 
durante su recorrido hasta la estación y de esta manera poder comparar dichos parámetros 
con la información calculada de magnitud y localización del evento, mediante técnicas y 
algoritmos de aprendizaje de máquina que permitieron reconocer la relación de los 
patrones presentes con lo cual se generó un modelo predictivo de la relación entre los 
parámetros descriptores obtenidos en la primera porción de los registros sísmicos con las 
características conocidas del evento. 
El procesamiento se llevó a cabo en dos etapas: la primera consistió en la estructuración 
del conjunto de datos para entrenamiento a través de la extracción de descriptores y 
parámetros hipocentrales de los datos obtenidos del Servicio Geológico Colombiano de los 
eventos que se muestran en la Figura 5-1, que fueron posteriormente depurados y 
organizados en diferentes conjuntos de datos para cada una de las variables a modelar. 
En la Figura 5-2 se ilustra procedimiento descrito. La segunda etapa consistió en la 
evaluación de cada uno de los modelos de las variables a determinar y de las 
combinaciones de magnitud de corte y tiempo de señal, para la determinación de los 
parámetros con los cuales dichos modelos podrían tener un mejor ajuste y por lo tanto 
hubiera ser empleados para la determinación rápida de parámetros hipocentrales para ser 
empleado en la generación de alertas tempranas. 
5.1 Registros sísmicos básicos 
Se emplearon los registros sísmicos provenientes de la estación sismológica “El Rosal” 
perteneciente al Servicio Geológico Colombiano (SGC), antes conocido como Ingeominas, 
estación que fue actualizada en el año de 1999 con la ayuda de personal del CTBTO 
(’Comprehensive Test-Ban-Treaty Organization), y que se encuentra en las proximidades 
de la ciudad de Santa Fe de Bogotá.  
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La estación para el monitoreo de pruebas nucleares fue instalada en abril de 1997 en El 
Rosal (Cundinamarca) dentro de predios de la Aeronáutica Civil, funcionando 
continuamente hasta octubre de 1998  cuando una descarga eléctrica la averió. 
Posteriormente, en 1999 se acordó su reemplazo por una Estación  Primaria del Sistema 
Internacional de Monitoreo (IMS), perteneciente al CTBTO (Bermudez & Rengifo, 2002). 
El sensor que registra la señal sísmica en El Rosal es marca Guralp modelo CMG - 
T3E007, con respuesta  plana aproximadamente entre 0.01 y 50 Hz y período natural en 
las tres componentes de 0.9 segundos. La estación cuenta con un digitalizador marca 
Nanometrics, modelo RD3-HRD24, que provee un muestreo  simultáneo de tres canales, 
y resolución de 24 bits con una sensibilidad variable.  Para eliminar el ruido, el digitalizador 
filtra inicialmente los datos con un filtro análogo de quinto orden de Bessel, luego estos son 
muestreados a una velocidad de 240 KHz. Posteriormente pasan por dos filtros: un primer 
filtro tipo FIR (Finite Impulse Response), el cual elimina las bajas frecuencias, y un filtro 
pasa alto del tipo  IIR (Infinite Impulse Response) que remueve el offset de los datos; por 
último, los datos son decimados para obtener la velocidad de muestreo de salida 
(Bermudez & Rengifo, 2002). 
La selección de esta estación se realizó con base en la pertinencia de la obtención de un 
modelo predictivo  de utilidad para la generación de alertas tempranas para la ciudad de 
Bogotá, la cual es la más importante de Colombia,  se encuentra expuesta a eventos 
sísmicos y presenta una alta vulnerabilidad asociada con su importancia económica y 
administrativa. Con los datos obtenidos de la estación seleccionada se procedió a generar 
los conjuntos de datos apropiados para la evaluación y posterior generación de los 
modelos de aprendizaje de máquina. En la Figura 5-2 se presenta  el procedimiento 
empleado para dicha generación.  
De manera muy general, este procedimiento emplea los datos de forma de onda de 
múltiples sismos y los respectivos valores de magnitud y localización calculados por el 
SGC. Se calculan los descriptores o propiedades de la señal pertinentes y se construye el 
conjunto general de datos que es separado en varios subconjuntos que combinan tiempo 
de señal y magnitud de corte. Estos subconjuntos son empleados como datos de 
entrenamiento y evaluación para los modelos de los diferentes parámetros hipocentrales, 
estableciendo las magnitudes de corte y el tiempo de señal para os cuales se obtienen os 
mejores factores de desempeño. 
Los datos corresponden a los registros obtenidos de las tres componentes, también 
conocidas como formas de onda, y la localización y caracterización completa de 2164 
eventos sísmicos detectados, ocurridos entre el primero de enero de 1998 y el 27 de 
octubre de 2008 y localizados a menos de 120 kilómetros de la estación. Cada uno de 
estos eventos cuenta también con el archivo de determinación de magnitud local y 
epicentro, calculado por el SGC. Cada uno de los archivos de forma de onda, fueron 
convertidos a formato ASCII, mediante el programa SEISAN, con el fin de poder acceder 
a la información mediante un formato no-propietario. Se realizó una primera selección, 
descartando los sismos con magnitud local menor a 2, en virtud a que sismos con 
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magnitudes menores no son de interés. De esta manera, se inició el procesamiento de los 
datos, con 864 eventos. En la Figura 5-1 se muestra el mapa de localización de los eventos 
seleccionados para el conjunto de datos, realizado en el sistema de coordenadas planas 
de Gauss Origen Bogotá (74). En el Anexo F se presenta la información básica de los 
eventos donde se incluyen el nombre del archivo de formas de onda (A-File), el archivo de 
procesamiento de Seisan (S-File) así como también la información de localización y 
magnitud. 
Figura 5-1 : Localización de los sismos del conjunto de datos 
 
El procesamiento y análisis incorporó todos los registros preseleccionados sin considerar 
aspectos de la calidad de la señal, tales como la relación señal/ruido debido a que el 
modelo está concebido para trabajar con la información tal como llega al sensor, de tal 
manera que la generalización involucre todos los datos tal como se registrarían durante el 
funcionamiento normal de la estación y así permitir la predicción de la magnitud y la 
localización de cualquier evento registrado, ajustándose de esta forma a las condiciones 
reales de operación. En el Anexo E se observa el módulo de administración e inspección 
de los archivos de formas de onda y sus correspondientes datos de localización y magnitud 
para cada uno de los eventos que se consideraron la presente investigación, desarrollado 
como parte de las herramientas necesarias para el manejo de los datos. El modelo permite 
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la extracción de los parámetros básicos para ser empleados como como descriptores para 
la determinación de los patrones a ser reconocidos y relacionados. 
Figura 5-2 : Estructuración del conjunto de datos principal 
 
Los registros sísmicos seleccionados presentan condiciones variadas de ruido, tanto de 
alta como de baja frecuencia, por lo cual fue necesario filtrar dicha señales con el fin de 
eliminarlo debido a que el aspecto general de la señal no corresponde al patrón esperado 
de un registro sísmico dado que las perturbaciones registradas por el sensor están 
combinadas con una señal de baja frecuencia, que corresponde probablemente a un ruido 
de tipo instrumental que nada tiene que ver con la señal. Este ruido puede ser eliminado 
fácilmente mediante la implementación de un filtro paso-alto, realizado sobre el espectro 
de frecuencia de la señal. La frecuencia de corte empleada para el pre procesamiento de 
los datos fue de 0.075 Hz (Wu & Zhao, 2006), suponiendo que cualquier valor por debajo 
de este puede ser considerado de origen instrumental y a que las frecuencias de la señal 
están muy por encima de este valor.  
El efecto del ruido de baja frecuencia es mucho más notorio para aquellos eventos de 
magnitud local menor a 3.0. Este filtrado no interfiere con las condiciones reales de registro 
dado que puede hacerse directamente sobre el sensor sin que haya lugar a una afectación 
de la información recibida por este proveniente del evento. 
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5.2 Extracción de descriptores 
Con base en las consideraciones correspondientes a los parámetros empleados por 
diversos autores para la correlación de la magnitud, distancia y azimut con base en los 
primeros arribos de la onda P, discutidos en el numeral 4.2, se implementó un módulo de 
administración de la información de las señales, que se presentan en el Anexo E, 
incorporando el cálculo de los descriptores a ser empleados en la determinación del 
modelo predictivo para la caracterización del evento sísmico. 
Se seleccionaron como descriptores para la determinación de la magnitud, la distancia 
hipocentral y el azimut de llegada los parámetros que habían sido empleados 
anteriormente con éxito para cada una de estas variables. Se consideró, en primer lugar, 
el empleo de la relación entre la amplitud máxima de la onda P (ver Figura 5-3), en un corto 
periodo de tiempo, con la magnitud final del sismo obtenida a partir de la determinación de 
la amplitud máxima registrada, que corresponde generalmente a la onda S, descrita en el 
numeral 4.2.1. Para cada una de las 3 componentes se determinaron los picos máximos 
de amplitud recibidos por el sensor estableciendo. 
Se emplea además un descriptor que relaciona el promedio de los picos mayores  (5-1 
hacia arriba)  y menores (5-2 hacia abajo) que la amplitud media de la señal y la forma en 
que esta relación varía con el tiempo mediante  regresión lineal (5-3). De esta manera se 
establecen que los tres parámetros básicos de dicha regresión correspondientes a la 
pendiente (m), el término independiente (b) y el coeficiente de correlación (r), para cada 
una de las tres componentes. También se involucró como descriptor el valor de la amplitud 
máxima (Mx) determinada para la ventana de tiempo seleccionada en la componente 
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Se consideraron también, parámetros que involucraran las estimaciones anteriores de la 
distancia epicentral, descritos en el numeral 4.2.3, mediante una regresión de tipo 
exponencial (Bt exp(-At)) de la envolvente del registro sísmico en la escala logarítmica  
(Ver Figura 5-4)., para la cual se estimaron los parámetros A y B y su respectivo factor de 
correlación R, para cada una de las tres componentes, con lo cual se involucraron en el 
procesamiento nueve descriptores adicionales. 
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Finalmente, se incluyó el máximo valor propio de la matriz de covarianza bi-dimensional 
descrita en el numeral 4.2.2, empleada en la estimación del azimut. Dichos valores propios 
fueron calculados para ventanas de un segundo y a partir de estos valores se realizó un 
procedimiento similar a los anteriores, mediante el cual se generó una regresión lineal entre 
estos valores determinando  nuevamente la pendiente (m), el termino independiente (b) y 
el factor de correlación (r) de dicha regresión, así como también el promedio aritmético de 
los valores propios (P). Dado que este parámetro involucra en conjunto a las tres 
componentes, solamente se adicionan al procesamiento cuatro descriptores. 
Figura 5-3 : valores máximos de amplitud onda P (Odaka, et al., 2003). 
 
Figura 5-4 : Envolvente registro logarítmico (Odaka, et al., 2003). 
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En resumen, se emplearon 3 descriptores asociados con trabajos anteriores en la 
estimación de magnitud, 9 descriptores asociados con la estimación de la distancia 
epicentral, 9 descriptores asociados con la polarización de la señal y 4 descriptores 
asociados con la estimación del azimut, para un total de 25 descriptores a ser empleados 
en la determinación de los parámetros epicentrales. A pesar de la aparente especificidad 
de cada uno de los descriptores, en este trabajo se unificaron como un solo conjunto, ya 
que los parámetros epicentrales están estrechamente relacionados, es decir, que para una 
misma magnitud las amplitudes máximas están relacionadas con la distancia a la fuente y 
viceversa. De igual forma, el azimut de llegada establece una relación entre las amplitudes 
que varían, en valor absoluto, dependiendo tanto de la magnitud como de la distancia a la 
fuente. Los descriptores seleccionados fueron empleados también para la determinación 
de las coordenadas de la localización del sismo así como la profundidad. 
Se calcularon los descriptores para el total de los 1011 eventos registrados con magnitudes 
mayores a 2.0 y calculados para ventanas de tiempo de 5, 10 y 15 segundos. 
Posteriormente, se realizó una depuración de la base de datos, eliminando aquellos que 
tuvieran valores extremos o anómalos, quedando finalmente reducida a 863 eventos, a 
partir de los cuales se realizaron los modelos de aprendizaje de máquina para cada uno 
de los parámetros hipocentrales relacionados con magnitud, localización y profundidad.  
5.3 Determinación y entrenamiento de los modelos 
A partir de la base de datos depurada, para cada una de las ventanas de tiempo, se aplicó 
un algoritmo basado en Maquinas de Soporte Vectorial (SVM), debido al fuerte soporte 
estadístico y a su fácil implementación a la hora de aplicar el modelo directamente en la 
estación mediante tarjetas de procesamiento electrónico.  
5.3.1 Selección del kernel 
La selección de una función de kernel para mapear un espacio de entrada no lineal en otro 
lineal depende en gran medida de la naturaleza de los datos. Dado que la naturaleza de 
los datos es desconocida la esta función debe ser determinada experimentalmente 
mediante la aplicación y validación de varios tipos de estos para encontrar aquel que tenga 
el mejor desempeño de generalización (Ustun, et al., 2006). Es por esta razón que se 
validaron varios tipos de kernel para encontrar el que tuvieron mejor desempeño, a través 
de la evaluación de los factores de correlación, errores absolutos y tiempo de 
procesamiento. 
Las diferentes opciones de kernel consideradas fueron: Kernel Polinomial (Vapnik, 1995) 
y (Vapnik, 1998), Kernel Polinomial Normalizado (Graf & Borer, 2001), Kernel RBF (Radial 
Basis Function) (Shawe-Taylor & Cristianini, 2004)  y Kernel Pearson VII (Ustun, et al., 
2006) y (Zhang & Ge, 2013). En las ecuaciones ( 5-4 ), ( 5-5 ), ( 5-6 ) y ( 5-7 ) se presentan 
respectivamente  los modelos para cada uno de los kernel mencionados. 
86 Solución Rápida y Automática de Parámetros Hipocentrales Para Eventos 
Sísmicos, Mediante el Empleo de Técnicas de Aprendizaje de Máquina 
 
 
Cada uno de estos kernel tiene parámetros propios cuyos valores controlan la manera en 
que estos transforman el espacio original para convertirlo en un espacio de características. 
En el caso de los kernel Polinomial y Polinomial normalizado el parámetro a determinar es 
el exponente del kernel (p), en el caso del kernel RBF el parámetro corresponde al Valor 
de Gamma (γ)  y para el kernel Pearson VII se deben determinar dos parámetros que son 
Sigma (σ) y Omega (ω). 
También es necesario encontrar el factor de complejidad (C), que corresponde a un valor 
de regularización que determina el balance entre la complejidad del modelo y la amplitud 
del margen de selección de los vectores de soporte. Este parámetro puede ser 
determinado a partir de experimentos con validación cruzada en el conjunto de datos de 
entrenamiento (Graf, et al., 2003) con lo cual queda establecido a partir de las respuestas 
obtenidas en dichos experimentos (Cherkassky & Ma, 2004).  Por tratarse de un valor que 
tiene que ver con estrategias de regularización resulta crítica la determinación de un valor 
apropiado; Sí es muy grande existe una alta penalización para puntos no separables y se 
terminan empleando demasiados vectores de soporte llevando al sobre entrenamiento, en 
caso contrario se obtiene un modelo con poca generalización  (Alpaydin, 2004). En general, 
este parámetro debe ser evaluado por el usuario a aprtir del conjunto de entrenamiento 
(Ustun, et al., 2006).  
  
, = ( , )                    
 
( 5-4 ) 
 
( , ) =
( , )
( , ) ( , )
 
 




= ,  
 





2 , 2 − 1
 
 
( 5-7 ) 
Para la evaluación del desempeño de cada kernel se empleó una estrategia de búsqueda 
exhaustiva conocida como “grid search” la cual consiste en aplicar el algoritmo de 
entrenamiento variando el factor de complejidad y  los parámetros propios el kernel para 
el conjunto de entrenamiento, determinando en cada uno de  las combinaciones el valor 
de error medio absoluto y coeficiente de correlación logrado con dichos parámetros. Una 
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vez establecidos estos valores de medida de desempeño se pueden encontrar los 
parámetros óptimos en cada uno de los casos. 
En la Figura 5-5 se presentan los valores de medida desempeño en cada una de las 
combinaciones de parámetros para el kernel Polinomial normalizado y para el kernel RBF 
así como también la comparación del desempeño  del kernel Polinomial normalizado con 
el kernel RBF. Podemos observar que los valores de coeficientes de correlación para las 
mejores combinaciones de los parámetros propios y el factor de complejidad son similares 
así como también los errores medios absolutos. Sin embargo, los factores de calidad de 
los experimentos realizados con el kernel RBF tienen un comportamiento anómalo en el 
sentido que los mayores valores de coeficiente de correlación no corresponden con los 
valores de menores errores absolutos, indicando que dicho kernel no es adecuado para el 
conjunto de datos 
En la Figura 5-6 se presentan los valores correspondientes al kernel Pearson VII. La 
convención de colores empleada en las figuras mencionadas indica la calidad de los 
parámetros obtenidos donde los tonos de verde son asignados a aquellos valores que 
representan una alta calidad, es decir mayores coeficientes de correlación y menores 
errores absolutos, siendo mejores en la medida en que la intensidad del color es mayor. 
De manera análoga los tonos de rojo son asignados a los valores presentan una baja 
calidad, siendo peores aquellos con una mayor intensidad de rojo. Los tonos amarillos son 
asignados a valores intermedios. 
Para el caso del kernel Polinomial la evaluación de los parámetros arrojó una muy baja 
correlación y un tiempo de proceso excesivamente alto debido probablemente a que los 
descriptores presentan variaciones grandes en los órdenes de magnitud generando una 
complejidad muy alta, de tal manera que no le permite al modelo establecer una 
generalización adecuada, razón por la cual los valores de los parámetros de correlación 
no se presentan.  
Comparando el desempeño  del kernel Polinomial normalizado con kernel RBF podemos 
observar en la Figura 5-5 que los valores de coeficientes de correlación para las mejores 
combinaciones de los parámetros propios y el factor de complejidad son similares así como 
también los errores medios absolutos. Sin embargo, los factores de calidad de los 
experimentos realizados con el kernel RBF tienen un comportamiento anómalo en el 
sentido que los mayores valores de coeficiente de correlación no corresponden con los 
valores de menores errores absolutos, indicando que dicho kernel no es adecuado para el 
conjunto de datos. 
En relación con los valores de calidad de los experimentos realizados con el kernel 
Pearson VII, que se presentan en la Figura 5-6, se puede concluir que para un factor de 
complejidad de 1 el comportamiento del parámetro Omega (ω), para valores mayores a 
uno, se vuelve independiente del valor de Sigma (σ). Por tal razón se fija el parámetro 
Omega (ω) en un valor de 1 y se determinan únicamente los factores de calidad para las 
combinaciones del parámetro Sigma (σ) y el factor de complejidad. Se observa que los 
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parámetros de calidad del kernel Pearson VII son ligeramente mejores que los parámetros 
de calidad para el kernel Polinomial normalizado. 
Figura 5-5 : Determinación de Parámetros kernel Polinomial Normalizado y RBF 
        
Figura 5-6 : Determinación de parámetros kernel Pearson VII 
    
1.5 2 4 5 10 20 50
1 0.733 0.731 0.714 0.712 0.715 0.687 0.627
3 0.730 0.720 0.716 0.719 0.707 0.668 0.584
5 0.721 0.712 0.720 0.722 0.699 0.652 0.564
10 0.709 0.715 0.725 0.721 0.686 0.623 0.546
20 0.716 0.722 0.723 0.713 0.662 0.578 0.538
50 0.720 0.729 0.709 0.693 0.617 0.520 0.534
1.5 2 4 5 10 20 50
1 0.217 0.217 0.219 0.220 0.218 0.228 0.243
3 0.217 0.218 0.220 0.218 0.224 0.241 0.269
5 0.218 0.219 0.219 0.218 0.228 0.249 0.281
10 0.219 0.219 0.218 0.220 0.236 0.264 0.293
20 0.218 0.218 0.220 0.224 0.250 0.292 0.298






































0.01 0.025 0.05 0.075 0.1 0.125 0.15
1 0.716 0.725 0.733 0.735 0.734 0.734 0.734
3 0.726 0.736 0.737 0.736 0.736 0.735 0.734
5 0.732 0.738 0.735 0.734 0.732 0.733 0.734
10 0.737 0.734 0.728 0.727 0.731 0.732 0.732
20 0.734 0.722 0.718 0.726 0.727 0.725 0.722
50 0.715 0.698 0.715 0.718 0.716 0.710 0.705
0.01 0.025 0.05 0.075 0.1 0.125 0.15
1 0.225 0.220 0.217 0.216 0.215 0.215 0.214
3 0.220 0.216 0.215 0.215 0.213 0.213 0.213
5 0.217 0.215 0.215 0.214 0.213 0.213 0.212
10 0.216 0.216 0.214 0.214 0.213 0.212 0.212
20 0.216 0.216 0.215 0.213 0.212 0.214 0.215
50 0.217 0.215 0.213 0.215 0.217 0.218 0.220
KERNEL RBF




































0.05 0.1 0.3 0.5 1 2 4 5 10
1 0.690 0.707 0.709 0.697 0.677 0.660 0.644 0.640 0.631
3 0.697 0.716 0.714 0.728 0.737 0.737 0.736 0.736 0.734
5 0.700 0.719 0.734 0.740 0.738 0.737 0.736 0.736 0.735
10 0.704 0.717 0.735 0.735 0.732 0.730 0.728 0.728 0.727
20 0.709 0.720 0.727 0.720 0.716 0.712 0.710 0.710 0.709
50 0.713 0.729 0.697 0.681 0.667 0.664 0.662 0.662 0.661
0.05 0.1 0.3 0.5 1 2 4 5 10
1 0.232 0.225 0.221 0.223 0.229 0.234 0.239 0.241 0.243
3 0.229 0.220 0.219 0.214 0.211 0.211 0.211 0.211 0.211
5 0.228 0.219 0.213 0.211 0.213 0.214 0.214 0.215 0.215
10 0.226 0.217 0.214 0.215 0.217 0.218 0.219 0.219 0.219
20 0.223 0.216 0.219 0.223 0.226 0.228 0.229 0.229 0.229
50 0.221 0.213 0.236 0.246 0.255 0.258 0.260 0.260 0.261
KERNEL PEARSON VII - C=1






















1 2 3 5 7 10 20 30 50
1 0.677 0.716 0.737 0.738 0.736 0.732 0.716 0.699 0.667
3 0.671 0.685 0.727 0.743 0.741 0.739 0.727 0.718 0.701
5 0.671 0.667 0.720 0.743 0.741 0.740 0.733 0.722 0.711
10 0.671 0.644 0.700 0.737 0.743 0.739 0.737 0.731 0.717
20 0.671 0.616 0.667 0.727 0.741 0.734 0.736 0.737 0.726
50 0.671 0.595 0.617 0.712 0.728 0.736 0.722 0.733 0.736
1 2 3 5 7 10 20 30 50
1 0.229 0.218 0.211 0.213 0.215 0.217 0.226 0.235 0.255
3 0.232 0.234 0.215 0.210 0.213 0.215 0.219 0.224 0.234
5 0.232 0.244 0.220 0.210 0.212 0.214 0.217 0.221 0.228
10 0.232 0.256 0.232 0.212 0.210 0.213 0.215 0.218 0.223
20 0.232 0.271 0.251 0.216 0.211 0.213 0.215 0.216 0.220
50 0.232 0.285 0.279 0.226 0.215 0.211 0.216 0.216 0.216
KERNEL PEARSON VII - OMEGA=1
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Después de realizados los experimentos para diferentes tipos de kernel con el conjunto de 
datos disponible, se concluye que los kernel que mejor realizan la generalización del 
conjunto de datos corresponden a los kernel Polinomial normalizado y Pearson VII, con 
factores de calidad muy similares. Sin embargo, El kernel seleccionado para el 
entrenamiento de los modelos de SVMR corresponde al kernel Polinomial normalizado 
(Normalized Polynomial kernel),  tomando en consideración que éste tiene solamente un 
parámetro propio para ser optimizado, el cual es el exponente, mientras que para el kernel 
Pearson VII es necesario llevar a cabo la determinación de dos parámetros distintos que 
puede llegar a ser computacionalmente mucho más costoso.  
5.3.2 Entrenamiento y evaluación – Conjunto de datos 
Una vez seleccionado el kernel se debe realizar el entrenamiento y evaluación de las 
SVMR con el fin de determinar cuáles son los parámetros óptimos para el conjunto de 
datos mediante una estrategia de dos queda por Grilla (Grid Search) similar a al empleado 
para la determinación del kernel que se detalla en el numeral 5.3.1. 
A partir del conjunto de datos, se determinaron los parámetros de exponente del kernel y 
el factor de complejidad, mediante la combinación de varios valores de estos. Con cada 
combinación se aplicó el algoritmo de Máquinas de Soporte Vectorial mediante el programa 
Weka 3.6 determinando para cada una de dichas combinaciones, el coeficiente de 
correlación y el error medio absoluto, considerando diferentes valores de magnitud mínima, 
calculados mediante una validación cruzada de 10 particiones. 
La validación cruzada consiste en un procedimiento de selección del conjunto de 
entrenamiento  y evaluación, provenientes de un conjunto de datos completo, mediante el 
cual se escogen de manera aleatoria los datos que van a servir para entrenamiento y 
evaluación, generando varios subconjuntos independientes que permiten establecer la 
independencia de las soluciones del conjunto de datos empleado. A cada uno de estos 
subconjuntos de datos se les calculan las medidas de evaluación correspondientes y 
finalmente se calcula la media aritmética de dichos parámetros. Esta metodología permite 
garantizar que los modelos de predicción son independientes de la selección de los datos. 
El coeficiente de correlación calculado para cada una de las particiones corresponde al  
coeficiente Pearson, que es una medida del grado de linealidad de la relación entre dos 
variables la cual, a diferencia de la covarianza, es independiente de la escala de medida 
de dichas variables. En general, este coeficiente toma valores entre 1 y  -1. Si éste 
coeficiente tomo un valor de cero significa que no existe una relación lineal entre las dos 
variables lo cual no significa que no exista ninguna, podría ser una relación no-lineal. Un 
valor positivo de esta relación significa que las dos variables se mueven en la misma 
dirección, es decir, que valores altos de una variable corresponden a valores altos de la 
otra y viceversa. Entre más cercano se encuentre este valor a uno mayor certeza existe la 
linealidad de la relación entre las dos variables. 
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En total se evaluaron 3024 modelos, los cuales correspondieron a la combinación de 6 
variables a determinar (Magnitud, Distancia Epicentral, Profundad, Azimut, Latitud y 
Longitud), donde para cada una de estas variables se consideraron 4 filtros de magnitud 
mínima (2.0, 2.5, 3.0 y 3.5) y 3 filtros de longitud de señal (5, 10 y 15 s), evaluando en cada 
uno de ellos la combinación de 7 opciones de exponente de kernel y 6 Opciones de factor 
de complejidad. En la Figura 5-7, se ilustran las combinaciones realizadas, donde cada 
celda de la matriz indicada corresponde a un subconjunto de datos para el cual se 
determina la mejor combinación de factores de complejidad (C) y exponente del kernel (E). 
Figura 5-7 : Combinación de modelos de SVM para determinación del mejor modelo 
 
Para cada una de las variables a determinar se realizó la evaluación de las combinaciones 
de parámetros correspondientes a las opciones establecidas seleccionando los mejores 
modelos de acuerdo con los mayores factores de correlación y los menores errores medios 
absolutos. 
En la Figura 5-8 se presentan de manera resumida los modelos evaluados para cada una 
de las variables con las respectivas combinaciones de ventana de tiempo (en el eje vertical) 
y filtro de magnitud mínima considerado. En cada una de las combinaciones se ilustran los 
factores de calidad obtenidos a partir del factor de correlación mediante una escala de 
colores, donde el color verde indica el mayor  y el rojo el menor factor de correlación, 
considerando todos los modelos para todas las variables evaluadas. 
Finalmente, se presentan los modelos obtenidos con los parámetros que permitieron 
obtener los mejores factores de desempeño establecidos mediante validación cruzada, 
entrenando y evaluando con el mismo conjunto de datos para efectos de visualización y 






05 20 ----> MAG TS MG
05 20 ----> DIS TS MG
05 20 ----> PRF TS MG
05 20 ----> AZI TS MG
05 20 ----> LAT TS MG
05 20 ----> LON TS MG
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Con base en el análisis de estos resultados se obtienen entonces los mejores modelos 
para cada una de las variables a determinar. En el Anexo H se incluyen los resultados 
detallados de los modelos realizados. 
Figura 5-8 : Resumen de los modelos evaluados para  cada variable 
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6. Análisis de resultados 
Se presentan a continuación los resultados obtenidos para los modelos con las mejores 
medidas de desempeño para cada uno de los parámetros hipocentrales obtenidos, de 
acuerdo con el procedimiento descrito en el capítulo 5  y su respectiva discusión. 
Para cada uno de los parámetros hipocentrales calculados se establece la ventana de 
tiempo y el valor mínimo de magnitud a ser considerados, determinando en cada uno de 
los modelos SVMR los mejores parámetros correspondientes al exponente del kernel 
polinomial normalizado y el factor de complejidad. En la Figura 6-1 se presenta un resumen 
comparativo de los factores de correlación para cada una de las variables a determinar de 
todas las combinaciones de tiempo de señal y magnitud de corte. 
Figura 6-1 : Resumen Comparativo de Factores de Correlación – 6 Variables 
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Para cada variable se consideró la evaluación de un conjunto de datos limitado por una 
magnitud mínima con el fin de determinar un valor de umbral por debajo del cual el modelo 
generado presenta problemas de discriminación en virtud a la baja energía que podría 
estar llegando al sensor impidiendo una correcta caracterización. Los valores de magnitud 
mínima a ser considerada se presentan en la parte superior de la Figura 6-1, en color azul, 
y corresponden a los valores de 2.0, 2.5, 3.0 y 3.5.  
De manera análoga, se evaluaron diferentes longitudes o tiempos de señal, dentro de los 
cuales se calculan los valores de los descriptores, con el fin de establecer hasta donde 
sería posible reducir dicho tiempo y de esta manera, poder realizar una determinación de 
los parámetros hipocentrales en el menor tiempo posible y ser tenidos en cuenta dentro de 
las opciones para una alerta temprana. Los valores de tiempo de señal considerada se 
presentan en los extremos izquierdo y derecho de la Figura 6-1, en color rojo, al lado del 
rótulo de cada una de las variables y corresponden a valores de 5, 10 y 15 segundos. 
Para cada una de las combinaciones de magnitud de corte y longitud o tiempo de señal, 
se evaluaron modelos de regresión por máquinas de soporte vectorial (SVMR), con un 
kernel polinomial normalizado, variando tanto los exponentes del kernel como los factores 
de complejidad. La variación de los exponentes del kernel se presenta para cada una de 
las combinaciones de tiempo de señal y magnitud de corte, variando en la dirección 
horizontal de la Figura 6-1, así como la variación de los factores de complejidad se presenta 
en el eje vertical. 
La convención de colores presentada en la Figura 6-1 está asociada con el valor del 
coeficiente de correlación obtenido para cada uno de los modelos evaluados,  donde el 
color verde significa un valor alto de coeficiente de correlación y el rojo corresponde a un 
valor bajo. De esta manera se puede observar una variación de colores en degradé que 
va desde los verdes hasta los rojos muy intensos pasando en el intermedio por colores 
anaranjados. En esta convención se consideran todo los valores de coeficiente de 
correlación para toda las variables y modelos en su conjunto de tal manera que es posible 
evaluar el desempeño de los modelos de máquinas de soporte vectorial, de manera 
comparativa con todas las demás variables y de esta forma  permite establecer el 
comportamiento de las medidas de desempeño del modelo de  determinación de cada uno 
de los parámetros hipocentrales  con cada subconjunto de datos. Esta comparación es 
posible dado que se emplea el mismo conjunto de datos, es decir, los mismos descriptores 
para todas las variables y los mismos eventos. 
Con base en la Figura 6-1, es posible afirmar que, en general, el mejor desempeño del 
modelo y para un subconjunto de datos corresponde a la determinación de la magnitud, 
qué va desmejorando gradualmente en la medida en que se aumenta la magnitud de corte, 
es decir, en la medida en que se restringe el número de registros a ser considerados en el 
modelo. La determinación de la distancia sólo presenta valores aceptables de factor de 
correlación para una longitud de señal mayor a 10 segundos y para un conjunto de datos 
cuya magnitud sea superior a 3. La determinación de la profundidad presenta algunos 
valores altos de coeficiente de correlación para el conjunto de datos con magnitudes de 
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corte mayores a 3.0 y tiempo de señal de 5 segundos. Adicionalmente presentan unos 
factores de correlación muy altos para el conjunto de datos con registros que, a simple 
vista, parece ser más un efecto del sobre-entrenamiento que del desempeño del mismo 
modelo, hecho que será discutido en la determinación de cada parámetro hipocentral, con 
base en el análisis estadístico de los residuales, principalmente con el valor de la curtosis 
presentada en cada uno de los modelos. 
Con respecto a la determinación de las variables de azimut, latitud y longitud los valores 
de coeficiente de correlación son los más bajos de todas las variables. Sin embargo, es 
posible encontrar algunas combinaciones que puedan generar modelos relativamente 
confiables para una determinación rápida y aproximada de la ubicación del evento sísmico. 
De igual manera, en la Tabla 6-1, se presenta el valor de los mejores factores de 
correlación obtenidos para cada combinación de magnitud de corte y tiempo de señal en 
cada una de los seis parámetros hipocentrales a determinar, empleando para ello la misma 
convención de colores que se describió para el resumen general discutido en los párrafos 
anteriores y presentado en la Figura 6-1. 
Tabla 6-1 : Factores de correlación para el mejor modelo – 6 variables 
 
Como se puede observar, los valores altos de coeficiente de correlación corresponden, en 
general, al conjunto de datos con magnitudes mayores a 3.0. Tal como se discutió en los 
párrafos anteriores, los modelos de determinación de magnitud, distancia y profundidad 
presentan coeficientes de correlación mucho mayores y confiables que los presentados 
por los respectivos modelos de determinación de azimut, latitud y longitud.  
En la  Tabla 6-2 se presenta un resumen de los límites de selección del subconjunto de 
datos, los parámetros del modelo de máquinas de vectores de soporte y las medidas de 
desempeño de cada uno de los modelos evaluados para el cálculo de los parámetros 
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hipocentrales presentados en esta investigación que corresponden a magnitud, distancia, 
profundidad, azimut, latitud y longitud.  
Tabla 6-2 : Resumen de parámetros de los modelos y medidas de desempeño 
 
La determinación de la magnitud local presenta el mayor coeficiente de correlación por lo 
cual se establece que con el modelo propuesto la magnitud local puede ser determinada 
con tan sólo cinco segundos de señal y con una precisión de 0.19 unidades de magnitud, 
lo cual es un valor adecuado para la generación de una alerta temprana en un corto tiempo 
y con una muy buena precisión.  
En el caso de la determinación de la distancia epicentral, se logra un alto coeficiente de 
correlación para un tiempo de señal de diez segundos y con una precisión de 10.3  
kilómetros, que permite contar con un valor de distancia con una precisión aceptable para 
la generación de alertas tempranas para sismos con una magnitud local mayor a 3.0 en un 
tiempo de diez segundos. Sin embargo, para un tiempo de señal de cinco segundos se 
obtiene un error medio absoluto  de 11.6 kilómetros, que si bien es mayor al obtenido con 















MAGNITUD 5 2.5 1.5 1 0.76 0.19
10 3.0 10 0.8 0.68 10.3
5 3.0 4 5 0.60 11.6
15 3.0 10 2 0.70 36.5
5 3.0 10 5 0.63 39.6
AZIMTUH (°) 5 3.0 2 10 0.59 45.6
LATITUD (°) 5 2.5 10 2 0.32 0.4








Análisis de resultados 97
de distancia para una alerta temprana inicial, que puede ser confirmada cinco segundos 
más tarde a través del modelo que involucra un mayor tiempo de señal.   
Con respecto a la determinación de la profundidad, los modelos desarrollados para cada 
uno de los subconjuntos de datos presentaron  errores de alrededor de 40 kilómetros a 
pesar de las altos coeficientes de correlación obtenidos. Tal como sucedió con la 
determinación de la distancia, el modelo con el mejor ajuste fue el correspondiente al  
subconjunto de datos con un tiempo de señal mayor a cinco segundos, tiempo este que 
resulta más adecuado para la generación de una alerta temprana. En este caso, para un 
tiempo de señal de quince segundos, el error medio absoluto es de 35.5 kilómetros. Sin 
embargo, para un tiempo de señal de cinco segundos se obtuvo un error de 39.6 
kilómetros, el cual es un valor similar al obtenido en el modelo de mejor ajuste. Con base 
en este análisis se establece nuevamente que con el modelo obtenido para un tiempo de 
señal de cinco segundos se puede generar una primera alerta que será confirmada diez 
segundos después con el modelo que involucra un tiempo de señal de quince segundos.  
La determinación del azimut presenta un valor de coeficiente de correlación no muy alto y  
un error medio absoluto de 45.6°, para un tiempo de señal de cinco segundos. La precisión 
del modelo es baja y por lo tanto solo permite la determinación de una dirección 
aproximada del origen del evento. Sin embargo, es posible determinar el cuadrante y área 
en la cual dicho movimiento tuvo lugar. 
En cuanto a la determinación de la latitud y la longitud geográfica los valores de coeficiente 
de correlación resultaron ser extremadamente bajos y los valores del error medio absoluto 
demasiado altos, considerando que dichos errores son del orden de la tercera parte de 1° 
de arco, lo cual es equivalente a 40 kilómetros, de tal manera que el modelo no permite la 
determinación del origen del evento con una precisión aceptable. Tal como en el caso de 
la determinación del azimut, el modelo permite en un tiempo de cinco segundos, ubicar 
únicamente el área aproximada de la cual proviene el sismo. Sin embargo, establecer el 
área de donde proviene el evento brinda la posibilidad de restringir el radio de acción para 
la implementación de las medidas de ayuda para el caso de las entidades responsables 
del manejo de la posible emergencia que se pueda presentar. 
La determinación de cada una de las variables discutidas en este numeral, será descrita a 
continuación con mayor detalle para cada caso. 
6.1 Determinación de magnitud 
Con base en los descriptores y el conjunto de datos descritos en el numeral 5.2, se realizó 
la determinación de los parámetros de mejor ajuste para el modelo de máquinas de soporte 
vectorial en la determinación de la magnitud local.  
La distribución estadística de los valores de magnitud local se presenta en la  Figura 6-2 
donde se observa la composición total  del conjunto de datos. Esta distribución permite 
observar que las magnitudes con que se cuenta no tienen una distribución uniforme en 
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todos los valores posibles y que presenta un número muy alto de registros para magnitudes 
bajas y viceversa. Esta es una condición natural de esta variable y por lo tanto no es posible 
obtener un muestreo homogéneo de valores de magnitud, de tal manera que los modelos 
fueron desarrollados a partir de esta distribución, no muy favorable, pero que en general 
es una característica que tiene que ser manejada y asumida dentro del modelo mismo 
dado que esta es la manera en que dicha variable se presenta en el mundo real. 
Figura 6-2 : Distribución de valores de Magnitud Local 
 
En la Tabla 6-3, se observan los valores de factor de correlación para cada una de las 
combinaciones de magnitud de corte y tiempo de señal. En cada una de las combinaciones 
se determina el exponente del kernel y el factor de complejidad para los cuales se obtienen 
el valor más alto  de dicho coeficiente. Se puede observar que en general los mejores 
valores de coeficiente de correlación son  bastante altos con lo cual se puede concluir que 
el modelo realmente se ajusta muy bien para casi todas las combinaciones o subconjuntos 
de datos evaluados.  
En la Figura 6-3 se presentan los valores de coeficientes de correlación de los mejores 
modelos para cada uno de los conjuntos de datos. Se observa que dichos coeficientes son 
mayores para los conjuntos de datos correspondientes a una magnitud de corte de 3.0 
unidades de magnitud.   
Figura 6-3 : Selección de magnitud de corte y tiempo de señal - Magnitud 
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Dado que el propósito de esta investigación es poder obtener el mejor modelo en el tiempo 
más corto, se escoge el conjunto de datos cuyo tiempo de señal es de cinco segundos y 
el modelo correspondiente. 
Para un tiempo de señal de cinco segundos se estableció la magnitud de corte o magnitud 
mínima que puede ser determinada con la mayor confiabilidad. Observando la Tabla 6-4, 
se nota claramente que la desviación estándar, para un tiempo de señal de cinco 
segundos, es más baja para una magnitud de corte de 3.0 y 3.5. Sin embargo, el modelo 
para una magnitud de corte de 2.5 es mucho más adecuado debido a que la presenta 
coeficientes de correlación mayores. Por esta razón el modelo escogido corresponde a un 
tiempo de señal de cinco segundos y una magnitud mayor 2.5. 
Tabla 6-3 : Resumen de Coeficientes de Correlación - Magnitud 
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La escogencia de los parámetros se puede observar en la Tabla 6-5, donde se presentan 
el coeficiente de correlación y el error medio absoluto para cada una de las combinaciones 
de exponente del kernel y el factor de complejidad, para el tiempo de señal y la magnitud 
de corte seleccionada. Éstos parámetros fueron calculados con base en el procesamiento 
de cada una de las opciones, empleando para ello una validación cruzada de diez 
particiones .Se observa que los factores de calidad son altos en la región de exponente y 
factor de complejidad bajos. Esto indica que el modelo generaliza de manera adecuada sin 
requerir un valor alto de factor de complejidad. 
Tabla 6-4 : Resumen estadístico de los mejores modelos de Magnitud 
 
Con base en las razones anteriormente expuestas, la determinación de la magnitud se 
puede llevar a cabo mediante el empleo de un modelo de máquinas de soporte vectorial 
con un kernel polinomial normalizado, para un tiempo de señal de 5 segundos, un 
exponente de 1.5 y un factor de complejidad de 1, con lo cual se obtiene una desviación 
estándar de 0.19 unidades de magnitud lo cual resulta ser de una muy buena precisión 
para poder ser empleado en alertas tempranas, siendo confiable para magnitudes mayores 
a 3. 
En la Figura 6-5 se presenta el gráfico que representa la relación entre la magnitud real y 
la magnitud calculada por el modelo. La primera en el eje de las abscisas y la segunda en 
el eje de las ordenadas. Se puede apreciar que la distribución de los residuales tiene un 
comportamiento normal y que efectivamente la determinación de magnitud se encuentra 
alrededor 0.19  unidades. La línea azul, a trazos, corresponde al alineamiento del 
comportamiento ideal de la predicción, es decir, se trata del lugar geométrico donde la 
predicción es igual al valor real. Se observa una muy buena correlación a pesar de  que 
tiende, de manera leve, a sobre-estimar las magnitudes bajas y subestimar las magnitudes 
altas en valores comparables con la desviación estándar obtenida, siendo coherente con 
la precisión reportada, lo que hace que el modelo sea altamente confiable. 
MAGNITUD MINIMA 2.0 2.5 3.0 3.5 2.0 2.5 3.0 3.5 2.0 2.5 3.0 3.5
Media -0.01 0.00 -0.02 0.00 -0.01 -0.02 -0.02 -0.01 -0.01 -0.02 -0.03 -0.01
Error típico 0.01 0.01 0.02 0.01 0.01 0.01 0.02 0.02 0.01 0.01 0.02 0.02
Desviación estándar 0.22 0.16 0.19 0.05 0.23 0.20 0.18 0.10 0.27 0.24 0.19 0.11
Curtosis 2.20 2.98 1.40 10.46 2.47 2.39 1.06 4.28 0.87 1.62 0.74 3.16
Coeficiente de asimetría 0.09 -0.29 -0.67 -1.05 0.10 -0.56 -0.64 -1.39 -0.07 -0.14 -0.77 -1.12
Cuenta 863 379 126 33 863 379 126 33 864 377 126 33
Nivel de confianza(95.0%)0.015 0.016 0.033 0.019 0.015 0.020 0.032 0.037 0.018 0.024 0.033 0.040
TIEMPO DE SEÑAL 15 S TIEMPO DE SEÑAL 10 S TIEMPO DE SEÑAL 05 S
DETERMINACION DE MAGNITUD - RESIDUALES - RESUMEN
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Tabla 6-5 : Selección de parámetros opción  escogida - Magnitud 
 
La precisión del modelo propuesto permite obtener magnitudes con un error menor que el 
obtenido por otros autores. Observando la Figura 6-4, la cual es un complemento de la 
Figura 4-3, obtenida a partir de los resultados históricos publicados por otros autores 
consignados en la Tabla 4-2, a la cual se le adiciona el resultado obtenido en la presente 
investigación,  se resalta el hecho de que la precisión obtenida en este trabajo  para la 
determinación de la magnitud es mejor que la obtenida por otros investigadores y establece 
una mejora en la determinación de este valor empleando solamente una estación 
sismológica y un corto tiempo de señal. Este modelo es adecuado  para la caracterización 
de sismos con una magnitud mayor a 2.5. 
Figura 6-4 : Precisiones históricas - Magnitud en alertas tempranas 
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Figura 6-5 : Modelo Final para Magnitud 
 
6.2 Determinación la distancia epicentral 
Con base en los descriptores y el conjunto de datos descritos en el numeral 5.2, se realizó 
la determinación de los parámetros de mejor ajuste para el modelo de máquinas de soporte 
vectorial en la determinación de la Distancia Epicentral.  
La distribución estadística de los valores de distancia se presenta en la Figura 6-6, donde 
se observa la composición total  del conjunto de datos. Esta distribución permite observar 
que las distancias a las cuales se presentan los sismos alrededor de la estación El Rosal 
se encuentran desde 40 kilómetros en adelante, presentando un número muy grande de 
eventos a una distancia de alrededor de los 90 kilómetros. Esta distribución, a pesar de no 
ser homogénea, corresponde a condiciones locales que forman parte del comportamiento 
normal de dicha variable y por lo tanto  el modelo debe funcionar con base en esta 
condición.  Por esta razón, los datos de entrenamiento  serán empleados sin ningún tipo 
de filtrado previo. 
En la Tabla 6-6, se observan los valores de factor de correlación para cada una de las 
combinaciones de magnitud de corte y tiempo de señal. En cada una de las combinaciones 
se determina el exponente del kernel y el factor de complejidad para los cuales se obtienen 
el valor más alto  de dicho coeficiente. Se puede observar que en general los valores 
óptimos de coeficiente de correlación, para tiempos de señal de 10 y 15 segundos, son en 
promedio cercanos a 0.7, que es un valor aceptable de correlación, lo cual es indicio de 
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que el modelo permite predecir la distancia con una buena precisión. Para tiempo de señal 
de cinco segundos  los valores coeficiente de correlación son apenas superiores a 0.5, con 
lo cual se determina que este tiempo de señal no es suficiente para obtener un valor de 
distancia aceptable. 
Figura 6-6 : Distribución de valores de Distancia 
 
Dado que el propósito de esta investigación es poder obtener el mejor modelo en el tiempo 
más corto, se escoge el conjunto de datos cuyo tiempo de señal es de 10 segundos, 
prevaleciendo sobre el tiempo de señal de 15 segundos que a pesar de tener un mejor 
coeficiente de correlación, corresponde a un tiempo más largo. 
Para un tiempo de señal de 10 segundos se debe establecer cuál es la magnitud de corte 
o magnitud mínima que permite determinar con  mayor confiabilidad el valor de La distancia 
epicentral. Observando la Tabla 6-7, se nota claramente que la desviación estándar, para 
un tiempo de señal de 10 segundos y una magnitud de corte de 3.0, el residual es en 
promedio igual a 0.45 km y presenta una desviación estándar de 9 kilómetros, siendo 
entonces este el conjunto de datos con el cual se establece el modelo. 
En la Figura 6-7 se presentan los valores de coeficientes de correlación de los mejores 
modelos para cada uno de los conjuntos de datos. Se observa que dichos coeficientes son 
mayores para los conjuntos de datos correspondientes a una magnitud de corte de 3.0 
unidades de magnitud.   
La escogencia de los parámetros se puede observar en la Tabla 6-8, donde se presentan 
el coeficiente de correlación y el error medio absoluto para cada una de las combinaciones 
de exponente del kernel y el factor de complejidad, para el tiempo de señal y la magnitud 
de corte seleccionada. Estos parámetros fueron calculados con base en el procesamiento 
de cada una de las opciones, empleando para ello una validación cruzada de diez 
particiones. Se observa claramente que los factores de calidad permiten obtener una 
precisión de 10.9 km en la determinación de la distancia, considerando la validación 
cruzada, la cual permite verificar la calidad modelo. 
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Tabla 6-6 : Resumen de Coeficientes de Correlación - Distancia 
 
Con base en las razones anteriormente expuestas, la determinación de la distancia se 
puede llevar a cabo mediante el empleo de un modelo de máquinas de soporte vectorial 
con un kernel polinomial normalizado, con un exponente de 10 y un factor de complejidad 
de 0.8, con lo cual se obtiene una desviación estándar de 10.3 Km lo cual resulta ser 
adecuado para la generación de un alerta temprana, considerando que la mayoría de los 
sismos se encuentran a una distancia mayor de 40 km. 
En la Figura 6-8 se presenta el gráfico que representa la relación entre la distancia real y 
la distancia calculada por el modelo. La primera en el eje de las abscisas y la segunda en 
el eje de las ordenadas. Se puede apreciar claramente que la distribución de los residuales 
1.
5 2 4 5 10 20 50 1.
5 2 4 5 10 20 50 1.
5 2 4 5 10 20 50 1.


















































































































































































































































































































































































































































































































































5 2 4 5 10 20 50 1.
5 2 4 5 10 20 50 1.
5 2 4 5 10 20 50 1.


















































































































































































































































































































































































































































































































































5 2 4 5 10 20 50 1.
5 2 4 5 10 20 50 1.
5 2 4 5 10 20 50 1.


























































































































































































































































































































































































































































































































































































































Magnitud >=2.0 Magnitud >=2.5 Magnitud >=3.0 Magnitud >=3.5
EXPONENTE EXPONENTE EXPONENTE
Análisis de resultados 105
tiene un comportamiento normal y que efectivamente la determinación de la distancia se 
encuentra alrededor 10.9 kilómetros. La línea azul, a trazos, corresponde al alineamiento 
del comportamiento ideal de la predicción, es decir, se trata del lugar geométrico donde la 
predicción es igual al valor real, y por lo tanto se puede decir que el modelo se ajusta muy 
bien y permite la predicción del valor de la Distancia a la cual ocurrió el sismo con una muy 
buena precisión,  considerando que este valor es obtenido después de recibir 10 segundos 
de señal, siendo un tiempo aceptable para la generación de un alerta temprana. 
Figura 6-7 : Selección de magnitud de corte y tiempo de señal – Distancia Epicentral 
    
Tabla 6-7 : Resumen estadístico de los mejores modelos de Distancia 
Los resultados obtenidos en esta investigación son mejores que los logrados por (Lockman 
& Allen, 2005) y (Böse, et al., 2012) quienes obtuvieron precisiones de ±15 y ±16-19 





MAGNITUD MINIMA 2.0 2.5 3.0 3.5 2.0 2.5 3.0 3.5 2.0 2.5 3.0 3.5
Media 0.16 0.13 1.03 -0.46 0.21 0.56 0.45 -1.06 1.05 -0.16 -0.96 -0.39
Error típico 0.51 0.63 0.80 1.14 0.51 0.70 0.80 1.74 0.56 0.73 0.95 0.65
Desviación estándar 15.1 12.3 8.9 6.6 15.0 13.6 9.0 10.0 16.6 14.2 10.6 3.7
Curtosis 1.34 1.36 5.13 10.85 1.48 0.57 3.30 1.97 0.82 0.92 3.57 18.48
Coeficiente de asimetría 0.18 -0.10 1.51 -2.50 0.10 -0.05 0.14 -1.05 0.35 0.10 0.01 -3.10
Cuenta 863 379 126 33 863 379 126 33 864 377 126 33
Nivel de confianza(95.0%)1.009 1.245 1.574 2.323 1.000 1.377 1.578 3.540 1.107 1.437 1.873 1.317
DETERMINACION DE DISTANCIA - RESIDUALES - RESUMEN
TIEMPO DE SEÑAL 15 S TIEMPO DE SEÑAL 10 S TIEMPO DE SEÑAL 05 S
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Tabla 6-8 : Selección de parámetros opción  escogida - Distancia 
 
Figura 6-8 : Modelo Final para Distancia 
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6.3 Determinación de profundidad 
Con base en los descriptores y el conjunto de datos descritos en el numeral 5.2, se realizó 
la determinación de los parámetros de mejor ajuste para el modelo de máquinas de soporte 
vectorial en la determinación de la profundidad del evento sísmico.  
La distribución estadística de los valores de profundidad se presenta en la Figura 6-9, 
donde se observa la composición total  del conjunto de datos. Esta distribución permite 
observar que la profundidad en la cual se generan los sismos dentro de un radio de 120 
kilómetros alrededor de la estación El Rosal, presenta un comportamiento Bi-Modal que 
sugiere la existencia de dos tipos de fuentes que corresponden a sismos someros y a 
sismos profundos. Estos primeros son de mayor interés para la generación de alertas 
tempranas debido a que al ocurrir a una menor profundidad pueden ocasionar mayores 
daños. Sin embargo, el conjunto de datos involucra todos los eventos con el fin de verificar 
si el modelo permite su diferenciación. 
Figura 6-9 : Distribución de valores de Profundidad 
 
En la Tabla 6-9, se observan los valores de coeficiente de correlación para cada una de 
las combinaciones de magnitud de corte y tiempo de señal. En cada una de las 
combinaciones se determina el exponente del kernel y el factor de complejidad para los 
cuales se obtienen el valor más alto  de dicho coeficiente. Se puede observar que en 
general los mejores valores de coeficiente de correlación son 0.857 y 0.898 para tiempos 
de señal de 10 y 15 segundos respectivamente. Los valores de coeficiente de correlación 
para un tiempo de señal de 5 segundos es mucho más bajo que los obtenidos para tiempos 
mayores.  
En la Figura 6-10  se presentan los valores de coeficientes de correlación de los mejores 
modelos para cada uno de los conjuntos de datos. Se observa que dichos coeficientes son 
mayores para los conjuntos de datos correspondientes a una magnitud de corte de 3.0 
unidades de magnitud.   
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Figura 6-10 : Selección de magnitud de corte y tiempo de señal - Profundidad 
    
Observando la Tabla 6-10, correspondiente a  diferencia entre la profundidad de real y la 
calculada por el modelo, empleando para esto los parámetros de mejor ajuste, 
encontramos que los valores de los residuales son bajos con desviaciones estándar de 
13.5 y 16.5 para tiempos de señal de 10 y 15 segundos respectivamente. Esos resultados 
pueden obedecer a la mezcla de las fuentes observada en el análisis estadístico inicial de 
los datos de entrada. Para poder obtener dichos valores bajos de los residuales los 
modelos tienden a sobre-entrenarse, efecto que se observa en los modelos donde los 
valores de curtosis son altos, lo que significa que los resultados obtenidos tienden a 
agruparse alrededor de la media. También se observa que en algunos modelos donde los 
valores de curtosis son bajos la desviación estándar es muy alta, lo que concuerda con el 
hecho de que los valores se distribuyen de manera más dispersa comparados con una 
distribución normal. Para los tiempos de señal de cinco segundos, los cuales serían ideales 
para alertas tempranas, los valores de desviación estándar son muy altos, razón por la 
cual no es posible determinar, en este corto tiempo, un valor de profundidad confiable.  
Para un tiempo de señal de diez segundos, los valores de desviación estándar disminuyen 
pero la curtosis es alta, lo cual implica que la dispersión de los residuales es muy grande 
y por lo tanto no es recomendable realizar una determinación de profundidad para este 
tiempo mediante el modelo propuesto, haciendo que la determinación de la profundidad 
en este tiempo deba ser tomada como un valor inicial que deberá ser confirmado 5 
segundos después con el modelo para 15 segundos de señal y una magnitud de corte de 
3.5, con una desviación estándar de 16.5 kilómetros y con una curtosis menor. 
La escogencia de los parámetros se puede observar en la Tabla 6-11, donde se presentan 
el coeficiente de correlación y el error medio absoluto para cada una de las combinaciones 
de exponente del kernel y el factor de complejidad, para el tiempo de señal y la magnitud 
de corte seleccionada. Estos parámetros fueron calculados con base en el procesamiento 
de cada una de las opciones, empleando para ello una validación cruzada de diez 
particiones. 
Con base en las razones anteriormente expuestas, la determinación de la profundidad se 
puede llevar a cabo mediante el empleo de un modelo de máquinas de soporte vectorial 
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con un kernel polinomial normalizado, un exponente de 10 y un factor de complejidad de 
2, con lo cual se obtiene un coeficiente de correlación de 0.898, que es un indicador de 
que el modelo es confiable lo que permitió obtener una precisión de 0.6 ±16.5 kilómetros 
Tabla 6-9 : Resumen de Coeficientes de Correlación - Profundidad 
 
En la Figura 6-11 se presenta el gráfico que representa la relación entre la profundidad real 
y la profundidad calculada por el modelo. La primera en el eje de las abscisas y la segunda 
en el eje de las ordenadas. Se puede apreciar claramente que la distribución de los 
residuales tiene un comportamiento normal y que efectivamente la determinación de 
profundidad se encuentra alrededor 17 kilómetros. La línea azul, a trazos, corresponde al 
alineamiento del comportamiento ideal de la predicción, es decir, se trata del lugar 
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geométrico donde la predicción es igual al valor real, y por lo tanto se puede decir que el 
modelo, debido que el conjunto de datos tiene eventos provenientes de fuentes someras y 
profundas, presenta problemas principalmente para sismos con baja profundidad, para los 
cuales se está sobre-estimando su profundidad haciendo que la intensidad esperada sea 
inferior a la que realmente se podría percibir. Este modelo puede ser mejorado, mediante 
una clasificación previa entre sismos someros y profundos y a continuación emplear un 
modelo apropiado para cada uno de los tipos de evento con el cual se está tratando. 
Tabla 6-10 : Resumen estadístico de los mejores modelos de Profundidad 
 
Tabla 6-11 : Selección de parámetros opción  escogida – Profundidad 
 
MAGNITUD MINIMA 2.0 2.5 3.0 3.5 2.0 2.5 3.0 3.5 2.0 2.5 3.0 3.5
Media 1.35 0.97 3.79 0.60 2.03 2.24 -0.53 -1.00 1.82 4.15 -1.55 0.67
Error típico 1.12 1.25 2.30 2.87 0.78 1.12 1.48 2.35 1.65 1.98 1.74 4.05
Desviación estándar 32.9 24.3 25.8 16.5 23.0 21.7 16.6 13.5 48.6 38.5 19.6 23.3
Curtosis 1.86 4.88 3.13 4.63 5.19 5.85 8.50 5.02 0.03 0.93 11.49 6.05
Coeficiente de asimetría 0.20 0.55 0.66 -1.15 0.87 0.63 -1.15 0.20 0.05 0.38 -1.91 1.36
Cuenta 863 379 126 33 863 379 126 33 864 377 126 33
Nivel de confianza(95.0%)2.201 2.453 4.545 5.855 1.537 2.196 2.920 4.778 3.247 3.895 3.449 8.260
DETERMINACION DE PROFUNDIDAD - RESIDUALES - RESUMEN
TIEMPO DE SEÑAL 15 S TIEMPO DE SEÑAL 10 S TIEMPO DE SEÑAL 05 S
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Comparando  la precisión aquí obtenida con los valores publicados por otros autores se 
observa que es del mismo orden que la obtenida por  (Hsiao, et al., 2011) quienes reportan 
una precisión de 7.9 ± 6.6 kilómetros, sin embargo emplean varias estaciones (5 como 
mínimo) y es muy superior a la obtenida por (Romeu Petit, et al., 2016) quienes logran una 
precisión del orden de los 23 kilómetros empleando módulos de EarthWorm. 
Figura 6-11 : Modelo Final para Profundidad 
 
6.4 Determinación del azimut de llegada 
Con base en los descriptores y el conjunto de datos descritos en el numeral 5.2, se realizó 
la determinación de los parámetros de mejor ajuste para el modelo de máquinas de soporte 
vectorial en la determinación del azimut de llegada del sismo.  
La distribución estadística de los valores de azimut se presenta en la Figura 6-12, donde 
se observa la composición total  del conjunto de datos. Esta distribución permite observar 
que el muestreo obtenido a partir del conjunto de datos tiene valores de azimut distribuidos 
alrededor de la estación de una manera no homogénea presentando un pico alto  alrededor 
de un azimut de 240 grados debido a la presencia de una zona sismogénica de gran 
actividad en esa dirección. A pesar de no ser una distribución muy homogénea, ésta 
representa la característica particular de movimientos en esa área y por lo tanto  se 
conservará dicho conjunto tal como está de tal manera que represente las condiciones 
reales de operación de la estación 
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Figura 6-12 : Distribución de valores de Azimut 
 
En la Tabla 6-12, se observan los valores de factor de correlación para cada una de las 
combinaciones de magnitud de corte y tiempo de señal, para las cuales se determina el 
exponente del kernel y el factor de complejidad para los cuales se obtienen el valor más 
alto  de dicho coeficiente. Se puede observar que en general los mejores valores de 
coeficiente de correlación son bajos, los cuales, en el mejor de los casos se encuentran 
alrededor de 0.6, que se obtienen para un tiempo de señal de quince segundos. 
En la Figura 6-13 se presentan los valores de coeficientes de correlación de los mejores 
modelos para cada uno de los conjuntos de datos. Se observa que dichos coeficientes son 
mayores para los conjuntos de datos correspondientes a una magnitud de corte de 3.0 
unidades de magnitud.   
Observando la Tabla 6-13, se evidencia que los valores de curtosis en general son 
bastante altos lo cual indica que muchos de los modelos presentan sobre entrenamiento. 
Se observa también que los menores valores de curtosis se presentan para tiempos de 
señal de diez y quince segundos con una magnitud de corte de 3.5, lo que indica que la 
determinación del azimut, se puede dar de manera confiable para sismos con una mayor 
energía debido esto probablemente a que el modelo es capaz de diferenciar solamente 
aquellos arribos más vigorosos.  
Dado que se debe buscar el modelo que permite obtener un estimativo en el menor tiempo 
posible, se escoge un menor tiempo de señal correspondiente a cinco segundos y a una 
magnitud de corte de tres, dado que tiene una curtosis paja a pesar de tener una desviación 
estándar más alta que la obtenida con tiempos de señal mayores. 
La escogencia de los parámetros se puede observar en la Tabla 6-14, donde se presentan 
el coeficiente de correlación y el error medio absoluto para cada una de las combinaciones 
de exponente del kernel y el factor de complejidad, para el tiempo de señal y la magnitud 
de corte seleccionada. Estos parámetros fueron calculados, empleando para ello una 
validación cruzada de diez particiones. Se observa que los factores de calidad nos 
permiten obtener un valor de azimut en un tiempo corto con un error de alrededor de 45 
grados. Este valor es relativamente alto pero permite conocer al menos la zona donde se 
origina el evento. 
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Tabla 6-12 : Resumen de Coeficientes de Correlación - Azimut 
 
Con base en las razones anteriormente expuestas, la determinación del azimut se puede 
llevar a cabo mediante el empleo de un modelo de máquinas de soporte vectorial con un 
kernel polinomial normalizado, con un exponente de 2 y un factor de complejidad de 10, 
para un tiempo de señal de 5 segundos y un valor mínimo de magnitud de 3,  con lo cual 
se obtiene una desviación estándar de 45.4˚ grados. 
En la  Figura 6-14 se presenta el gráfico que representa la relación entre el azimut real y 
el azimut calculado por el modelo. El primero en el eje de las abscisas y el segundo en el 
eje de las ordenadas. Se puede apreciar claramente que la distribución de los residuales 
tiene un comportamiento normal y que efectivamente la determinación del azimut se 
encuentra alrededor 45.4 grados. La línea azul, a trazos, corresponde al alineamiento del 
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comportamiento ideal de la predicción, es decir, se trata del lugar geométrico donde la 
predicción es igual al valor real, y por lo tanto se puede decir que el modelo tiende ubicar 
los sismos un poco más al sur de su ubicación real. Esto se debe en parte a que el modelo 
se ve afectado por la presencia de direcciones preferencial de las fallas y zonas 
sismogénicas que hacen que la mayoría de la información provenga del este y del oeste 
pero no de las zonas norte y sur donde el número de sismos es mucho menor. Esta 
condición también forma parte de las condiciones de operación de la estación y por lo tanto 
este comportamiento está implícito que en el modelo. 
Figura 6-13 : Selección de magnitud de corte y tiempo de señal - Azimuth 
    
Tabla 6-13 : Resumen estadístico de los mejores modelos de Azimut 
 
Comparando con los trabajos anteriores publicados se encuentra que la precisión obtenida 
en esta investigación es menor a la obtenida por (Lockman & Allen, 2005) quienes 
obtuvieron valores de desviación estándar de ±20 grados solamente para un cuarto de las 
estaciones evaluadas así como también a la obtenida por (Eisermann, et al., 2015) quienes 
lograron reducir la desviación estándar a tan solo 13˚ mediante la eliminación de los valores 
con errores superiores a 30˚. Una de las razones para que la precisión aquí obtenida fuera 
MAGNITUD MINIMA 2.0 2.5 3.0 3.5 2.0 2.5 3.0 3.5 2.0 2.5 3.0 3.5
Media 2.62 2.69 -0.14 4.71 3.96 5.74 -0.09 -3.10 6.04 5.79 2.81 -1.94
Error típico 1.58 2.09 2.84 6.19 1.29 2.67 2.46 6.69 1.81 2.39 4.05 3.06
Desviación estándar 46.3 40.7 31.8 35.5 37.8 52.0 27.6 38.4 53.1 46.4 45.4 17.6
Curtosis 4.14 4.89 7.68 1.58 6.83 3.26 16.24 2.39 1.93 4.09 2.60 27.14
Coeficiente de asimetría 0.64 1.11 1.16 0.07 1.27 1.10 1.62 0.43 0.78 1.29 0.48 -4.86
Cuenta 863 379 126 33 863 379 126 33 864 377 126 33
Nivel de confianza(95.0%)3.093 4.109 5.614 12.605 2.528 5.252 4.863 13.628 3.545 4.702 8.010 6.231
DETERMINACION DE AZIMUTH - RESIDUALES - RESUMEN
TIEMPO DE SEÑAL 15 S TIEMPO DE SEÑAL 10 S TIEMPO DE SEÑAL 05 S
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menor consiste en que para la evaluación de la desviación estándar se consideraron todos 
los resultados obtenidos. Es por esta razón que si comparamos nuestros resultados con 
los obtenidos por (Noda, et al., 2012), quienes  emplearon todos los datos obtenidos en la 
evaluación de sus modelos, obteniendo desviaciones estándar entre 49.0˚ y 67.9˚, 
podemos afirmar que la precisión aquí obtenida es razonablemente mejor cuando se 
emplean todos los datos disponibles, lo cual es consistente con la necesidad de trabajar 
con todos los posibles eventos que llegan a las estaciones sismológicas. 
Tabla 6-14 : Selección de parámetros opción  escogida - Azimut 
 
Figura 6-14 : Modelo Final para Azimut 
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6.5 Determinación de la latitud geográfica 
Con base en los descriptores y el conjunto de datos descritos en el numeral 5.2, se realizó 
la determinación de los parámetros de mejor ajuste para el modelo de máquinas de soporte 
vectorial en la determinación de la Latitud geográfica de localización del evento sísmico.  
La distribución estadística de los valores de Latitud geográfica se presenta en la Figura 
6-15, donde se observa la composición total  del conjunto de datos. Esta distribución 
permite observar una tendencia bi-modal que sugiere la presencia de zonas  sismogénicas 
diferentes tanto al norte como el sur de la estación El Rosal. Esta es una condición natural 
del fenómeno y del muestreo realizado en virtud a que la selección de los sismos se hace 
de manera radial con centro en la estación sismológica y por lo tanto  existen zonas de 
latitud tanto norte como al sur que no quedan involucradas en la selección. Sin embargo, 
se encuentran muestreados todos los sismos ocurridos a una distancia menor de 120 
kilómetros que es el propósito de esta investigación. 
Figura 6-15 : Distribución de valores de Latitud Geográfica 
 
Figura 6-16 : Selección de magnitud de corte y tiempo de señal - Latitud 
    
En la Tabla 6-15, se observan los valores de factor de correlación para cada una de las 
combinaciones de magnitud de corte y tiempo de señal. En cada una de las combinaciones 
se determina el exponente del kernel y el factor de complejidad para los cuales se obtienen 
el valor más alto  de dicho coeficiente. Se puede observar que en general los valores 
óptimos de coeficiente de correlación son muy bajos con lo cual el modelo de la 
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determinación de la latitud geográfica no va a ser muy confiable. Esto se debe en parte a 
la característica bi-modal del conjunto de datos. 
En la Figura 6-16se presentan los valores de coeficientes de correlación de los mejores 
modelos para cada uno de los conjuntos de datos. Se observa que dichos coeficientes son 
mayores para los conjuntos de datos correspondientes a una magnitud de corte de 2.5 
unidades de magnitud.   
Tabla 6-15 : Resumen de Coeficientes de Correlación – Latitud Geográfica 
 
La escogencia de los parámetros se puede observar en la Tabla 6-17, donde se presentan 
el coeficiente de correlación y el error medio absoluto para cada una de las combinaciones 
de exponente del kernel y el factor de complejidad, para el tiempo de señal y la magnitud 
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de corte seleccionada. Estos parámetros fueron calculados empleando para ello una 
validación cruzada de diez particiones. Se observa que los factores de correlación son del 
orden de 0.32 valor que no es muy alto pero que permite al menos determinar la latitud con 
un error de 0.36 grados que corresponde a un valor de aproximadamente 40 kilómetros. 
Con base en las razones anteriormente expuestas, la determinación de la latitud geográfica 
se puede llevar a cabo mediante el empleo de un modelo de máquinas de soporte vectorial 
con un kernel polinomial normalizado, con un exponente de 10 y un factor de complejidad 
de 2, con lo cual se obtiene una desviación estándar de 0.35 grados. 
En la Figura 6-17 se presenta el gráfico que representa la relación entre la latitud 
geográfica real y la latitud geográfica calculada por el modelo. La primera en el eje de las 
abscisas y la segunda en el eje de las ordenadas. Se puede apreciar claramente que la 
distribución de los residuales tiene un comportamiento normal y que efectivamente la 
determinación de la latitud geográfica se encuentra alrededor 0.35 grados. La línea azul, a 
trazos, corresponde al alineamiento del comportamiento ideal de la predicción, es decir, se 
trata del lugar geométrico donde la predicción es igual al valor real. Se observa que el valor 
de la latitud geográfica esta sobreestimado para eventos localizados al sur de la estación 
así como también subestimado para aquellos eventos localizados al norte de la misma. 
Esto hace que los eventos sean reportados más cerca a la estación sismológica de lo que 
realmente son. 






MAGNITUD MINIMA 2.0 2.5 3.0 3.5 2.0 2.5 3.0 3.5 2.0 2.5 3.0 3.5
Media 0.03 0.04 0.04 0.00 0.04 0.04 0.04 0.07 0.09 0.06 0.03 0.08
Error típico 0.01 0.02 0.02 0.05 0.01 0.02 0.02 0.05 0.01 0.02 0.02 0.05
Desviación estándar 0.4 0.4 0.2 0.3 0.4 0.4 0.2 0.3 0.4 0.3 0.2 0.3
Curtosis 1.29 2.10 14.84 0.84 1.60 3.00 7.47 0.03 0.57 1.84 7.82 0.28
Coeficiente de asimetría 0.59 0.76 3.48 -0.12 0.77 0.79 2.22 0.42 0.83 0.74 1.69 0.49
Cuenta 863 379 126 33 863 379 126 33 864 377 126 33
Nivel de confianza(95.0%)0.025 0.038 0.039 0.101 0.024 0.036 0.043 0.100 0.027 0.035 0.040 0.102
DETERMINACION DE LATITUD - RESIDUALES - RESUMEN
TIEMPO DE SEÑAL 15 S TIEMPO DE SEÑAL 10 S TIEMPO DE SEÑAL 05 S
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Tabla 6-17 : Selección de parámetros opción  escogida – Latitud Geográfica 
 
Figura 6-17 : Modelo Final para Latitud Geográfica 
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6.6 Determinación de la longitud geográfica 
Con base en los descriptores y el conjunto de datos descritos en el numeral 5.2, se realizó 
la determinación de los parámetros de mejor ajuste para el modelo de máquinas de soporte 
vectorial en la determinación de la Longitud de localización del evento sísmico.  
La distribución estadística de los valores de la longitud geográfica se presenta en la Figura 
6-18, donde se observa la composición total  del conjunto de datos. Esta distribución 
permite observar que existe una composición bi-modal correspondiente a dos fuentes 
sismogénicas principales ubicadas al oriente y al occidente de la estación y por 
consiguiente de la ciudad Bogotá. El conjunto de datos será empleado entonces de esta 
manera dado que resume las condiciones reales en las cuales va a trabajar la estación. 
En la Tabla 6-18, se observan los valores de factor de correlación para cada una de las 
combinaciones de magnitud de corte y tiempo de señal. En cada una de las combinaciones 
se determina el exponente del kernel y el factor de complejidad para los cuales se obtienen 
el valor más alto  de dicho coeficiente.  
Se puede observar que en general los valores óptimos de coeficiente de correlación son 
fin el del orden de 0.6, para los conjuntos de datos con tiempos de señal de diez y quince 
segundos mientras que para el conjunto de datos con tiempo de señal de sólo cinco 
segundos el coeficiente de correlación se degrada presentando valores de alrededor de 
0.5 que resulta ser muy bajos. 
Figura 6-18 : Distribución de valores de Longitud Geográfica 
 
En la Figura 6-19 se presentan los valores de coeficientes de correlación de los mejores 
modelos para cada uno de los conjuntos de datos. Se observa que dichos coeficientes son 
mayores para los conjuntos de datos correspondientes a una magnitud de corte de 2.5 
unidades de magnitud.   
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Figura 6-19 : Selección de magnitud de corte y tiempo de señal - Longitud 
    
Observando la Tabla 6-19, se evidencia que los valores de curtosis en la mayoría de los 
modelos es alto, indicando que muchos de ellos presentan sobre entrenamiento. Los 
mejores valores de desviación estándar se consiguen para un tiempo de señal de quince 
segundos el cual es un tiempo muy alto para efectos de alerta temprana. Para un tiempo 
de señal de cinco segundos se observa que para una magnitud de corte de tres el valor de 
curtosis no es tan alto y la desviación estándar es de alrededor de 0.3 en el grados de 
longitud que corresponden aproximadamente 30 kilómetros, razón por las cual se escoge 
este modelo. 
La escogencia de los parámetros se puede observar en la Tabla 6-20, donde se presentan 
el coeficiente de correlación y el error medio absoluto para cada una de las combinaciones 
de exponente del kernel y el factor de complejidad, para el tiempo de señal y la magnitud 
de corte seleccionada. Éstos parámetros fueron calculados con base en el procesamiento 
o que cada una de las opciones mediante el programa  Weka 3.6, empleando para ello una 
validación cruzada de diez particiones .Se observa claramente que el coeficiente de 
correlación se encuentra alrededor de 0.54, que si bien no es muy alto, permite obtener 
una ubicación aproximada para alertas tempranas en cinco segundos. 
Con base en las razones anteriormente expuestas, la determinación de la longitud 
geográfica se puede llevar a cabo mediante el empleo de un modelo de máquinas de 
soporte vectorial con un kernel polinomial normalizado, con un exponente de 2 y un factor 
de complejidad de 5, con lo cual se obtiene una desviación estándar de 0.31, grados de 
longitud que equivalen a 30 kilómetros aproximadamente. 
En la Figura 6-20 se presenta el gráfico que representa la relación entre la longitud 
geográfica real y la longitud geográfica calculada por el modelo. La primera en el eje de 
las abscisas y la segunda en el eje de las ordenadas. Se puede apreciar claramente que 
la distribución de los residuales tiene un comportamiento normal y que efectivamente la 
determinación de la longitud geográfica se encuentra alrededor 0.31 grados de longitud. 
La línea azul, a trazos, corresponde al alineamiento del comportamiento ideal de la 
predicción, es decir, se trata del lugar geométrico donde la predicción es igual al valor real, 
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y por lo tanto se puede decir que los sismos que se presentan hacia el occidente tienden 
a ser localizados más cerca de la estación mientras que los sismos sucedidos al oriente 
de la estación se localizan con una mayor precisión en términos de longitud. Se observa 
también que los residuales presentan un comportamiento bimodal que sugiere dos fuentes 
sismogénicas diferentes. En este caso se podría pensar en una estrategia de clasificación 
previa en cuanto a fuente sismogénica para clasificarlos de acuerdo con su proveniencia 
en este y oeste y posteriormente el desarrollo de dos modelos que se emplearían para 
cada caso. 
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Tabla 6-19 : Resumen estadístico de los mejores modelos de Longitud Geográfica 
 
Comparado los resultados obtenidos en esta investigación en relación con la localización 
se encuentra que las precisiones son aún mucho menores que las obtenidas por (Hsiao, 
et al., 2011), (Chen, et al., 2015), (Sheen, 2015) y (Zhang, et al., 2016) quienes 
consiguieron precisiones del orden de los 7 kilómetros en promedio, lo que indica que el 
modelo empleado y los descriptores seleccionados no son adecuados para la 
determinación de la localización, haciendo necesario la evaluación del modelo 
complementándolo con nuevos descriptores. 
Tabla 6-20 : Selección de parámetros opción  escogida – Longitud Geográfica 
 
MAGNITUD MINIMA 2.0 2.5 3.0 3.5 2.0 2.5 3.0 3.5 2.0 2.5 3.0 3.5
Media 0.03 0.06 0.07 0.00 0.05 0.07 0.01 0.03 0.11 0.09 0.09 0.02
Error típico 0.01 0.01 0.02 0.03 0.01 0.02 0.01 0.04 0.01 0.02 0.03 0.04
Desviación estándar 0.3 0.3 0.2 0.2 0.3 0.3 0.1 0.2 0.4 0.3 0.3 0.2
Curtosis 4.34 4.53 1.19 5.19 4.81 8.12 17.28 6.16 1.11 3.55 1.20 5.44
Coeficiente de asimetría 0.99 1.63 1.11 0.64 1.56 2.39 3.22 2.12 1.09 1.69 1.18 1.15
Cuenta 863 379 126 33 863 379 126 33 864 377 126 33
Nivel de confianza(95.0%)0.019 0.026 0.038 0.067 0.019 0.030 0.023 0.076 0.024 0.033 0.056 0.072
DETERMINACION DE LONGITUD - RESIDUALES - RESUMEN
TIEMPO DE SEÑAL 15 S TIEMPO DE SEÑAL 10 S TIEMPO DE SEÑAL 05 S
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Se propone y evalúa un modelo basado en máquinas de vectores de soporte, que forma 
parte de las técnicas de inteligencia computacional, el cual permite, a través del 
reconocimiento y caracterización de los patrones presentes en señales provenientes de 
movimientos telúricos registrados en una sola estación sismológica, de tres componentes, 
determinar la magnitud, azimut, latitud y longitud, distancia epicentral y profundidad de un 
sismo en una ventana de tiempo de cinco segundos para anticipar la llegada de un sismo 
a la ciudad de Bogotá, descritos en el capítulo 4.2.1, donde se establece que la 
caracterización de los sismos más cercanos debe ser realizada en un tiempo menor a 10 
segundos, permite generar una alerta temprana, siempre y cuando la caracterización 
pueda ser realizada con el modelo propuesto directamente en la estación sismológica de 
tres componentes. 
La metodología propuesta requirió la recopilación de la información histórica de formas de 
onda registradas en una estación sismológica de banda ancha y tres componentes, de 
eventos sísmicos históricos y la extracción de los descriptores requeridos que 
corresponden a los parámetros de la regresión lineal de los picos máximos de amplitud, 
del modelo exponencial de los logaritmos de las amplitudes y el máximo valor propio 
registrado de la matriz de covarianza. Mediante estos descriptores se determinaron los 
parámetros de exponente y factor de complejidad, para un kernel polinomial normalizado 
mediante la combinación de varias parejas de estos y estableciendo la combinación que 
presenta mejores valores de ajuste. 
El hecho de emplear los mismos descriptores para todos los parámetros hipocentrales 
permite tener una sola etapa de pre-procesamiento para extracción de dichos descriptores 
en el momento de la implementación de este modelo directamente en la estación 
sismológica lo que permite agilizar  el cálculo de los parámetros hipocentrales directamente 
en la estación sismológica. 
Este modelo, actuando directamente en la estación sismológica, permitirá el cálculo y la 
respectiva transmisión de los parámetros hipocentrales en forma continua permitiendo la 
generación de alertas tempranas en tiempo real, con base en los eventos históricos 
registrados y resumidos a través de la matriz del kernel. 
El registro de los nuevos eventos que no son tenidos en cuenta para el desarrollo y 
parametrización de la matriz kernel servirán para la evaluación directa del modelo y 
posteriormente permitirán el ajuste de los parámetros mediante un re-entrenamiento 
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periódico del modelo, con el nuevo conjunto de datos actualizado y la evaluación de las 
precisiones obtenidas. 
El modelo propuesto constituye un primer paso para la implementación de sistemas de 
alertas tempranas basadas en modelos de inteligencia artificial para  la ciudad de Bogotá, 
y, en general, para otros centros de procesamiento en el mundo. 
Los modelos planteados y evaluados en esta investigación para la determinación de los 
parámetros hipocentrales con un tiempo de señal de cinco segundos, con base en métodos 
de aprendizaje de máquina a partir del entrenamiento con sismos históricos,  arrojan 
buenos resultados solamente para los casos de magnitud y distancia epicentral, 
presentando dificultades en la determinación de la profundidad y la localización del evento, 
dada la característica bimodal de la distribución de los datos.  Sin embargo, se abre un 
abanico de posibilidades para el mejoramiento futuro de estos modelos.  
Mediante esta investigación se confirma que los modelos basados en máquinas de soporte 
vectorial son una herramienta que permitirá en un futuro la generación de alertas 
tempranas confiables y oportunas, a través de un ejercicio constante y continuo en la 
búsqueda de una depuración de los descriptores y una profundización en el entendimiento 
de la determinación de alertas tempranas para sismos. 
El modelo propuesto  permite una implementación sencilla directamente en la estación 
sismológica a través de dispositivos electrónicos que permitan la inclusión de un algoritmo 
que para el caso de las máquinas de soporte vectorial se resume en el cálculo del producto 
de una matriz que corresponde al kernel determinado para cada parámetro hipocentral y 
un vector que contiene los descriptores calculados. El cálculo de dichos descriptores se 
puede realizar mediante un esquema que registre el valor máximo de amplitud recibida en 
una sub-ventana de tiempo de una fracción de segundo y calcule los valores de regresión 
simplemente a través de un algoritmo que remueva el valor de la amplitud máxima más 
tardía e involucre el valor más reciente y así, de manera recurrente vaya calculando los 
nuevos descriptores. Para el cálculo de mayor valor propio de la matriz de covarianza se 
debe establecer un procedimiento similar. 
La precisión del modelo propuesto permite obtener magnitudes con un error menor que el 
obtenido por otros autores. Observando la Figura 6-4, la cual es un complemento de la 
Figura 4-3, obtenida a partir de los resultados históricos publicados por otros autores 
consignados en la Tabla 4-2, a la cual se le adiciona el resultado obtenido en la presente 
investigación,  se resalta el hecho de que la precisión obtenida en este trabajo  para la 
determinación de la magnitud es mejor que la obtenida por otros investigadores y establece 
una mejora en la determinación de este valor empleando solamente una estación 
sismológica y un corto tiempo de señal. Este modelo es adecuado  para la caracterización 
de sismos con una magnitud mayor a 2.5. 
Los resultados obtenidos en esta investigación para la determinación de la distancia 
epicentral son mejores que los logrados por (Lockman & Allen, 2005) y (Böse, et al., 2012) 
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quienes obtuvieron precisiones de ±15 y ±16-19 kilómetros respectivamente, obteniendo 
una mejora sustancial.  
Comparando  la precisión aquí obtenida para la determinación de la profundidad del 
hipocentro con los valores publicados por otros autores se observa que es del mismo orden 
que la obtenida por  (Hsiao, et al., 2011) quienes reportan una precisión de 7.9 ± 6.6 
kilómetros, sin embargo emplean varias estaciones (5 como mínimo) y es muy superior a 
la obtenida por (Romeu Petit, et al., 2016) quienes logran una precisión del orden de los 
23 kilómetros empleando módulos de EarthWorm. 
Comparando con los trabajos anteriores publicados se encuentra que la precisión obtenida 
en esta investigación en la determinación del azimut de llegada es menor a la obtenida por 
(Lockman & Allen, 2005) quienes obtuvieron valores de desviación estándar de ±20 grados 
solamente para un cuarto de las estaciones evaluadas así como también a la obtenida por 
(Eisermann, et al., 2015) quienes lograron reducir la desviación estándar a tan solo 13˚ 
mediante la eliminación de los valores con errores superiores a 30˚. Una de las razones 
para que la precisión aquí obtenida fuera menor consiste en que para la evaluación de la 
desviación estándar se consideraron todos los resultados obtenidos. Es por esta razón que 
si comparamos nuestros resultados con los obtenidos por (Noda, et al., 2012), quienes  
emplearon todos los datos obtenidos en la evaluación de sus modelos, obteniendo 
desviaciones estándar entre 49.0˚ y 67.9˚, podemos afirmar que la precisión conseguida 
en esta investigación es razonablemente mejor cuando se emplean todos los datos 
disponibles, lo cual es consistente con la necesidad de trabajar con todos los posibles 
eventos que llegan a las estaciones sismológicas. 
Comparado los resultados obtenidos en esta investigación en relación con la localización 
se encuentra que las precisiones son aún mucho menores que las obtenidas por (Hsiao, 
et al., 2011), (Chen, et al., 2015), (Sheen, 2015) y (Zhang, et al., 2016) quienes 
consiguieron precisiones del orden de los 7 kilómetros en promedio, lo que indica que el 
modelo empleado y los descriptores seleccionados no son adecuados para la 
determinación de la localización, haciendo necesario la evaluación del modelo 
complementándolo con nuevos descriptores. 
Los resultados obtenidos en esta investigación ayudaran a mejorar los sistemas que 
existen en la actualidad dado que se obtuvieron mejores precisiones en la mayoría de los 
parámetros determinados. La implementación de estos modelos conseguirá una mejora 
sustancial, principalmente en la determinación de la magnitud y la distancia epicentral, no 
solamente en la precisión sino en la implementación de un modelo matemático sencillo 






En virtud a los buenos resultados obtenidos para la determinación de la magnitud y la 
distancia es importante continuar con el desarrollo del enfoque de la presente investigación 
con el fin de mejorar los resultados para los demás parámetros hipocentrales.  Tal como 
se demostró aquí, la técnica de las máquinas de vectores de soporte permitirán en un 
futuro la generación de alertas tempranas precisas y rápidas ante la eventual ocurrencia 
de sismos de alta magnitud, y por lo tanto, es importante encontrar la manera de mejorar 
la precisión de la predicción con base en futuras investigaciones, apoyadas desde el grupo 
investigación en sistemas inteligentes, del grupo de investigación de geofísica y de la Red 
Sismológica de la Sabana de Bogotá y sus Alrededores (RSSB) de la Universidad Nacional 
de Colombia. 
En primer lugar, se debe profundizar en el análisis y el desarrollo de los modelos basados 
en reconocimiento de patrones, a través del mejoramiento de aquellos correspondientes a 
la determinación de los parámetros hipocentrales que presentan características bimodales 
tales como la profundidad, la latitud y la longitud geográfica. Una estrategia para resolver 
este problema consiste en el empleo de un una etapa previa de clasificación, a través de 
técnicas de aprendizaje de máquina, mediante las cuales se puedan establecer al menos 
dos clases a través de las cuales, y dividiendo el conjunto de datos para estas categorías, 
realizar el entrenamiento de una máquina de soporte vectorial para cada una de estas. 
Se deben considerar también el empleo de otros descriptores tales como el periodo 
predominante, espectros de frecuencia de Fourier y los coeficientes de la transformada 
Wavelet que puedan ayudar a extraer características adicionales y permitan lograr una 
mejor correlación y una mejor determinación para los parámetros hipocentrales necesarios 
para la generación de una alerta temprana confiable y oportuna. 
Es importante también complementar el conjunto de datos con los sismos no considerados 
en esta investigación, es decir todos aquellos eventos adicionales presentados desde el 
27 de octubre de 2008, de tal manera que sea posible contar con un conjunto mayor de 
sismos con magnitudes superiores a 3.0 y con un muestreo que permita tener datos de 
áreas donde no se tenían sismos en el registro anterior al año 2008. 
Se debe iniciar el proceso de caracterización de los sismos con magnitudes mayores a 3.0 
registrados por la Red Sismológica de la Sabana de Bogotá y sus Alrededores (RSSB), de 
la Universidad Nacional de Colombia, cuya información reposa en las bases de datos de 
la red. Lo anterior con el fin de desarrollar un trabajo similar al presentado en esta 
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investigación y así poder generar un modelo de determinación de parámetros 
hipocentrales ajustado a los equipos con los que cuenta la red, dado que corresponden a 
sismógrafos de tres componentes y de banda ancha distribuidos en los alrededores de la 
sabana de Bogotá en un número tal que permitiría contar con más posibilidades de 
detección de eventos sísmicos generados en las principales zonas sismogénicas que 
circundan la sabana, garantizando la presencia de una estación cercana a cualquiera de 
las fuentes de generación de eventos que pueden afectar a la ciudad Bogotá. 
Con base en la determinación del modelo de predicción para las estaciones sismológicas 
de la Red Sismológica de la Sabana de Bogotá y sus Alrededores (RSSB), será posible 
iniciar la implementación de dichos modelos directamente en las estaciones a través del 
desarrollo de dispositivos electrónicos que estarían directamente emplazados en las 
respectivas estaciones sismológicas y con base en esta implementación iniciar la 
evaluación del modelo planteado en este investigación. 
Buscar en las bases de datos sismológicas disponibles alrededor del mundo, los registros 
de una estación de banda ancha y tres componentes, que contenga un buen número de 
sismos con magnitudes mayores a 4.0, mayores a las disponibles para la presente 
investigación, para poder comprobar la viabilidad del método en estas magnitudes. Es de 
interés poder confirmar la presencia de información de ruptura en los primeros cinco 
segundos de registro, para eventos mayores.  
Dado que una buena parte de modelos históricos de obtención de parámetros 
hipocentrales con una sola estación fueron realizados con base en información de 
acelerógrafos de tres componentes y a que el SGC cuenta con la Red Nacional de 
Acelerógrafos de Colombia (RNAC) que transmiten en tiempo real y cuya información 
cruda está disponible en su página web se recomienda que el modelo aquí propuesto sea 
implementado también para este tipo de sensores. 
Determinar los parámetros y evaluar el modelo de Regresión por Maquinas de Vectores 
de Soporte empleando el kernel Pearson VII en virtud a que los factores de calidad 
obtenidos en la evaluación de dicho kernel son comparables con el kernel Polinomial 
Normalizado, que fue empleado en esta investigación. 
Desarrollar un modelo de determinación de la localización geográfica del evento a partir de 
un procesamiento que involucre la latitud y la longitud al mismo tiempo mediante una fase 
previa de clasificación por cuadrantes y por tipo de fuente.  
Consolidar el grupo de investigación de Geofísica a partir del desarrollo de investigaciones 
tendientes a la implementación de técnicas de inteligencia artificial en la solución de 
problemas en geofísica, en particular en el mejoramiento de las precisiones y metodologías 
implementadas en la presente investigación. 
Realizar una relocalización más precisa de los eventos del conjunto de datos, previa al 
entrenamiento, con el fin de mejorar las precisiones obtenidas en el modelo. 
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Cómo se puede observar, la implementación del modelo propuesto en la presente 
investigación requiere aún de muchísimo esfuerzo y recursos, sin embargo, las 
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A. Anexo: Tabla de intensidad 
Escala Modificada de Mercalli  (Wood & Neumann, 1931). 
NIVEL I - Muy débil: Imperceptible para la mayoría excepto en condiciones muy 
particulares. Aceleraciones pico (PGA)  hasta 1 mgals. 
NIVEL II - Débil: Perceptible sólo por algunas personas en reposo. Los objetos colgantes 
suelen oscilar. Aceleraciones pico (PGA) desde 1 hasta 2 mgals. 
NIVEL III - Leve: Perceptible por algunas personas dentro de los edificios. Muchos no lo 
perciben como un terremoto.  Aceleraciones pico (PGA) desde 2 hasta 5 mgals. 
NIVEL IV - Moderado: Perceptible por la mayoría de personas dentro de los. Durante la 
noche algunas personas pueden despertarse. Perturbación en cerámica, puertas y 
ventanas. Aceleraciones pico (PGA) desde 5 hasta 10 mgals. 
NIVEL V - Poco Fuerte: Sacudida sentida en una amplia zona. Algunas piezas de vajilla 
o cristales de ventanas se rompen; caen objetos inestables. Aceleraciones pico (PGA) 
desde 10 hasta 25 mgals. 
NIVEL VI - Fuerte: Sacudida sentida por una zona muy amplia. Algunos muebles pesados 
cambian de sitio y provoca daños leves, en especial en viviendas de material ligero.  
Aceleraciones pico (PGA) desde 25 hasta 50 mgals. 
NIVEL VII - Muy fuerte: Ponerse de pie es difícil. Muebles dañados. Daños insignificantes 
en estructuras de buen diseño y construcción. Daños considerables en estructuras 
pobremente construidas. Mampostería dañada. Perceptible por personas en vehículos en 
movimiento. Aceleraciones pico (PGA) desde 50 hasta 100 mgals. 
NIVEL VIII - Destructivo: Daños considerables en estructuras ordinarias bien construidas, 
posibles derrumbes. Mampostería seriamente dañada o destruida. Muebles fuera de su 
sitio.  Aceleraciones pico (PGA) desde 100 hasta 250 mgals. 
NIVEL IX - Muy destructivo: Pánico generalizado. Daños considerables en estructuras 
especializadas. Grandes daños en importantes edificios, con derrumbes parciales. 
Aceleraciones pico (PGA) desde 250 hasta 500 mgals. 
NIVEL X - Desastroso: Algunas estructuras de madera bien construidas quedan 
destruidas. La mayoría de las estructuras de mampostería destruidas con sus bases. Vías 
ferroviarias dobladas.  Aceleraciones pico (PGA) mayores a 500 mgals. 
NIVEL XI - Muy desastroso: Pocas estructuras de mampostería,  permanecen en pie. 
Puentes destruidos. Vías ferroviarias curvadas en gran medida.   
NIVEL XII - Catastrófico: Destrucción total con pocos supervivientes.  
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B. Anexo: Evolución Histórica Investigación-SVM 
Con el fin de visualizar y entender el desarrollo y la aplicación de las SVM en diferentes 
áreas del conocimiento se realizó una recopilación y análisis de publicaciones en una de 
las bases de datos científicas más grandes y diversas del mundo. Se trata de 
ScienceDirect® que cuenta con más de 3500 revistas científicas de alto nivel, en las áreas 
de Ciencias Básicas, Ingeniería, Agricultura, Ciencias de la Salud, Ciencias Sociales y 
Humanidades, con un poco más de 12 millones de artículos científicos publicados. La 
búsqueda y revisión de artículos se realizó para máquinas de vectores de soporte (SVM) 
como tal y adicionalmente para regresión basada en las mismas (SVMR). 
Se encontraron 1777 y 975  artículos relacionados con SVM y SVMR respectivamente, 
cuyos resúmenes fueron revisados con el fin de poderlos clasificar en distintas categorías 
asociadas con la temática tratada en cada uno de los artículos, permitiendo poder llevar a 
cabo un análisis detallado del desarrollo y la dinámica de la investigación relacionada con 
estos temas durante el periodo de tiempo comprendido entre 1999, año a partir del cual se 
empezaron a ver resultados de las aplicaciones estos métodos, hasta la actualidad. Es 
importante aclarar que para este análisis, el número de artículos debe ser tomado 
únicamente como referencia debido a que los resultados aquí presentados corresponden 
únicamente a una muestra tomada en una sola de las bases de datos científicas, que se 
considera representativa pero que no contiene la totalidad de las publicaciones 
relacionadas con el tema. Estos números se toman únicamente como indicadores relativos 
de las temáticas tratadas.  
A continuación se presenta una breve descripción de la evolución y componentes 
porcentuales de las publicaciones relacionadas con SVM y SVMR en diferentes áreas del 
conocimiento con el fin de ilustrar el comportamiento y dinámica de la investigación 
relacionada con estos métodos. 
Publicaciones del Componente Teórico de SVM y SVMR 
Un componente importante para el desarrollo de las SVM y SVMR lo constituyen los 
aportes realizados con un enfoque exclusivamente teórico, los cuales fueron clasificados 
en tres grandes áreas que corresponden a nuevas propuestas, combinación de los 
métodos con otros algoritmos y trabajos de análisis y evaluación de su desempeño. En la 
Figura 10-1 se presenta la evolución histórica y la distribución porcentual de las 
publicaciones teóricas relacionadas con las SVM y  SVMR respectivamente. Dado que las 
SVMR están fundamentadas en las SVM, el número de  publicaciones teóricas para estas 
es considerablemente menor. También es posible observar que el componente principal 
en los dos casos corresponde al desarrollo de trabajos de investigación asociados con 
nuevas propuestas para la aplicación de estos métodos. La evolución histórica de la 
investigación teórica en las SVM presenta un ritmo creciente desde el año 1998 hasta hoy, 
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mientras que para las SVMR el crecimiento disminuye, mostrando una estabilización a 
partir del año 2012. 
Figura 10-1 : Publicaciones en ScienceDirect ® - Generales Teóricas - SVM y SVMR 
 
Existen también algunos trabajos relacionados con la combinación de las SVM con otros 
algoritmos con el fin de mejorar el desempeño de los mismos. Es el caso de algunas 
propuestas de integración con redes neuronales (Capparuccia, et al., 2007) y (Kang & Cho, 
2014) o con algoritmos de lógica difusa (Celikyılmaz & Türkşen, 2007) y (Wu, et al., 2014). 
Se encuentran además numerosos trabajos relacionados con el análisis del desempeño 
de las SVM  tales como (Pedroso & Murata, 2001), (Pelckmans, et al., 2005), (Rojo-
Álvarez, et al., 2005), (Anguita, et al., 2011), (Wang, et al., 2011) y (Xiao, et al., 2015) así 
como también estudios para determinar la pertinencia y la eficacia de dichos algoritmos 
tales como (Steinwart, 2002), (Crambes, et al., 2011), (Gonzalez-Abril, et al., 2011), (Chen 
& Chen, 2014) y (Carrizosa, et al., 2016). Otros estudios realizan la comparación del 
desempeño de las SVM con otros algoritmos y métodos de clasificación desarrollados por 
(Cao, 2003), (Guosheng & Guohong, 2008) y (Tomar & Agarwal, 2015). Finalmente, es 
posible encontrar algunos trabajos de revisión y compilación en (Lauer & Bloch, 2008) y 
(Shawe-Taylor & Sun, 2011). 
En relación con las publicaciones correspondientes a las SVMR es posible encontrar  
algunas propuestas para el mejoramiento del desempeño del algoritmo las cuales se 
refieren al empleo de diferentes kernel, a mejores estrategias para la predicción de series 
de tiempo y la aplicación de nuevas herramientas (Chuang, et al., 2004), (Lu, et al., 2009), 
(Guajardo, et al., 2010), (Land, et al., 2011), (Gao & Wu, 2012), (Zhao, et al., 2013)  y 
(Chen, et al., 2015). También se encuentran nuevas propuestas para la solución de 
problemas y mejoramiento en los tiempos de entrenamiento de las SVMR (Ortiz-García, et 
al., 2009) y (Zhao, et al., 2015). 
Se encuentran algunas publicaciones en las cuales se realiza un mejoramiento en el 
desempeño de las SVMR a partir de la combinación con otros métodos tales como lógica 
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difusa (Juang & Hsieh, 2009) y redes neuronales (Fu, et al., 2010), (Jeng, et al., 2010) y 
(Ko, 2012) aplicadas algunas de ellas al mejoramiento de la predicción de series de tiempo. 
Otras publicaciones tienen que ver con el análisis y evaluación del desempeño de las 
SVMR. Algunas corresponden simplemente a la discusión teórica de la robustez, precisión 
e interpretación de los resultados (Christmann, et al., 2007), (He, et al., 2008), (Yu & Xiao, 
2009) y (Laanaya, et al., 2010) orientados principalmente a series de tiempo y al 
reconocimiento de patrones. También se encuentran trabajos de comparación del método 
con la redes neuronales (Micheli, et al., 2005) y trabajos de evaluación de los resultados 
de aplicaciones principalmente de series de tiempo en (Lau & Wu, 2008), (Pai, et al., 2010), 
(Liu, et al., 2013), (Zhang, et al., 2013) y (Bao, et al., 2014), donde se evidencian las 
grandes ventajas y la precisión obtenida en la predicción a partir de dichas series. 
Publicaciones de aplicación de SVM y SVMR–Ingeniería 
La Ingeniería en general es una de las áreas del conocimiento donde las técnicas de  SVM 
y SVMR se aplicaron de manera creciente y progresiva desde los años 2001 y 2004 
respectivamente, en una gran variedad de campos , como se puede observar en la Figura 
10-2. La gran mayoría de publicaciones se encuentran principalmente en los campos de la 
Ingeniería Industrial y la Ingeniería Mecánica en donde los principales campos de 
aplicación están relacionados con procesos generales y controles de calidad, seguidas por 
la Ingeniería Civil, análisis de imágenes y Transporte.  
Figura 10-2 : Publicaciones en ScienceDirect ® - Ingeniería - SVM y SVMR 
 
Cómo se puede observar el número de publicaciones históricas relacionadas con las SVM 
tuvieron un crecimiento  sostenido hasta el año 2012 a partir del cual se estabilizaron, 
mientras que las publicaciones de aplicación de las SVMR presentan un crecimiento 
sostenido desde el año 2004 hasta la actualidad. Este comportamiento histórico se puede 
explicar a partir del hecho de que en la Ingeniería se requieren mucho más los algoritmos 
relacionados con modelos de regresión que los modelos de reconocimiento de patrones 
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para clasificación y caracterización. A continuación se presentan algunos de los principales 
trabajos en cada una de las áreas de la Ingeniería. 
En la Ingeniería Civil las SVM se apolicaron en las áreas de administración principalmente 
en la gerencia de obras civiles (Cheng & Wu, 2009) y (Cheng & Roy, 2010), evaluación de 
proyectos (Cheng, et al., 2010), (Chou, et al., 2013) y (Son, et al., 2012) y selección y 
clasificación de contratistas (Lam, et al., 2009) y (Tserng, et al., 2011). También se 
emplearon en la evaluación del comportamiento mecánico de asfaltos (Soltani, et al., 
2015), y en mayor medida de concretos (Chen, et al., 2009), (Yan & Shi, 2010), (Cheng, et 
al., 2012), (Nazari & Sanjayan, 2015) y (Sonebi, et al., 2016). Finalmente se encuentran 
aplicaciones relacionadas con suelos y cimentaciones (Samui, 2008) y (Farfani, et al., 
2015). 
En cuanto a las aplicaciones de SVMR en Ingeniería Civil, se evidencia un creciente 
desarrollo de modelos predictivos en diversas áreas. Se encuentra publicaciones en 
análisis estructural tales como (Zhang, et al., 2006), (Yuvaraj, et al., 2013), (Laory, et al., 
2014) y (Chou, et al., 2015), en la evaluación de concretos (Chou & Tsai, 2012) y 
(Shamshirband, et al., 2015), en la determinación de la resistencia y falla de suelos en 
túneles (Mahdevari, et al., 2013)  y cimentaciones (Motamedi, et al., 2015). Finalmente, se 
encuentran trabajos de administración y control de proyectos tales como (Wauters & 
Vanhoucke, 2014). 
En el área de la Ingeniería Industrial las aplicaciones de SVM y SVMR están relacionadas 
con la administración, la evaluación y diseño de procesos industriales, el monitoreo de los 
mismos y el control de calidad. Las SVM se aplicaron en el área de la administración 
principalmente en la predicción de la eficiencia de los procesos (Guo, et al., 2008), 
demanda de los productos (Wu, 2010) y evaluación de costos (Deng & Yeh, 2011). Las 
aplicaciones en los procesos industriales están relacionadas con el estimativo de la 
eficiencia y diseño de dichos procesos (Wang, et al., 2006), (Varol, et al., 2008), (Chen, et 
al., 2014) y (Chen, et al., 2015). Finalmente, se encuentran trabajos de investigación en 
control de calidad de los productos en las líneas de producción (Chao & Tong, 2009) (Lee, 
et al., 2011) y (Tseng, et al., 2016). 
En relación con la aplicación de las SVMR en actividades industriales se encuentran 
trabajos relacionados con la estimación de costo-beneficio (Chang, et al., 2013), en la 
predicción de recepción de órdenes de compra (Yan, et al., 2011) y (Alenezi, et al., 2008) 
y tiempos de desarrollo de proyectos industriales en nuevos productos (Mousavi, et al., 
2013). En el área de procesos industriales se desarrollaron trabajos relacionados con el 
cálculo de parámetros fisicoquímicos principalmente (Si, et al., 2009), (Hu, et al., 2011) 
(Zaidi, 2012) y (Laha, et al., 2015). También se encuentran algunas aplicaciones de 
monitoreo de procesos industriales enfocadas en la determinación de parámetros físicos y 
químicos de los productos durante su producción (Nadadoor, et al., 2012), (Kaneko & 
Funatsu, 2014) y (Kang, et al., 2016) así como también en el control de calidad del producto 
terminado (Miao, et al., 2009), (Yu, 2012), (Lasheras, et al., 2014) y (Pani, et al., 2016). 
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Una de las áreas de la Ingeniería en donde se encontraron un mayor número de 
publicaciones de trabajos relacionados con SVM y SVMR es la Ingeniería Mecánica con 
un sinnúmero de aplicaciones en modelamiento y diseño de máquinas así como también 
trabajos de monitoreo y detección de fallas. Las SVM se emplearon principalmente en 
investigaciones relacionadas con la determinación de fallas tanto en materiales como en 
dispositivos mecánicos tales como motores y engranajes (Samanta, 2004), (Yuan & Chu, 
2006), (Yuan & Chu, 2007), (Widodo, et al., 2009), (Tang, et al., 2010), (Salem, et al., 
2012), (Li, et al., 2013), (Jegadeeshwaran & Sugumaran, 2015) y (Wu, et al., 2016) entre 
otros.  Se encuentran también aplicaciones en el monitoreo del funcionamiento de 
máquinas y motores (Yang, et al., 2005), (Zhang & Wang, 2012) y (Sun, et al., 2016), así 
como también algunas otras que tienen que ver directamente con la solución de modelos 
matemáticos complejos asociados con el diseño, el funcionamiento de equipos y modelos 
aerodinámicos (Sun, et al., 2004), (Lute, et al., 2009) y (Sheibat-Othman, et al., 2015). 
En relación con la aplicación de las SVMR se observa que la gran mayoría de 
publicaciones están relacionadas con la solución de modelos matemáticos para el cálculo 
de los esfuerzos en piezas de maquinaria (Lim, et al., 2010), (Kanumuri, et al., 2015) y 
(Raja & Kumanan, 2016), funcionamiento de las mismas a partir de series de tiempo 
(Vaughan & Bohac, 2015), diseño de maquinas (Salcedo-Sanz, et al., 2012) y (Singh, et 
al., 2016) así como también la determinación de algunos modelos aerodinámicos (Niu & 
Zhang, 2012) y (Yang & Zhang, 2013). 
La aplicación de las SVM y las SVMR en la Ingeniería Química está enfocada en tres 
grandes áreas. Por un lado está la predicción de propiedades físico químicas de algunos 
materiales o compuestos (Dashtbozorgi, et al., 2012), (Arabloo, et al., 2015) y (Ziaee, et 
al., 2015) en el caso de  las SVM y (Khan, et al., 2009) y (Owolabi, et al., 2015) en la 
aplicación de las SVMR. Por otro está el modelamiento de reacciones químicas enfocado 
principalmente en procesos industriales (Li, et al., 2009) y (Gao, et al., 2014) aplicando 
SVM; (Khooshechin, et al., 2014) y (Zhang, et al., 2016) aplicando SVMR. Por último se 
encuentran los trabajos relacionados con el análisis y clasificación de compuestos a partir 
de la determinación de los contenidos de algunos elementos y con implementaciones de 
sensores y espectrometría (Niazi, et al., 2007) y (Yang, et al., 2013) en SVM y (Zou, et al., 
2006) y  (Shokri, et al., 2016) en SVMR. 
En cuanto al análisis y procesamiento de imágenes, las SVM se aplicaron con gran éxito. 
Se encuentran una gran cantidad de investigaciones principalmente en el área de la 
extracción o selección de imágenes provenientes de grandes repositorios (Image 
Retrieval) permitiendo obtener la imagen requerida a partir de algunos parámetros 
descriptivos (Rahman, et al., 2008), (Min & Cheng, 2009), (Yildizer, et al., 2012) y 
(Kanimozhi & Latha, 2015). Dada a las características de las SVM, se emplearon también 
en trabajos de clasificación de imágenes (Tsai, 2005) y (Shang & Barnes, 2013) , en 
trabajos de reconocimiento de patrones (Kim, et al., 2001), (Ma, et al., 2010) y (Makili, et 
al., 2013) y en la implementación y desarrollo de técnicas de procesamiento de imágenes 
(Wang & Fu, 2010) y (El-Tawel & Helmy, 2015). Mientras tanto, las SVMR se aplicaron en 
el mejoramiento de técnicas de procesamiento (Li, 2009), (Tsai, et al., 2012), (Salti & 
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Stefano, 2013) y (An, et al., 2015), en el reconocimiento de patrones en general  (Xie, et 
al., 2014) y otras aplicaciones que tiene  que ver con la identificación y caracterización de 
personas a partir de imágenes de rostros humanos (Li, et al., 2004) y (El & Onsi, 2011). 
Una importante cantidad de trabajos de investigación relacionados con las SVM se 
encuentran en la solución de problemas de transporte, principalmente en las áreas de 
detección de patrones de tráfico (Yu, et al., 2013) y (Cong, et al., 2016), desarrollo de 
aplicaciones de control de tránsito para clasificación y reconocimiento de vehículos (Cho 
& Tseng, 2013) y (Zhu, et al., 2015) y para la detección de incidentes y comportamientos 
anómalos para el mejoramiento de la seguridad vial (Yuan & Cheu, 2003), (Hu & Zheng, 
2009) y (Gang & Zhuping, 2011).  En relación con la aplicación de las SVMR, los trabajos 
están mucho más relacionados con la estimación y simulación de flujos de tráfico, 
principalmente urbano (Castro-Neto, et al., 2009), (Hong, 2011), (Li, et al., 2013) y (Liu & 
Wang, 2015)  y marítimo (Li, et al., 2015) y (Li, et al., 2016). 
Publicaciones de aplicación de SVM y SVMR–Medicina 
Las aplicaciones de SVM en Medicina generaron un importante número de publicaciones, 
convirtiéndose en uno de los campos más importantes en el empleo de las SVM, de 
acuerdo con los datos presentados en la Figura 10-3. Las principales áreas de 
investigación en Medicina tienen que ver con el diagnóstico de enfermedades generales y 
en particular el diagnóstico en especialidades tales como Cardiología, Neurología y 
Oncología, así como también algunos trabajos de Farmacología, como lo muestran los 
resultados presentados en la Figura 10-3, donde también se observa que el número de 
publicaciones asociadas con las SVM son muchísimo más numerosas que las 
publicaciones relacionadas con las SVMR, esto debido a que en Medicina las labores de 
diagnóstico tienen que ver principalmente con el reconocimiento de patrones presentes en 
datos clínicos, imágenes diagnósticas y series de tiempo.  
Este reconocimiento de patrones realizado a través de las SVM permitió el  desarrollo de 
aplicaciones para el diagnóstico de enfermedades generales (Widodo & Yang, 2011) y en 
particular algunas como cirrosis (Hui, et al., 2013), diabetes (Polat, et al., 2008) y (Çalişir 
& Doğantekin, 2011), epilepsia (Cantor-Rivera, et al., 2015), infección pulmonar (Yao, et 
al., 2011) y esquizofrenia (Pina-Camacho, et al., 2014) entre otras. Muchas de estas 
aplicaciones están basadas en la aplicación de las SVM en la clasificación y extracción de 
patrones en imágenes diagnósticas tales como resonancias magnéticas (Waters-Metenier, 
et al., 2010) y (Zhang, et al., 2013) e imágenes ultrasónicas (Horng, 2009). 
En relación con las aplicaciones en Oncología se pueden encontrar trabajos para la 
detección y reconocimiento de cáncer de tipo general (Valentini, et al., 2004), de seno 
(Chang, et al., 2003), (Polat & Güneş, 2007) y (Zheng, et al., 2014), Hepático (Liang, et al., 
2014) , de pulmón (Sun, et al., 2013) y de próstata (Parfait, et al., 2012) entre otros. 




En Cardiología, el empleo de señales provenientes de electrocardiogramas, las cuales 
pueden ser tratadas como series de tiempo, hizo que las SVM se convirtieran en una 
herramienta muy útil en el análisis y diagnóstico de enfermedades relacionadas con el 
corazón (Polat, et al., 2008),  (Saini, et al., 2013) y (Saini, et al., 2014), en particular la 
detección de Arritmias (Fei, 2010) y (Polat & Güneş, 2007), fibrilación (Asgari, et al., 2015) 
y problemas con las válvulas cardíacas (Choi, 2008). 
En Neurología, el análisis y clasificación de señales provenientes de 
electroencefalogramas (Lima, et al., 2010) y resonancias magnéticas (Chaplot, et al., 2006) 
permite el diagnóstico temprano de Alzheimer (Segovia, et al., 2013) y (Khedher, et al., 
2015), reconocimiento de patrones de epilepsia (Wang, et al., 2012) y (Nicolaou & 
Georgiou, 2012), lesiones cerebrales (Yamamoto, et al., 2010) y parkinson  (Ai, et al., 
2011). 
En el campo de la Farmacología, las SVM se emplearon para el diseño de fármacos 
(Burbidge, et al., 2001),  evaluación de la resistencia a los mismos  (Zhang, et al., 2009), 
predicción de su solubilidad (Cano, et al., 2016) y evaluación de agentes activos en 
medicina natural (Chen, et al., 2011). 
Aunque el número de publicaciones relacionadas con aplicaciones en medicina de las 
SVMR es muy inferior al de SVM, se observa claramente en la Figura 10-3, un aumento 
en las publicaciones del año 2015 que prevé un crecimiento en esta campo, de acuerdo 
con lo observado en otras áreas del conocimiento. Se encuentran aplicaciones de SVMR 
para el diagnóstico de enfermedades (Zangooei, et al., 2014), determinación de glucosa 
en plasma (Jin, et al., 2014) e inclusive predicción de infecciones asociadas con factores 
meteorológicos, realizados con base en el cálculo de variables correlacionadas a partir de 
modelos de regresión, comparada inclusive con otros métodos de IA (Wang, et al., 2015). 
Se encuentran algunos trabajos de aplicación de las SVMR en Oncología (Chiu, et al., 
2008) y (Donovan, et al., 2009), Neurología (Rizk-Jackson, et al., 2011) y (Bayestehtashk, 
et al., 2015) y en Cardiología (Jiang, et al., 2013) y (Han, et al., 2014) en los cuales 
prevalecen los modelos de regresión para la determinación de variables tanto clínicas 
como de reconocimiento de patrones en imágenes médicas (Wang, et al., 2010) y (Hori, et 
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al., 2015) y en series de tiempo. En farmacología se encuentran trabajos relacionados con 
el empleo de espectroscopia (Roggo, et al., 2007), espectromicroscopía (Wu, et al., 2015) 
y la cuantificación del contenido de algunos componentes en medicamentos (Naguib, 
2011) y (Martincic, et al., 2015). 
Se observan además algunos nuevos trabajos relacionados con las actividades 
hospitalarias que tienen que ver con la supervivencia y estadía en clínica de pacientes 
críticos (Houthooft, et al., 2015) y con el estimativo de costos médicos del tratamiento de 
algunos pacientes (Kuo, et al., 2015), con lo cual se puede prever un crecimiento de las 
aplicaciones de  SVMR en el campo de la administración en medicina. 
Publicaciones de aplicación de SVM y SVMR–Biotecnología 
El número de publicaciones de investigaciones realizadas en biotecnología, en las áreas 
de biología, genética, análisis molecular y análisis del comportamiento humano, a pesar 
de no ser grande, muestra claramente como las SVM se aplicaron en un mayor número 
mientras que las publicaciones con aplicaciones de SVMR son reducidas. En la Figura 
10-4 se puede apreciar que el número de publicaciones relacionadas con las SVM tuvo un 
crecimiento inicial hasta el año 2007 a partir del cual empieza a reducirse gradualmente. 
Figura 10-4 : Publicaciones en ScienceDirect ® - Biotecnología - SVM y SVMR 
 
El área donde existe el mayor número de publicaciones relacionadas con la aplicación de 
las SVM es el análisis molecular en donde se aplica en diversas tareas de clasificación y 
análisis (Hua & Sun, 2001), (Lee, et al., 2010) y (Huang, et al., 2015), predicción de la clase 
de estructura de proteínas (Chen, et al., 2006) y (Hayat & Iqbal, 2014), localización de 
proteínas (Cai, et al., 2000), (Liang, et al., 2012), (Huang, et al., 2015) y (Zhang, et al., 
2015), conectividad de cadenas en proteínas (Liu & Chen, 2007) , (Yuan, et al., 2009) y 
(Lin & Tseng, 2012), y otras aplicaciones relacionadas con la predicción in-silico de la 
toxicidad de compuestos químicos (Cao, et al., 2015) y la determinación de proteínas 
virulentas (Nanni & Lumini, 2009). 
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En el campo de la genética, se encuentran muchos trabajos relacionados con el análisis 
de ADN en donde se aplicaron en la predicción de enlaces, interacciones y expresión de 
genes (Cai & Lin, 2003), (Yu, et al., 2006), (Yu, et al., 2011), (Niu, et al., 2014) y (Chen, et 
al., 2015), en la predicción (Xu, et al., 2008) y (Kothandan & Biswas, 2015) y clasificación 
de micro-arreglos (Li & Jia, 2010). 
En Biología se emplearon las SVM en la identificación de organismos (Morris, et al., 2001), 
identificación acústica de algunas especies de peces (Robotham, et al., 2010) y en la 
determinación de la ausencia o presencia de especies en ciertas regiones (Tirelli, et al., 
2012). También se encuentran aplicaciones relacionadas con el análisis el reconocimiento 
de acciones humanas (Cao, et al., 2009) y (Wu & Shao, 2014). 
En cuanto la aplicación de las  SVMR biotecnología el número de publicaciones es 
reducido, sin embargo, existen algunas recientes donde se destaca el potencial de estas 
técnicas en estudios genéticos (Dumancas, et al., 2015), análisis comparativo de algunos 
modelos de regresión (Hernández, et al., 2009) y algunas otras relacionadas con estructura 
molecular (Chung, et al., 2010), (Zangooei & Jalili, 2012) y  (Uslan & Seker, 2016) y el 
descubrimiento de polímeros (Potta, et al., 2014). 
Publicaciones de aplicación de SVM y SVMR–Geociencias 
En el área de las Geociencias las investigaciones relacionadas con SVM, aunque no son 
muy numerosas, tuvieron un crecimiento constante desde el año 2003 hasta la actualidad 
así como también las investigaciones basadas en SVMR crecieron de manera sostenida 
desde el mismo año. Los principales campos de actividad de las aplicaciones con las 
técnicas mencionadas corresponden a Geología, sistemas de información geográfica, 
desastres ocasionados por fenómenos naturales y medio ambiente como se puede 
observar en la Figura 10-5. 
Debido a la capacidad de los algoritmos de SVM para la identificación de patrones, las 
aplicaciones desarrolladas con base en estos están relacionadas principalmente con 
modelos de clasificación.  
Algunas aplicaciones en el campo de la Geología están relacionadas con la identificación 
y clasificación de patrones relacionados con litofacies (Al-Anazi & Gates, 2010b) y (Wang, 
et al., 2014), con el modelamiento geológico a partir de múltiples fuentes de información 
(Smirnoff, et al., 2008),  con la identificación de áreas de interés en prospección de 
minerales (Zuo & M., 2011) y (Rodriguez-Galiano, et al., 2015), así como también es de 
gran utilidad en la estimación de reservas de algunos yacimientos de carbón (Liu, et al., 
2008). Existen algunas aplicaciones en el área de la geofísica correspondiente a la 
implementación de ciertas técnicas de procesamiento de información sísmica (Li, et al., 
2015). En el área de la sismología se empleó para la clasificación de la severidad de sismos 
en relación con la magnitud y la distancia (Ochoa G., et al., 2014). 
Figura 10-5 : Publicaciones en ScienceDirect® - Geociencias - SVM y SVMR 
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En sistemas de información geográfica, las SVM se emplearon principalmente en trabajos 
de clasificación no supervisada (Kavzoglu & Colkesen, 2009), (Paneque-Gálvez, et al., 
2013) y (Turker & Koc-San, 2015), así como también para el reconocimiento  de patrones 
espaciales (Liu & Li, 2013) y (Zhai & Jiang, 2014) de imágenes provenientes de sensores 
remotos. Otro importante campo de aplicación corresponde al análisis y clasificación de 
áreas susceptibles a la ocurrencia de algunos desastres ocasionados por fenómenos 
naturales tales como deslizamientos (Yao, et al., 2008), (Peng, et al., 2014)  y (Hong, et 
al., 2015) e inundaciones (Tehrany, et al., 2014). 
En el campo de la Hidrología se encuentran aplicaciones relacionadas con la predicción 
de caudales en ríos (Kisi & Cimen, 2011) y valores de precipitación (Chen, et al., 2010)  y 
(Devak, et al., 2015). También se encuentran aplicaciones relacionadas con el medio 
ambiente para la determinación de la contaminación de fuentes hídricas (Liao, et al., 2011) 
y (Samghani & HosseinFatemi, 2016), riesgos de incendio (Li, et al., 2008) y (Lau, et al., 
2015), contaminación del aire (Osowski & Garanty, 2007) y la predicción de la 
concentración de ozono en la atmósfera (Luna, et al., 2014). 
Las SVMR se aplicaron principalmente para el modelamiento matemático de algunos 
fenómenos complejos, en cada una de las áreas. En Geología se emplearon para la 
determinación de propiedades físico químicas de algunos minerales (Xu, et al., 2009) y 
(Phiri & Aldrich, 2014) y la ubicación de pozos en yacimientos (Abbaszadeh, et al., 2016). 
Estos modelos se aplicaron también en Geofísica, principalmente en el área de la 
sismología para la identificación de réplicas (D’Amico, et al., 2009), aceleración pico (Hsu, 
et al., 2013) y velocidad de ondas S (Bagheripour, et al., 2015). 
Para los sistemas de información geográfica las SVMR fueron de gran utilidad en el 
modelamiento de propiedades físicas a partir de las firmas espectrales obtenidas de 
sensores remotos, permitiendo el modelamiento de propiedades físico químicas del suelo 
(Ballabio, 2009) y (Aldabaa, et al., 2015), transporte de humedad atmosférica en océanos 
(Xie, et al., 2008) y la determinación de contenidos de uranio (Ochoa G. & Alvarez, 2015). 
También se emplearon en la predicción de ocurrencia desastres ocasionados por 
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fenómenos naturales tales como  deslizamientos (Garg, et al., 2014) y (Colkesen, et al., 
2016) e inundaciones (Rasouli, et al., 2012) y (Liu & Pender, 2015). 
En Hidrología las SVMR se aplicaron en la predicción de caudales en ríos (Londhe & 
Gavraskar, 2015), precipitación diaria (Kisi & Cimen, 2011) y (Hosseini & Mahjouri, 2016) 
y temperatura (Paniagua-Tineo, et al., 2011). También fueron aplicadas en la solución de 
problemas medioambientales en la determinación de concentración de gases en la 
atmósfera (Lin, et al., 2011) y (Moazami, et al., 2015) y en el modelamiento y control del 
efecto invernadero (Lu & Wang, 2008), (Wang, et al., 2009) y (Kaneda, et al., 2015). 
Publicaciones de aplicación de SVM y SVMR–Recursos Naturales 
Las publicaciones asociadas con las aplicaciones que las  SVM y SVMR en el campo de 
los recursos naturales, que fueron agrupadas las áreas de energía, agua y alimentos, se 
presentan en la Figura 10-6, en donde es posible observar que las aplicaciones de las 
SVMR son más numerosas que las publicaciones en SVM. Sin embargo, en ambos casos 
se observa un crecimiento del número de éstas en el tiempo. 
Figura 10-6 : Publicaciones en ScienceDirect ® - Recursos Naturales - SVM y SVMR 
 
En relación con las aplicaciones de las SVM en el sector energético se encuentran 
publicaciones en el área de petróleos relacionadas con la clasificación de hidrocarburos 
(Wang, et al., 2016), con la detección de fugas en oleoductos (Hou, et al., 2014) y con la 
caracterización de reservorios de petróleo (Anifowose, et al., 2015). En el área de energía 
eléctrica se encuentran trabajo relacionados con la detección de fallas (Ekici, 2009) y 
(Sajan, et al., 2015), predicción de la carga instalada (Pai & Hong, 2005) así como también 
la estimación del consumo (Kaytez, et al., 2015). Adicionalmente, también es posible 
encontrar trabajos relacionados con energías alternativas tales como energía eólica (Kong, 
et al., 2015) y energía solar (Ekici, 2014). 
En el área de la agricultura, los trabajos están relacionados con la detección y clasificación 
de enfermedades en plantas (Rumpf, et al., 2010) y tipos de suelo (Kovačević, et al., 2010). 
Finalmente, en el área de alimentos los trabajos están relacionados con la clasificación de 
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dichos alimentos para evaluar su calidad (Deng, et al., 2010) y (Barbosa, et al., 2016) o 
para la clasificación de los mismos en diferentes tipos o especies (Du & Sun, 2005) y (Hu, 
et al., 2012). 
En relación con las aplicaciones de las SVMR en el área los recursos naturales, éstas se 
encuentran asociadas a la determinación de modelos matemáticos para la predicción de 
diversos parámetros  y al análisis de series de tiempo. Para el caso del sector energético 
se encuentran publicaciones en el area de petróleo y gas con aplicaciones en la 
determinación de parámetros de calidad de hidrocarburos (Alves, et al., 2012) y (Filgueiras, 
et al., 2014) y algunas variables petrofísicas de reservorios de petróleo tales como 
porosidad (Al-Anazi & Gates, 2010a), permeabilidad (Gholami, et al., 2014) y presión de 
saturación (Ansari & Gholami, 2015) entre otras.  En el área de energía eléctrica se 
implementaron aplicaciones para la estimación del consumo (Jain, et al., 2014), la carga 
(Nagi, et al., 2011) y (Suganyadevi & Babulal, 2014) y la detección de fallas en líneas de 
transmisión (Yusuff, et al., 2014). Adicionalmente, en el área de energías alternativas, se 
emplearon en la determinación de las velocidades de viento para la generación de energía 
eólica (Salcedo-Sanz, et al., 2011) y (Mercer & Dyer, 2014), así como también para el 
cálculo de radiación del sol para el caso de la energía solar (Cheng, et al., 2014) y 
(Antonanzas, et al., 2015). 
Las aplicaciones en el área de la Agricultura tienen que ver con predicción de factores tales 
como la fertilidad de semillas (Piles, et al., 2013) y parámetros de calidad del suelo para 
labores agrícolas (Mahmood, et al., 2013) y (Nawar, et al., 2016). En el sector de los 
alimentos las aplicaciones tienen que ver con la predicción de parámetros de calidad (Li & 
Li, 2009) y (Sanaeifar, et al., 2016) así como también el contenido que algunos 
componentes (Liu & Tu, 2012) y  (Zhang, et al., 2015). 
Finalmente, en el área de suministro de agua potable se encuentran aplicaciones para la 
determinación de la demanda (Ju, et al., 2014), predicción de reservas de agua 
subterráneas (Suryanarayana, et al., 2014) y modelos para el cálculo de la evaporación en 
reservas hídricas (Goyal, et al., 2014). 
Publicaciones de aplicación de SVM y SVMR–Finanzas 
La evolución histórica de la aplicación de las SVM en el área de Finanzas tiene un 
comportamiento muy particular dado que en todas las demás áreas analizadas se observa 
un crecimiento anual en el número de publicaciones de trabajos relacionados con las SVM, 
mientras que en esta área se presenta un decrecimiento a partir del año 2011. Por otro 
lado, el número de publicaciones relacionadas con las aplicación de las SVMR, en esta 
área, se mantuvieron a un ritmo creciente a partir del año 2005, tal y como se observa en 
la Figura 10-7. 
Se observa además que la aplicación de las SVM tiene que ver en gran parte con el análisis 
de créditos (Li, et al., 2006b), (Xu, et al., 2009) y (Farquad, et al., 2014), aprovechando la 
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capacidad de clasificación de dichos algoritmos, mientras que las SVMR son aplicadas en 
mayor número al análisis y predicción de valores de acciones en bolsa (Gao, et al., 2007), 
(Kao, et al., 2013) y (Patel, et al., 2015), dado que los algoritmos de SVMR permiten 
encontrar modelos de regresión confiables para la predicción de valores futuros en series 
de tiempo, permitiendo encontrar patrones que relacionan inclusive múltiples registros con 
relativa facilidad y versatilidad. 
Figura 10-7 : Publicaciones en ScienceDirect ® - Finanzas - SVM y SVMR 
 
Las SVM se aplicaron también en el área de mercado de valores, para la identificación de 
algunos patrones y mecanismos de la dinámica de estos (Huang, et al., 2005) y (Chiu & 
Chen, 2009) y de algunas otras series de tiempo financieras  (Gong, et al., 2016). 
Adicionalmente, se aplicaron en otras áreas de la economía tales como la banca (Min, et 
al., 2006) y (Boyacioglu, et al., 2009) y en la predicción de problemas financieros más 
generales (Li, et al., 2014). 
Por otra parte, las SVMR se aplicaron también en el área de mercadeo con el fin de 
predecir la demanda de productos (Levis & Papageorgiou, 2005), la permanencia de 
clientes (Chen & Fan, 2013) y la predicción de ventas (Dai, et al., 2015). Se encuentran 
además algunas aplicaciones relacionadas con el modelamiento de algunas variables 
económicas de análisis de estructura financiera (Chen, 2012) y predicción de tasas de 
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C. Anexo: Centros de alertas tempranas.   
Al menos tres países tienen un sistema de alerta temprana en operación; ellos son Japón, 
México y Taiwán. Esos sistemas pueden generar alertas sísmicas desde unos pocos 
segundos hasta decenas de segundos. Con el desarrollo de la sismología en tiempo real 
los operadores de muchas redes sísmicas locales y regionales están ahora actualizando 
sus sistemas para de reducir el tiempo para la caracterización de los sismos de algunos 
minutos  a menos de un minuto, haciendo que una potencial alerta temprana sea 
técnicamente posible (Lee & Espinosa Aranda, 2003).  Más significativo aún resulta el 
hecho de que una red sísmica apropiada puede proveer inclusive un mapa de 
desplazamientos sólo unos minutos después de un terremoto de tal manera que muy 
rápidamente se puede asesorar a las entidades de respuesta, ayuda y recuperación. En el 
momento, sólo el sistema de alertas sísmicos de ciudad de México está entregando alertas 
de sismos directamente al público. 
Existen sistemas de monitoreo que cuentan con la posibilidad de generar alertas 
tempranas alrededor del mundo. Sin embargo, los más importantes o los que tienen 
mayores adelantos en el momento corresponden a Japón, México y Taiwán (Lee & 
Espinosa Aranda, 2003). 
Mexico - SAS 
La Ciudad de México sufrió considerables daños debidos a terremotos e inclusive para 
aquellos cuyas fuentes estban a más de 300 kilómetros de la ciudad. El sismo de 
Michoacán ocurrido 19 de septiembre de 1985, ocasionó alrededor de 10,000 fatalidades 
y dejó decenas de miles de personas sin techo en la Ciudad de México. Después de dichos 
sismo, el centro de instrumentación y registro sísmico (CIRES) diseñó e implementó un 
sistema de alarma. (Espinosa Aranda, et al., 1995). Este sistema conocido como Seismic 
Alarm System (SAS) y consiste en 4 unidades: detección sísmica, telecomunicaciones, 
control central y alertas de radio.  
El sistema alertas tempranas de la ciudad México logró brindar una alerta temprana con 
aproximadamente sesenta segundos de anticipación para el sismo del 14 septiembre de  
1995. Este es un caso particular debido a que la fuente se encontraba más de 300 
kilómetros de manera que ese tiempo permitía hacer una identificación suficiente del 
evento empleando los métodos tradicionales (Wu, et al., 1998). 
El sistema de detección sísmico posee doce estaciones de campo, dotadas de 
acelerómetros, a lo largo de 300 kilómetros de la costa mexicana, espaciados 25 kilómetros 
cada uno. Cada estación monitorea la actividad sísmica dentro de un radio de cien 
kilómetros, de manera que detecta y estima la magnitud de un terremoto, después de diez 
segundos de iniciado el movimiento. Una vez es estimada la magnitud, es enviada a través 
de un mensaje de alerta a través de radio a la central de control en la ciudad de México. 
Solamente después de que dos o más estaciones de campo confirman la ocurrencia al 
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terremoto se envía a una alerta pública. La Magnitud local estimada para distancias 
epicentrales menores a 100 km, se realiza por medio de una relación empírica embebida 
en cada estación de campo, la decisión de emitir la alerta temprana es tomada por la 
estación central en la ciudad México después de recibir los estimativos de otras estaciones. 
Durante la operación del sistema se lograron algunas estimaciones de magnitud 
imprecisas para lo cual la relación empírica debió ser periódicamente ajustada empleando 
para ello nuevos datos adquiridos por el sistema.  
Taiwan – TREIRS 
Con una pequeña área y una población de 23 millones de habitantes, Taiwán se ubica 
dentro de las ciudades más pobladas del mundo. Cualquier sismo de magnitud apreciable 
y poco profundo puede llegar a ser un terremoto que cause daños severos. Tal como esta 
ciudad existen muchas otras propensas a los terremotos en áreas muy pobladas. (Wu & 
Kanamori, 2005-B). Los últimos desarrollos del sistema de información para alertas 
tempranas de terremotos de Taiwán (Taiwan Rapid Earthquake Information Release 
System - TREIRS ) se publicaron en una serie de artículos (Teng, et al., 1997), (Wu, et al., 
2003), (Wu, et al., 1997-A) , (Wu, et al., 1997-B). En este momento el sistema puede 
trasmitir de manera rutinaria la localización y magnitud de un terremoto fuerte así como la 
distribución de intensidad en aproximadamente sesenta segundos después de originado 
el terremoto. Sin embargo, estos sesenta segundos no son prácticos para una alerta 
temprana. Taiwán cuenta con una red de acelerógrafos que transmiten en  tiempo real, 
con el fin de para generar una alerta temprana en pocas decenas de segundos antes de 
que el movimiento más fuerte comience (Wu, et al., 1998). 
De acuerdo con los tiempos de viaje de sismos pasados ocurridos en Taiwán las ondas de 
corte tardan en llegar un poco más de 30 segundos, de manera que un sistema de 
monitoreo puede brindar la localización y la magnitud dentro de los 30 segundos antes de 
un gran terremoto. Una alerta puede generarse un llamado de emergencia y de esta 
manera generar acciones tales como disminuir la velocidad en autopistas y trenes de alta 
velocidad, cortar ordenadamente el paso de gas por tuberías, realizar una detención  
controlada de operaciones de manufactura y salvaguardar centros de cómputo (Wu, et al., 
1998). 
El programa de instrumentación de acelerómetros con salida digital en Taiwán se inició en 
1991 por el Central Weather Bureau  (CBW), que fueron fácilmente integrados a la red de 
telemetría existente. Para la implementación del sistema de alertas tempranas se 
exploraron dos posibilidades. La primera posibilidad consistió en el desarrollo de una red 
densa de acelerómetros cubriendo un área pequeña con procesamiento en tiempo real 
(Teng, et al., 1997). La otra posibilidad explorada consistía en la implementación de una 
red regional de acelerómetros que cubriera la totalidad de la isla con equipos más 
modernos dotados de procesamiento y comunicación en tiempo real (Wu, et al., 1997-A).  
Se implementaron los dos prototipos que fueron destinados a investigación y desarrollo de 
métodos técnicas para las alertas tempranas. Sin embargo, los resultados no se espera 
que sean entregados al público debido a que se requiere la implementación de un 
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programa  de educación en relación con la respuesta a las alarmas. (Lee & Espinosa 
Aranda, 2003). 
Japón - UrEDAS 
El único sistema que está ahora en uso es el llamado el Urgent Earthquake detection and 
Alarm System (UrEDAS) (Nakamura, 1988) y (Bito & Nakamura, 1986); el cual es 
empleado para la detención de trenes en el momento en que un terremoto ocurra. En el 
sistema UrEDAS la magnitud se determina inicialmente con base en el periodo dominante 
de la onda el cual decrece en la medida en que crece la magnitud, y la distancia epicentral 
es entonces inferida a partir del uso de una relación empírica magnitud-amplitud que 
incluye la distancia epicentral como parámetro. 
Por más de 30 años Japón emplea un Sistema alertas tempranas para su sistema de trenes 
incluyendo los trenes bala (Nakamura, 1988). Este sistema consiste en sismómetros 
alarma instalados claramente kilómetros a lo largo de las líneas del tren. Actualmente, se 
trata de un sistema inteligente de alertas que usa una sola estación en lugar de utilizar la 
red completa. El sistema UrEDAS detecta los movimientos iniciales de la onda P de un 
sismo y estima su localización y magnitud dentro de los tres primeros segundos. Usando 
los datos de localización y magnitud este genera una alarma para el área donde se esperan 
el mayor daño. (Lee & Espinosa Aranda, 2003) 
San Francisco 
Una idea básica para el sistema alertas tempranas de San Francisco California fue 
propuesta hace 130 años. A mediados del siglo XIX se presentaron terremotos frecuentes 
cerca de la población de Hollister, California, localizada a unos 120 kilómetros al sur este 
de San Francisco. Se propuso  la instalación de detectores sísmicos cerca de la ciudad de 
Hollister, California de tal manera que cuando un sismo fuera detectado por ellas, una señal 
eléctrica podría ser enviada vía telégrafo a la ciudad de San Francisco (Cooper, 1868). 
Esta señal podría entonces hacer sonar una gran campaña en el centro de la ciudad para 
advertir a los ciudadanos que un sismo de gran magnitud había ocurrido. Por esa época, 
los científicos ya sabían que las señales eléctricas de acaban mucho más rápido que las 
ondas sísmicas. Desafortunadamente, la idea de Cooper  nunca fue implementada.  Más 
de cien años después, se propuso un alerta computarizada para el sur de California 
(Heaton, 1985).  Posteriormente, se realiza la implementación de un sistema alertas 
tempranas,  dirigido a las poblaciones San Francisco y Oakland (Bakun, et al., 1994), para 
las réplicas del sismo de Loma Prieta  ocurrido el 17 de octubre 1989, empleando para ello 
los equipos más modernos disponibles en el momento y basado en un esquema similar 
(Cooper, 1868), empleado anteriormente. 
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D. Anexo: Otros parámetros para la 
caracterización de la señal sísmica 
Transformada de Fourier 
La serie compleja de Fourier que representa una función en el tiempo en términos de una 
suma sobre frecuencias angulares discretas (0), puede ser extendida como una integral 
continua en todo el rango de frecuencias angulares conocida como transformada de 
Fourier. En sismología, su empleo está bastante generalizado dado que las señales 
registradas en los sismógrafos puede ser expresada como una suma de los contenidos de 
las frecuencias angulares presentes en la señal afectadas por un valor de amplitud que 
representa la cantidad de cada una de estas que conforma la señal. Este hecho implica 
que las señales que son registradas en el dominio del tiempo pueden ser analizadas 
también en el dominio de la frecuencia. 
Una de las principales ventajas del empleo de la representación de esta señal en el dominio 
de la frecuencia consiste en que los contenidos de frecuencia de las señales tienen 
información relacionada con el tipo de onda, las características del sensor, las 
transformaciones debidas a los materiales que atraviesa la onda sísmica así como también 
cada una de las interfaces donde se presentan fenómenos de reflexión, refracción y 
difracción. 
La señal registrada por un sensor corresponde entonces a la interacción de una señal de 
origen con un medio que tiene características geométricas y físicas particulares, 
considerándose entonces que la señal sísmica registrada corresponde a la convolución de 
la serie de tiempo correspondiente a la señal de origen con una serie que representa el 
medio a través del cual la señal va a ser transformada expresado por medio de valores de 
impedancia acústica. 
Desde el punto de vista computacional, la convolución en el dominio del tiempo es 
altamente costosa mientras que en el dominio de la frecuencia corresponde simplemente 
a la multiplicación de los espectros de cada una de las señales involucradas en la 
convolución. 
Transformada Wavelet 
Los sismogramas de tres componentes representan el movimiento en un detector con tres 
direcciones ortogonales, dos en el plano horizontal y una en el plano vertical. Las señales 
sísmicas tienen muchas características que representan múltiples tipos de fases de arribo 
(Anant & Dowla, 1997), donde la  determinación precisa del tiempo de llegada de dichos 
arribos es importante en la determinación de la localización final del evento (Kayal , 2006).  
De manera tradicional, el proceso de localización de la fuente del sismo, se realiza a partir 
del empleo de  múltiples estaciones, Sin embargo, se desarrollaron gran cantidad de 
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investigaciones con el fin de determinar parámetros hipocentrales a partir de una única 
estación sismológica, con trabajos enfocados en la localización de eventos en regiones no 
muy grandes (Magotra, et al., 1989),  (Jarpe & Dowla, 1991), y donde se emplearon los 
coeficientes de la transformada Wavelet en lugar de emplear la señal original. Esto es 
posible dado que características importantes de las ondas pueden ser separadas por las 
diferentes resoluciones, que en la terminología de la transformada Wavelet son asociadas 
a diferentes escalas (Anant & Dowla, 1997) . 
El análisis  por separado en dominios de  tiempo y frecuencia no resulta ser muy apropiado 
para las señales no estacionarias. En estos casos, es preferible poder realizar el análisis 
en ambos dominios al mismo tiempo (Steeghs, 1997), para lo cual es posible el empleo, 
entre otras, de la transformada Wavelet discreta, conocida generalmente como DWT por 
sus siglas en inglés (Discrete Wavelet Transform) el que es particularmente útil para el 
estudio de señales no estacionarias. 
La DWT es definida a partir de un esquema de decodificación en varias bandas o  sub-
bandas (Mallat, 1989). Se emplean los filtros de cuadratura H y G, que corresponden a 
filtros paso bajo y paso alto, respectivamente, los cuales se utilizan para calcular de 
manera recursiva los coeficientes de cada ondícula, j,i(n), de una serie de tiempo 0,0(n) 
tal como se ilustran en ( 10-1 ),  donde n es el índice de la muestra, j es el parámetro de 
escala y L es el máximo nivel de descomposición. 
 
, ( ) = , ( ) 
 
, ( ) = , ( ) 
 
= 0,1,2 … . . , − 1 
 
( 10-1 ) 
Los coeficientes de las ondículas {1,1(n) , 2,1(n) , ….. , L,1(n)} caracterizan los detalles de 
la señal en diferentes escalas o resoluciones, mientras que en los coeficientes   {1,0(n) , 
2,0(n) , ….. , L,0(n)} representan la aproximación de la señal en diferentes escalas. 
Para la descomposición en ondículas de L escalas, la señal original, 0,0(n), puede ser 
representada como {1,1(n) , 2,1(n) , ….. , L,1(n)}, a partir de lo cual la señal original puede 
ser reconstruida completamente. (Daubechies, 1992). 
Sí los coeficientes de ondícula, j,1(n), o los coeficientes de aproximación, L,0(n), son 
evaluados mediante el mismo procedimiento que es usado para reconstruir la señal 
original,  se puede obtener un conjunto de diferentes señales, recj,r(n), cada una con el 
mismo número de muestras que la señal original, tal que, la suma de todas ellas permiten 
obtener nuevamente la señal original. 
 
, ( ) = , ( ) + , ( ) + , ( )+ . . . . . + , ( ) 
 
( 10-2 ) 
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El uso de la DWT, es útil inclusive para determinar las propiedades de polarización de las 
ondas sísmicas  (Samson, 1977)  y para la evaluación de los estados y las componentes 
principales de las series de tiempo en geofísica (Samson, 1983). 
Matriz de covarianza 
Las técnicas de diagonalización de la matriz de covarianza se empezaron a emplear de 
manera creciente en sismología a partir de trabajos  de recopilación y documentación de 
las técnicas matemáticas físicas relacionadas con su aplicación en el análisis de 
características de polarización con el fin de lograr la separación e identificación de arribos 
y también para la localización de eventos empleando tan solo una estación sísmica de tres 
componentes (Kirlin & Done, 1999). 
Existen descripciones detalladas para la implementación digital de la descomposición en 
valores propios de las matrices de correlación de las estaciones de tres componentes para 
identificar las fuentes de las ondas y estimar su dirección de llegada  (Ruud, et al., 1988), 
(Harris, 1990), (Suteau-Henson, 1990), (Bataille & Chiu, 1991), (Jarpe & Dowla, 1991), así 
como también en trabajos similares donde se resalta la bondad de este tipo de 
descomposición de la señal (Kedrov & Ovtchinnikov, 1990), (Walck & Chael, 1991). 
Los procedimientos para la identificación automática y algunas fases mediante el uso de 
las características de polarización fueron desarrolladas también por algunos autores 
quienes encuentran aplicaciones importantes tales como detectores automáticos de 
llegada sismos así como también algunos de ellos relacionados con llegadas duales de 
ondas de corte, las cuales permiten determinar algunos parámetros de anisotropía 
(Roberts, et al., 1989), (Deflandre & Dubesset, 1992), (Cichowicz, 1993),  (Earle & Shearer, 
1994), (Tong & Kennett, 1996), (Anant & Dowla, 1997)  y   (Bai & Kennett, 2000).  
Se emplearon también filtros de polarización para una sola estación, en exploración 
sísmica, particularmente en la eliminación de señales indeseables y para el realce de 
señales de interés que permitan tener una señal más depurada para el procesamiento de 
la información  (Perelberg & Hornbostel, 1994), (Morozov & Smithson, 1996), (Hearn & 
Hendrick, 1999), (De Franco & Musacchio, 2001). 
Las bases formales para la determinación de la dirección de las ondas sísmicas a partir de 
la diagonalización de la matriz de covarianza fueron establecidas con anterioridad de 
manera rigurosa (Flinn, 1965), (Montalbetti & Kanasewich, 1970). La parte imaginaria de 
la señal analítica corresponde a la transformada Hilbert de la traza completa de tal manera 
que dicha señal analítica contiene en determinado instante información del pasado y del 
futuro. De alguna manera tratar de ver la señal analítica como fuente de parámetros de 
polarización verdaderos de manera instantánea puede resultar engañosa (Greenhalgh, et 
al., 2005). La polarización no tiene significado para una muestra de tiempo específica, sin 
embargo, resulta beneficioso el empleo de la señal real contenida en una ventana de 
tiempo predeterminada, la cual debe ser explícita para el análisis. Este mismo obstáculo 
se puede presentar en el momento o de analizar la señal en el dominio de la frecuencia 
para el cual la ventana de tiempo para el análisis de polarización estaría implícita, dada la 
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naturaleza misma de la determinación de los parámetros espectrales que permiten 
representar la señal en el dominio de la frecuencia. 
La formulación para la matriz de covarianza en el dominio del tiempo se extiende para 
poder incluir múltiples sensores de tres componentes empleados en un arreglo geométrico 
específico (Jurkevics, 1988). Dichas matrices de covarianza para múltiples sensores son 
promediadas para reducir la varianza en los errores de orientación específicos de cada 
uno de ellos.  
Otras aproximaciones consideran el uso de una extensión de la aproximación en el dominio 
de la frecuencia también conocida como matriz espectral cruzada. La matriz de covarianza 
en dicho dominio se convierte en una matriz compleja y es entonces denominada matriz 
de coherencia. Lo interesante de trabajar con la señal analítica consiste en que los 
parámetros instantáneos de polarización pueden ser extraídos, en lugar de tener que 
trabajar con medidas integrales (Vidale, 1986), (René, et al., 1986), (Rutty & Greenhalgh, 
1993). 
Estos dos planteamientos fueron evaluados de manera integral mediante una prueba con 
datos provenientes de un perfil sísmico vertical (VSP: Vertical Seismic Profile)  aplicando 
múltiples algoritmos de análisis de polarización encontrando que en la mayoría de los 
casos los resultados son similares en el cálculo de los parámetros generales. Sin embargo, 
el método de valores propios es el más adecuado para el análisis de grandes volúmenes 
de datos en señales multicomponente (Hearn & Hendrick, 1999). 
Matriz de Coherencia 
En los análisis de polarización sísmica se estudia la matriz de coherencia C,  ( 10-3 ) la cual 
está formada a partir de un conjunto de matrices de productos Pi de los vectores Si, los 
cuales corresponden a la traza sísmica en una ventana de tiempo compuesta por N 













∗( ), ∗( ), ∗( ) =
( ) ( ) ∗( ) ( ) ∗( )
( ) ∗( ) ( ) ( ) ∗( )
( ) ∗( ) ( ) ∗( ) ( )
 
( 10-4 ) 
 
donde * indica la conjugada compleja, i es una muestra instantánea de tiempo y (Sx , Sy , 
Sz) corresponde a la señal analítica compleja. 
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La suma de la totalidad de muestras, N, necesita ser calculada durante un tiempo lo 
suficientemente largo como para que el promedio de cada término se aproximen al valor 
esperado. El análisis de valores propios de la matriz de coherencia y corresponde al 
análisis de los componentes principales de la energía (Jackson, et al., 1991), La energía 
esperada en una traza triaxial, en el dominio del tiempo, puede ser siempre descompuesta 
en tres componentes ortogonales a lo largo de tres ejes mutuamente perpendiculares. La 
magnitud de esos componentes está dada por los valores propios (1 , 2 , 3) y los vectores 
unitarios en la dirección de las componentes principales corresponden a los vectores  
propios (Jackson, et al., 1999). 
La traza Tc ( 10-5 ) de la matriz C ( 10-3 ), corresponde a la energía  promedio en la ventana. 
La matriz C es simétrica y Hermitiana, su determinante es real así como también todos sus 
valores propios tal que puede ser separada en dos partes ( 10-6 ), donde D es una matriz 
diagonal cuyos elementos son reales positivos, asociada a ruido y E es una matriz singular 
Hermitiana semi-definida positiva que se asocia con la señal. El análisis de polarización se 
centra en la manera de realizar esta separación tal que det[C – D] = det[E] = 0, donde los 




( ) +  ( ) +  ( )  
 








( 10-6 ) 
Generalmente se asume que el ruido es aleatorio y que tiene la misma varianza en cada 
canal de manera que d11 = d22 = d33, y corresponde al valor propio más pequeño de C. En 
caso de tener un ruido correlacionado coherente se requeriría al menos una estación 
triaxial adicional (Rutty & Greenhalg, 1999). 
El ruido es por definición no polarizado (isotópicamente polarizado) lo que significaría que 
el ruido no está correlacionado entre los canales mutuamente  ortogonales. Al extraer de 
la señal la parte no polarizada en la matriz D entonces la matriz E se convierte en la 
componente  de la señal libre de ruido aleatorio, al menos desde el punto de vista 
matemático. Si D = min * I, entonces E tendría al menos dos valores propios diferentes de 
cero, de los cuales el mayor de estos se asocia con la señal polarizada. Si C=E para valores 
muy grandes de N entonces se dice que el sistema es libre de ruido, cosa que físicamente 
no es posible. 
El análisis de valores propios para las matrices de covarianza C derivadas de datos reales, 
que contempla  la presencia de ruido aleatorio, permite obtener valores propios diferentes 
de cero 1, 2, 3. La matriz de covarianza del ruido D es una matriz diagonal cuyos tres 
elementos son iguales al valor propio más pequeño de C(3) 
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Esa significa que la matriz de covarianza de la señal E = C – D tiene solos dos valores 
propios diferentes de cero (1 -3 , 2 - 3 ,0)  y puede entonces ser interpretada en 
términos de una señal polarizada. Cómo se puede observar, el tercer valor propio de C (3) 
puede ser empleado para obtener la matriz D simplemente al restarlo de los valores propios 
de C , para así obtener la matriz de covarianza de la señal libre de ruido E. 
La ecuación det [ C – I ] = 0  es cúbica y, por lo tanto, puede ser expresada de una manera 
general ( 10-7 ), donde ‐d corresponde al producto de la raíces; +c es la suma de los tres 
productos de los pares de raíces  y ‐b corresponde a la suma de la raíces. 
 
+ + + = 0 
 
( 10-7 ) 
Los coeficientes de la expresión cúbica de la solución al determinante en términos de 
está relacionada con la matriz de covarianzas C de acuerdo con ( 10-8 ). El coeficiente b 
será siempre negativo, el coeficiente c será siempre positivo o cero pero nunca podrá ser 
negativo mientras que el coeficiente d, que resulta ser igual al determinante de la matriz C 
es real negativo o cero. En 
 
= + +  +  −  −  
−   
 
=  + + + − − −  
 
= − − −  
 
( 10-8 ) 
Se sabe que todos los valores propios de una matriz semi-definida positiva, tal como son 
toda las matrices de covarianza / coherencia, serán positivos o ceros, por lo cual se deduce 
que ninguna de dicha raíces será negativa. 
Periodo Predominante 
Múltiples estudios se centraron en las propiedades del periodo predominante de la onda P 
(p) (Nakamura, 1988), (Allen & Kanamori, 2003), (Kanamori, 2005), (Lockman & Allen, 
2005), (Olson & Allen, 2005), (Wu & Kanamori, 2005-A), (Wu & Kanamori, 2005-B). 
En estos estudios  se encontró  que el promedio del periodo predominante en los primeros 
pocos segundos tiende a incrementarse con la magnitud, aun para sismos grandes donde 
la ruptura aún no está completamente registrada dentro de la ventana de tiempo empleada 
para la determinación del periodo predominante de la onda P (p) el cual es típicamente de 
3 a 4 segundos, lo cual sugiere que esta propiedad de la señal puede brindar un estimativo 
aceptable del tamaño del terreno. Se sugiere que el incremento del periodo predominante 
de la onda P para terremotos grandes, resulta ser de gran importancia debido a que refleja 
de alguna manera el hecho de que el proceso de ruptura en grandes sismos está 
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controlado en parte por la ruptura inicial lo cual es un hecho fundamental en el 
entendimiento del fenómeno físico involucrado en la generación de este tipo de 
movimientos (Olson & Allen, 2005). En oposición a este hecho se determina que el modelo 
cinemático (Sato & Hirasawa, 1973), predice un incremento del periodo predominante de 
la onda P cuando se emplean los primeros 3 segundos del registro para magnitudes Mw 
menores a 6.5 y sugieren que los datos para sismos con Mw mayores a 7 son tan escasos 
que no permiten concluir sí las formas de onda contienen más energía de largo periodo 
que el modelo cinemático (Wu & Kanamori, 2005-A) , (Kanamori, 2005). 
La implementación de un sistema preciso de alertas tempranas para sismos es una 
necesidad urgente de tipo social en términos de la reducción de los daños producidos por 
estos. Uno de los más importantes problemas en los sistemas de alertas tempranas para 
terremotos es qué tan rápido se puede estimar la envergadura de un terremoto con sólo 
medir los movimientos del terreno, hecho que va de la mano de la solución al problema de 
determinar si el registro de  la ruptura inicial el contiene la información suficiente para 
conocer la magnitud final del evento (Yamada & Ide, 2008). 
Se desarrolló entonces el “Urgent Earthquake detection and Alarm System” (UrEDAS), en 
el cual se calcula de manera recursiva el periodo predominante de la onda P (p(t)) como 
una función del tiempo a partir de  ( 10-9 ) (Nakamura, 1988), 
 
( ) = 2 ⁄  
 
( 10-9 ) 
 















p(ti) : Periodo predominante en un tiempo ti 
xi : valor i del registro de velocidad 
Xi : Registro de velocidad suavizado elevado al cuadrado 
Yi : Derivada al cuadrado del registro de velocidad suavizada 
 : Constante de suavizado 
t : Intervalo de muestreo 
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Debido a que la constante de suavizado  está relacionada de manera inversa con el 
intervalo de muestreo, es oportuno ilustrar este concepto a partir de dos ejemplos. Para 
una frecuencia de muestreo de 100 Hz (100 muestras por segundo) dicha constante 
tomará el valor de 0.99 y para 10 Hz (10 muestras por segundo) tomará el valor de 0.9, 
permitiendo verificar que en general, este valor estará entre 0 <  < 1, para frecuencias 
normales de muestreo en sismología. (Yamada & Ide, 2008) 
El sistema UrEDAS permite estimar la magnitud del terremoto inmediatamente después 
del arribo de la onda P a partir del valor del máximo periodo predominante calculado hasta 
el momento para una ventana de tiempo. Dicha ventana de tiempo corresponde 
usualmente a unos pocos segundos. Este sistema es empleado en Japón por las 
compañías de ferrocarriles. Métodos similares fueron adoptados por otros sistemas de 
alertas tempranas incluido el del sur de California (Allen & Kanamori, 2003). 
Otros autores analizaron los valores del periodo predominante máximo para 71 sismos con 
magnitudes mayores a 3 en el estado de California, Alaska, Taiwán y Japón, tomando una 
ventana de tiempo de cuatro segundos (Olson & Allen, 2005). Encontraron que 
efectivamente, para los sismos estudiados, el periodo predominante de onda P y las 
magnitudes finales presentaban una relación de tipo lineal con lo cual concluyeron que los 
procesos de ruptura estaban controlados por los primeros segundos de la misma. 
Adicionalmente, cuestionaron los modelos de cascada (Ellsworth & Beroza, 1995), quienes 
plantean que la falla que genera sismo se inicia de una manera “no-sísmica”, es decir, 
mediante un deslizamiento lento y estable sobre una región limitada que se va acelerando 
de manera gradual hasta que el área del deslizamiento alcanza un tamaño crítico, a partir 
del cual, el proceso se vuelve inestable y la fractura se empieza a propagar a partir de una 
zona de nucleación con una velocidad mucho mayor. Finalmente, se presenta un estado 
que corresponde a una fase de nucleación durante la cual, la ruptura se asigna a un área 
específica. En el mismo sentido y en respuesta a estos planteamientos, analizaron datos 
de 52 terremotos ocurridos en Japón con magnitudes entre 6 y 8 donde calcularon los 
valores del periodo predominante y los compararon con las magnitudes de los sismos sin 
encontrar alguna relación que confirmara la linealidad de la relación entre estos dos 
parámetros (Rydelek & Horiuchi, 2006). Con base en esta comparación, los autores 
concluyen que para estas magnitudes no es posible afirmar que los primeros segundos de 
la onda P puedan contener la información de la magnitud final del evento. (Yamada & Ide, 
2008) 
Se realizaron análisis de los periodos predominantes para sismos de magnitudes entre 0 
y 4 ocurridos alrededor del extremo norte de la falla de Anatolia (Lewis & Ben-Zion, 2007), 
confirmando la linealidad de la relación entre los valores de periodo predominante máximo 
y las magnitudes de dichos sismos. Más recientemente se analizaron los valores de 
periodo predominante máximo para terremotos ocurridos en Italia cuyas magnitudes se 
encontraban entre 2.5 y 6 obteniendo resultados similares con variaciones estándar de 0.4 
unidades de magnitud (Olivieri, et al., 2008). 
También existen trabajos donde no solamente se trabaja con los datos sino con las 
relaciones matemáticas de dicho fenómeno. Se demostró mediante simulaciones 
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numéricas que el parámetro de periodo predominante es una función no lineal de los 
espectros de amplitud y frecuencia. Debido a esta razón el valor de periodo predominante 
promediado a partir de múltiples estaciones para un sismo no siempre proporciona un 
estimativo del contenido real de las frecuencias presentadas en el evento. (Wolfe, 2006). 
Se realizaron análisis numéricos de las características y las limitaciones del periodo 
predominante incluyendo los efectos de la selección de la ventana de tiempo, los filtros 
aplicados y la atenuación inelástica, comparando con datos reales (Yamada & Ide, 2008). 
Su resultados mostraron que la relación de los valores del periodo predominante máximo 
y la magnitud final del terremoto pueden ser ajustados mediante una relación lineal tal y 
como había sido propuesto o en estudios anteriores (Allen & Kanamori, 2003), (Olson & 
Allen, 2005),  inclusive para sismos con ruptura que se comportan en forma de cascada. 
Este hecho se debe a que tanto los filtros pasa bajo como la atenuación inelástica 
aumentan el valor del periodo predominante máximo, especialmente en sismos pequeños, 
mientras que para sismos grandes dicho periodo predominante está limitado por la ventana 
de tiempo la cual es más corta que la misma duración de la generación del sismo.  
Este último resultado contrasta con la primera observación y sugiere que es imposible 
concluir cuando el parámetro de periodo predominante y la magnitud tienen una relación 
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E. Anexo: Herramienta de administración y 
extracción de descriptores 
Con el fin estructurar conjunto de datos descrito en el capítulo 5 del presente trabajo, se 
desarrolló una herramienta que permitiera calcular los descriptores para cada uno de las 
formas de onda de los registros de las estaciones sismológicas  de tres componentes. En 
la Figura 10-8 se presenta el frontal de la aplicación donde se pueden observar dos áreas 
principales. En el panel de la izquierda se observan las formas de onda para cada una de 
las tres componentes, donde se observa, para cada uno de ellas, dos señales. Una 
superior en color magenta que corresponde a la señal original tal como fue recibida por el 
equipo en la parte inferior, en color azul, la señal filtrada. A la derecha de cada uno de las 
señales se muestran la regresión lineal para cada uno de los descriptores y sus respectivos 
valores. La parte derecha del frontal contiene la información de navegación incluido el 
mapa de localización de cada uno de los eventos. 
Figura 10-8 : Extracción de descriptores básicos 
 
En la Figura 10-9 se presenta un ejemplo de una señal correspondiente a un evento 
sísmico en particular. En este caso, como en muchos otros, el aspecto general de la señal 
no corresponde al patrón esperado de un registro sísmico dado que las perturbaciones del 
sensor correspondientes a la llegada de la energía sísmica están combinadas con una 
señal de baja frecuencia, que corresponde probablemente a un ruido de tipo instrumental 
que nada tiene que ver con la señal. Este ruido puede ser eliminado fácilmente mediante 
la implementación de un filtro paso-alto, realizado sobre el espectro de frecuencia de la 
señal, implementado en la herramienta. 
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Figura 10-9 : administrador de archivos de formas de onda 
 
En la Figura 10-10 se presentan algunos ejemplos de la señal registrada en la componente 
X, de algunos eventos donde es posible apreciar el efecto del ruido de baja frecuencia. En 
la parte superior (color magenta) se encuentra la señal original y debajo, en color azul, la 
señal filtrada. En esta última es posible observar el registro sin ruido de baja frecuencia y 
donde es posible diferenciar las dos fases principales de ondas de cuerpo.  
Figura 10-10 : Señales con ruido instrumental 
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F. Anexo: Catalogo de eventos - conjunto de datos 
Se presenta la información básica de los eventos seleccionados para la conformación del 
conjunto de datos que corresponden a los registros obtenidos para 867 eventos sísmicos 
ocurridos entre el 7 de noviembre de 2002 hasta el  30 de septiembre de 2008.   
La columna A-File corresponde al nombre del archivo de formas de onda, en formato ASCII 
que contiene el registro del evento en todas las estaciones en que fue registrado  y cuyo 
nombre tiene una estructura regular formada por la letra “A” seguida de la fecha y hora de 
ocurrencia del evento en formato AAAA-MM-DD-HHMM-SS  y finaliza con la letra “S”. La 
extensión está formada por el prefijo “COL___” que corresponde al código del país  seguido 
del número de estaciones que registraron el evento en formato NNN. 
La columna S-File contiene el nombre del archivo de resumen del proceso del programa 
Seisan cuyo nombre tiene una estructura regular formada por el número de día del mes y 
hora de ocurrencia del evento en formato DD-HHMM-SS y finaliza con la letra “L”. La 
extensión del  archivo corresponde a otra estructura regular formada por la letra “S” 
seguida del año y mes de ocurrencia del evento en formato AAAA-MM. 
Las siguientes columnas contienen la información de magnitud,  latitud y longitud de la 
localización del  epicentro en coordenadas geográficas datum Bogotá y finalmente la 
profundidad en kilómetros. 
ID A-File S-File Magnitud Latitud Longitud Profundidad 
1 A2002-11-07-2228-36S.COL___012 07-2230-57L.S200211 2.2 4.008 -74.150 0.0 
2 A2002-11-13-2311-50S.COL___013 13-2314-02L.S200211 2.5 5.775 -73.906 115.0 
3 A2002-11-13-2312-53S.COL___013 13-2314-26L.S200211 3.0 5.817 -73.848 130.0 
4 A2002-11-14-1346-00S.COL___013 14-1348-19L.S200211 2.2 4.558 -74.694 24.6 
5 A2002-11-20-0156-07S.COL___013 20-0158-10L.S200211 2.7 5.688 -73.877 126.5 
6 A2002-11-29-0402-38S.COL___013 29-0404-54L.S200211 2.2 5.460 -73.773 133.4 
7 A2002-11-29-0419-19S.COL___012 29-0421-32L.S200211 2.7 4.830 -74.795 0.0 
8 A2002-11-30-0650-58S.COL___014 30-0653-30L.S200211 2.6 5.042 -74.772 6.0 
9 A2002-11-30-1855-24S.COL___013 30-1857-39L.S200211 2.1 4.994 -74.819 14.8 
10 A2002-12-02-1950-54S.COL___013 02-1953-10L.S200212 2.5 4.816 -74.531 0.0 
11 A2002-12-06-0855-37S.COL___013 06-0858-30L.S200212 2.6 5.592 -74.377 99.2 
12 A2002-12-08-0240-33S.COL___013 08-0242-43L.S200212 2.6 5.912 -74.493 4.0 
13 A2002-12-08-1415-49S.COL___013 08-1417-44L.S200212 2.1 5.401 -73.786 142.0 
14 A2002-12-13-0803-00S.COL___014 13-0805-19L.S200212 2.1 4.756 -74.691 9.2 
15 A2002-12-21-2048-51S.COL___017 21-2051-11L.S200212 2.5 4.796 -74.733 0.0 
16 A2002-12-25-0428-55S.COL___015 25-0432-10L.S200212 2.2 5.589 -73.876 124.0 
17 A2002-12-26-1646-01S.COL___015 26-1648-04L.S200212 2.7 5.449 -73.742 138.0 
18 A2002-12-26-1922-19S.COL___014 26-1924-33L.S200212 2.1 4.829 -74.523 0.0 
19 A2003-01-02-0100-40S.COL___014 02-0102-36L.S200301 2.4 5.074 -74.770 0.0 
20 A2003-01-05-0449-21S.COL___023 05-0450-57L.S200301 2.3 4.809 -74.515 0.0 
21 A2003-01-07-0541-00S.COL___013 07-0542-42L.S200301 2.3 4.627 -74.533 0.0 
22 A2003-01-08-0106-18S.COL___014 08-0108-22L.S200301 4.3 5.527 -74.017 121.3 
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23 A2003-01-08-0901-12S.COL___014 08-0903-33L.S200301 2.2 4.492 -74.898 6.0 
24 A2003-01-08-1249-53S.COL___014 08-1252-04L.S200301 2.8 4.419 -73.823 0.1 
25 A2003-01-08-1303-32S.COL___014 08-1305-46L.S200301 2.3 5.565 -73.793 136.5 
26 A2003-01-23-0703-57S.COL___013 23-0706-08L.S200301 2.5 5.588 -73.886 134.0 
27 A2003-01-25-0053-32S.COL___013 25-0055-48L.S200301 3.0 5.530 -73.817 137.4 
28 A2003-01-31-0124-29S.COL___014 31-0126-30L.S200301 2.2 5.536 -73.808 131.7 
29 A2003-02-08-1237-48S.COL___015 08-1240-00L.S200302 2.3 4.936 -74.679 2.0 
30 A2003-02-13-2001-58S.COL___022 13-2004-12L.S200302 2.1 5.174 -74.838 0.0 
31 A2003-02-16-0416-43S.COL___010 16-0418-46L.S200302 2.6 5.744 -74.016 132.1 
32 A2003-02-18-0041-19S.COL___011 18-0043-27L.S200302 2.6 5.598 -74.329 103.9 
33 A2003-02-21-0711-34S.COL___018 21-0713-19L.S200302 2.4 5.487 -73.752 143.5 
34 A2003-02-23-0727-19S.COL___014 23-0729-24L.S200302 2.4 5.647 -74.392 84.6 
35 A2003-02-26-0233-11S.COL___014 26-0235-16L.S200302 2.3 5.216 -73.619 156.0 
36 A2003-03-15-0606-10S.COL___014 15-0608-18L.S200303 2.1 5.563 -73.856 144.0 
37 A2003-03-15-0953-37S.COL___013 15-0955-40L.S200303 2.7 5.249 -73.683 150.0 
38 A2003-03-16-1726-30S.COL___017 16-1728-45L.S200303 2.5 4.836 -74.675 39.0 
39 A2003-04-14-2207-19S.COL___014 14-2209-03L.S200304 2.5 4.658 -74.535 3.1 
40 A2003-04-15-0539-55S.COL___011 15-0541-25L.S200304 2.3 4.615 -74.002 0.0 
41 A2003-04-15-1027-13S.COL___015 15-1029-04L.S200304 2.3 5.413 -73.736 142.0 
42 A2003-04-20-1132-31S.COL___014 20-1134-38L.S200304 3.2 4.751 -74.842 0.0 
43 A2003-04-29-0136-08S.COL___013 29-0138-13L.S200304 2.9 4.050 -74.110 2.6 
44 A2003-05-04-0851-46S.COL___012 04-0853-44L.S200305 2.2 5.450 -73.743 146.7 
45 A2003-05-19-2036-59S.COL___011 19-2039-05L.S200305 2.1 5.328 -74.333 0.0 
46 A2003-06-08-1027-47S.COL___013 08-1029-58L.S200306 2.4 5.258 -73.649 156.2 
47 A2003-06-09-1420-09S.COL___013 09-1422-27L.S200306 2.1 5.093 -74.954 11.4 
48 A2003-06-12-1119-21S.COL___014 12-1121-40L.S200306 2.8 4.636 -74.647 22.9 
49 A2003-06-15-1633-41S.COL___014 15-1635-57L.S200306 2.3 5.175 -74.849 9.8 
50 A2003-06-19-0734-17S.COL___015 19-0736-41L.S200306 2.6 4.763 -74.696 12.0 
51 A2003-06-19-2312-13S.COL___015 19-2314-28L.S200306 2.5 5.547 -74.129 116.0 
52 A2003-06-20-0133-29S.COL___015 20-0135-50L.S200306 2.7 4.684 -74.785 21.9 
53 A2003-06-24-0654-43S.COL___015 24-0656-55L.S200306 2.1 5.029 -74.796 6.0 
54 A2003-06-25-1612-26S.COL___015 25-1614-33L.S200306 2.7 5.701 -74.245 98.7 
55 A2003-06-27-2026-08S.COL___014 27-2028-01L.S200306 3.0 4.398 -73.399 0.0 
56 A2003-06-28-2342-13S.COL___015 28-2344-23L.S200306 2.2 5.590 -74.352 100.3 
57 A2003-07-01-2158-41S.COL___015 01-2200-39L.S200307 2.8 4.159 -75.146 0.0 
58 A2003-07-04-1030-44S.COL___014 04-1032-59L.S200307 2.5 5.563 -73.780 143.1 
59 A2003-07-14-1846-57S.COL___016 14-1849-05L.S200307 2.7 5.247 -73.730 148.0 
60 A2003-07-15-0141-55S.COL___017 15-0143-49L.S200307 2.2 5.241 -73.691 150.4 
61 A2003-07-15-0358-09S.COL___017 15-0400-27L.S200307 2.4 5.579 -74.373 94.3 
62 A2003-07-17-0323-45S.COL___017 17-0325-33L.S200307 3.6 4.724 -74.705 0.0 
63 A2003-07-22-1313-33S.COL___016 22-1315-31L.S200307 3.0 4.889 -74.700 17.8 
64 A2003-07-24-0440-59S.COL___016 24-0443-00L.S200307 2.2 5.266 -73.709 154.0 
65 A2003-07-30-0650-07S.COL___016 30-0652-26L.S200307 3.4 5.053 -74.786 0.8 
66 A2003-07-31-2117-49S.COL___018 31-2119-58L.S200307 3.1 5.612 -73.936 123.3 
67 A2003-08-03-0415-33S.COL___015 03-0417-42L.S200308 2.4 5.299 -73.702 152.6 
68 A2003-08-07-1423-50S.COL___017 07-1426-00L.S200308 2.1 4.764 -74.693 23.4 
69 A2003-08-07-1647-09S.COL___016 07-1649-31L.S200308 2.1 4.606 -74.684 0.0 
70 A2003-08-08-2056-01S.COL___017 08-2058-07L.S200308 3.3 5.572 -73.828 134.1 
71 A2003-08-11-0036-58S.COL___017 11-0039-17L.S200308 2.5 5.534 -73.761 134.8 
72 A2003-08-19-1446-54S.COL___016 19-1448-57L.S200308 2.4 4.398 -74.993 22.0 
73 A2003-08-20-2336-51S.COL___017 20-2338-59L.S200308 2.4 5.519 -73.858 136.0 
220 Solución Rápida y Automática de Parámetros Hipocentrales Para Eventos 
Sísmicos, Mediante el Empleo de Técnicas de Aprendizaje de Máquina 
 
 
74 A2003-08-24-0024-42S.COL___017 24-0026-51L.S200308 2.2 5.468 -73.850 142.0 
75 A2003-08-31-0005-41S.COL___016 31-0007-57L.S200308 2.1 4.877 -74.713 0.0 
76 A2003-09-01-1158-04S.COL___016 01-1200-21L.S200309 2.6 5.543 -74.389 104.3 
77 A2003-09-06-0532-33S.COL___017 06-0534-39L.S200309 2.4 5.724 -73.748 138.0 
78 A2003-09-06-0907-03S.COL___016 06-0909-12L.S200309 2.3 4.865 -74.721 37.0 
79 A2003-09-07-1035-48S.COL___016 07-1038-06L.S200309 2.2 4.650 -74.675 0.0 
80 A2003-09-09-1850-49S.COL___017 09-1852-35L.S200309 2.1 5.480 -74.101 124.0 
81 A2003-09-18-1338-52S.COL___018 18-1341-01L.S200309 2.3 5.476 -73.798 140.0 
82 A2003-09-20-0013-43S.COL___015 20-0016-00L.S200309 3.5 5.109 -74.821 17.2 
83 A2003-09-24-0955-25S.COL___017 24-0957-35L.S200309 2.7 5.567 -74.087 127.8 
84 A2003-09-25-0301-11S.COL___016 25-0303-22L.S200309 2.2 5.523 -74.006 136.5 
85 A2003-09-29-2346-08S.COL___015 29-2348-07L.S200309 2.2 5.603 -73.876 136.0 
86 A2003-10-05-0527-35S.COL___015 05-0529-46L.S200310 2.3 4.624 -74.623 0.0 
87 A2003-10-08-1131-50S.COL___017 08-1134-06L.S200310 2.3 5.560 -74.042 126.7 
88 A2003-10-09-0219-14S.COL___017 09-0221-21L.S200310 2.2 5.450 -73.798 156.0 
89 A2003-10-09-0300-34S.COL___017 09-0302-52L.S200310 2.9 5.535 -73.811 136.0 
90 A2003-10-10-1737-36S.COL___015 10-1739-42L.S200310 2.2 4.851 -74.817 17.9 
91 A2003-10-11-0042-43S.COL___016 11-0045-03L.S200310 2.3 4.880 -74.855 0.0 
92 A2003-10-12-1128-27S.COL___015 12-1130-40L.S200310 2.6 4.283 -73.716 0.0 
93 A2003-10-15-0624-20S.COL___017 15-0626-40L.S200310 2.2 4.849 -74.503 0.1 
94 A2003-10-15-0953-55S.COL___016 15-0956-05L.S200310 2.1 5.540 -73.811 139.5 
95 A2003-10-18-2129-45S.COL___015 18-2132-01L.S200310 2.8 5.623 -73.907 135.3 
96 A2003-10-19-0258-01S.COL___016 19-0259-59L.S200310 2.8 5.618 -73.915 117.3 
97 A2003-10-20-1140-54S.COL___016 20-1143-17L.S200310 2.2 5.778 -74.675 6.8 
98 A2003-10-21-0104-19S.COL___016 21-0106-35L.S200310 2.3 5.258 -74.688 20.2 
99 A2003-10-22-0622-13S.COL___016 22-0624-20L.S200310 2.3 5.661 -73.822 122.0 
100 A2003-10-28-2129-47S.COL___014 28-2132-11L.S200310 2.6 4.361 -75.134 0.0 
101 A2003-10-30-0610-31S.COL___015 30-0613-00L.S200310 2.2 4.714 -74.884 18.9 
102 A2003-10-31-0019-34S.COL___015 31-0021-38L.S200310 2.8 5.213 -73.714 155.5 
103 A2003-10-31-0657-21S.COL___014 31-0659-19L.S200310 2.1 5.461 -73.796 150.3 
104 A2003-10-31-1837-09S.COL___016 31-1839-23L.S200310 2.4 5.064 -74.823 11.0 
105 A2003-11-03-0815-39S.COL___016 03-0817-55L.S200311 2.1 5.773 -73.887 120.0 
106 A2003-11-03-2000-01S.COL___015 03-2002-02L.S200311 2.2 5.704 -74.413 0.0 
107 A2003-11-05-1343-24S.COL___016 05-1345-37L.S200311 2.2 4.718 -74.667 21.0 
108 A2003-11-05-1748-41S.COL___016 05-1751-05L.S200311 2.6 4.699 -74.689 12.4 
109 A2003-11-09-1453-08S.COL___016 09-1455-20L.S200311 2.2 5.375 -74.927 8.2 
110 A2003-11-13-1635-57S.COL___016 13-1638-08L.S200311 2.3 5.586 -74.361 96.9 
111 A2003-11-27-2224-20S.COL___016 27-2226-34L.S200311 2.1 4.841 -74.844 0.0 
112 A2003-11-29-2136-02S.COL___017 29-2137-53L.S200311 2.2 5.304 -73.793 149.1 
113 A2003-11-30-0559-24S.COL___016 30-0602-16L.S200311 2.5 4.442 -74.860 16.7 
114 A2003-12-10-0813-51S.COL___017 10-0816-06L.S200312 2.6 5.266 -73.701 154.0 
115 A2003-12-12-0048-21S.COL___016 12-0050-22L.S200312 2.1 5.699 -73.838 102.9 
116 A2003-12-18-1729-17S.COL___017 18-1731-36L.S200312 2.3 4.674 -74.770 14.5 
117 A2003-12-18-1911-50S.COL___017 18-1914-11L.S200312 2.1 5.395 -74.839 4.0 
118 A2003-12-19-0437-27S.COL___017 19-0439-42L.S200312 2.1 5.285 -73.730 145.6 
119 A2003-12-20-1942-19S.COL___016 20-1944-36L.S200312 3.8 5.219 -74.546 2.2 
120 A2003-12-20-2111-11S.COL___016 20-2113-09L.S200312 2.1 5.220 -74.543 4.9 
121 A2003-12-21-1056-11S.COL___016 21-1100-17L.S200312 2.6 5.183 -74.580 0.8 
122 A2003-12-21-1719-58S.COL___016 21-1722-17L.S200312 2.3 4.325 -75.133 13.3 
123 A2003-12-21-2140-32S.COL___015 21-2142-47L.S200312 2.2 5.459 -74.453 3.9 
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124 A2003-12-24-1124-54S.COL___016 24-1127-13L.S200312 2.1 4.881 -74.829 27.3 
125 A2003-12-24-2328-10S.COL___016 24-2330-19L.S200312 2.2 4.603 -74.732 44.0 
126 A2003-12-26-0244-15S.COL___016 26-0246-31L.S200312 2.5 5.443 -73.749 142.2 
127 A2003-12-26-1244-20S.COL___016 26-1246-22L.S200312 2.9 5.779 -73.873 129.4 
128 A2003-12-30-1154-32S.COL___016 30-1156-56L.S200312 2.3 4.681 -74.671 8.8 
129 A2004-01-02-0219-59S.COL___015 02-0222-17L.S200401 2.8 5.564 -73.850 136.0 
130 A2004-01-02-0951-45S.COL___015 02-0953-57L.S200401 2.5 5.740 -74.311 1.0 
131 A2004-01-03-0722-42S.COL___015 03-0725-01L.S200401 3.3 5.755 -73.862 127.3 
132 A2004-01-10-0153-57S.COL___015 10-0155-56L.S200401 2.8 5.632 -73.632 141.6 
133 A2004-01-11-1747-04S.COL___016 11-1749-09L.S200401 2.6 5.273 -73.745 154.6 
134 A2004-01-12-1716-49S.COL___015 12-1719-00L.S200401 2.3 5.589 -73.874 134.0 
135 A2004-01-16-1556-54S.COL___016 16-1559-11L.S200401 2.5 4.631 -74.619 11.0 
136 A2004-01-20-1419-45S.COL___016 20-1421-59L.S200401 2.1 4.695 -74.682 0.0 
137 A2004-01-21-1312-24S.COL___016 21-1314-35L.S200401 2.4 5.428 -73.755 142.0 
138 A2004-01-22-0013-49S.COL___014 22-0016-02L.S200401 2.3 4.882 -74.746 21.5 
139 A2004-01-23-2124-19S.COL___016 23-2126-29L.S200401 3.4 5.595 -73.804 146.0 
140 A2004-01-24-0215-40S.COL___016 24-0217-46L.S200401 2.3 5.410 -73.754 148.0 
141 A2004-01-24-0757-35S.COL___016 24-0759-46L.S200401 2.8 5.805 -73.878 122.0 
142 A2004-01-28-0524-39S.COL___017 28-0526-53L.S200401 2.4 5.639 -73.788 146.0 
143 A2004-01-29-0109-35S.COL___017 29-0111-56L.S200401 2.4 4.539 -74.927 11.0 
144 A2004-02-01-1041-45S.COL___017 01-1044-00L.S200402 2.7 5.431 -73.741 142.3 
145 A2004-02-06-0949-50S.COL___016 06-0951-53L.S200402 2.1 5.308 -73.771 159.5 
146 A2004-02-06-2138-19S.COL___015 06-2140-15L.S200402 2.6 5.647 -73.805 120.0 
147 A2004-02-08-1655-06S.COL___015 08-1657-26L.S200402 2.2 4.781 -74.674 18.7 
148 A2004-02-09-0523-57S.COL___015 09-0526-17L.S200402 2.4 4.654 -74.904 21.0 
149 A2004-02-10-0115-39S.COL___015 10-0117-46L.S200402 2.2 5.593 -73.945 97.6 
150 A2004-02-10-2352-28S.COL___015 10-2354-22L.S200402 2.1 5.342 -74.092 125.0 
151 A2004-02-11-0916-09S.COL___015 11-0918-25L.S200402 2.3 4.775 -74.684 0.0 
152 A2004-02-14-1647-12S.COL___015 14-1649-29L.S200402 2.1 4.968 -74.704 16.2 
153 A2004-02-24-2354-08S.COL___013 24-2356-32L.S200402 2.9 4.799 -74.646 14.3 
154 A2004-03-01-1422-15S.COL___014 01-1424-15L.S200403 2.5 5.662 -74.364 81.4 
155 A2004-03-03-0208-51S.COL___014 03-0211-04L.S200403 2.8 4.992 -74.768 22.1 
156 A2004-03-03-0236-34S.COL___014 03-0238-08L.S200403 2.1 5.614 -73.969 100.4 
157 A2004-03-05-0747-39S.COL___015 05-0752-59L.S200403 2.3 4.705 -74.695 24.7 
158 A2004-03-10-0701-44S.COL___015 10-0704-04L.S200403 2.3 4.540 -75.060 26.0 
159 A2004-03-14-1315-50S.COL___015 14-1318-11L.S200403 2.2 5.258 -74.700 19.0 
160 A2004-03-15-2144-36S.COL___016 15-2146-46L.S200403 3.1 5.726 -73.921 120.9 
161 A2004-03-21-0549-23S.COL___014 21-0552-31L.S200403 2.4 4.632 -74.673 21.6 
162 A2004-03-23-1003-45S.COL___015 23-1005-56L.S200403 2.3 5.482 -73.775 134.0 
163 A2004-03-23-1630-54S.COL___014 23-1633-00L.S200403 2.4 5.065 -74.779 4.0 
164 A2004-03-24-0106-27S.COL___014 24-0108-32L.S200403 2.4 5.868 -74.003 138.8 
165 A2004-03-26-1856-31S.COL___015 26-1858-21L.S200403 2.1 4.644 -74.669 13.4 
166 A2004-03-28-1442-19S.COL___014 28-1444-25L.S200403 2.1 4.982 -74.615 8.0 
167 A2004-03-28-1730-16S.COL___014 28-1732-22L.S200403 2.2 5.672 -73.721 131.9 
168 A2004-04-01-1508-48S.COL___014 01-1510-57L.S200404 2.2 5.443 -73.781 140.6 
169 A2004-04-02-0751-29S.COL___015 02-0753-43L.S200404 2.3 5.605 -73.926 122.1 
170 A2004-04-04-1610-20S.COL___016 04-1612-31L.S200404 3.2 4.347 -73.853 4.0 
171 A2004-04-07-2137-35S.COL___014 07-2139-54L.S200404 2.2 5.704 -73.789 115.0 
172 A2004-04-09-0337-27S.COL___015 09-0339-24L.S200404 4.2 4.622 -74.899 6.8 
173 A2004-04-12-0216-55S.COL___015 12-0219-04L.S200404 2.7 4.759 -73.311 0.0 
174 A2004-04-17-2019-09S.COL___014 17-2021-20L.S200404 2.6 5.577 -73.884 135.2 
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175 A2004-04-19-0048-46S.COL___012 19-0050-54L.S200404 2.5 4.579 -74.776 0.0 
176 A2004-04-22-1130-57S.COL___013 22-1133-04L.S200404 3.3 3.812 -74.101 0.0 
177 A2004-04-24-1304-31S.COL___012 24-1306-46L.S200404 2.6 5.315 -73.774 140.0 
178 A2004-05-06-1230-40S.COL___015 06-1232-28L.S200405 3.5 5.503 -73.488 2.0 
179 A2004-05-10-0713-20S.COL___015 10-0715-25L.S200405 2.2 5.586 -73.870 135.9 
180 A2004-05-11-1800-14S.COL___015 11-1802-32L.S200405 2.4 5.115 -74.757 14.8 
181 A2004-05-12-1713-16S.COL___016 12-1714-57L.S200405 2.3 5.771 -73.874 110.9 
182 A2004-05-16-0121-54S.COL___015 16-0123-30L.S200405 2.4 5.629 -73.893 135.7 
183 A2004-05-16-2053-22S.COL___015 16-2055-28L.S200405 2.9 4.279 -73.637 2.0 
184 A2004-05-22-0641-13S.COL___013 22-0643-19L.S200405 2.4 4.551 -75.014 0.0 
185 A2004-05-23-0059-27S.COL___013 23-0101-33L.S200405 2.3 5.465 -73.849 136.1 
186 A2004-05-23-0118-40S.COL___013 23-0120-51L.S200405 2.3 5.615 -73.961 129.7 
187 A2004-05-23-0813-11S.COL___018 23-0825-35L.S200405 2.4 4.699 -73.380 0.0 
188 A2004-05-25-1709-19S.COL___014 25-1711-18L.S200405 2.6 4.678 -74.679 14.0 
189 A2004-05-26-1610-09S.COL___014 26-1612-18L.S200405 2.7 5.280 -73.733 142.6 
190 A2004-05-27-0045-03S.COL___014 27-0047-01L.S200405 2.8 5.305 -73.680 151.5 
191 A2004-05-28-1030-01S.COL___013 28-1032-14L.S200405 2.2 5.528 -74.007 115.3 
192 A2004-06-07-1915-08S.COL___015 07-1917-19L.S200406 2.3 5.208 -74.489 4.0 
193 A2004-06-08-0421-38S.COL___015 08-0423-47L.S200406 2.4 5.583 -73.844 147.3 
194 A2004-06-08-2106-53S.COL___015 08-2108-47L.S200406 2.1 5.851 -74.360 12.9 
195 A2004-06-09-2232-21S.COL___015 09-2234-38L.S200406 3.0 3.913 -74.829 0.0 
196 A2004-06-12-1005-42S.COL___015 12-1008-01L.S200406 2.4 4.622 -74.806 22.6 
197 A2004-06-18-0828-02S.COL___016 18-0830-08L.S200406 2.3 5.426 -73.729 154.0 
198 A2004-06-22-0025-52S.COL___015 22-0028-00L.S200406 2.7 5.304 -73.789 144.0 
199 A2004-06-24-0235-12S.COL___015 24-0237-08L.S200406 2.2 4.831 -74.856 53.1 
200 A2004-06-24-2325-18S.COL___017 24-2327-34L.S200406 3.2 4.686 -74.807 21.7 
201 A2004-06-28-1243-09S.COL___016 28-1245-24L.S200406 2.7 5.435 -73.769 140.7 
202 A2004-06-28-2112-01S.COL___016 28-2113-55L.S200406 2.4 5.619 -73.757 132.2 
203 A2004-07-02-0235-30S.COL___015 02-0237-46L.S200407 2.5 5.058 -74.770 4.0 
204 A2004-07-02-1107-32S.COL___015 02-1109-41L.S200407 2.4 5.360 -73.726 143.9 
205 A2004-07-06-2215-42S.COL___016 06-2220-05L.S200407 2.2 4.467 -73.847 0.0 
206 A2004-07-07-1812-33S.COL___015 07-1814-35L.S200407 2.1 5.261 -73.701 156.6 
207 A2004-07-16-0413-06S.COL___016 16-0415-19L.S200407 2.3 4.799 -73.375 0.0 
208 A2004-07-18-1116-49S.COL___015 18-1118-51L.S200407 2.4 5.000 -74.820 20.4 
209 A2004-07-23-2244-20S.COL___017 23-2246-32L.S200407 2.1 5.207 -74.814 14.3 
210 A2004-07-24-2202-20S.COL___017 24-2204-29L.S200407 2.4 5.215 -74.552 3.2 
211 A2004-07-26-0309-38S.COL___017 26-0311-31L.S200407 2.8 5.270 -73.701 153.4 
212 A2004-07-28-1137-59S.COL___015 28-1140-17L.S200407 2.2 5.784 -73.841 126.0 
213 A2004-08-02-0345-35S.COL___015 02-0347-42L.S200408 2.3 5.286 -73.730 154.4 
214 A2004-08-04-0914-26S.COL___015 04-0916-33L.S200408 2.7 5.521 -74.493 7.4 
215 A2004-08-06-0846-22S.COL___015 06-0848-33L.S200408 2.6 5.655 -73.954 120.3 
216 A2004-08-07-1900-24S.COL___017 07-1902-29L.S200408 2.7 5.701 -73.829 126.0 
217 A2004-08-08-0904-30S.COL___017 08-0906-22L.S200408 2.1 5.934 -74.317 3.7 
218 A2004-08-15-1006-25S.COL___016 15-1008-29L.S200408 2.2 5.263 -73.727 150.2 
219 A2004-08-16-0635-13S.COL___017 16-0637-24L.S200408 2.3 5.269 -73.730 154.0 
220 A2004-08-18-0559-52S.COL___017 18-0602-04L.S200408 2.8 5.432 -73.777 141.1 
221 A2004-08-20-0702-45S.COL___017 20-0704-36L.S200408 2.6 5.575 -73.847 136.0 
222 A2004-08-21-0600-19S.COL___016 21-0602-37L.S200408 3.1 4.516 -73.462 21.9 
223 A2004-08-22-0245-34S.COL___015 22-0247-36L.S200408 2.5 5.067 -74.761 13.6 
224 A2004-08-22-1722-35S.COL___017 22-1724-49L.S200408 2.5 5.596 -73.856 124.0 
Anexos 223
 
225 A2004-08-23-1107-02S.COL___016 23-1109-16L.S200408 2.9 5.429 -74.500 3.5 
226 A2004-08-23-1809-10S.COL___016 23-1810-56L.S200408 2.2 5.569 -74.136 100.4 
227 A2004-08-26-0432-54S.COL___015 26-0435-13L.S200408 2.3 5.628 -73.986 111.9 
228 A2004-08-26-0901-41S.COL___015 26-0903-13L.S200408 2.1 5.417 -73.774 137.2 
229 A2004-08-31-0208-42S.COL___015 31-0210-44L.S200408 2.1 5.704 -73.899 105.0 
230 A2004-09-05-1454-57S.COL___013 05-1456-52L.S200409 2.4 5.305 -73.767 155.2 
231 A2004-09-07-0127-27S.COL___014 07-0129-22L.S200409 2.1 5.283 -73.693 154.0 
232 A2004-09-08-0851-46S.COL___014 08-0853-34L.S200409 2.5 5.250 -73.752 154.0 
233 A2004-09-10-1359-07S.COL___014 10-1400-43L.S200409 2.1 5.310 -73.804 141.9 
234 A2004-09-11-0040-43S.COL___014 11-0042-55L.S200409 2.7 5.521 -74.031 129.3 
235 A2004-09-17-0226-54S.COL___013 17-0229-13L.S200409 2.2 5.022 -74.621 1.9 
236 A2004-09-19-0401-02S.COL___013 19-0403-11L.S200409 2.1 5.462 -73.794 136.0 
237 A2004-09-21-0237-16S.COL___014 21-0239-32L.S200409 2.5 5.760 -73.888 100.4 
238 A2004-09-23-1945-47S.COL___015 23-1947-50L.S200409 2.4 4.640 -73.589 0.0 
239 A2004-09-23-2226-59S.COL___016 23-2229-08L.S200409 2.4 4.587 -73.571 0.0 
240 A2004-09-27-1455-25S.COL___015 27-1456-50L.S200409 2.2 5.785 -73.924 102.0 
241 A2004-09-27-1455-48S.COL___015 27-1458-01L.S200409 2.3 5.321 -74.117 126.5 
242 A2004-09-28-1804-05S.COL___016 28-1806-19L.S200409 3.3 5.548 -74.705 4.0 
243 A2004-09-29-0051-07S.COL___015 29-0053-15L.S200409 2.2 5.292 -73.867 125.6 
244 A2004-10-02-1226-46S.COL___013 02-1228-43L.S200410 2.4 4.874 -74.812 0.0 
245 A2004-10-07-2302-50S.COL___016 07-2305-07L.S200410 2.2 5.605 -74.381 96.4 
246 A2004-10-10-1422-46S.COL___012 10-1425-03L.S200410 2.3 5.895 -74.320 13.1 
247 A2004-10-12-2046-24S.COL___013 12-2048-43L.S200410 2.9 4.051 -73.769 22.6 
248 A2004-11-21-1411-21S.COL___016 21-1413-31L.S200411 2.9 5.361 -73.725 147.8 
249 A2004-11-22-1030-44S.COL___017 22-1032-59L.S200411 3.1 4.583 -75.138 0.0 
250 A2004-12-11-0144-02S.COL___015 11-0146-06L.S200412 2.1 5.338 -74.102 120.7 
251 A2004-12-11-1821-09S.COL___016 11-1823-13L.S200412 2.2 4.573 -74.875 24.8 
252 A2004-12-15-1122-05S.COL___016 15-1124-19L.S200412 2.6 5.343 -74.304 23.7 
253 A2004-12-15-2143-30S.COL___017 15-2145-49L.S200412 2.4 5.773 -73.811 120.7 
254 A2004-12-16-0340-08S.COL___017 16-0343-47L.S200412 2.1 5.309 -74.122 124.3 
255 A2004-12-18-0316-00S.COL___018 18-0318-11L.S200412 2.1 5.456 -73.841 128.2 
256 A2004-12-19-1445-36S.COL___017 19-1447-53L.S200412 2.3 4.053 -74.039 0.0 
257 A2004-12-19-2048-01S.COL___016 19-2050-10L.S200412 3.5 5.645 -74.047 119.1 
258 A2004-12-23-1646-32S.COL___018 23-1648-39L.S200412 3.1 4.842 -73.339 0.0 
259 A2004-12-24-1434-15S.COL___017 24-1436-30L.S200412 2.8 5.312 -73.756 150.0 
260 A2004-12-26-2139-37S.COL___018 26-2141-31L.S200412 2.3 4.606 -75.094 13.4 
261 A2004-12-31-0805-37S.COL___018 31-0807-32L.S200412 2.1 5.665 -73.925 114.0 
262 A2005-01-01-0414-18S.COL___018 01-0416-29L.S200501 2.1 5.817 -74.338 80.1 
263 A2005-01-01-0831-50S.COL___018 01-0834-00L.S200501 2.1 5.442 -73.747 142.5 
264 A2005-01-01-1527-52S.COL___018 01-1530-05L.S200501 2.4 5.013 -74.844 18.3 
265 A2005-01-01-1902-01S.COL___018 01-1904-21L.S200501 2.1 4.519 -75.004 19.1 
266 A2005-01-09-1527-40S.COL___017 09-1529-54L.S200501 2.3 5.719 -74.027 90.0 
267 A2005-01-12-2330-25S.COL___017 12-2332-27L.S200501 2.2 5.116 -74.909 14.9 
268 A2005-01-15-1004-23S.COL___018 15-1006-39L.S200501 2.3 4.679 -74.624 38.0 
269 A2005-01-18-0727-22S.COL___018 18-0729-39L.S200501 2.3 5.659 -73.974 108.1 
270 A2005-01-21-0723-51S.COL___017 21-0725-47L.S200501 2.3 5.419 -73.742 148.0 
271 A2005-01-22-1013-01S.COL___016 22-1015-13L.S200501 2.6 5.135 -74.736 12.6 
272 A2005-01-23-0000-02S.COL___011 23-0001-22L.S200501 2.5 5.240 -73.672 151.4 
273 A2005-01-23-0710-39S.COL___016 23-0712-48L.S200501 2.3 5.241 -73.686 153.1 
274 A2005-01-27-1600-33S.COL___016 27-1602-46L.S200501 3.1 5.632 -74.406 100.2 
275 A2005-01-28-0527-57S.COL___014 28-0530-18L.S200501 2.2 5.770 -73.764 123.8 
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276 A2005-02-08-0911-49S.COL___016 08-0914-01L.S200502 2.4 5.367 -74.910 7.8 
277 A2005-02-11-2201-43S.COL___016 11-2203-55L.S200502 2.4 5.278 -73.777 155.4 
278 A2005-02-18-1350-09S.COL___016 18-1352-15L.S200502 4.2 5.277 -73.716 152.4 
279 A2005-02-26-1626-14S.COL___016 26-1628-31L.S200502 2.6 4.664 -74.613 100.0 
280 A2005-03-03-1749-24S.COL___016 03-1750-44L.S200503 2.7 5.280 -73.780 148.1 
281 A2005-03-04-0141-32S.COL___016 04-0143-38L.S200503 2.1 5.466 -73.810 131.5 
282 A2005-03-04-0848-42S.COL___017 04-0850-56L.S200503 2.6 5.277 -73.740 156.3 
283 A2005-03-13-1156-58S.COL___016 13-1159-14L.S200503 2.3 5.301 -74.867 5.6 
284 A2005-03-14-0300-40S.COL___016 14-0302-55L.S200503 2.3 5.553 -73.914 135.8 
285 A2005-03-19-0210-32S.COL___015 19-0212-14L.S200503 2.3 5.308 -73.749 143.0 
286 A2005-03-22-1717-13S.COL___017 22-1719-24L.S200503 2.8 4.000 -74.011 0.0 
287 A2005-03-24-1450-47S.COL___017 24-1453-12L.S200503 2.1 4.767 -74.826 21.3 
288 A2005-03-25-0836-12S.COL___017 25-0838-34L.S200503 2.1 4.839 -74.675 12.1 
289 A2005-03-25-1715-33S.COL___017 25-1717-46L.S200503 2.1 4.698 -74.684 12.4 
290 A2005-03-28-1148-36S.COL___017 28-1150-40L.S200503 3.4 5.627 -73.990 114.4 
291 A2005-03-29-0400-09S.COL___015 29-0402-18L.S200503 2.1 5.324 -73.722 148.0 
292 A2005-04-06-1931-31S.COL___017 06-1933-46L.S200504 2.3 5.791 -74.028 1.8 
293 A2005-04-13-0743-10S.COL___017 13-0745-27L.S200504 2.5 5.614 -74.395 90.5 
294 A2005-04-15-1025-27S.COL___018 15-1027-42L.S200504 2.6 5.594 -74.229 94.9 
295 A2005-04-16-0558-21S.COL___016 16-0600-38L.S200504 2.2 5.453 -73.817 134.4 
296 A2005-04-21-0629-43S.COL___015 21-0631-45L.S200504 2.4 5.650 -73.901 124.9 
297 A2005-04-23-0537-35S.COL___016 23-0539-35L.S200504 3.1 4.837 -74.850 4.0 
298 A2005-04-30-1834-45S.COL___016 30-1837-08L.S200504 2.1 4.710 -74.676 8.0 
299 A2005-05-04-0407-40S.COL___016 04-0409-43L.S200505 2.1 5.646 -73.936 126.6 
300 A2005-05-04-1205-49S.COL___017 04-1207-58L.S200505 2.7 5.291 -73.736 146.0 
301 A2005-05-05-0954-34S.COL___016 05-0956-40L.S200505 2.2 4.663 -74.610 36.0 
302 A2005-05-05-1728-31S.COL___015 05-1730-38L.S200505 3.6 5.321 -73.747 150.0 
303 A2005-05-06-0058-55S.COL___016 06-0101-05L.S200505 3.1 5.309 -73.754 146.4 
304 A2005-05-08-0639-06S.COL___015 08-0641-20L.S200505 2.9 5.605 -73.876 122.1 
305 A2005-05-10-0654-12S.COL___016 10-0656-31L.S200505 2.5 5.446 -73.796 130.2 
306 A2005-05-24-0532-43S.COL___015 24-0534-47L.S200505 2.3 4.506 -74.804 16.1 
307 A2005-05-25-1106-01S.COL___014 25-1108-08L.S200505 2.7 5.326 -73.723 138.4 
308 A2005-05-26-0904-04S.COL___015 26-0906-03L.S200505 2.9 4.681 -74.863 22.2 
309 A2005-05-30-1025-43S.COL___015 30-1027-27L.S200505 3.0 5.625 -74.388 88.0 
310 A2005-06-01-0339-48S.COL___017 01-0341-48L.S200506 2.5 5.377 -73.960 126.0 
311 A2005-06-09-1759-52S.COL___018 09-1802-01L.S200506 3.2 5.188 -74.638 26.2 
312 A2005-06-09-2203-44S.COL___018 09-2206-01L.S200506 2.3 5.312 -73.789 134.0 
313 A2005-06-10-0905-00S.COL___018 10-0907-14L.S200506 2.3 4.971 -74.656 16.6 
314 A2005-06-12-0341-40S.COL___017 12-0343-55L.S200506 3.0 5.273 -73.719 154.5 
315 A2005-06-15-0215-06S.COL___017 15-0217-21L.S200506 2.2 4.166 -75.120 0.0 
316 A2005-06-18-0045-41S.COL___018 18-0047-52L.S200506 2.4 5.287 -73.746 149.6 
317 A2005-06-23-1310-27S.COL___018 23-1312-40L.S200506 2.6 5.436 -73.775 134.0 
318 A2005-06-25-0356-29S.COL___018 25-0358-41L.S200506 3.1 5.708 -74.331 18.0 
319 A2005-06-29-2054-25S.COL___018 29-2056-41L.S200506 2.4 4.604 -75.055 16.0 
320 A2005-06-30-0322-00S.COL___023 30-0324-08L.S200506 2.4 5.326 -73.756 143.5 
321 A2005-07-08-0941-43S.COL___016 08-0943-55L.S200507 3.0 5.325 -73.785 149.8 
322 A2005-07-10-0322-10S.COL___018 10-0324-24L.S200507 2.3 4.415 -75.050 8.7 
323 A2005-07-16-0254-27S.COL___016 16-0256-45L.S200507 2.2 5.920 -74.499 28.7 
324 A2005-07-16-1241-01S.COL___016 16-1243-11L.S200507 2.2 5.594 -73.891 122.0 
325 A2005-07-19-1300-00S.COL___022 19-1301-26L.S200507 2.3 5.475 -73.801 139.7 
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326 A2005-07-20-1656-00S.COL___022 20-1658-17L.S200507 2.4 4.837 -74.651 11.2 
327 A2005-07-21-1703-00S.COL___021 21-1703-41L.S200507 2.6 5.569 -73.528 155.6 
328 A2005-07-21-2347-00S.COL___021 21-2348-20L.S200507 2.6 5.334 -73.776 148.4 
329 A2005-07-29-2116-00S.COL___022 29-2117-42L.S200507 2.1 4.838 -74.621 11.7 
330 A2005-07-29-2228-57S.COL___018 29-2231-31L.S200507 3.0 5.632 -74.610 4.0 
331 A2005-07-30-0702-00S.COL___019 30-0704-06L.S200507 2.7 4.691 -74.614 35.1 
332 A2005-07-30-0932-00S.COL___019 30-0933-21L.S200507 2.5 5.323 -73.756 131.3 
333 A2005-08-05-0121-00S.COL___019 05-0122-06L.S200508 2.2 5.716 -74.380 58.7 
334 A2005-08-07-0616-00S.COL___017 07-0617-05L.S200508 2.3 5.460 -73.805 135.1 
335 A2005-08-07-1952-00S.COL___022 07-1953-16L.S200508 2.4 5.304 -73.768 145.9 
336 A2005-08-13-2344-00S.COL___018 13-2345-31L.S200508 2.1 4.578 -75.363 0.0 
337 A2005-08-15-1845-00S.COL___020 15-1845-45L.S200508 2.3 5.608 -73.867 131.7 
338 A2005-08-18-1348-00S.COL___023 18-1349-52L.S200508 2.3 5.362 -73.777 152.4 
339 A2005-08-19-2342-00S.COL___023 19-2343-45L.S200508 2.4 5.304 -73.751 150.5 
340 A2005-08-22-0746-00S.COL___023 22-0747-06L.S200508 2.5 5.286 -73.737 147.5 
341 A2005-08-28-1600-00S.COL___023 28-1601-18L.S200508 2.2 5.000 -74.672 15.9 
342 A2005-09-01-2235-00S.COL___021 01-2235-59L.S200509 2.1 5.306 -73.774 153.7 
343 A2005-09-02-0256-00S.COL___018 02-0257-33L.S200509 2.3 5.300 -73.750 152.0 
344 A2005-09-10-0013-00S.COL___020 10-0014-18L.S200509 2.1 4.346 -74.820 1.1 
345 A2005-09-16-0608-00S.COL___024 16-0609-29L.S200509 2.6 5.323 -73.767 148.2 
346 A2005-09-20-0937-00S.COL___021 20-0938-27L.S200509 2.8 4.186 -73.759 0.0 
347 A2005-09-24-2313-00S.COL___024 24-2314-27L.S200509 2.7 5.102 -74.685 3.9 
348 A2005-09-25-1908-00S.COL___024 25-1909-18L.S200509 2.5 5.543 -73.865 121.7 
349 A2005-09-28-0534-00S.COL___023 28-0535-51L.S200509 2.6 5.276 -74.645 0.1 
350 A2005-09-29-0845-00S.COL___023 29-0846-02L.S200509 2.2 5.579 -74.013 122.5 
351 A2005-09-30-0645-00S.COL___021 30-0647-14L.S200509 3.2 5.552 -73.821 138.1 
352 A2005-09-30-1444-00S.COL___021 30-1445-20L.S200509 2.1 5.650 -74.385 87.1 
353 A2005-10-01-0517-00S.COL___024 01-0517-50L.S200510 2.9 4.573 -74.066 0.0 
354 A2005-10-02-1353-00S.COL___021 02-1353-49L.S200510 3.0 5.298 -74.573 15.1 
355 A2005-10-03-2347-00S.COL___020 03-2348-08L.S200510 2.6 5.448 -73.794 140.0 
356 A2005-10-08-0745-00S.COL___024 08-0746-46L.S200510 2.2 4.660 -74.796 100.1 
357 A2005-10-09-0448-00S.COL___024 09-0449-23L.S200510 2.3 5.325 -73.721 146.8 
358 A2005-10-12-0950-00S.COL___021 12-0951-33L.S200510 2.7 4.739 -74.735 24.0 
359 A2005-10-15-0146-00S.COL___024 15-0147-07L.S200510 2.2 5.749 -73.973 101.5 
360 A2005-10-22-0401-00S.COL___021 22-0402-07L.S200510 2.2 5.376 -74.471 6.0 
361 A2005-10-23-0320-00S.COL___018 23-0320-58L.S200510 2.1 5.909 -74.440 23.7 
362 A2005-10-23-1348-00S.COL___021 23-1349-39L.S200510 2.8 5.744 -73.906 100.9 
363 A2005-10-23-1535-00S.COL___021 23-1536-58L.S200510 2.5 5.284 -73.743 147.2 
364 A2005-10-25-0628-00S.COL___017 25-0629-21L.S200510 2.2 5.619 -73.898 127.2 
365 A2005-10-30-0326-00S.COL___018 30-0327-21L.S200510 2.8 5.286 -73.725 155.5 
366 A2005-10-30-1417-00S.COL___018 30-1417-55L.S200510 2.2 5.163 -74.776 12.5 
367 A2005-10-31-1643-00S.COL___018 31-1644-06L.S200510 2.2 5.447 -73.806 129.8 
368 A2005-10-31-2349-00S.COL___018 31-2350-28L.S200510 2.3 5.289 -73.763 144.0 
369 A2005-11-09-1500-00S.COL___018 09-1501-13L.S200511 2.5 5.684 -74.000 111.1 
370 A2005-11-12-0949-00S.COL___021 12-0949-40L.S200511 2.2 5.289 -73.751 144.0 
371 A2005-11-12-2249-00S.COL___018 12-2250-38L.S200511 2.9 5.060 -74.659 11.2 
372 A2005-11-13-2031-00S.COL___021 13-2032-46L.S200511 2.7 5.426 -73.782 138.2 
373 A2005-11-17-0330-00S.COL___021 17-0331-00L.S200511 2.4 4.728 -74.708 8.7 
374 A2005-11-19-0641-00S.COL___021 19-0642-05L.S200511 2.2 5.626 -73.856 130.6 
375 A2005-11-19-1715-00S.COL___024 19-1716-17L.S200511 2.5 5.798 -73.929 93.3 
376 A2005-11-20-1001-00S.COL___020 20-1002-33L.S200511 2.3 5.619 -73.895 122.4 
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377 A2005-11-21-0006-00S.COL___020 21-0007-25L.S200511 2.2 5.325 -73.761 150.1 
378 A2005-11-22-0156-00S.COL___020 22-0157-06L.S200511 2.4 4.409 -74.934 4.0 
379 A2005-11-27-0824-00S.COL___020 27-0824-44L.S200511 2.8 5.276 -73.737 154.3 
380 A2005-11-28-2143-00S.COL___021 28-2143-56L.S200511 2.8 5.300 -73.757 144.0 
381 A2005-11-30-0237-00S.COL___021 30-0238-13L.S200511 2.4 5.579 -74.058 117.2 
382 A2005-11-30-0845-00S.COL___018 30-0846-01L.S200511 2.1 4.727 -74.692 2.9 
383 A2005-12-02-2143-00S.COL___021 02-2144-01L.S200512 2.6 5.636 -73.988 107.9 
384 A2005-12-03-1913-00S.COL___021 03-1914-13L.S200512 2.4 5.307 -73.764 144.0 
385 A2005-12-04-0555-00S.COL___021 04-0556-08L.S200512 2.3 4.613 -74.927 4.0 
386 A2005-12-04-1012-00S.COL___021 04-1013-35L.S200512 2.3 4.944 -74.862 20.0 
387 A2005-12-05-1503-00S.COL___021 05-1504-38L.S200512 2.2 4.642 -74.586 16.9 
388 A2005-12-09-0209-00S.COL___024 09-0210-13L.S200512 2.1 5.338 -73.773 156.1 
389 A2005-12-17-0957-00S.COL___021 17-0958-04L.S200512 3.5 4.709 -74.695 20.0 
390 A2005-12-18-1054-00S.COL___021 18-1055-58L.S200512 3.0 5.272 -73.739 147.2 
391 A2005-12-19-1249-00S.COL___018 19-1249-53L.S200512 2.1 4.768 -74.361 31.1 
392 A2005-12-19-1453-00S.COL___018 19-1453-35L.S200512 2.3 5.435 -73.775 140.1 
393 A2005-12-24-2156-00S.COL___018 24-2156-56L.S200512 2.1 5.304 -73.775 149.5 
394 A2005-12-26-1416-00S.COL___018 26-1417-34L.S200512 3.4 5.337 -73.750 141.1 
395 A2005-12-27-0727-00S.COL___018 27-0728-51L.S200512 2.1 5.577 -74.026 121.6 
396 A2005-12-29-1247-00S.COL___018 29-1248-28L.S200512 2.2 5.455 -73.912 131.6 
397 A2005-12-31-0524-00S.COL___018 31-0524-45L.S200512 3.5 5.277 -73.722 154.2 
398 A2006-01-02-0000-00S.COL___018 02-0001-39L.S200601 3.5 5.450 -74.159 48.0 
399 A2006-01-04-1852-00S.COL___018 04-1853-45L.S200601 2.2 5.185 -74.815 12.6 
400 A2006-01-05-0539-00S.COL___018 05-0539-59L.S200601 2.3 5.311 -73.719 149.8 
401 A2006-01-05-1417-00S.COL___018 05-1418-25L.S200601 2.2 5.082 -74.795 0.0 
402 A2006-01-05-2102-00S.COL___018 05-2103-28L.S200601 2.2 5.616 -73.902 123.8 
403 A2006-01-07-1811-00S.COL___021 07-1811-53L.S200601 2.1 5.593 -73.880 124.0 
404 A2006-01-08-2102-00S.COL___018 08-2103-52L.S200601 2.5 4.915 -73.269 0.4 
405 A2006-01-12-2258-00S.COL___018 12-2259-28L.S200601 2.5 5.286 -73.760 144.0 
406 A2006-01-15-0107-00S.COL___018 15-0107-57L.S200601 2.4 5.657 -73.961 118.0 
407 A2006-01-15-2013-00S.COL___018 15-2014-55L.S200601 2.1 4.733 -74.677 16.2 
408 A2006-01-16-1909-00S.COL___018 16-1910-07L.S200601 3.0 4.189 -73.786 2.0 
409 A2006-01-20-0549-00S.COL___018 20-0550-23L.S200601 2.9 5.282 -73.735 148.0 
410 A2006-01-21-1102-00S.COL___018 21-1102-46L.S200601 2.4 5.615 -73.872 119.6 
411 A2006-01-23-0755-00S.COL___018 23-0756-36L.S200601 2.3 5.924 -74.325 32.1 
412 A2006-01-29-0029-00S.COL___018 29-0029-55L.S200601 2.2 5.706 -73.913 104.3 
413 A2006-01-29-0151-00S.COL___018 29-0152-19L.S200601 3.0 4.736 -74.689 8.0 
414 A2006-01-30-1908-00S.COL___018 30-1908-45L.S200601 2.3 4.707 -74.742 20.7 
415 A2006-01-31-0814-00S.COL___018 31-0815-11L.S200601 2.2 5.297 -73.736 148.7 
416 A2006-01-31-2123-00S.COL___020 31-2124-44L.S200601 2.2 4.811 -74.698 23.4 
417 A2006-02-03-1112-00S.COL___018 03-1112-56L.S200602 2.5 5.449 -73.797 137.9 
418 A2006-02-07-0323-00S.COL___018 07-0323-55L.S200602 2.7 5.321 -73.760 143.6 
419 A2006-02-12-0936-00S.COL___018 12-0937-13L.S200602 2.3 5.321 -73.775 139.1 
420 A2006-02-16-1841-00S.COL___018 16-1842-05L.S200602 2.2 5.342 -74.485 4.0 
421 A2006-02-18-0421-00S.COL___017 18-0422-39L.S200602 2.4 5.845 -73.906 82.5 
422 A2006-02-18-1907-00S.COL___018 18-1908-40L.S200602 2.3 5.297 -74.588 11.1 
423 A2006-02-19-0656-00S.COL___018 19-0657-23L.S200602 2.1 5.648 -74.054 102.3 
424 A2006-02-21-0730-00S.COL___016 21-0730-42L.S200602 2.5 5.679 -73.666 129.4 
425 A2006-02-21-2227-00S.COL___015 21-2228-30L.S200602 2.4 4.756 -74.626 29.4 
426 A2006-02-24-2314-00S.COL___016 24-2315-41L.S200602 2.2 4.743 -74.616 28.8 
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427 A2006-02-28-0021-00S.COL___016 28-0022-16L.S200602 2.1 5.372 -73.805 135.2 
428 A2006-03-02-0728-00S.COL___016 02-0729-31L.S200603 2.2 5.487 -73.819 120.7 
429 A2006-03-04-2142-00S.COL___014 04-2143-11L.S200603 2.2 5.777 -73.918 100.1 
430 A2006-03-05-1005-00S.COL___014 05-1005-54L.S200603 2.7 5.330 -73.739 146.9 
431 A2006-03-12-0824-00S.COL___015 12-0824-46L.S200603 2.3 5.637 -74.382 86.0 
432 A2006-03-15-0955-00S.COL___017 15-0956-07L.S200603 2.1 5.304 -73.728 142.4 
433 A2006-03-27-0259-00S.COL___018 27-0300-00L.S200603 2.2 5.286 -73.813 151.6 
434 A2006-04-01-1912-00S.COL___018 01-1913-48L.S200604 3.5 4.430 -73.589 2.0 
435 A2006-04-04-1432-00S.COL___017 04-1432-00L.S200604 2.4 5.327 -73.768 128.7 
436 A2006-04-06-1547-00S.COL___018 06-1547-49L.S200604 2.7 5.364 -73.777 128.0 
437 A2006-04-06-1654-00S.COL___017 06-1655-26L.S200604 2.3 4.785 -74.607 27.5 
438 A2006-04-09-0059-00S.COL___017 09-0100-23L.S200604 2.2 5.295 -73.760 152.9 
439 A2006-04-09-2306-00S.COL___017 09-2307-16L.S200604 2.5 5.302 -73.768 146.0 
440 A2006-04-11-1535-00S.COL___016 11-1536-10L.S200604 2.3 5.255 -73.707 144.0 
441 A2006-04-12-1908-00S.COL___016 12-1908-45L.S200604 2.3 4.358 -73.399 8.4 
442 A2006-04-13-2227-00S.COL___016 13-2228-19L.S200604 2.5 5.602 -73.935 120.0 
443 A2006-04-16-0047-00S.COL___016 16-0048-03L.S200604 3.1 5.580 -73.874 132.0 
444 A2006-04-20-1149-00S.COL___015 20-1150-21L.S200604 2.2 5.301 -74.595 10.0 
445 A2006-04-22-1911-00S.COL___017 22-1912-37L.S200604 2.5 5.799 -73.904 118.8 
446 A2006-04-23-0131-00S.COL___017 23-0132-13L.S200604 2.3 5.307 -73.774 142.0 
447 A2006-05-01-0521-00S.COL___017 01-0522-01L.S200605 2.3 4.583 -75.019 16.2 
448 A2006-05-06-2329-00S.COL___022 06-2330-00L.S200605 3.1 5.598 -74.379 87.0 
449 A2006-05-07-0353-00S.COL___019 07-0354-34L.S200605 2.6 5.303 -73.766 144.0 
450 A2006-05-11-0427-00S.COL___022 11-0428-14L.S200605 2.1 5.323 -73.758 133.1 
451 A2006-05-13-2154-00S.COL___022 13-2155-39L.S200605 3.6 5.620 -73.979 116.8 
452 A2006-05-14-0452-00S.COL___022 14-0452-56L.S200605 2.2 5.280 -73.745 144.0 
453 A2006-05-16-1613-00S.COL___022 16-1614-15L.S200605 3.0 5.298 -73.755 144.0 
454 A2006-05-16-2316-00S.COL___022 16-2316-49L.S200605 3.1 5.452 -74.011 130.0 
455 A2006-05-17-0922-00S.COL___023 17-0923-47L.S200605 2.6 3.955 -73.982 0.1 
456 A2006-05-20-1245-00S.COL___020 20-1246-20L.S200605 2.4 5.316 -73.742 152.2 
457 A2006-05-23-1700-00S.COL___022 23-1700-59L.S200605 2.1 4.605 -74.436 0.0 
458 A2006-05-25-0716-00S.COL___020 25-0717-08L.S200605 2.3 5.295 -73.758 142.0 
459 A2006-05-26-0722-00S.COL___017 26-0722-56L.S200605 2.8 5.280 -73.712 149.5 
460 A2006-05-27-1453-00S.COL___018 27-1454-41L.S200605 2.1 5.019 -74.807 20.1 
461 A2006-06-02-0147-00S.COL___021 02-0148-57L.S200606 2.5 4.356 -75.256 4.0 
462 A2006-06-04-0625-00S.COL___018 04-0626-28L.S200606 2.2 5.600 -73.869 131.5 
463 A2006-06-05-1611-00S.COL___021 05-1612-00L.S200606 3.1 5.327 -73.741 152.0 
464 A2006-06-07-1832-00S.COL___017 07-1833-01L.S200606 2.2 5.607 -73.859 133.7 
465 A2006-06-08-2316-00S.COL___021 08-2317-42L.S200606 2.9 5.493 -73.771 140.0 
466 A2006-06-09-0659-00S.COL___021 09-0659-44L.S200606 2.7 5.311 -73.764 148.0 
467 A2006-06-14-0746-00S.COL___017 14-0746-51L.S200606 3.2 5.643 -73.720 132.0 
468 A2006-06-15-1544-00S.COL___016 15-1545-10L.S200606 2.2 4.787 -74.640 2.9 
469 A2006-06-17-0542-00S.COL___017 17-0543-36L.S200606 2.4 5.287 -73.724 148.3 
470 A2006-06-20-1831-00S.COL___017 20-1832-42L.S200606 2.6 4.177 -74.540 0.0 
471 A2006-06-21-0317-00S.COL___017 21-0318-30L.S200606 2.3 5.435 -73.802 138.0 
472 A2006-06-24-1600-00S.COL___017 24-1601-08L.S200606 3.7 5.290 -73.742 152.0 
473 A2006-06-24-2149-00S.COL___017 24-2149-54L.S200606 2.1 4.710 -74.803 5.8 
474 A2006-06-25-0623-00S.COL___017 25-0624-26L.S200606 2.1 5.637 -74.418 75.9 
475 A2006-06-25-1005-00S.COL___017 25-1006-35L.S200606 2.7 5.370 -74.101 116.0 
476 A2006-06-27-0539-00S.COL___016 27-0540-13L.S200606 2.5 5.310 -73.739 144.8 
477 A2006-07-04-0059-00S.COL___018 04-0100-00L.S200607 2.4 4.730 -74.812 5.3 
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478 A2006-07-10-0727-00S.COL___019 10-0728-30L.S200607 3.4 5.284 -73.738 155.7 
479 A2006-07-10-0812-00S.COL___019 10-0813-09L.S200607 2.3 5.305 -73.735 151.5 
480 A2006-07-11-0137-00S.COL___020 11-0138-07L.S200607 2.7 5.086 -74.786 15.7 
481 A2006-07-19-1334-00S.COL___019 19-1334-54L.S200607 2.2 4.754 -74.750 22.2 
482 A2006-07-25-1211-00S.COL___020 25-1211-59L.S200607 2.6 4.446 -73.550 7.7 
483 A2006-07-26-0421-00S.COL___017 26-0422-01L.S200607 2.2 5.455 -73.781 137.5 
484 A2006-07-26-1837-00S.COL___020 26-1838-35L.S200607 2.3 5.341 -73.778 155.1 
485 A2006-07-29-0543-00S.COL___020 29-0544-27L.S200607 2.7 4.459 -74.934 18.7 
486 A2006-08-02-0034-00S.COL___020 02-0035-23L.S200608 2.4 4.699 -74.679 18.0 
487 A2006-08-05-0146-00S.COL___017 05-0147-19L.S200608 2.2 5.170 -74.837 16.0 
488 A2006-08-06-0439-00S.COL___017 06-0440-01L.S200608 2.3 5.615 -74.045 107.3 
489 A2006-08-11-1621-00S.COL___017 11-1621-35L.S200608 2.2 5.224 -73.672 153.4 
490 A2006-08-12-1642-00S.COL___016 12-1643-17L.S200608 2.2 5.269 -73.665 117.3 
491 A2006-08-14-1508-00S.COL___017 14-1509-41L.S200608 3.0 5.287 -74.598 14.3 
492 A2006-08-16-0439-00S.COL___017 16-0440-29L.S200608 2.3 5.301 -73.754 155.2 
493 A2006-08-16-1304-00S.COL___017 16-1305-14L.S200608 2.3 4.655 -74.404 0.0 
494 A2006-08-17-0221-00S.COL___016 17-0222-52L.S200608 2.3 5.268 -73.706 154.7 
495 A2006-08-23-1113-00S.COL___021 23-1113-52L.S200608 2.5 5.326 -73.766 154.0 
496 A2006-08-26-2023-00S.COL___021 26-2024-09L.S200608 2.3 5.306 -73.754 150.1 
497 A2006-08-27-0841-00S.COL___021 27-0842-52L.S200608 2.5 4.528 -74.947 19.5 
498 A2006-08-29-2358-00S.COL___022 29-2359-26L.S200608 2.5 5.025 -74.692 15.3 
499 A2006-08-30-0441-00S.COL___022 30-0442-38L.S200608 2.2 5.610 -74.391 78.0 
500 A2006-09-01-0803-00S.COL___021 01-0804-24L.S200609 2.1 5.306 -73.752 156.7 
501 A2006-09-05-1612-00S.COL___020 05-1613-13L.S200609 2.1 5.794 -74.328 70.9 
502 A2006-09-06-0018-00S.COL___020 06-0019-03L.S200609 2.4 5.641 -73.880 132.0 
503 A2006-09-06-0148-00S.COL___020 06-0149-01L.S200609 3.4 5.725 -73.900 115.4 
504 A2006-09-06-0950-00S.COL___018 06-0950-45L.S200609 2.4 5.299 -73.735 149.5 
505 A2006-09-07-0430-00S.COL___020 07-0430-57L.S200609 2.1 5.233 -73.943 158.5 
506 A2006-09-07-1156-00S.COL___020 07-1157-00L.S200609 2.7 5.303 -73.818 156.7 
507 A2006-09-10-0524-00S.COL___021 10-0525-46L.S200609 2.7 4.000 -74.687 2.7 
508 A2006-09-10-1750-00S.COL___020 10-1750-43L.S200609 3.1 5.433 -73.768 146.0 
509 A2006-09-11-0119-00S.COL___021 11-0119-58L.S200609 3.2 4.906 -74.700 15.8 
510 A2006-09-12-1802-00S.COL___019 12-1802-54L.S200609 2.2 5.665 -73.773 130.0 
511 A2006-09-14-1014-00S.COL___019 14-1014-58L.S200609 2.1 5.042 -74.658 16.5 
512 A2006-09-15-1954-00S.COL___020 15-1955-36L.S200609 2.4 5.454 -74.136 115.0 
513 A2006-09-16-0335-00S.COL___020 16-0335-44L.S200609 3.7 5.427 -73.959 131.2 
514 A2006-09-17-0858-00S.COL___020 17-0859-15L.S200609 2.2 5.281 -73.816 162.1 
515 A2006-09-18-1737-00S.COL___020 18-1737-55L.S200609 2.5 5.312 -73.745 154.9 
516 A2006-09-21-0138-00S.COL___020 21-0139-45L.S200609 2.4 5.261 -73.699 152.3 
517 A2006-09-27-2046-00S.COL___023 27-2046-58L.S200609 2.2 5.248 -73.724 160.7 
518 A2006-09-30-2343-00S.COL___020 30-2344-20L.S200609 2.2 5.299 -73.726 150.6 
519 A2006-10-02-2135-00S.COL___023 02-2136-33L.S200610 2.7 5.301 -73.754 153.9 
520 A2006-10-04-1141-00S.COL___023 04-1142-04L.S200610 2.3 4.827 -74.677 8.7 
521 A2006-10-05-0400-00S.COL___023 05-0401-18L.S200610 2.2 5.297 -73.803 162.3 
522 A2006-10-06-0332-00S.COL___021 06-0332-58L.S200610 2.5 5.281 -73.713 151.4 
523 A2006-10-09-1948-00S.COL___022 09-1948-41L.S200610 2.7 5.550 -73.787 137.3 
524 A2006-10-12-0044-00S.COL___019 12-0045-57L.S200610 2.2 5.743 -74.037 112.0 
525 A2006-10-12-0400-00S.COL___019 12-0401-44L.S200610 2.3 4.694 -74.861 14.0 
526 A2006-10-12-1547-00S.COL___021 12-1547-45L.S200610 2.1 5.588 -73.908 124.0 
527 A2006-10-14-0349-00S.COL___020 14-0350-06L.S200610 3.1 5.276 -73.710 151.2 
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528 A2006-10-15-0439-00S.COL___020 15-0440-29L.S200610 2.2 5.677 -74.614 3.9 
529 A2006-10-17-1424-00S.COL___016 17-1425-10L.S200610 2.7 4.336 -73.586 7.0 
530 A2006-10-18-0350-00S.COL___016 18-0351-35L.S200610 2.1 5.687 -73.757 124.0 
531 A2006-10-21-0255-00S.COL___020 21-0256-17L.S200610 2.1 5.560 -73.838 126.0 
532 A2006-10-23-2258-00S.COL___021 23-2259-21L.S200610 3.4 5.289 -73.709 148.9 
533 A2006-10-27-1141-00S.COL___021 27-1142-46L.S200610 2.2 4.929 -74.622 4.3 
534 A2006-10-27-1316-00S.COL___021 27-1317-07L.S200610 2.4 4.873 -74.803 0.0 
535 A2006-10-31-0723-00S.COL___021 31-0724-38L.S200610 2.4 5.283 -73.731 150.8 
536 A2006-11-01-1253-00S.COL___021 01-1254-33L.S200611 3.9 5.206 -74.013 126.5 
537 A2006-11-03-2346-00S.COL___019 03-2346-41L.S200611 2.2 5.649 -73.678 138.3 
538 A2006-11-07-0707-00S.COL___019 07-0709-18L.S200611 3.5 5.274 -73.708 151.8 
539 A2006-11-08-0528-00S.COL___019 08-0529-03L.S200611 2.2 4.881 -74.839 19.9 
540 A2006-11-08-1018-00S.COL___017 08-1019-07L.S200611 2.4 4.472 -73.823 0.0 
541 A2006-11-08-1329-00S.COL___019 08-1329-38L.S200611 3.2 5.317 -73.742 149.4 
542 A2006-11-11-0510-00S.COL___019 11-0510-59L.S200611 2.5 5.316 -73.753 152.0 
543 A2006-11-12-1956-00S.COL___017 12-1958-03L.S200611 2.6 5.279 -73.678 149.9 
544 A2006-11-21-0845-00S.COL___021 21-0845-50L.S200611 2.1 5.281 -73.750 142.0 
545 A2006-11-23-0905-00S.COL___021 23-0906-54L.S200611 3.0 5.322 -73.769 143.3 
546 A2006-11-24-1832-00S.COL___020 24-1833-35L.S200611 2.4 5.322 -73.771 146.0 
547 A2006-11-28-0614-00S.COL___017 28-0615-48L.S200611 2.6 5.305 -73.753 152.0 
548 A2006-12-01-0039-00S.COL___017 01-0039-55L.S200612 2.3 5.430 -73.791 137.0 
549 A2006-12-02-1617-00S.COL___021 02-1618-22L.S200612 2.2 5.295 -73.750 150.0 
550 A2006-12-04-0438-00S.COL___018 04-0439-12L.S200612 3.8 5.301 -73.750 152.0 
551 A2006-12-08-0853-00S.COL___015 08-0854-40L.S200612 2.2 5.434 -73.823 136.0 
552 A2006-12-12-0741-00S.COL___015 12-0745-31L.S200612 2.8 5.090 -74.781 22.0 
553 A2006-12-20-0208-00S.COL___015 20-0209-21L.S200612 3.9 4.832 -74.647 21.7 
554 A2006-12-20-0536-00S.COL___015 20-0537-29L.S200612 2.2 4.821 -74.674 22.5 
555 A2006-12-22-1720-00S.COL___019 22-1721-31L.S200612 3.0 5.583 -73.880 130.7 
556 A2006-12-23-0614-00S.COL___019 23-0616-07L.S200612 2.1 4.640 -75.020 4.0 
557 A2006-12-24-1742-00S.COL___018 24-1743-11L.S200612 2.4 5.698 -74.244 89.2 
558 A2006-12-27-0232-00S.COL___015 27-0232-55L.S200612 2.9 5.729 -73.898 102.4 
559 A2006-12-29-1236-00S.COL___015 29-1237-27L.S200612 2.4 5.738 -74.391 11.5 
560 A2006-12-29-2331-00S.COL___015 29-2331-45L.S200612 2.6 5.464 -73.808 135.3 
561 A2007-01-02-1328-00S.COL___016 02-1329-24L.S200701 2.2 5.055 -74.744 17.7 
562 A2007-01-04-0437-00S.COL___015 04-0437-54L.S200701 2.4 5.520 -73.807 120.1 
563 A2007-01-05-2006-00S.COL___015 05-2007-48L.S200701 2.6 5.640 -73.627 160.7 
564 A2007-01-08-1957-00S.COL___015 08-1957-57L.S200701 2.6 4.450 -75.302 0.0 
565 A2007-01-10-0455-00S.COL___014 10-0456-19L.S200701 2.1 4.719 -73.290 5.8 
566 A2007-01-14-0712-00S.COL___021 14-0713-35L.S200701 2.2 3.867 -74.116 110.0 
567 A2007-01-18-1927-00S.COL___017 18-1928-51L.S200701 2.5 5.591 -74.086 103.3 
568 A2007-01-21-2307-00S.COL___017 21-2308-26L.S200701 2.8 5.299 -73.728 149.9 
569 A2007-01-25-1911-00S.COL___018 25-1911-51L.S200701 2.1 4.603 -74.632 8.8 
570 A2007-01-25-2241-00S.COL___018 25-2241-50L.S200701 2.1 5.347 -73.837 143.3 
571 A2007-01-27-0537-00S.COL___018 27-0538-11L.S200701 2.7 5.515 -74.078 112.2 
572 A2007-01-27-0911-00S.COL___018 27-0911-55L.S200701 2.2 5.331 -73.787 146.7 
573 A2007-02-03-0551-00S.COL___018 03-0552-48L.S200702 2.1 5.295 -73.739 153.0 
574 A2007-02-07-1231-00S.COL___018 07-1231-45L.S200702 2.5 5.297 -73.740 153.7 
575 A2007-02-08-1657-00S.COL___017 08-1657-55L.S200702 2.3 5.306 -73.787 141.4 
576 A2007-02-09-0620-00S.COL___018 09-0621-01L.S200702 2.1 4.921 -74.936 0.1 
577 A2007-02-11-0428-00S.COL___018 11-0429-18L.S200702 2.4 4.464 -74.605 44.0 
578 A2007-02-14-0225-00S.COL___017 14-0226-11L.S200702 2.5 5.702 -73.927 121.7 
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579 A2007-02-17-1032-00S.COL___017 17-1032-59L.S200702 2.4 5.303 -73.753 153.3 
580 A2007-02-21-0351-00S.COL___016 21-0352-47L.S200702 2.6 4.593 -74.782 2.8 
581 A2007-02-23-0636-00S.COL___017 23-0637-07L.S200702 2.5 5.296 -73.736 155.8 
582 A2007-02-23-1913-00S.COL___017 23-1914-22L.S200702 2.7 5.257 -73.694 155.4 
583 A2007-03-03-2248-00S.COL___018 03-2248-48L.S200703 2.6 5.422 -73.766 144.4 
584 A2007-03-06-2108-00S.COL___016 06-2109-01L.S200703 2.6 5.894 -74.049 102.3 
585 A2007-03-08-1043-00S.COL___017 08-1044-09L.S200703 2.1 5.254 -74.596 1.5 
586 A2007-03-11-0124-00S.COL___018 11-0124-44L.S200703 2.1 5.593 -74.022 112.5 
587 A2007-03-12-0530-00S.COL___018 12-0531-48L.S200703 3.9 5.246 -73.685 152.2 
588 A2007-03-14-2104-00S.COL___018 14-2105-30L.S200703 2.1 5.137 -74.644 9.4 
589 A2007-03-26-0349-00S.COL___021 26-0350-05L.S200703 2.4 5.592 -73.941 123.7 
590 A2007-03-29-0825-00S.COL___016 29-0826-27L.S200703 3.0 5.271 -74.590 9.0 
591 A2007-03-29-1316-00S.COL___019 29-1317-39L.S200703 2.8 3.948 -73.979 100.1 
592 A2007-03-31-0104-00S.COL___017 31-0104-48L.S200703 2.4 5.690 -73.865 131.7 
593 A2007-04-02-2339-00S.COL___016 02-2340-34L.S200704 2.6 5.562 -74.055 118.7 
594 A2007-04-05-0318-00S.COL___020 05-0319-19L.S200704 2.1 5.275 -73.703 146.0 
595 A2007-04-07-0101-00S.COL___020 07-0102-26L.S200704 3.4 5.281 -73.706 156.9 
596 A2007-04-11-2038-00S.COL___020 11-2039-30L.S200704 2.1 5.178 -73.711 147.4 
597 A2007-04-12-1630-00S.COL___017 12-1631-17L.S200704 2.4 5.485 -73.820 144.5 
598 A2007-04-14-1315-00S.COL___017 14-1315-58L.S200704 2.1 5.107 -74.726 15.1 
599 A2007-04-16-0748-00S.COL___020 16-0748-53L.S200704 3.0 4.582 -74.754 28.3 
600 A2007-04-22-2337-00S.COL___019 22-2339-09L.S200704 2.1 5.303 -74.557 15.7 
601 A2007-04-27-0556-00S.COL___020 27-0557-06L.S200704 2.1 5.573 -73.855 124.5 
602 A2007-04-27-1504-00S.COL___020 27-1505-28L.S200704 2.3 5.288 -73.700 142.0 
603 A2007-04-28-0948-00S.COL___020 28-0949-26L.S200704 2.6 5.416 -73.756 138.0 
604 A2007-05-01-1702-00S.COL___020 01-1702-54L.S200705 2.1 5.506 -73.785 129.3 
605 A2007-05-03-0728-00S.COL___021 03-0729-05L.S200705 2.2 5.737 -73.902 98.5 
606 A2007-05-03-1744-00S.COL___020 03-1744-52L.S200705 2.2 5.321 -74.567 18.5 
607 A2007-05-09-0556-00S.COL___019 09-0557-28L.S200705 2.6 5.276 -73.707 167.8 
608 A2007-05-17-0845-00S.COL___016 17-0845-46L.S200705 2.3 5.297 -73.916 123.5 
609 A2007-05-18-1441-00S.COL___018 18-1442-12L.S200705 2.1 5.607 -73.812 130.9 
610 A2007-05-19-0708-00S.COL___019 19-0708-52L.S200705 2.6 4.526 -75.309 0.0 
611 A2007-05-23-0430-00S.COL___018 23-0432-44L.S200705 3.2 4.603 -74.963 20.0 
612 A2007-05-23-1917-00S.COL___018 23-1918-17L.S200705 2.3 5.535 -73.811 128.4 
613 A2007-05-24-1712-00S.COL___018 24-1713-31L.S200705 3.3 5.206 -74.025 124.7 
614 A2007-05-26-0330-00S.COL___018 26-0331-26L.S200705 3.0 4.411 -75.169 19.4 
615 A2007-05-30-0335-00S.COL___015 30-0335-50L.S200705 2.1 5.264 -73.670 135.6 
616 A2007-05-30-0554-00S.COL___015 30-0555-08L.S200705 2.2 5.284 -73.726 142.1 
617 A2007-05-30-2058-00S.COL___018 30-2058-51L.S200705 2.5 5.180 -73.312 0.0 
618 A2007-05-31-2341-00S.COL___015 31-2343-47L.S200705 2.1 5.264 -73.925 130.0 
619 A2007-06-03-0232-00S.COL___017 03-0232-33L.S200706 2.9 5.217 -73.614 152.1 
620 A2007-06-05-0950-00S.COL___018 05-0951-29L.S200706 3.1 4.563 -74.900 22.8 
621 A2007-06-08-0038-00S.COL___018 08-0038-49L.S200706 3.2 5.288 -73.684 145.1 
622 A2007-06-09-1102-00S.COL___018 09-1103-04L.S200706 2.7 5.302 -74.579 12.5 
623 A2007-06-09-1131-00S.COL___018 09-1132-41L.S200706 2.3 5.316 -74.592 10.2 
624 A2007-06-11-0201-00S.COL___018 11-0202-07L.S200706 2.2 5.420 -74.819 4.0 
625 A2007-06-12-0231-00S.COL___018 12-0232-05L.S200706 2.1 4.594 -74.695 0.0 
626 A2007-06-13-2140-00S.COL___016 13-2141-31L.S200706 2.4 5.449 -73.878 114.0 
627 A2007-06-15-0353-00S.COL___019 15-0354-09L.S200706 2.4 5.293 -73.801 126.6 
628 A2007-06-16-1440-00S.COL___016 16-1440-51L.S200706 2.6 5.471 -73.870 132.0 
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629 A2007-06-16-1958-00S.COL___015 16-1959-33L.S200706 2.2 4.630 -74.967 15.3 
630 A2007-06-21-0327-00S.COL___019 21-0327-56L.S200706 2.4 5.556 -73.874 122.5 
631 A2007-06-23-0105-00S.COL___019 23-0106-42L.S200706 2.9 5.293 -74.605 8.0 
632 A2007-06-23-2021-00S.COL___019 23-2022-02L.S200706 3.0 5.286 -73.729 148.8 
633 A2007-06-26-2121-00S.COL___018 26-2121-48L.S200706 2.2 5.733 -74.355 18.0 
634 A2007-06-28-0345-00S.COL___019 28-0345-58L.S200706 2.4 5.356 -73.822 131.9 
635 A2007-06-29-0041-00S.COL___016 29-0042-21L.S200706 2.5 5.624 -73.743 121.4 
636 A2007-06-29-1745-00S.COL___019 29-1745-52L.S200706 2.2 5.303 -73.705 148.3 
637 A2007-07-01-2024-00S.COL___023 01-2026-10L.S200707 3.0 4.519 -74.715 16.1 
638 A2007-07-07-2333-00S.COL___022 07-2334-21L.S200707 2.6 4.245 -73.583 21.9 
639 A2007-07-08-1836-00S.COL___022 08-1837-40L.S200707 3.0 4.400 -75.080 19.3 
640 A2007-07-10-1704-00S.COL___022 10-1704-59L.S200707 2.4 5.272 -73.664 153.6 
641 A2007-07-11-1926-00S.COL___020 11-1927-17L.S200707 2.4 5.259 -73.629 151.7 
642 A2007-07-12-0254-00S.COL___021 12-0254-44L.S200707 3.0 5.289 -73.736 150.3 
643 A2007-07-14-1018-00S.COL___021 14-1018-46L.S200707 2.3 5.238 -73.701 143.2 
644 A2007-07-19-1944-00S.COL___021 19-1945-23L.S200707 2.5 5.263 -73.616 149.1 
645 A2007-07-25-0802-00S.COL___022 25-0802-48L.S200707 3.3 5.220 -73.651 150.6 
646 A2007-08-03-0616-00S.COL___022 03-0617-24L.S200708 3.0 5.250 -73.669 151.0 
647 A2007-08-05-1600-00S.COL___022 05-1600-24L.S200708 2.5 5.268 -73.667 141.7 
648 A2007-08-11-0633-00S.COL___014 11-0634-31L.S200708 2.1 5.878 -74.554 62.4 
649 A2007-08-11-2151-00S.COL___014 11-2151-37L.S200708 3.2 5.230 -73.590 136.0 
650 A2007-08-12-0918-00S.COL___017 12-0919-40L.S200708 2.1 5.296 -73.586 120.0 
651 A2007-08-15-0343-00S.COL___013 15-0343-56L.S200708 2.1 5.303 -73.715 143.4 
652 A2007-08-18-0923-00S.COL___017 18-0924-26L.S200708 2.2 5.441 -73.776 137.7 
653 A2007-08-21-0147-00S.COL___017 21-0150-11L.S200708 2.1 5.609 -73.658 0.0 
654 A2007-08-21-0755-00S.COL___017 21-0756-19L.S200708 2.1 4.843 -74.722 10.8 
655 A2007-08-23-1923-00S.COL___020 23-1923-32L.S200708 2.1 5.497 -74.595 2.7 
656 A2007-08-24-1144-00S.COL___020 24-1145-31L.S200708 2.5 5.861 -74.465 62.0 
657 A2007-08-24-2311-00S.COL___020 24-2312-30L.S200708 3.0 5.303 -73.721 144.7 
658 A2007-08-25-2130-00S.COL___020 25-2131-31L.S200708 2.6 4.600 -73.735 22.6 
659 A2007-08-31-0408-00S.COL___017 31-0408-58L.S200708 2.9 5.643 -73.838 100.0 
660 A2007-09-01-0008-00S.COL___017 01-0009-38L.S200709 2.3 5.539 -73.873 123.5 
661 A2007-09-01-1406-00S.COL___017 01-1407-15L.S200709 2.1 5.595 -74.139 88.0 
662 A2007-09-03-0004-00S.COL___014 03-0005-59L.S200709 2.5 5.301 -73.711 141.8 
663 A2007-09-07-1212-00S.COL___020 07-1213-06L.S200709 2.8 5.221 -73.687 153.4 
664 A2007-09-08-0422-00S.COL___020 08-0423-33L.S200709 2.6 4.565 -75.132 4.0 
665 A2007-09-15-0218-00S.COL___020 15-0218-39L.S200709 3.3 5.284 -73.748 149.4 
666 A2007-09-17-1029-00S.COL___021 17-1029-44L.S200709 2.3 5.263 -73.748 139.0 
667 A2007-09-18-0722-00S.COL___021 18-0722-09L.S200709 2.2 5.694 -74.092 131.1 
668 A2007-09-18-1426-00S.COL___021 18-1427-39L.S200709 3.2 5.242 -73.703 147.0 
669 A2007-09-20-0923-00S.COL___021 20-0924-59L.S200709 2.2 4.825 -74.670 33.3 
670 A2007-09-20-2038-00S.COL___021 20-2039-38L.S200709 3.0 5.692 -73.812 112.0 
671 A2007-09-22-2106-00S.COL___020 22-2107-05L.S200709 2.1 5.199 -73.714 146.0 
672 A2007-09-23-0637-00S.COL___020 23-0638-32L.S200709 2.2 5.440 -73.818 138.0 
673 A2007-09-23-1620-00S.COL___020 23-1621-46L.S200709 2.7 5.393 -73.735 136.4 
674 A2007-09-25-0440-00S.COL___017 25-0442-37L.S200709 2.2 5.308 -73.716 141.6 
675 A2007-09-28-0041-00S.COL___020 28-0042-35L.S200709 3.0 5.557 -73.806 129.8 
676 A2007-10-06-0758-00S.COL___017 06-0758-39L.S200710 3.4 5.263 -73.699 144.3 
677 A2007-10-06-1932-00S.COL___021 06-1934-17L.S200710 2.1 5.571 -74.004 112.0 
678 A2007-10-10-1712-00S.COL___024 10-1712-25L.S200710 2.2 5.316 -73.759 137.9 
679 A2007-10-11-1359-00S.COL___021 11-1400-08L.S200710 2.2 5.654 -74.269 96.3 
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680 A2007-10-14-1655-00S.COL___021 14-1655-53L.S200710 3.5 5.265 -74.594 12.0 
681 A2007-10-16-1017-00S.COL___020 16-1018-30L.S200710 2.5 5.293 -73.669 142.7 
682 A2007-10-19-0729-00S.COL___017 19-0729-41L.S200710 2.4 3.853 -73.979 17.6 
683 A2007-10-30-1712-00S.COL___019 30-1712-59L.S200710 2.3 5.304 -73.699 153.2 
684 A2007-10-31-0138-00S.COL___016 31-0139-33L.S200710 2.4 5.317 -73.743 148.7 
685 A2007-11-03-0222-00S.COL___018 03-0223-11L.S200711 2.4 3.844 -74.507 126.5 
686 A2007-11-06-2239-00S.COL___021 06-2239-36L.S200711 2.1 5.598 -73.957 122.1 
687 A2007-11-07-0821-00S.COL___022 07-0822-10L.S200711 2.3 4.757 -74.870 4.0 
688 A2007-11-10-1924-00S.COL___015 10-1924-31L.S200711 2.7 4.863 -74.696 0.6 
689 A2007-11-12-0925-00S.COL___021 12-0927-04L.S200711 2.7 5.459 -73.803 133.4 
690 A2007-11-13-2000-00S.COL___012 13-2000-33L.S200711 2.5 5.352 -73.770 149.6 
691 A2007-11-16-0550-00S.COL___021 16-0551-10L.S200711 2.6 5.296 -73.662 146.0 
692 A2007-11-16-0920-00S.COL___021 16-0921-13L.S200711 2.2 5.413 -73.733 131.0 
693 A2007-11-17-2130-00S.COL___021 17-2130-45L.S200711 2.9 5.771 -74.260 62.0 
694 A2007-11-17-2231-00S.COL___021 17-2231-50L.S200711 2.8 5.796 -74.290 78.0 
695 A2007-11-21-0659-00S.COL___022 21-0701-18L.S200711 2.4 4.762 -75.312 23.6 
696 A2007-11-27-0622-00S.COL___019 27-0623-24L.S200711 2.6 5.245 -73.653 143.7 
697 A2007-12-02-1129-00S.COL___019 02-1130-06L.S200712 2.6 4.696 -73.647 15.7 
698 A2007-12-04-1835-00S.COL___026 04-1836-44L.S200712 2.7 5.300 -73.723 146.0 
699 A2007-12-11-1549-00S.COL___026 11-1549-50L.S200712 3.0 5.235 -73.679 151.9 
700 A2007-12-16-1545-00S.COL___025 16-1546-53L.S200712 2.1 5.412 -73.787 132.3 
701 A2007-12-17-0938-00S.COL___025 17-0939-05L.S200712 3.1 5.263 -73.673 150.0 
702 A2007-12-18-0555-00S.COL___026 18-0556-46L.S200712 2.2 4.809 -74.648 0.0 
703 A2007-12-19-0530-00S.COL___026 19-0532-59L.S200712 2.5 5.750 -73.839 116.7 
704 A2007-12-21-0131-00S.COL___026 21-0133-11L.S200712 3.0 5.142 -74.954 22.0 
705 A2007-12-29-0000-57S.COL___027 29-0010-51L.S200712 2.7 4.193 -75.026 4.0 
706 A2007-12-29-0042-00S.COL___025 29-0042-55L.S200712 2.7 4.578 -75.343 0.0 
707 A2007-12-29-0655-56S.COL___022 29-0656-32L.S200712 3.3 5.265 -73.717 152.0 
708 A2008-01-04-2338-00S.COL___019 04-2338-40L.S200801 3.0 4.802 -74.619 14.2 
709 A2008-01-05-1958-00S.COL___021 05-1959-25L.S200801 2.4 5.366 -74.453 24.6 
710 A2008-01-08-0226-00S.COL___022 08-0227-55L.S200801 2.6 5.547 -74.031 113.8 
711 A2008-01-11-0226-00S.COL___022 11-0226-45L.S200801 2.3 5.305 -73.739 146.3 
712 A2008-01-13-0448-00S.COL___022 13-0448-42L.S200801 3.0 5.244 -73.649 151.4 
713 A2008-01-14-1741-00S.COL___018 14-1743-02L.S200801 2.2 5.738 -73.888 100.0 
714 A2008-01-14-1926-00S.COL___021 14-1926-52L.S200801 2.4 5.472 -74.793 18.4 
715 A2008-01-16-1159-57S.COL___025 16-1200-34L.S200801 3.1 5.263 -73.694 151.9 
716 A2008-01-18-0147-00S.COL___022 18-0148-24L.S200801 3.1 5.486 -73.780 124.4 
717 A2008-01-20-0204-00S.COL___022 20-0205-21L.S200801 2.1 4.964 -74.898 18.8 
718 A2008-01-20-0604-00S.COL___022 20-0605-16L.S200801 2.2 5.246 -74.659 44.0 
719 A2008-01-25-0457-00S.COL___025 25-0458-37L.S200801 2.9 4.422 -74.872 20.0 
720 A2008-01-31-1554-00S.COL___025 31-1555-52L.S200801 3.2 4.556 -74.622 58.6 
721 A2008-02-01-0313-00S.COL___025 01-0313-47L.S200802 2.5 5.398 -73.741 139.4 
722 A2008-02-02-0837-00S.COL___025 02-0838-21L.S200802 2.1 5.261 -73.636 150.9 
723 A2008-02-04-0234-00S.COL___026 04-0234-45L.S200802 2.2 4.564 -74.800 14.3 
724 A2008-02-06-0824-57S.COL___025 06-0825-35L.S200802 2.8 5.286 -73.704 144.7 
725 A2008-02-09-0438-00S.COL___025 09-0439-55L.S200802 2.1 5.340 -73.775 133.4 
726 A2008-02-10-0754-00S.COL___024 10-0759-30L.S200802 2.1 5.296 -73.746 152.8 
727 A2008-02-16-0834-00S.COL___016 16-0834-49L.S200802 2.3 5.768 -73.913 107.8 
728 A2008-02-19-1545-00S.COL___015 19-1546-02L.S200802 2.3 4.966 -74.784 32.0 
729 A2008-02-21-2037-00S.COL___014 21-2040-00L.S200802 2.8 5.349 -73.773 149.6 
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730 A2008-02-28-0713-56S.COL___019 28-0714-36L.S200802 2.5 5.575 -73.562 140.1 
731 A2008-03-04-0411-00S.COL___024 04-0411-39L.S200803 2.4 5.424 -73.740 139.2 
732 A2008-03-07-0428-00S.COL___013 07-0429-22L.S200803 2.4 4.739 -74.769 16.6 
733 A2008-03-07-0844-00S.COL___013 07-0844-52L.S200803 2.8 5.246 -74.603 18.8 
734 A2008-03-08-0806-00S.COL___016 08-0806-57L.S200803 2.2 5.374 -73.767 150.0 
735 A2008-03-12-1058-00S.COL___015 12-1059-05L.S200803 3.8 5.274 -73.706 151.7 
736 A2008-03-13-0051-00S.COL___012 13-0052-28L.S200803 2.4 5.667 -73.953 116.6 
737 A2008-03-14-1604-00S.COL___012 14-1604-40L.S200803 3.8 4.880 -74.821 4.0 
738 A2008-03-22-2001-00S.COL___026 22-2016-02L.S200803 2.3 5.062 -74.761 10.0 
739 A2008-03-23-1828-00S.COL___013 23-1828-55L.S200803 3.1 5.560 -73.872 126.5 
740 A2008-03-25-1843-00S.COL___016 25-1844-27L.S200803 2.7 5.093 -74.690 18.0 
741 A2008-03-26-0127-00S.COL___012 26-0127-47L.S200803 2.1 5.014 -74.624 39.8 
742 A2008-03-26-0614-00S.COL___015 26-0615-01L.S200803 2.4 5.116 -74.690 16.4 
743 A2008-03-27-1215-00S.COL___028 27-1218-24L.S200803 4.2 5.149 -74.685 12.0 
744 A2008-03-28-0429-00S.COL___013 28-0429-41L.S200803 2.2 5.296 -73.710 152.7 
745 A2008-03-28-0447-00S.COL___013 28-0447-27L.S200803 2.3 5.239 -73.628 148.0 
746 A2008-03-28-1854-00S.COL___013 28-1854-32L.S200803 2.4 5.463 -73.882 138.0 
747 A2008-04-04-2114-49S.COL___050 04-2115-28L.S200804 2.7 5.416 -73.805 153.0 
748 A2008-04-07-0450-49S.COL___050 07-0450-56L.S200804 2.2 5.345 -73.785 136.3 
749 A2008-04-11-1134-43S.COL___047 11-1135-33L.S200804 2.4 5.741 -73.843 118.4 
750 A2008-04-13-0244-29S.COL___047 13-0244-48L.S200804 2.2 5.622 -73.941 110.2 
751 A2008-04-13-0248-59S.COL___047 13-0249-36L.S200804 3.8 5.104 -74.668 28.0 
752 A2008-04-13-1935-43S.COL___048 13-1937-30L.S200804 2.7 5.074 -74.676 24.1 
753 A2008-04-16-1601-21S.COL___046 16-1601-30L.S200804 3.1 5.271 -73.701 146.9 
754 A2008-04-17-0249-20S.COL___047 17-0250-03L.S200804 2.1 5.628 -73.900 124.3 
755 A2008-04-17-0724-07S.COL___047 17-0724-45L.S200804 3.0 5.295 -73.714 154.6 
756 A2008-04-28-0538-18S.COL___056 28-0539-37L.S200804 2.3 5.419 -73.806 145.3 
757 A2008-05-02-2314-49S.COL___058 02-2318-27L.S200805 2.2 5.329 -73.714 147.2 
758 A2008-05-04-0146-19S.COL___057 04-0146-59L.S200805 2.2 5.366 -73.732 142.4 
759 A2008-05-09-0825-59S.COL___064 09-0826-23L.S200805 2.5 5.580 -73.916 137.7 
760 A2008-05-09-1108-31S.COL___064 09-1108-28L.S200805 3.1 5.420 -73.608 148.3 
761 A2008-05-12-0228-46S.COL___065 12-0229-20L.S200805 3.3 5.631 -74.072 115.3 
762 A2008-05-16-0543-56S.COL___065 16-0543-52L.S200805 2.2 5.322 -73.746 146.8 
763 A2008-05-18-2030-29S.COL___064 18-2030-52L.S200805 2.4 5.664 -73.782 133.0 
764 A2008-05-22-1326-45S.COL___064 22-1327-28L.S200805 2.3 5.329 -73.740 148.1 
765 A2008-05-24-1134-10S.COL___075 24-1134-56L.S200805 2.5 5.661 -73.863 133.0 
766 A2008-05-24-1700-23S.COL___065 24-1700-58L.S200805 2.9 4.453 -73.830 0.0 
767 A2008-05-24-1757-00S.COL___065 24-1757-55L.S200805 2.1 4.358 -73.520 0.0 
768 A2008-05-24-1919-50S.COL___065 24-1923-04L.S200805 4.5 4.422 -73.830 6.3 
769 A2008-05-24-1923-50S.COL___065 24-1927-01L.S200805 3.4 4.391 -73.813 4.0 
770 A2008-05-24-1931-50S.COL___065 24-1934-05L.S200805 3.6 4.395 -73.820 4.0 
771 A2008-05-24-1933-50S.COL___065 24-1937-54L.S200805 2.8 4.445 -73.737 14.0 
772 A2008-05-24-1949-04S.COL___065 24-1949-25L.S200805 2.3 4.431 -73.797 4.0 
773 A2008-05-24-1957-02S.COL___065 24-2001-09L.S200805 2.5 4.400 -73.752 15.0 
774 A2008-05-24-2007-27S.COL___065 24-2008-02L.S200805 4.4 4.418 -73.764 14.0 
775 A2008-05-24-2018-27S.COL___065 24-2018-40L.S200805 2.3 4.431 -73.701 22.1 
776 A2008-05-24-2032-14S.COL___065 24-2032-46L.S200805 3.1 4.339 -73.641 3.9 
777 A2008-05-24-2032-14S.COL___065 24-2036-06L.S200805 4.1 4.356 -73.779 3.9 
778 A2008-05-24-2101-09S.COL___065 24-2104-08L.S200805 3.4 4.409 -73.762 2.9 
779 A2008-05-24-2103-34S.COL___065 24-2108-23L.S200805 2.8 4.378 -73.689 4.0 
780 A2008-05-24-2121-06S.COL___065 24-2125-20L.S200805 2.5 4.526 -73.795 17.7 
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781 A2008-05-24-2124-24S.COL___065 24-2130-03L.S200805 2.5 4.512 -73.657 22.8 
782 A2008-05-24-2153-06S.COL___065 24-2155-19L.S200805 2.8 4.461 -73.799 4.0 
783 A2008-05-24-2154-25S.COL___065 24-2155-21L.S200805 2.9 4.452 -73.766 0.0 
784 A2008-05-24-2230-33S.COL___065 24-2234-07L.S200805 2.8 4.462 -73.779 12.0 
785 A2008-05-24-2234-19S.COL___065 24-2237-36L.S200805 2.3 4.374 -73.741 6.0 
786 A2008-05-24-2307-28S.COL___065 24-2308-03L.S200805 3.4 4.434 -73.799 4.0 
787 A2008-05-24-2352-47S.COL___065 24-2358-05L.S200805 2.4 4.580 -73.726 17.6 
788 A2008-05-25-0034-43S.COL___065 25-0035-16L.S200805 2.9 4.483 -73.825 0.0 
789 A2008-05-25-0100-19S.COL___065 25-0101-18L.S200805 2.2 4.372 -73.801 8.0 
790 A2008-05-25-0135-10S.COL___065 25-0136-02L.S200805 2.4 4.431 -73.749 0.0 
791 A2008-05-25-0222-16S.COL___065 25-0223-47L.S200805 2.5 4.406 -73.698 0.0 
792 A2008-05-25-0236-27S.COL___065 25-0237-01L.S200805 2.4 4.388 -73.785 7.4 
793 A2008-05-25-0442-43S.COL___065 25-0443-19L.S200805 2.7 4.465 -73.768 8.0 
794 A2008-05-25-0459-59S.COL___065 25-0500-28L.S200805 2.4 5.650 -73.895 138.0 
795 A2008-05-25-0645-17S.COL___065 25-0645-51L.S200805 2.2 4.439 -73.760 10.8 
796 A2008-05-25-1134-47S.COL___065 25-1135-22L.S200805 2.8 4.452 -73.799 12.0 
797 A2008-05-25-1440-39S.COL___065 25-1441-27L.S200805 2.8 4.449 -73.758 17.4 
798 A2008-05-25-1700-56S.COL___065 25-1701-49L.S200805 2.9 4.423 -73.809 11.4 
799 A2008-05-25-1727-40S.COL___065 25-1728-05L.S200805 2.6 4.475 -73.729 15.9 
800 A2008-05-25-2057-46S.COL___065 25-2058-17L.S200805 2.4 4.352 -73.720 15.0 
801 A2008-05-25-2122-11S.COL___065 25-2122-47L.S200805 2.6 4.408 -73.688 2.0 
802 A2008-05-26-0115-54S.COL___065 26-0116-28L.S200805 2.3 4.461 -73.775 3.4 
803 A2008-05-26-0135-03S.COL___065 26-0135-27L.S200805 2.2 4.460 -73.779 6.3 
804 A2008-05-26-0552-58S.COL___065 26-0553-32L.S200805 2.6 4.475 -73.742 12.5 
805 A2008-05-26-0615-54S.COL___064 26-0617-35L.S200805 2.7 4.430 -73.804 11.7 
806 A2008-05-26-0735-35S.COL___065 26-0736-07L.S200805 2.2 4.435 -73.765 16.0 
807 A2008-05-26-0743-20S.COL___065 26-0746-07L.S200805 2.4 4.411 -73.704 7.9 
808 A2008-05-26-0917-18S.COL___065 26-0917-42L.S200805 2.1 4.427 -73.767 4.0 
809 A2008-05-27-0945-51S.COL___065 27-0945-57L.S200805 2.6 4.472 -73.806 7.8 
810 A2008-05-27-2035-44S.COL___065 27-2036-45L.S200805 2.8 4.458 -73.789 7.2 
811 A2008-05-27-2051-38S.COL___065 27-2052-01L.S200805 2.1 4.490 -73.794 11.6 
812 A2008-05-28-0015-57S.COL___065 28-0020-10L.S200805 2.2 4.731 -74.739 24.7 
813 A2008-05-28-0139-55S.COL___065 28-0140-29L.S200805 2.7 4.403 -73.723 16.0 
814 A2008-05-28-0237-12S.COL___065 28-0239-02L.S200805 2.5 4.533 -73.679 24.5 
815 A2008-05-28-0839-31S.COL___065 28-0840-04L.S200805 2.8 4.451 -73.776 0.0 
816 A2008-05-28-1229-59S.COL___065 28-1229-48L.S200805 2.1 4.339 -73.959 0.0 
817 A2008-05-28-1451-39S.COL___065 28-1452-17L.S200805 2.1 4.413 -73.753 17.8 
818 A2008-05-28-2302-28S.COL___065 28-2302-42L.S200805 2.1 4.394 -73.775 10.4 
819 A2008-05-29-0527-50S.COL___065 29-0528-14L.S200805 2.2 4.403 -73.729 0.9 
820 A2008-05-29-1101-49S.COL___064 29-1130-56L.S200805 2.1 5.379 -73.704 145.1 
821 A2008-05-30-1941-38S.COL___065 30-1942-04L.S200805 2.3 4.439 -73.767 0.0 
822 A2008-05-31-0550-44S.COL___065 31-0551-18L.S200805 2.9 4.432 -73.760 0.1 
823 A2008-06-01-0037-36S.COL___065 01-0038-00L.S200806 2.5 4.449 -73.782 0.0 
824 A2008-06-01-0049-01S.COL___065 01-0049-27L.S200806 2.2 4.460 -73.865 4.0 
825 A2008-06-02-1257-01S.COL___065 02-1259-35L.S200806 2.9 5.634 -74.382 89.6 
826 A2008-06-03-0248-01S.COL___065 03-0248-35L.S200806 3.4 4.446 -73.762 12.4 
827 A2008-06-03-2101-42S.COL___064 03-2126-12L.S200806 2.2 4.313 -73.742 4.3 
828 A2008-06-04-0528-02S.COL___065 04-0528-36L.S200806 2.6 4.409 -73.831 4.0 
829 A2008-06-07-0349-00S.COL___065 07-0350-08L.S200806 3.7 4.394 -73.817 2.9 
830 A2008-06-07-1331-09S.COL___065 07-1334-13L.S200806 3.7 4.365 -73.821 0.3 
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831 A2008-06-07-2029-56S.COL___065 07-2030-31L.S200806 2.6 4.432 -73.830 0.0 
832 A2008-06-08-0612-14S.COL___065 08-0613-58L.S200806 2.7 5.311 -73.748 141.3 
833 A2008-06-08-0847-49S.COL___065 08-0848-39L.S200806 2.9 4.350 -73.892 0.0 
834 A2008-06-08-2218-55S.COL___065 08-2219-22L.S200806 3.1 5.315 -73.760 147.0 
835 A2008-06-10-0320-15S.COL___081 10-0329-21L.S200806 2.4 4.413 -73.878 0.5 
836 A2008-06-11-1815-56S.COL___062 11-1817-28L.S200806 2.5 5.399 -73.700 141.8 
837 A2008-06-17-0920-01S.COL___057 17-0926-51L.S200806 2.4 4.447 -73.838 0.0 
838 A2008-06-17-2302-47S.COL___062 17-2306-46L.S200806 2.2 5.323 -73.735 150.0 
839 A2008-06-19-0104-00S.COL___108 19-0124-47L.S200806 2.4 4.449 -73.759 0.0 
840 A2008-06-19-0545-02S.COL___060 19-0559-11L.S200806 2.1 4.443 -73.766 0.0 
841 A2008-06-19-1640-05S.COL___059 19-1656-12L.S200806 2.3 5.325 -73.757 137.6 
842 A2008-06-20-0758-50S.COL___059 20-0759-01L.S200806 2.2 4.309 -73.636 4.0 
843 A2008-06-23-1904-37S.COL___058 23-1923-55L.S200806 2.8 5.396 -73.726 139.3 
844 A2008-07-02-1442-34S.COL___047 02-1451-19L.S200807 2.2 5.315 -73.747 149.4 
845 A2008-07-03-0745-55S.COL___048 03-0749-07L.S200807 2.4 5.337 -73.771 143.8 
846 A2008-07-05-2130-15S.COL___054 05-2130-18L.S200807 2.2 4.398 -73.784 6.8 
847 A2008-07-07-0539-37S.COL___054 07-0539-48L.S200807 2.2 4.429 -73.824 0.0 
848 A2008-07-09-1528-32S.COL___053 09-1536-19L.S200807 2.7 5.348 -73.764 144.5 
849 A2008-07-10-0523-31S.COL___053 10-0524-22L.S200807 2.5 5.342 -73.765 145.7 
850 A2008-07-20-1535-34S.COL___056 20-1538-33L.S200807 2.1 4.750 -74.894 0.0 
851 A2008-07-29-0649-25S.COL___050 29-0706-07L.S200807 2.1 4.678 -74.691 11.7 
852 A2008-08-04-1237-28S.COL___048 04-1246-28L.S200808 3.1 5.315 -73.755 148.8 
853 A2008-08-04-1605-50S.COL___048 04-1617-57L.S200808 2.8 4.702 -74.858 22.5 
854 A2008-08-08-1124-29S.COL___053 08-1156-14L.S200808 2.2 4.462 -73.832 0.0 
855 A2008-08-09-1224-26S.COL___053 09-1244-51L.S200808 2.7 5.297 -73.741 142.5 
856 A2008-08-15-0126-53S.COL___053 15-0141-02L.S200808 2.2 5.311 -73.765 143.7 
857 A2008-08-29-1321-07S.COL___058 29-1322-10L.S200808 2.1 4.505 -73.838 0.1 
858 A2008-08-30-0447-41S.COL___055 30-0451-45L.S200808 3.3 5.300 -73.755 149.7 
859 A2008-09-02-1857-21S.COL___043 02-1904-01L.S200809 2.3 5.420 -73.757 139.0 
860 A2008-09-03-0220-00S.COL___043 03-0221-39L.S200809 3.8 5.517 -74.052 120.8 
861 A2008-09-13-0507-45S.COL___051 13-0510-33L.S200809 2.4 5.290 -73.745 149.0 
862 A2008-09-21-0914-57S.COL___057 21-0916-10L.S200809 2.2 4.723 -73.598 27.9 
863 A2008-09-22-0044-32S.COL___057 22-0044-45L.S200809 2.6 4.739 -74.768 3.5 
864 A2008-09-23-0528-58S.COL___052 23-0539-18L.S200809 2.3 5.285 -73.728 144.5 
865 A2008-09-25-0328-58S.COL___052 25-0329-23L.S200809 2.4 5.328 -73.740 141.6 
866 A2008-09-26-2250-17S.COL___052 26-2303-15L.S200809 2.9 5.325 -73.739 147.3 
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G. Anexo: Plataformas de Minería de Datos 
La minería de datos es un área de las ciencias de la computación donde el objetivo principal 
corresponde a la extracción de conocimiento de grandes volúmenes de datos mediante la 
exploración de las relaciones existentes, expresadas como patrones, las cuales finalmente 
son transformadas en modelos de clasificación o regresión que pueden ser aplicados 
posteriormente a la solución de problemas, generalmente complejos, donde no es fácil 
establecer modelos teóricos. 
Las técnicas de la minería de datos se desarrollaron tomando como base la inteligencia 
artificial y  la estadística, las cuales son aplicadas al conjunto de datos para llevar a cabo 
el análisis y la extracción de patrones. 
Esta tarea requiere la aplicación y combinación de múltiples algoritmos, cuyos parámetros 
deben ser determinados para la optimización de los modelos obtenidos. Para esto, se 
desarrollaron algunas plataformas de minería de datos que facilitan esta labor y que 
permiten además la posterior implementación de las soluciones encontradas. 
Durante esta investigación se emplearon las plataformas Weka y Knime, de libre acceso 
y que se describen a continuación: 
WEKA - Waikato Environment for Knowledge Analysis 
Weka consiste básicamente en una plataforma desarrollada para la experimentación de 
modelos de aprendizaje de máquina en labores de minería de datos, que fue desarrollada 
en la Universidad de Waikato-Nueva Zelanda. Weka es software libre distribuido bajo la 
licencia GNU-GPL (Hall, et al., 2009). 
Está constituido por una gran cantidad de herramientas de análisis de datos, modelos de 
entrenamiento y predicción así como también de visualización, las cuales pueden ser 
integradas mediante flujos que permiten generar estructuras, a manera de algoritmos, que 
facilitan la experimentación así como también el empleo de las clases Java para la 
generación de código. 
En esta investigación, la plataforma  Weka se empleó para desarrollar los modelos de 
entrenamiento y predicción a través del módulo  “KnowledgeFlow” para la generación de 
las estructuras de procesamiento requeridas y para la integración de clases Java en 




KNIME – Konstanz Information Miner  
Knime es un ambiente modular de experimentación en minería de datos que permite el 
ensamble y la ejecución de secuencias de procesamiento de una manera sencilla en un 
ambiente gráfico. Fue diseñado para labores de enseñanza, investigación y colaboración 
que tal manera que permite la integración de nuevos algoritmos así como la manipulación 
de datos a través de procesos puntuales (Berthold, et al., 2007). 
Knime fue desarrollado sobre la plataforma Eclipse de tal manera que está constituido 
básicamente por un conjunto de clases Java. Sus componentes principales consisten en 
una serie de nodos parametrizables, los cuales encapsulan los algoritmos básicos, que se 
conectan por medio de una serie de flechas que definen el flujo del proceso. Existen 
diferentes tipos de nodos de acuerdo con la tarea que ejecutan, que se pueden clasificar 
como nodos de manipulación de datos, visualización, modelos estadísticos y de minería 
de datos, validación, aplicación de los modelos y creación de informes. Esta plataforma es 
de libre acceso y puede ser descargada y empleada bajo los términos de una licencia 
GPLv3. 
Para este trabajo, Knime fue empleado para generar los gráficos de visualización del 
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H. Anexo: Modelos SVMR evaluados 
A continuación se presentan los modelos SVM de mejor ajuste para cada parámetro 
hipocentral en las combinaciones de subconjuntos de datos seleccionados por una 
magnitud mínima y diferentes longitudes o tiempos de señal. Las magnitudes  de corte 
varían entre 2.0, 2.5, 3.0 y 3.5 mientras que la longitud o tiempo de señal corresponden a  
5, 10 y 15 segundos. 
Para cada una de las combinaciones de magnitud de corte y longitud o tiempo de señal, 
se evaluaron modelos de máquinas de soporte vectorial (SVM), con un kernel polinomial 
normalizado, variando tanto los exponentes del kernel como los factores de complejidad. 
La variación de los exponentes del kernel se presenta, para cada una de las combinaciones 
de tiempo de señal y magnitud de corte. 
La convención de colores para los factores de desempeño están asociada con el valor del 
coeficiente de correlación y error medio cuadrático obtenido para cada uno de los modelos 
evaluados,  donde el color verde significa un valor alto y el rojo corresponde a un valor 
bajo. De esta manera se puede observar una variación de colores en degradé que va 
desde los verdes hasta los rojos muy intensos pasando en el intermedio por colores 
anaranjados. 
Acompañando cada tabla de factores de desempeño se presenta el gráfico que representa 
la relación entre el parámetro hipocentral real y el calculado por el modelo. El primero en 
el eje de las abscisas y el segundo en el eje de las ordenadas. La línea azul, a trazos, 
corresponde al alineamiento del comportamiento ideal de la predicción, es decir, se trata 
del lugar geométrico donde la predicción es igual al valor real. Se acompaña del histograma 












Medidas de desempeño - Magnitud – 15 Segundos 
s  
      
 
1.5 2 4 5 10 20 50
1 0.750 0.760 0.780 0.784 0.790 0.776 0.738
3 0.764 0.776 0.789 0.792 0.783 0.760 0.703
5 0.770 0.779 0.792 0.792 0.777 0.751 0.682
10 0.775 0.781 0.790 0.785 0.766 0.734 0.659
20 0.777 0.783 0.780 0.775 0.746 0.698 0.633
50 0.777 0.782 0.759 0.743 0.721 0.626 0.610
1.5 2 4 5 10 20 50
1 0.213 0.209 0.202 0.200 0.193 0.197 0.208
3 0.208 0.202 0.196 0.194 0.195 0.204 0.224
5 0.205 0.202 0.194 0.193 0.197 0.208 0.233
10 0.203 0.201 0.194 0.195 0.202 0.216 0.248
20 0.202 0.198 0.196 0.197 0.210 0.234 0.264





































1.5 2 4 5 10 20 50
1 0.759 0.754 0.761 0.762 0.771 0.755 0.703
3 0.772 0.752 0.770 0.775 0.768 0.739 0.674
5 0.772 0.745 0.775 0.779 0.758 0.723 0.655
10 0.771 0.753 0.776 0.769 0.747 0.696 0.632
20 0.770 0.772 0.762 0.750 0.723 0.663 0.622
50 0.771 0.763 0.743 0.733 0.667 0.604 0.621
1.5 2 4 5 10 20 50
1 0.194 0.193 0.190 0.190 0.187 0.188 0.198
3 0.189 0.192 0.189 0.187 0.186 0.195 0.210
5 0.190 0.194 0.187 0.186 0.191 0.203 0.217
10 0.191 0.193 0.187 0.189 0.196 0.216 0.228
20 0.192 0.190 0.192 0.194 0.208 0.232 0.234





































1.5 2 4 5 10 20 50
1 0.727 0.737 0.706 0.686 0.671 0.647 0.549
3 0.737 0.724 0.677 0.686 0.668 0.630 0.549
5 0.729 0.701 0.684 0.670 0.657 0.621 0.549
10 0.706 0.682 0.661 0.663 0.645 0.621 0.549
20 0.688 0.676 0.662 0.656 0.614 0.621 0.549
50 0.674 0.640 0.634 0.626 0.603 0.621 0.549
1.5 2 4 5 10 20 50
1 0.183 0.180 0.186 0.192 0.202 0.206 0.214
3 0.178 0.182 0.202 0.202 0.206 0.206 0.214
5 0.181 0.190 0.203 0.207 0.208 0.209 0.214
10 0.189 0.199 0.214 0.215 0.212 0.210 0.214
20 0.197 0.207 0.216 0.218 0.224 0.210 0.214





































1.5 2 4 5 10 20 50
1 0.600 0.622 0.616 0.619 0.577 0.469 0.198
3 0.643 0.628 0.663 0.642 0.571 0.469 0.198
5 0.620 0.646 0.647 0.622 0.571 0.469 0.198
10 0.636 0.660 0.618 0.614 0.571 0.469 0.198
20 0.657 0.628 0.618 0.614 0.571 0.469 0.198
50 0.595 0.610 0.618 0.614 0.571 0.469 0.198
1.5 2 4 5 10 20 50
1 0.183 0.176 0.173 0.173 0.181 0.197 0.222
3 0.164 0.170 0.171 0.175 0.181 0.197 0.222
5 0.180 0.168 0.173 0.179 0.181 0.197 0.222
10 0.180 0.175 0.188 0.186 0.181 0.197 0.222
20 0.178 0.195 0.188 0.186 0.181 0.197 0.222
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Desempeño de la predicción para el mejor modelo de SVM - Magnitud – 15 Segundos 
      




Medidas de desempeño - Magnitud – 10 Segundos 
       
       
 
1.5 2 4 5 10 20 50
1 0.743 0.750 0.763 0.764 0.764 0.749 0.699
3 0.754 0.763 0.766 0.764 0.754 0.735 0.681
5 0.758 0.766 0.764 0.762 0.745 0.719 0.670
10 0.762 0.766 0.758 0.756 0.732 0.689 0.652
20 0.764 0.762 0.752 0.742 0.705 0.655 0.631
50 0.759 0.755 0.725 0.705 0.663 0.606 0.616
1.5 2 4 5 10 20 50
1 0.214 0.211 0.205 0.204 0.200 0.204 0.225
3 0.209 0.205 0.204 0.202 0.204 0.213 0.236
5 0.207 0.204 0.203 0.202 0.278 0.222 0.315
10 0.204 0.204 0.203 0.203 0.213 0.234 0.251
20 0.203 0.205 0.204 0.208 0.224 0.249 0.265





































1.5 2 4 5 10 20 50
1 0.762 0.760 0.771 0.771 0.766 0.738 0.672
3 0.774 0.772 0.778 0.776 0.754 0.718 0.637
5 0.777 0.775 0.777 0.772 0.743 0.706 0.631
10 0.780 0.784 0.769 0.763 0.722 0.671 0.623
20 0.785 0.785 0.759 0.744 0.704 0.629 0.620
50 0.786 0.769 0.728 0.706 0.659 0.587 0.620
1.5 2 4 5 10 20 50
1 0.189 0.188 0.182 0.182 0.182 0.193 0.217
3 0.184 0.182 0.179 0.179 0.187 0.208 0.232
5 0.182 0.181 0.179 0.181 0.193 0.215 0.233
10 0.181 0.178 0.182 0.183 0.205 0.233 0.235
20 0.179 0.177 0.184 0.189 0.217 0.252 0.236





































1.5 2 4 5 10 20 50
1 0.718 0.722 0.708 0.685 0.639 0.624 0.506
3 0.751 0.737 0.662 0.643 0.639 0.619 0.499
5 0.742 0.729 0.635 0.621 0.631 0.615 0.499
10 0.737 0.689 0.602 0.599 0.633 0.604 0.499
20 0.705 0.628 0.578 0.594 0.644 0.604 0.499
50 0.621 0.564 0.563 0.582 0.629 0.604 0.499
1.5 2 4 5 10 20 50
1 0.186 0.184 0.186 0.193 0.201 0.201 0.218
3 0.173 0.179 0.202 0.204 0.203 0.201 0.220
5 0.178 0.184 0.208 0.210 0.211 0.202 0.220
10 0.183 0.198 0.218 0.221 0.214 0.206 0.220
20 0.195 0.211 0.234 0.233 0.213 0.206 0.220





































1.5 2 4 5 10 20 50
1 0.547 0.563 0.566 0.569 0.576 0.476 0.230
3 0.571 0.610 0.604 0.612 0.577 0.476 0.230
5 0.607 0.597 0.613 0.613 0.577 0.476 0.230
10 0.568 0.571 0.614 0.613 0.577 0.476 0.230
20 0.533 0.588 0.614 0.613 0.577 0.476 0.230
50 0.558 0.593 0.614 0.613 0.577 0.476 0.230
1.5 2 4 5 10 20 50
1 0.188 0.190 0.195 0.195 0.182 0.197 0.221
3 0.194 0.189 0.201 0.196 0.183 0.197 0.221
5 0.191 0.200 0.202 0.196 0.183 0.197 0.221
10 0.208 0.222 0.200 0.196 0.183 0.197 0.221
20 0.234 0.248 0.200 0.196 0.183 0.197 0.221
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Desempeño de la predicción para el mejor modelo de SVM - Magnitud – 10 Segundos 
      




Medidas de desempeño - Magnitud – 5 Segundos 
       
        
 
1.5 2 4 5 10 20 50
1 0.733 0.731 0.714 0.712 0.715 0.687 0.627
3 0.730 0.720 0.716 0.719 0.707 0.668 0.584
5 0.721 0.712 0.720 0.722 0.699 0.652 0.564
10 0.709 0.715 0.725 0.721 0.686 0.623 0.546
20 0.716 0.722 0.723 0.713 0.662 0.578 0.538
50 0.720 0.729 0.709 0.693 0.617 0.520 0.534
1.5 2 4 5 10 20 50
1 0.217 0.217 0.219 0.220 0.218 0.228 0.243
3 0.217 0.218 0.220 0.218 0.224 0.241 0.269
5 0.218 0.219 0.219 0.218 0.228 0.249 0.281
10 0.219 0.219 0.218 0.220 0.236 0.264 0.293
20 0.218 0.218 0.220 0.224 0.250 0.292 0.298




































1.5 2 4 5 10 20 50
1 0.755 0.753 0.739 0.730 0.731 0.705 0.638
3 0.750 0.747 0.736 0.738 0.719 0.694 0.612
5 0.744 0.740 0.737 0.736 0.713 0.681 0.597
10 0.730 0.724 0.726 0.721 0.700 0.659 0.588
20 0.703 0.699 0.708 0.697 0.664 0.636 0.576
50 0.649 0.692 0.675 0.677 0.615 0.603 0.576
1.5 2 4 5 10 20 50
1 0.191 0.192 0.197 0.199 0.197 0.198 0.217
3 0.194 0.196 0.197 0.197 0.197 0.210 0.229
5 0.196 0.198 0.197 0.197 0.202 0.219 0.234
10 0.199 0.199 0.199 0.200 0.212 0.234 0.237
20 0.202 0.204 0.203 0.206 0.231 0.252 0.241






































1.5 2 4 5 10 20 50
1 0.763 0.758 0.746 0.742 0.701 0.664 0.533
3 0.754 0.751 0.724 0.707 0.668 0.639 0.533
5 0.742 0.743 0.698 0.684 0.649 0.638 0.533
10 0.726 0.714 0.652 0.622 0.631 0.639 0.533
20 0.701 0.699 0.565 0.563 0.616 0.639 0.533
50 0.694 0.605 0.485 0.534 0.619 0.639 0.533
1.5 2 4 5 10 20 50
1 0.174 0.178 0.175 0.176 0.190 0.198 0.222
3 0.178 0.177 0.184 0.194 0.206 0.206 0.222
5 0.181 0.179 0.198 0.204 0.215 0.206 0.222
10 0.183 0.187 0.216 0.231 0.227 0.206 0.222
20 0.190 0.198 0.255 0.261 0.233 0.206 0.222





































1.5 2 4 5 10 20 50
1 0.714 0.737 0.686 0.640 0.463 0.316 0.000
3 0.776 0.762 0.614 0.541 0.405 0.321 0.000
5 0.751 0.734 0.555 0.476 0.405 0.321 0.000
10 0.703 0.672 0.468 0.446 0.405 0.321 0.000
20 0.636 0.590 0.467 0.446 0.405 0.321 0.000
50 0.536 0.506 0.467 0.446 0.405 0.321 0.000
1.5 2 4 5 10 20 50
1 0.168 0.164 0.179 0.189 0.210 0.219 0.231
3 0.151 0.153 0.194 0.204 0.217 0.219 0.231
5 0.165 0.164 0.200 0.211 0.217 0.219 0.231
10 0.183 0.181 0.210 0.214 0.217 0.219 0.231
20 0.197 0.207 0.210 0.214 0.217 0.219 0.231
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Desempeño de la predicción para el mejor modelo de SVM - Magnitud – 5 Segundos 
      




Medidas de desempeño - Distancia – 15 Segundos 
           
       
 
1.5 2 4 5 10 20 50
1 0.508 0.517 0.544 0.556 0.573 0.547 0.500
3 0.513 0.525 0.559 0.566 0.556 0.503 0.462
5 0.517 0.533 0.561 0.565 0.540 0.471 0.449
10 0.523 0.537 0.560 0.560 0.510 0.424 0.434
20 0.524 0.534 0.559 0.552 0.473 0.391 0.420
50 0.516 0.538 0.544 0.511 0.405 0.354 0.409
1.5 2 4 5 10 20 50
1 13.741 13.667 13.277 13.118 12.833 13.363 14.351
3 13.688 13.518 13.036 12.927 13.138 14.618 15.603
5 13.605 13.335 13.000 12.935 13.582 15.475 16.097
10 13.477 13.264 13.011 13.022 14.503 16.879 16.667
20 13.374 13.363 13.055 13.281 15.721 18.440 17.204





































1.5 2 4 5 10 20 50
1 0.556 0.565 0.573 0.578 0.594 0.581 0.563
3 0.564 0.562 0.574 0.581 0.586 0.540 0.536
5 0.564 0.558 0.575 0.575 0.563 0.517 0.522
10 0.553 0.555 0.570 0.577 0.512 0.490 0.514
20 0.544 0.552 0.569 0.563 0.459 0.468 0.514
50 0.541 0.553 0.542 0.503 0.403 0.428 0.514
1.5 2 4 5 10 20 50
1 11.987 11.827 11.776 11.745 11.632 12.052 12.309
3 11.737 11.805 11.822 11.871 11.994 13.317 12.838
5 11.718 11.956 11.981 12.102 12.672 13.870 13.067
10 11.984 12.093 12.245 12.147 14.115 14.825 13.203
20 12.217 12.159 12.314 12.568 15.631 15.856 13.203





































1.5 2 4 5 10 20 50
1 0.621 0.648 0.687 0.695 0.677 0.648 0.549
3 0.653 0.657 0.697 0.695 0.678 0.642 0.549
5 0.638 0.646 0.691 0.689 0.663 0.640 0.549
10 0.629 0.660 0.683 0.677 0.650 0.640 0.549
20 0.639 0.666 0.662 0.640 0.646 0.640 0.549
50 0.642 0.647 0.553 0.549 0.646 0.640 0.549
1.5 2 4 5 10 20 50
1 10.795 10.543 9.991 9.819 10.162 11.039 11.709
3 10.457 10.315 9.807 10.076 11.326 11.507 11.709
5 10.558 10.419 10.403 10.845 11.956 11.593 11.709
10 10.568 10.448 11.372 11.789 12.652 11.593 11.709
20 10.688 11.034 12.230 12.916 12.807 11.593 11.709





































1.5 2 4 5 10 20 50
1 0.413 0.453 0.507 0.514 0.494 0.446 0.342
3 0.459 0.486 0.491 0.480 0.461 0.446 0.342
5 0.473 0.491 0.466 0.455 0.461 0.446 0.342
10 0.486 0.484 0.434 0.451 0.461 0.446 0.342
20 0.474 0.446 0.440 0.451 0.461 0.446 0.342
50 0.429 0.385 0.440 0.451 0.461 0.446 0.342
1.5 2 4 5 10 20 50
1 14.332 14.347 13.756 13.463 12.919 12.427 13.483
3 15.873 15.292 15.167 15.019 13.815 12.426 13.483
5 16.302 16.055 16.207 16.296 13.815 12.426 13.483
10 16.955 17.039 17.549 16.355 13.815 12.426 13.483
20 17.381 18.966 17.549 16.355 13.815 12.426 13.483
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Desempeño de la predicción para el mejor modelo de SVM - Distancia – 15 Segundos 
      




Medidas de desempeño - Distancia – 10 Segundos 
        
       
 
1.5 2 4 5 10 20 50
1 0.539 0.560 0.587 0.590 0.587 0.577 0.550
3 0.559 0.573 0.584 0.586 0.570 0.560 0.515
5 0.563 0.575 0.583 0.583 0.554 0.536 0.494
10 0.569 0.575 0.579 0.568 0.540 0.499 0.479
20 0.567 0.575 0.560 0.549 0.516 0.466 0.471
50 0.569 0.564 0.533 0.525 0.454 0.404 0.461
1.5 2 4 5 10 20 50
1 13.458 13.224 12.774 12.688 12.598 12.877 13.507
3 13.199 12.960 12.720 12.650 12.941 13.409 14.567
5 13.067 12.855 12.691 12.643 13.268 14.093 15.106
10 12.916 12.853 12.704 12.876 13.687 15.372 15.742
20 12.905 12.832 13.044 13.276 14.407 16.848 16.085





































1.5 2 4 5 10 20 50
1 0.558 0.558 0.564 0.563 0.566 0.589 0.613
3 0.542 0.541 0.554 0.558 0.562 0.587 0.583
5 0.537 0.550 0.558 0.561 0.551 0.570 0.580
10 0.542 0.556 0.560 0.559 0.540 0.550 0.580
20 0.550 0.548 0.551 0.535 0.508 0.516 0.580
50 0.542 0.558 0.518 0.491 0.460 0.482 0.580
1.5 2 4 5 10 20 50
1 12.174 12.170 12.221 12.286 12.381 12.220 11.476
3 12.305 12.346 12.480 12.540 12.778 12.623 12.008
5 12.367 12.345 12.569 12.618 13.251 13.108 12.041
10 12.424 12.410 12.706 12.756 13.652 13.689 12.041
20 12.491 12.667 12.876 13.414 14.596 14.412 12.041





































1.5 2 4 5 10 20 50
1 0.621 0.634 0.675 0.679 0.677 0.665 0.597
3 0.645 0.653 0.680 0.680 0.633 0.650 0.597
5 0.642 0.650 0.672 0.649 0.627 0.651 0.597
10 0.636 0.645 0.633 0.611 0.602 0.651 0.597
20 0.623 0.644 0.598 0.594 0.599 0.651 0.597
50 0.623 0.610 0.565 0.544 0.599 0.651 0.597
1.5 2 4 5 10 20 50
1 11.051 10.931 10.400 10.520 10.435 10.396 10.558
3 10.855 10.835 10.902 10.934 11.544 10.827 10.558
5 11.019 11.185 11.193 11.493 11.957 10.818 10.558
10 11.423 11.810 11.935 12.442 12.674 10.818 10.558
20 12.126 12.083 12.940 13.348 12.696 10.818 10.558





































1.5 2 4 5 10 20 50
1 0.518 0.499 0.411 0.417 0.463 0.488 0.334
3 0.459 0.418 0.407 0.429 0.466 0.488 0.334
5 0.435 0.423 0.424 0.433 0.466 0.488 0.334
10 0.423 0.401 0.426 0.433 0.466 0.488 0.334
20 0.412 0.406 0.426 0.433 0.466 0.488 0.334
50 0.405 0.415 0.426 0.433 0.466 0.488 0.334
1.5 2 4 5 10 20 50
1 12.551 12.904 14.316 14.396 13.101 12.051 13.287
3 14.591 15.223 15.895 14.988 13.126 12.051 13.287
5 15.131 15.962 15.487 14.894 13.126 12.051 13.287
10 16.148 17.241 15.437 14.894 13.126 12.051 13.287
20 17.598 18.020 15.437 14.894 13.126 12.051 13.287
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Desempeño de la predicción para el mejor modelo de SVM - Distancia – 10 Segundos 
      




Medidas de desempeño - Distancia – 5 Segundos 
        
       
 
1.5 2 4 5 10 20 50
1 0.458 0.475 0.482 0.485 0.481 0.474 0.381
3 0.470 0.478 0.484 0.481 0.471 0.442 0.318
5 0.465 0.478 0.478 0.471 0.472 0.419 0.305
10 0.465 0.479 0.464 0.457 0.464 0.372 0.293
20 0.472 0.475 0.446 0.444 0.439 0.323 0.289
50 0.469 0.448 0.426 0.439 0.378 0.258 0.282
1.5 2 4 5 10 20 50
1 13.895 13.718 13.696 13.694 13.855 14.182 15.480
3 13.708 13.673 13.791 13.882 14.284 14.856 17.143
5 13.725 13.710 13.925 14.073 14.394 15.417 17.767
10 13.769 13.726 14.208 14.467 14.518 16.679 18.442
20 13.735 13.901 14.640 14.792 15.085 18.114 18.920





































1.5 2 4 5 10 20 50
1 0.498 0.495 0.495 0.498 0.490 0.469 0.439
3 0.483 0.498 0.507 0.498 0.457 0.461 0.381
5 0.489 0.500 0.498 0.480 0.440 0.440 0.358
10 0.493 0.510 0.471 0.455 0.426 0.411 0.357
20 0.501 0.495 0.444 0.429 0.419 0.362 0.349
50 0.475 0.445 0.419 0.398 0.375 0.288 0.336
1.5 2 4 5 10 20 50
1 12.750 12.792 12.883 12.947 13.184 13.548 13.423
3 12.834 12.771 12.969 13.164 14.035 13.950 14.628
5 12.802 12.844 13.133 13.474 14.453 14.421 15.046
10 12.838 12.883 13.572 14.011 14.902 15.430 15.326
20 12.951 13.160 14.306 14.854 15.225 17.259 15.687





































1.5 2 4 5 10 20 50
1 0.520 0.518 0.530 0.537 0.515 0.464 0.285
3 0.489 0.501 0.540 0.539 0.481 0.356 0.279
5 0.487 0.522 0.547 0.533 0.418 0.330 0.279
10 0.507 0.545 0.527 0.481 0.341 0.318 0.279
20 0.538 0.548 0.458 0.410 0.295 0.318 0.279
50 0.540 0.520 0.365 0.317 0.272 0.318 0.279
1.5 2 4 5 10 20 50
1 12.370 12.449 12.177 12.076 12.233 12.556 13.971
3 12.916 12.610 12.060 11.962 12.957 14.412 14.089
5 12.868 12.417 12.034 12.176 14.235 15.012 14.089
10 12.663 12.247 12.482 13.144 16.377 15.216 14.089
20 12.383 12.480 14.047 15.409 18.020 15.216 14.089





































1.5 2 4 5 10 20 50
1 0.396 0.378 0.371 0.393 0.397 0.143 -0.208
3 0.374 0.409 0.459 0.455 0.303 0.148 -0.208
5 0.420 0.458 0.454 0.422 0.307 0.148 -0.208
10 0.493 0.461 0.398 0.390 0.307 0.148 -0.208
20 0.478 0.453 0.402 0.391 0.307 0.148 -0.208
50 0.439 0.406 0.402 0.391 0.307 0.148 -0.208
1.5 2 4 5 10 20 50
1 14.216 14.752 15.123 14.570 13.016 14.418 14.858
3 16.474 15.725 14.167 13.627 13.856 14.420 14.858
5 15.896 15.333 14.080 13.980 13.833 14.420 14.858
10 14.875 15.561 15.079 14.561 13.833 14.420 14.858
20 15.831 15.827 15.192 14.557 13.833 14.420 14.858
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Desempeño de la predicción para el mejor modelo de SVM - Distancia – 5 Segundos 
      




Medidas de desempeño - Profundidad – 15 Segundos 
        
       
 
1.5 2 4 5 10 20 50
1 0.573 0.589 0.634 0.646 0.677 0.709 0.707
3 0.598 0.622 0.665 0.665 0.708 0.714 0.705
5 0.614 0.637 0.676 0.683 0.717 0.709 0.696
10 0.634 0.654 0.688 0.701 0.717 0.698 0.683
20 0.649 0.670 0.703 0.710 0.704 0.674 0.674
50 0.672 0.685 0.711 0.713 0.668 0.638 0.665
1.5 2 4 5 10 20 50
1 43.177 42.280 39.633 38.827 36.937 34.638 34.561
3 41.840 40.392 37.928 37.834 35.085 34.162 34.980
5 40.973 39.729 37.469 37.023 34.658 34.795 35.596
10 39.985 38.777 36.779 35.912 34.700 36.063 36.513
20 39.084 37.774 35.707 35.245 35.846 38.312 37.307





































1.5 2 4 5 10 20 50
1 0.565 0.584 0.614 0.629 0.691 0.732 0.728
3 0.591 0.609 0.663 0.684 0.738 0.757 0.728
5 0.607 0.630 0.686 0.709 0.754 0.755 0.726
10 0.628 0.657 0.706 0.720 0.763 0.735 0.726
20 0.663 0.674 0.718 0.733 0.744 0.721 0.726
50 0.685 0.699 0.725 0.733 0.697 0.710 0.726
1.5 2 4 5 10 20 50
1 43.994 43.033 41.324 40.374 36.367 33.677 33.925
3 42.273 41.512 37.996 36.637 33.481 32.513 34.448
5 41.331 40.224 36.319 34.697 32.454 33.012 34.546
10 39.954 38.223 34.605 34.170 32.247 34.644 34.537
20 37.720 36.645 34.286 33.322 34.379 35.734 34.537





































1.5 2 4 5 10 20 50
1 0.547 0.579 0.658 0.667 0.706 0.673 0.603
3 0.590 0.624 0.686 0.696 0.686 0.660 0.601
5 0.597 0.641 0.686 0.689 0.682 0.659 0.601
10 0.611 0.661 0.675 0.674 0.683 0.659 0.601
20 0.639 0.667 0.647 0.660 0.686 0.659 0.601
50 0.647 0.597 0.636 0.655 0.685 0.659 0.601
1.5 2 4 5 10 20 50
1 45.640 43.960 40.012 39.399 37.076 38.702 44.675
3 43.727 41.673 38.214 37.610 36.046 38.756 44.775
5 43.220 40.635 37.857 36.984 35.704 39.068 44.775
10 41.950 39.412 37.357 36.968 35.658 39.126 44.775
20 40.293 38.176 37.714 36.921 36.311 39.126 44.775





































1.5 2 4 5 10 20 50
1 0.808 0.814 0.815 0.807 0.747 0.643 0.466
3 0.869 0.878 0.851 0.834 0.767 0.640 0.466
5 0.898 0.889 0.860 0.854 0.772 0.640 0.466
10 0.897 0.892 0.883 0.869 0.772 0.640 0.466
20 0.890 0.895 0.891 0.873 0.772 0.640 0.466
50 0.890 0.896 0.891 0.873 0.772 0.640 0.466
1.5 2 4 5 10 20 50
1 32.008 30.644 31.363 31.995 36.309 43.385 55.023
3 26.105 24.739 28.736 30.059 33.973 43.526 55.023
5 21.770 23.501 28.331 27.885 33.572 43.526 55.023
10 23.350 25.152 24.971 25.851 33.572 43.526 55.023
20 25.690 26.307 23.903 25.185 33.572 43.526 55.023





































252 Solución Rápida y Automática de Parámetros Hipocentrales Para Eventos 
Sísmicos, Mediante el Empleo de Técnicas de Aprendizaje de Máquina 
 
 
Desempeño de la predicción para el mejor modelo de SVM - Profundidad – 15 Segundos 
      




Medidas de desempeño - Profundidad – 10 Segundos 
       
        
 
1.5 2 4 5 10 20 50
1 0.488 0.510 0.564 0.576 0.597 0.622 0.621
3 0.519 0.542 0.587 0.593 0.611 0.631 0.583
5 0.533 0.562 0.594 0.602 0.617 0.627 0.569
10 0.555 0.588 0.602 0.603 0.630 0.601 0.553
20 0.581 0.590 0.600 0.608 0.621 0.554 0.548
50 0.586 0.596 0.608 0.625 0.575 0.502 0.546
1.5 2 4 5 10 20 50
1 46.625 45.522 42.655 42.131 41.026 39.338 38.772
3 44.905 43.732 41.655 41.438 40.367 38.821 41.098
5 44.206 42.842 41.451 41.179 40.197 38.929 42.278
10 43.148 41.540 41.274 41.132 39.551 40.671 43.626
20 41.691 41.598 41.394 40.832 39.995 44.853 44.270





































1.5 2 4 5 10 20 50
1 0.493 0.520 0.574 0.594 0.642 0.662 0.639
3 0.538 0.560 0.621 0.636 0.662 0.666 0.627
5 0.553 0.590 0.637 0.651 0.662 0.640 0.618
10 0.590 0.617 0.652 0.656 0.667 0.602 0.605
20 0.617 0.630 0.652 0.649 0.639 0.570 0.605
50 0.624 0.640 0.628 0.629 0.574 0.529 0.605
1.5 2 4 5 10 20 50
1 46.887 45.497 42.716 41.538 38.434 36.978 38.707
3 44.708 43.631 40.103 39.337 37.614 37.502 38.878
5 43.875 41.941 39.359 38.618 37.725 39.038 39.226
10 41.846 40.392 38.713 38.675 37.999 41.623 39.848
20 40.252 39.631 39.220 39.315 39.883 43.628 39.866





































1.5 2 4 5 10 20 50
1 0.513 0.544 0.587 0.613 0.708 0.732 0.661
3 0.524 0.547 0.625 0.665 0.761 0.716 0.662
5 0.515 0.536 0.650 0.702 0.757 0.714 0.662
10 0.511 0.544 0.700 0.740 0.715 0.716 0.662
20 0.509 0.576 0.729 0.732 0.711 0.716 0.662
50 0.557 0.625 0.685 0.655 0.717 0.716 0.662
1.5 2 4 5 10 20 50
1 44.935 43.307 42.141 41.605 36.816 35.978 43.277
3 44.496 44.069 41.646 39.786 33.968 36.952 43.258
5 45.557 45.564 40.627 37.665 34.434 36.771 43.258
10 47.459 45.702 37.977 35.814 37.935 36.620 43.258
20 47.723 44.380 37.055 37.146 37.303 36.620 43.258





































1.5 2 4 5 10 20 50
1 0.744 0.778 0.793 0.779 0.750 0.707 0.551
3 0.843 0.838 0.795 0.788 0.752 0.707 0.551
5 0.848 0.839 0.799 0.788 0.752 0.707 0.551
10 0.857 0.823 0.798 0.789 0.752 0.707 0.551
20 0.837 0.816 0.800 0.789 0.752 0.707 0.551
50 0.804 0.810 0.800 0.789 0.752 0.707 0.551
1.5 2 4 5 10 20 50
1 38.163 34.615 31.636 33.539 35.823 40.691 53.460
3 26.088 26.796 32.451 33.543 35.331 40.669 53.460
5 25.398 25.992 32.778 33.649 35.331 40.669 53.460
10 25.339 29.377 32.575 32.912 35.331 40.669 53.460
20 29.388 32.244 31.901 32.884 35.331 40.669 53.460
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Desempeño de la predicción para el mejor modelo de SVM - Profundidad – 10 Segundos 
      




Medidas de desempeño - Profundidad – 5 Segundos 
      
      
 
1.5 2 4 5 10 20 50
1 0.380 0.406 0.443 0.450 0.459 0.464 0.430
3 0.415 0.434 0.451 0.457 0.464 0.447 0.400
5 0.427 0.441 0.456 0.461 0.459 0.429 0.392
10 0.435 0.445 0.458 0.461 0.449 0.401 0.372
20 0.439 0.446 0.454 0.453 0.422 0.377 0.349
50 0.439 0.435 0.437 0.440 0.384 0.349 0.334
1.5 2 4 5 10 20 50
1 50.386 49.479 47.805 47.416 46.710 46.363 48.076
3 49.021 48.212 47.509 47.139 46.826 47.868 50.303
5 48.455 47.867 47.239 47.170 47.126 49.439 50.952
10 48.024 47.856 47.545 47.514 47.929 52.020 52.676
20 48.036 47.766 48.056 48.187 49.928 54.667 54.500





































1.5 2 4 5 10 20 50
1 0.359 0.380 0.442 0.453 0.496 0.515 0.502
3 0.375 0.410 0.466 0.479 0.517 0.512 0.488
5 0.385 0.419 0.475 0.487 0.520 0.510 0.473
10 0.392 0.440 0.491 0.506 0.507 0.485 0.459
20 0.424 0.450 0.500 0.511 0.486 0.462 0.456
50 0.444 0.467 0.495 0.492 0.435 0.436 0.456
1.5 2 4 5 10 20 50
1 51.948 51.356 48.997 48.677 46.043 44.728 44.803
3 51.812 50.668 48.342 47.565 45.336 45.132 45.766
5 51.573 50.146 47.898 47.030 45.438 45.763 46.617
10 50.962 49.291 47.166 46.416 46.807 48.465 47.864
20 49.650 48.846 47.088 46.614 49.059 50.806 48.260





































1.5 2 4 5 10 20 50
1 0.250 0.268 0.484 0.392 0.496 0.578 0.517
3 0.238 0.277 0.477 0.538 0.622 0.584 0.483
5 0.242 0.300 0.541 0.582 0.630 0.564 0.483
10 0.255 0.374 0.577 0.599 0.619 0.521 0.483
20 0.341 0.472 0.572 0.602 0.574 0.521 0.483
50 0.450 0.484 0.549 0.558 0.525 0.521 0.483
1.5 2 4 5 10 20 50
1 56.433 55.942 46.371 51.559 47.806 43.590 47.536
3 58.609 57.530 48.094 45.667 40.946 42.320 48.514
5 60.084 57.144 44.818 43.268 39.638 43.360 48.514
10 59.831 53.097 43.091 42.387 39.859 45.348 48.514
20 54.419 47.202 43.506 41.364 44.243 45.402 48.514





































1.5 2 4 5 10 20 50
1 0.438 0.443 0.463 0.491 0.462 0.505 0.545
3 0.480 0.523 0.548 0.489 0.419 0.507 0.545
5 0.558 0.599 0.504 0.464 0.421 0.507 0.545
10 0.649 0.631 0.453 0.387 0.421 0.507 0.545
20 0.673 0.590 0.394 0.389 0.421 0.507 0.545
50 0.596 0.493 0.398 0.389 0.421 0.507 0.545
1.5 2 4 5 10 20 50
1 48.662 49.636 50.724 49.091 49.014 47.988 55.140
3 50.198 47.734 45.506 48.184 50.959 47.569 55.140
5 46.156 43.948 48.177 49.302 50.957 47.569 55.140
10 40.247 41.716 51.969 55.238 50.957 47.569 55.140
20 40.181 47.544 56.832 55.303 50.957 47.569 55.140
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Desempeño de la predicción para el mejor modelo de SVM - Profundidad – 5 Segundos 
      




Medidas de desempeño - Azimut – 15 Segundos 
       
        
 
1.5 2 4 5 10 20 50
1 0.423 0.442 0.523 0.538 0.580 0.607 0.561
3 0.450 0.489 0.548 0.561 0.600 0.594 0.510
5 0.470 0.511 0.557 0.574 0.608 0.575 0.479
10 0.496 0.525 0.575 0.588 0.603 0.540 0.437
20 0.516 0.537 0.587 0.590 0.574 0.495 0.403
50 0.535 0.555 0.582 0.582 0.513 0.419 0.373
1.5 2 4 5 10 20 50
1 50.165 49.873 47.408 46.667 44.527 42.807 46.340
3 49.652 48.575 46.058 45.360 43.680 44.715 50.639
5 49.050 47.810 45.485 44.933 43.656 47.142 53.638
10 48.212 46.998 45.034 44.527 44.640 51.303 56.927
20 47.384 46.501 44.683 44.565 47.704 56.826 59.866





































1.5 2 4 5 10 20 50
1 0.397 0.415 0.483 0.507 0.559 0.545 0.489
3 0.447 0.466 0.523 0.543 0.578 0.518 0.443
5 0.462 0.490 0.536 0.569 0.552 0.507 0.412
10 0.485 0.502 0.572 0.581 0.508 0.464 0.392
20 0.496 0.500 0.575 0.570 0.476 0.437 0.387
50 0.490 0.531 0.553 0.525 0.439 0.378 0.387
1.5 2 4 5 10 20 50
1 48.018 47.626 45.482 44.673 43.471 44.333 46.924
3 46.805 46.164 44.714 44.392 43.868 48.039 50.615
5 46.292 45.373 44.820 43.790 45.663 49.548 52.700
10 45.523 44.937 44.165 44.261 49.439 54.482 54.036
20 45.041 46.158 44.950 45.480 53.529 58.750 54.376





































1.5 2 4 5 10 20 50
1 0.431 0.430 0.422 0.421 0.386 0.370 0.341
3 0.433 0.412 0.405 0.411 0.426 0.362 0.340
5 0.416 0.407 0.417 0.427 0.405 0.368 0.340
10 0.415 0.413 0.441 0.457 0.382 0.368 0.340
20 0.426 0.420 0.461 0.437 0.387 0.368 0.340
50 0.419 0.431 0.431 0.398 0.388 0.368 0.340
1.5 2 4 5 10 20 50
1 47.123 47.039 47.380 47.637 50.270 51.721 51.116
3 49.190 50.344 50.941 52.091 52.586 53.681 51.151
5 51.382 51.763 53.663 53.882 55.497 53.755 51.151
10 52.933 52.991 55.510 54.535 59.435 53.742 51.151
20 53.427 55.845 56.525 58.640 59.902 53.742 51.151





































1.5 2 4 5 10 20 50
1 0.283 0.327 0.366 0.361 0.295 0.237 -0.135
3 0.364 0.419 0.375 0.370 0.348 0.241 -0.135
5 0.401 0.454 0.392 0.383 0.351 0.241 -0.135
10 0.456 0.404 0.357 0.341 0.351 0.241 -0.135
20 0.412 0.397 0.325 0.340 0.351 0.241 -0.135
50 0.379 0.323 0.325 0.340 0.351 0.241 -0.135
1.5 2 4 5 10 20 50
1 61.172 59.482 58.541 59.021 60.157 59.607 62.106
3 63.929 61.081 61.443 63.056 61.989 59.814 62.106
5 64.845 61.491 66.218 65.098 61.971 59.814 62.106
10 65.693 70.807 73.247 73.246 61.971 59.814 62.106
20 76.819 79.944 79.996 73.438 61.971 59.814 62.106





































258 Solución Rápida y Automática de Parámetros Hipocentrales Para Eventos 
Sísmicos, Mediante el Empleo de Técnicas de Aprendizaje de Máquina 
 
 
Desempeño de la predicción para el mejor modelo de SVM - Azimut – 15 Segundos 
      




Medidas de desempeño - Azimut – 10 Segundos 
       
         
 
1.5 2 4 5 10 20 50
1 0.429 0.454 0.506 0.521 0.553 0.578 0.565
3 0.457 0.483 0.534 0.544 0.570 0.587 0.512
5 0.468 0.498 0.542 0.552 0.579 0.575 0.484
10 0.485 0.521 0.554 0.560 0.587 0.546 0.459
20 0.510 0.536 0.561 0.569 0.577 0.500 0.450
50 0.535 0.556 0.566 0.573 0.536 0.439 0.442
1.5 2 4 5 10 20 50
1 50.096 49.321 47.903 47.293 45.402 44.223 45.367
3 49.426 48.740 46.578 46.036 44.618 44.669 50.534
5 49.189 48.259 46.108 45.648 44.289 46.391 53.591
10 48.672 47.364 45.525 45.072 44.446 49.721 55.972
20 47.883 46.474 45.045 44.800 45.957 55.590 56.990





































1.5 2 4 5 10 20 50
1 0.427 0.449 0.494 0.519 0.535 0.522 0.474
3 0.456 0.470 0.532 0.539 0.525 0.489 0.419
5 0.467 0.488 0.534 0.538 0.514 0.466 0.411
10 0.481 0.491 0.536 0.535 0.489 0.425 0.408
20 0.477 0.499 0.529 0.504 0.456 0.382 0.408
50 0.479 0.513 0.481 0.471 0.394 0.351 0.408
1.5 2 4 5 10 20 50
1 46.879 46.178 45.188 44.477 44.161 45.767 47.610
3 46.007 46.073 44.846 44.418 46.903 49.621 51.495
5 46.124 45.960 44.788 45.191 48.509 52.136 52.580
10 46.265 46.552 45.695 46.936 51.496 56.722 52.820
20 47.173 47.297 47.470 49.704 55.795 62.406 52.820





































1.5 2 4 5 10 20 50
1 0.388 0.412 0.410 0.428 0.458 0.491 0.334
3 0.411 0.408 0.427 0.442 0.532 0.410 0.333
5 0.409 0.422 0.450 0.487 0.509 0.382 0.333
10 0.420 0.409 0.486 0.513 0.435 0.382 0.333
20 0.403 0.411 0.494 0.496 0.374 0.382 0.333
50 0.393 0.433 0.467 0.425 0.352 0.382 0.333
1.5 2 4 5 10 20 50
1 46.944 46.234 47.821 47.620 47.836 45.888 51.285
3 47.607 48.589 50.843 51.165 45.882 51.348 51.426
5 48.900 49.381 52.197 50.864 47.192 54.096 51.426
10 49.435 52.649 52.812 51.175 53.060 54.653 51.426
20 53.083 56.587 53.989 52.674 61.575 54.653 51.426





































1.5 2 4 5 10 20 50
1 0.305 0.339 0.375 0.370 0.313 0.318 0.121
3 0.324 0.330 0.317 0.334 0.326 0.320 0.121
5 0.299 0.290 0.346 0.366 0.327 0.320 0.121
10 0.247 0.274 0.362 0.346 0.327 0.320 0.121
20 0.245 0.329 0.357 0.347 0.327 0.320 0.121
50 0.318 0.357 0.357 0.347 0.327 0.320 0.121
1.5 2 4 5 10 20 50
1 61.511 61.427 60.712 60.010 58.844 55.673 58.761
3 70.463 68.993 65.961 63.991 60.472 55.636 58.761
5 74.929 72.023 66.690 65.869 60.388 55.636 58.761
10 80.258 77.485 70.041 68.034 60.388 55.636 58.761
20 88.009 82.407 70.314 67.903 60.388 55.636 58.761
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Desempeño de la predicción para el mejor modelo de SVM - Azimut – 10 Segundos 
      




Medidas de desempeño - Azimut – 5 Segundos 
       
        
 
1.5 2 4 5 10 20 50
1 0.379 0.399 0.442 0.449 0.467 0.471 0.412
3 0.428 0.439 0.457 0.463 0.473 0.469 0.365
5 0.431 0.439 0.465 0.471 0.485 0.455 0.342
10 0.434 0.447 0.466 0.464 0.474 0.426 0.328
20 0.445 0.462 0.449 0.450 0.450 0.397 0.305
50 0.462 0.444 0.424 0.435 0.419 0.329 0.285
1.5 2 4 5 10 20 50
1 51.541 50.916 49.512 49.378 49.340 49.916 54.974
3 50.287 49.798 49.506 49.426 49.921 52.363 60.100
5 50.184 49.830 49.372 49.274 49.927 54.122 63.022
10 50.060 49.880 49.375 49.962 51.643 57.881 66.069
20 49.916 49.434 50.384 51.243 54.768 62.700 69.570





































1.5 2 4 5 10 20 50
1 0.312 0.354 0.419 0.442 0.484 0.467 0.416
3 0.410 0.419 0.458 0.475 0.491 0.469 0.373
5 0.406 0.422 0.467 0.479 0.490 0.447 0.351
10 0.414 0.432 0.473 0.481 0.481 0.416 0.330
20 0.422 0.451 0.467 0.470 0.460 0.380 0.305
50 0.450 0.440 0.444 0.456 0.410 0.334 0.269
1.5 2 4 5 10 20 50
1 49.649 48.899 47.892 47.394 46.769 49.154 51.206
3 48.158 48.107 48.156 47.797 49.107 51.379 55.391
5 48.400 48.579 48.403 48.393 50.594 53.444 57.559
10 49.044 49.339 49.283 49.609 53.301 58.189 59.490
20 49.936 49.579 50.960 52.310 56.243 64.384 60.923





































1.5 2 4 5 10 20 50
1 0.336 0.407 0.470 0.460 0.458 0.348 0.182
3 0.549 0.542 0.524 0.496 0.387 0.312 0.183
5 0.571 0.561 0.494 0.462 0.346 0.305 0.183
10 0.572 0.588 0.447 0.406 0.326 0.290 0.183
20 0.601 0.531 0.369 0.308 0.321 0.298 0.183
50 0.538 0.436 0.249 0.251 0.325 0.298 0.183
1.5 2 4 5 10 20 50
1 51.649 50.323 48.772 49.294 49.719 55.226 57.946
3 46.953 47.021 47.872 49.013 56.732 59.501 58.204
5 46.440 47.210 49.631 51.871 62.978 60.845 58.169
10 46.470 45.663 55.854 59.899 67.448 62.640 58.169
20 45.012 49.924 65.778 73.181 68.994 62.810 58.169





































1.5 2 4 5 10 20 50
1 0.369 0.427 0.520 0.534 0.518 0.267 -0.338
3 0.523 0.551 0.586 0.599 0.468 0.168 -0.338
5 0.556 0.563 0.609 0.609 0.413 0.168 -0.338
10 0.556 0.572 0.600 0.546 0.418 0.168 -0.338
20 0.552 0.567 0.532 0.525 0.418 0.168 -0.338
50 0.522 0.552 0.536 0.525 0.418 0.168 -0.338
1.5 2 4 5 10 20 50
1 56.708 55.815 54.671 53.931 52.248 59.103 65.749
3 57.130 55.418 53.688 52.865 54.329 62.210 65.749
5 56.690 56.125 54.606 52.912 56.817 62.210 65.749
10 63.120 62.323 56.601 58.545 56.648 62.210 65.749
20 68.386 68.877 63.811 61.344 56.648 62.210 65.749
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Desempeño de la predicción para el mejor modelo de SVM - Azimut – 5 Segundos 
      




Medidas de desempeño - Latitud Geográfica – 15 Segundos 
       
        
 
1.5 2 4 5 10 20 50
1 0.426 0.440 0.474 0.480 0.471 0.493 0.457
3 0.446 0.467 0.478 0.469 0.478 0.479 0.410
5 0.461 0.472 0.471 0.465 0.481 0.466 0.392
10 0.470 0.478 0.463 0.463 0.474 0.432 0.376
20 0.478 0.479 0.459 0.463 0.465 0.384 0.355
50 0.481 0.476 0.458 0.457 0.423 0.327 0.352
1.5 2 4 5 10 20 50
1 0.317 0.313 0.302 0.300 0.306 0.299 0.307
3 0.310 0.304 0.302 0.306 0.310 0.307 0.343
5 0.306 0.302 0.305 0.310 0.312 0.316 0.358
10 0.303 0.302 0.312 0.316 0.318 0.342 0.372
20 0.302 0.303 0.318 0.319 0.326 0.382 0.385





































1.5 2 4 5 10 20 50
1 0.310 0.336 0.379 0.388 0.392 0.393 0.354
3 0.363 0.380 0.393 0.390 0.373 0.358 0.299
5 0.378 0.389 0.391 0.391 0.371 0.319 0.305
10 0.392 0.397 0.389 0.376 0.361 0.271 0.306
20 0.398 0.395 0.372 0.353 0.317 0.253 0.306
50 0.399 0.389 0.350 0.344 0.242 0.251 0.306
1.5 2 4 5 10 20 50
1 0.351 0.345 0.334 0.333 0.332 0.335 0.341
3 0.337 0.332 0.335 0.337 0.351 0.362 0.368
5 0.332 0.333 0.339 0.344 0.357 0.386 0.369
10 0.331 0.333 0.350 0.358 0.375 0.420 0.368
20 0.333 0.339 0.366 0.375 0.411 0.443 0.368





































1.5 2 4 5 10 20 50
1 0.095 0.079 0.170 0.184 0.157 0.183 0.270
3 0.082 0.146 0.153 0.165 0.155 0.216 0.269
5 0.113 0.190 0.183 0.184 0.150 0.220 0.269
10 0.172 0.186 0.206 0.197 0.177 0.217 0.269
20 0.174 0.200 0.216 0.167 0.190 0.217 0.269
50 0.206 0.255 0.166 0.177 0.183 0.217 0.269
1.5 2 4 5 10 20 50
1 0.357 0.365 0.354 0.352 0.363 0.362 0.341
3 0.381 0.365 0.375 0.377 0.383 0.366 0.341
5 0.377 0.358 0.381 0.381 0.397 0.368 0.341
10 0.365 0.372 0.387 0.385 0.399 0.369 0.341
20 0.378 0.388 0.389 0.408 0.404 0.369 0.341





































1.5 2 4 5 10 20 50
1 0.293 0.258 0.264 0.253 0.266 0.180 -0.083
3 0.262 0.276 0.316 0.325 0.341 0.235 -0.083
5 0.261 0.270 0.336 0.347 0.375 0.235 -0.083
10 0.267 0.321 0.357 0.389 0.375 0.235 -0.083
20 0.317 0.327 0.406 0.409 0.375 0.235 -0.083
50 0.302 0.332 0.407 0.409 0.375 0.235 -0.083
1.5 2 4 5 10 20 50
1 0.335 0.343 0.356 0.362 0.352 0.349 0.364
3 0.372 0.374 0.378 0.372 0.339 0.340 0.364
5 0.391 0.395 0.380 0.370 0.333 0.340 0.364
10 0.419 0.404 0.373 0.360 0.333 0.340 0.364
20 0.421 0.414 0.371 0.355 0.333 0.340 0.364
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Desempeño de la predicción para el mejor modelo de SVM - Latitud Geográfica – 15 Segundos 
      




Medidas de desempeño - Latitud Geográfica – 10 Segundos 
       
        
 
1.5 2 4 5 10 20 50
1 0.329 0.354 0.383 0.395 0.412 0.411 0.399
3 0.356 0.375 0.395 0.398 0.398 0.386 0.343
5 0.370 0.381 0.394 0.395 0.380 0.373 0.328
10 0.380 0.392 0.388 0.393 0.359 0.351 0.318
20 0.388 0.390 0.386 0.376 0.331 0.309 0.315
50 0.392 0.377 0.354 0.324 0.302 0.268 0.311
1.5 2 4 5 10 20 50
1 0.331 0.325 0.319 0.317 0.317 0.317 0.320
3 0.324 0.320 0.319 0.322 0.324 0.333 0.354
5 0.321 0.319 0.324 0.326 0.331 0.346 0.369
10 0.319 0.318 0.330 0.328 0.343 0.368 0.380
20 0.318 0.323 0.332 0.334 0.364 0.407 0.384





































1.5 2 4 5 10 20 50
1 0.232 0.248 0.284 0.297 0.344 0.353 0.343
3 0.247 0.274 0.325 0.340 0.337 0.350 0.314
5 0.272 0.294 0.338 0.339 0.314 0.323 0.310
10 0.298 0.311 0.334 0.320 0.320 0.283 0.310
20 0.310 0.316 0.313 0.292 0.313 0.274 0.310
50 0.308 0.314 0.274 0.287 0.255 0.269 0.310
1.5 2 4 5 10 20 50
1 0.360 0.359 0.358 0.356 0.345 0.348 0.346
3 0.363 0.361 0.359 0.355 0.361 0.363 0.369
5 0.361 0.361 0.359 0.357 0.376 0.383 0.370
10 0.361 0.363 0.363 0.369 0.389 0.420 0.370
20 0.363 0.371 0.375 0.388 0.411 0.450 0.370





































1.5 2 4 5 10 20 50
1 0.048 0.047 0.222 0.282 0.298 0.240 0.257
3 0.063 0.151 0.296 0.315 0.253 0.225 0.272
5 0.106 0.233 0.315 0.338 0.209 0.245 0.272
10 0.200 0.255 0.336 0.296 0.200 0.256 0.272
20 0.232 0.265 0.287 0.213 0.208 0.256 0.272
50 0.252 0.340 0.190 0.194 0.225 0.256 0.272
1.5 2 4 5 10 20 50
1 0.367 0.371 0.346 0.337 0.323 0.332 0.335
3 0.382 0.364 0.344 0.335 0.343 0.358 0.335
5 0.376 0.354 0.339 0.329 0.372 0.357 0.335
10 0.363 0.358 0.338 0.348 0.401 0.358 0.335
20 0.364 0.366 0.363 0.391 0.419 0.358 0.335





































1.5 2 4 5 10 20 50
1 0.229 0.215 0.250 0.261 0.314 0.232 -0.019
3 0.242 0.267 0.332 0.347 0.388 0.262 -0.019
5 0.258 0.276 0.355 0.424 0.388 0.262 -0.019
10 0.261 0.302 0.470 0.464 0.388 0.262 -0.019
20 0.297 0.338 0.470 0.464 0.388 0.262 -0.019
50 0.319 0.438 0.470 0.464 0.388 0.262 -0.019
1.5 2 4 5 10 20 50
1 0.351 0.359 0.372 0.377 0.347 0.346 0.356
3 0.412 0.416 0.378 0.368 0.332 0.341 0.356
5 0.446 0.436 0.370 0.342 0.332 0.341 0.356
10 0.468 0.429 0.328 0.327 0.332 0.341 0.356
20 0.462 0.432 0.326 0.327 0.332 0.341 0.356
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Desempeño de la predicción para el mejor modelo de SVM - Latitud Geográfica – 10 Segundos 
      




Medidas de desempeño - Latitud Geográfica – 5 Segundos 
      
       
 
1.5 2 4 5 10 20 50
1 0.274 0.280 0.289 0.290 0.278 0.245 0.207
3 0.278 0.283 0.286 0.288 0.258 0.206 0.176
5 0.276 0.283 0.288 0.285 0.235 0.186 0.169
10 0.276 0.278 0.285 0.268 0.202 0.158 0.144
20 0.272 0.276 0.267 0.249 0.171 0.127 0.137
50 0.271 0.282 0.236 0.201 0.142 0.111 0.133
1.5 2 4 5 10 20 50
1 0.332 0.331 0.330 0.331 0.336 0.351 0.375
3 0.331 0.331 0.333 0.334 0.347 0.377 0.410
5 0.331 0.332 0.333 0.336 0.357 0.394 0.428
10 0.332 0.333 0.337 0.343 0.377 0.423 0.455
20 0.334 0.335 0.344 0.354 0.398 0.463 0.471





































1.5 2 4 5 10 20 50
1 0.263 0.272 0.289 0.286 0.288 0.309 0.305
3 0.272 0.286 0.294 0.290 0.321 0.314 0.314
5 0.277 0.289 0.295 0.309 0.312 0.317 0.315
10 0.275 0.289 0.321 0.324 0.309 0.295 0.302
20 0.269 0.291 0.321 0.312 0.304 0.279 0.293
50 0.279 0.289 0.303 0.308 0.268 0.260 0.291
1.5 2 4 5 10 20 50
1 0.347 0.346 0.346 0.347 0.355 0.352 0.359
3 0.348 0.347 0.353 0.357 0.359 0.373 0.369
5 0.348 0.349 0.359 0.359 0.368 0.386 0.374
10 0.351 0.353 0.361 0.366 0.386 0.414 0.384
20 0.355 0.363 0.377 0.386 0.412 0.439 0.389





































1.5 2 4 5 10 20 50
1 0.074 0.056 0.029 0.037 0.153 0.154 0.135
3 0.005 -0.012 0.054 0.147 0.193 0.115 0.130
5 -0.026 -0.016 0.142 0.194 0.146 0.144 0.130
10 -0.035 -0.021 0.197 0.219 0.070 0.165 0.130
20 -0.051 0.034 0.199 0.150 0.123 0.171 0.130
50 -0.003 0.124 0.086 0.058 0.154 0.171 0.130
1.5 2 4 5 10 20 50
1 0.341 0.345 0.356 0.359 0.354 0.358 0.354
3 0.359 0.367 0.373 0.361 0.366 0.392 0.359
5 0.372 0.378 0.366 0.363 0.395 0.399 0.359
10 0.385 0.397 0.378 0.385 0.458 0.416 0.359
20 0.406 0.400 0.404 0.432 0.472 0.416 0.359





































1.5 2 4 5 10 20 50
1 0.356 0.312 0.241 0.198 0.128 0.037 -0.140
3 0.296 0.263 0.215 0.207 0.152 0.092 -0.140
5 0.264 0.270 0.228 0.246 0.150 0.092 -0.140
10 0.305 0.268 0.230 0.154 0.150 0.092 -0.140
20 0.297 0.239 0.128 0.135 0.150 0.092 -0.140
50 0.228 0.168 0.128 0.135 0.150 0.092 -0.140
1.5 2 4 5 10 20 50
1 0.315 0.328 0.345 0.359 0.366 0.371 0.366
3 0.367 0.376 0.378 0.372 0.381 0.368 0.366
5 0.393 0.387 0.382 0.371 0.387 0.368 0.366
10 0.389 0.395 0.405 0.428 0.387 0.368 0.366
20 0.392 0.420 0.471 0.447 0.387 0.368 0.366





































268 Solución Rápida y Automática de Parámetros Hipocentrales Para Eventos 
Sísmicos, Mediante el Empleo de Técnicas de Aprendizaje de Máquina 
 
 
Desempeño de la predicción para el mejor modelo de SVM - Latitud Geográfica – 5 Segundos 
      




Medidas de desempeño - Longitud Geográfica – 15 Segundos 
      
      
 
1.5 2 4 5 10 20 50
1 0.503 0.528 0.572 0.585 0.629 0.635 0.594
3 0.530 0.559 0.604 0.618 0.631 0.614 0.546
5 0.544 0.568 0.615 0.625 0.631 0.591 0.516
10 0.561 0.585 0.621 0.624 0.621 0.563 0.482
20 0.573 0.599 0.620 0.622 0.596 0.521 0.458
50 0.589 0.600 0.612 0.600 0.545 0.443 0.442
1.5 2 4 5 10 20 50
1 0.308 0.301 0.286 0.281 0.263 0.256 0.272
3 0.299 0.291 0.275 0.270 0.261 0.270 0.296
5 0.295 0.287 0.271 0.267 0.263 0.283 0.309
10 0.289 0.283 0.269 0.267 0.272 0.300 0.326
20 0.286 0.278 0.270 0.268 0.286 0.326 0.339





































1.5 2 4 5 10 20 50
1 0.521 0.544 0.592 0.604 0.652 0.640 0.603
3 0.559 0.580 0.618 0.645 0.648 0.611 0.567
5 0.567 0.584 0.640 0.656 0.633 0.600 0.552
10 0.576 0.576 0.654 0.651 0.609 0.577 0.546
20 0.567 0.595 0.643 0.637 0.575 0.549 0.545
50 0.585 0.631 0.626 0.612 0.516 0.512 0.545
1.5 2 4 5 10 20 50
1 0.273 0.269 0.253 0.250 0.231 0.236 0.257
3 0.262 0.255 0.246 0.238 0.235 0.259 0.275
5 0.258 0.254 0.240 0.235 0.244 0.270 0.281
10 0.256 0.258 0.236 0.240 0.264 0.288 0.283
20 0.260 0.254 0.244 0.246 0.288 0.304 0.284





































1.5 2 4 5 10 20 50
1 0.554 0.578 0.621 0.638 0.610 0.564 0.526
3 0.603 0.615 0.644 0.638 0.604 0.537 0.526
5 0.615 0.622 0.638 0.638 0.577 0.542 0.526
10 0.610 0.621 0.638 0.621 0.557 0.543 0.526
20 0.603 0.629 0.600 0.590 0.553 0.543 0.526
50 0.601 0.582 0.575 0.560 0.558 0.543 0.526
1.5 2 4 5 10 20 50
1 0.286 0.281 0.273 0.267 0.278 0.296 0.310
3 0.283 0.284 0.266 0.270 0.293 0.312 0.310
5 0.287 0.289 0.273 0.279 0.313 0.310 0.310
10 0.298 0.288 0.285 0.295 0.331 0.310 0.310
20 0.298 0.287 0.308 0.321 0.328 0.310 0.310





































1.5 2 4 5 10 20 50
1 0.597 0.606 0.620 0.636 0.549 0.441 0.271
3 0.609 0.628 0.583 0.523 0.427 0.428 0.271
5 0.631 0.675 0.495 0.457 0.416 0.428 0.271
10 0.673 0.599 0.394 0.360 0.416 0.428 0.271
20 0.609 0.495 0.314 0.339 0.416 0.428 0.271
50 0.485 0.325 0.308 0.339 0.416 0.428 0.271
1.5 2 4 5 10 20 50
1 0.280 0.278 0.276 0.271 0.286 0.308 0.357
3 0.291 0.285 0.298 0.318 0.314 0.310 0.357
5 0.296 0.266 0.345 0.358 0.320 0.310 0.357
10 0.277 0.314 0.414 0.414 0.320 0.310 0.357
20 0.315 0.389 0.481 0.430 0.320 0.310 0.357
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Desempeño de la predicción para el mejor modelo de SVM - Longitud Geográfica – 15 Segundos 
      




Medidas de desempeño - Longitud Geográfica – 10 Segundos 
      
      
 
1.5 2 4 5 10 20 50
1 0.475 0.500 0.536 0.546 0.583 0.590 0.559
3 0.507 0.524 0.560 0.578 0.597 0.577 0.516
5 0.518 0.530 0.575 0.584 0.593 0.566 0.495
10 0.525 0.544 0.580 0.584 0.582 0.535 0.478
20 0.536 0.559 0.577 0.584 0.564 0.497 0.459
50 0.554 0.564 0.568 0.564 0.525 0.452 0.452
1.5 2 4 5 10 20 50
1 0.308 0.301 0.288 0.284 0.270 0.268 0.281
3 0.300 0.294 0.280 0.273 0.266 0.281 0.306
5 0.296 0.292 0.276 0.271 0.268 0.291 0.320
10 0.294 0.287 0.273 0.271 0.276 0.314 0.331
20 0.291 0.283 0.273 0.270 0.291 0.343 0.340





































1.5 2 4 5 10 20 50
1 0.490 0.507 0.554 0.568 0.591 0.571 0.512
3 0.522 0.537 0.580 0.589 0.586 0.552 0.463
5 0.526 0.547 0.587 0.594 0.573 0.538 0.445
10 0.541 0.553 0.587 0.595 0.548 0.493 0.445
20 0.541 0.564 0.589 0.580 0.519 0.436 0.445
50 0.551 0.564 0.566 0.545 0.466 0.390 0.445
1.5 2 4 5 10 20 50
1 0.274 0.267 0.253 0.250 0.242 0.254 0.281
3 0.262 0.257 0.247 0.244 0.251 0.276 0.302
5 0.261 0.257 0.246 0.247 0.262 0.291 0.308
10 0.260 0.257 0.251 0.250 0.282 0.315 0.308
20 0.260 0.254 0.255 0.260 0.310 0.346 0.308





































1.5 2 4 5 10 20 50
1 0.505 0.523 0.559 0.572 0.616 0.610 0.481
3 0.526 0.555 0.582 0.601 0.630 0.578 0.479
5 0.545 0.571 0.590 0.609 0.626 0.551 0.479
10 0.557 0.548 0.581 0.580 0.586 0.548 0.479
20 0.535 0.539 0.546 0.564 0.522 0.548 0.479
50 0.513 0.513 0.531 0.513 0.510 0.548 0.479
1.5 2 4 5 10 20 50
1 0.290 0.288 0.277 0.275 0.266 0.264 0.317
3 0.297 0.288 0.281 0.282 0.258 0.279 0.317
5 0.294 0.284 0.289 0.274 0.262 0.292 0.317
10 0.293 0.306 0.287 0.289 0.283 0.294 0.317
20 0.310 0.316 0.314 0.314 0.325 0.294 0.317





































1.5 2 4 5 10 20 50
1 0.559 0.582 0.595 0.594 0.586 0.593 0.425
3 0.591 0.572 0.550 0.547 0.588 0.593 0.425
5 0.568 0.531 0.527 0.535 0.588 0.593 0.425
10 0.494 0.476 0.511 0.539 0.588 0.593 0.425
20 0.425 0.448 0.516 0.539 0.588 0.593 0.425
50 0.389 0.412 0.516 0.539 0.588 0.593 0.425
1.5 2 4 5 10 20 50
1 0.305 0.297 0.291 0.292 0.278 0.269 0.340
3 0.293 0.303 0.305 0.306 0.279 0.269 0.340
5 0.303 0.319 0.328 0.318 0.279 0.269 0.340
10 0.333 0.344 0.343 0.316 0.279 0.269 0.340
20 0.376 0.389 0.336 0.316 0.279 0.269 0.340
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Desempeño de la predicción para el mejor modelo de SVM - Longitud Geográfica – 10 Segundos 
      




Medidas de desempeño - Longitud Geográfica – 5 Segundos 
      
      
 
1.5 2 4 5 10 20 50
1 0.416 0.429 0.448 0.455 0.466 0.459 0.366
3 0.446 0.448 0.463 0.468 0.471 0.422 0.329
5 0.449 0.454 0.470 0.475 0.464 0.407 0.304
10 0.452 0.457 0.474 0.466 0.440 0.384 0.286
20 0.453 0.464 0.458 0.454 0.408 0.361 0.267
50 0.459 0.463 0.430 0.422 0.376 0.293 0.257
1.5 2 4 5 10 20 50
1 0.321 0.317 0.312 0.310 0.306 0.308 0.348
3 0.314 0.313 0.308 0.307 0.307 0.331 0.378
5 0.313 0.311 0.306 0.305 0.311 0.345 0.394
10 0.311 0.310 0.306 0.309 0.323 0.371 0.415
20 0.312 0.309 0.312 0.316 0.344 0.402 0.431





































1.5 2 4 5 10 20 50
1 0.360 0.398 0.439 0.442 0.477 0.446 0.387
3 0.424 0.433 0.458 0.472 0.467 0.399 0.370
5 0.430 0.435 0.473 0.476 0.444 0.386 0.358
10 0.433 0.438 0.470 0.466 0.419 0.379 0.349
20 0.431 0.458 0.449 0.442 0.386 0.356 0.342
50 0.446 0.461 0.422 0.411 0.352 0.325 0.343
1.5 2 4 5 10 20 50
1 0.298 0.292 0.281 0.280 0.276 0.290 0.320
3 0.287 0.284 0.280 0.278 0.285 0.322 0.338
5 0.285 0.284 0.278 0.280 0.300 0.340 0.346
10 0.285 0.286 0.283 0.288 0.325 0.358 0.352
20 0.288 0.283 0.294 0.303 0.354 0.385 0.354





































1.5 2 4 5 10 20 50
1 0.379 0.400 0.480 0.471 0.462 0.426 0.287
3 0.477 0.519 0.476 0.485 0.469 0.421 0.286
5 0.519 0.536 0.499 0.496 0.444 0.399 0.286
10 0.533 0.512 0.475 0.449 0.446 0.389 0.286
20 0.530 0.535 0.395 0.399 0.427 0.391 0.286
50 0.545 0.415 0.342 0.361 0.417 0.391 0.286
1.5 2 4 5 10 20 50
1 0.331 0.327 0.306 0.308 0.314 0.328 0.355
3 0.315 0.302 0.312 0.308 0.329 0.342 0.357
5 0.303 0.296 0.308 0.315 0.349 0.352 0.357
10 0.296 0.305 0.335 0.352 0.374 0.358 0.357
20 0.301 0.308 0.390 0.409 0.394 0.358 0.357





































1.5 2 4 5 10 20 50
1 0.588 0.613 0.579 0.555 0.479 0.334 -0.033
3 0.665 0.637 0.542 0.515 0.424 0.279 -0.033
5 0.681 0.638 0.526 0.526 0.418 0.279 -0.033
10 0.690 0.597 0.521 0.478 0.418 0.279 -0.033
20 0.632 0.543 0.494 0.486 0.418 0.279 -0.033
50 0.547 0.512 0.495 0.486 0.418 0.279 -0.033
1.5 2 4 5 10 20 50
1 0.278 0.270 0.276 0.280 0.290 0.333 0.378
3 0.246 0.257 0.312 0.320 0.316 0.343 0.378
5 0.243 0.268 0.335 0.319 0.322 0.343 0.378
10 0.246 0.306 0.345 0.338 0.322 0.343 0.378
20 0.294 0.380 0.362 0.339 0.322 0.343 0.378
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Longitud Geográfica – 5 Segundos 
      
      
