Abstract. Let C be a curve of genus g = 11 or g ≥ 13 on a K3 surface whose Picard group is generated by the curve class [C]. We use wall-crossing with respect to Bridgeland stability conditions to generalise Mukai's program to this situation: we show how to reconstruct the K3 surface containing the curve C as a Fourier-Mukai transform of a Brill-Noether locus of vector bundles on C.
Introduction
In this paper, we consider the problem of reconstructing a K3 surface from a curve on that surface. The main result is the following which extends and completes a program proposed by Mukai in [Muk01, Section 10].
Theorem 1.1. Let (X, H) be a polarised K3 surface with Pic(X) = Z.H. Let C be any curve in the linear system |H| of genus g = 11 or g ≥ 13. Then X is the unique K3 surface of Picard rank one and genus g containing C, and can be reconstructed as a Fourier-Mukai partner of a certain Brill-Noether locus of vector bundles on C.
To be more precise, we need to consider two different cases. Let B h C (r, d) be the BrillNoether locus of slope semistable rank r-vector bundles on the curve C having degree d and possessing at least h linearly independent global sections, and let M X,H (v) be the moduli space of H-Gieseker semistable sheaves with Mukai vectorv on X.
• Case (A): If the genus g = rs + 1 for two integers r ≥ 2 and s ≥ max{r, 5}, we consider the Brill-Noether locus T := B r+s C (r, 2rs) and the moduli space N := M X,H (v) wherev = (r, H, s).
• Case (B): If the genus g = p + 1 for some odd number p ≥ 13, we consider the Brill-Noether locus T := B p+4 C (4, 4p) and the moduli space N := M X,H (v) wherē v = (4, 2H, p).
In both cases,v is primitive withv 2 = 0, hence N is K3 surface as well. Theorem 1.2. Let (X, H) be a polarised K3 surface with Pic(X) = Z.H and C is any curve in the linear system |H|. Then, in both cases (A) and (B), we have an isomorphism
(1) ψ : N → T which sends a bundle E on X to its restriction E| C .
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In other words, special vector bundles on the curve C, which have an unexpected number of global sections, are the restriction of vector bundles on the surface X. This is analogous to the case of line bundles where a well-known theorem by Green and Lazarsfeld [GL87] says that the Clifford index of a non-Clifford general curve on a K3 surface can be computed by the restriction of a line bundle on the surface. In both cases (A) and (B), there exists a Brauer class α ∈ Br(T ) and a universal (1 × α)-twisted sheaf E on C × (T, α). Define v ′ ∈ H * T, Z to be the Mukai vector of E| p×(T,α) for a point p on the curve C (see [HS05] for definition in case α = 1). Theorem 1.3. Let (X, H) be a polarised K3 surface with Pic(X) = Z.H of genus g = 11 or g ≥ 13, and let C be any curve in the linear system |H|. Then any K3 surface of Picard rank one and genus g which contains the curve C is isomorphic to the moduli space M (T,α),H ′ (v ′ ) for a generic polarisation H ′ on T .
Previous work. Let F g be the moduli space of polarised K3 surfaces (X, H) where H is a primitive ample line bundle on X and H 2 = 2g − 2. This space is a quasi-projective variety of dimension 19. Let P g be the moduli space of pairs (X, C) such that (X, H) ∈ F g and C is a smooth curve in the linear system |H|. Therefore, its dimension is 19 + g. Finally, Let M g be the moduli space of smooth curves of genus g and its dimension is 3g − 3. The space P g has natural projections to F g and M g which we denote by φ g and m g , respectively;
The map m g is dominant for g ≤ 11 and g = 10 [Muk88] . In [CLM93, Theorem 5], Ciliberto, Lopez and Miranda proved that for g ≥ 11 and g = 12, the map m g is birational onto its image. For the exceptional cases g = 10 or g = 12, the map m g is neither dominant nor generically finite [Muk01] . In [Muk01] , Mukai introduced a geometric program to find the rational inverse of m g where g = 2s + 1 and s ≥ 5 odd. His idea to reconstruct the K3 surface is as follows. Let C be a general curve on the image of m g . Consider the Brill-Noether locus B s+2 C (2, K C ) of stable rank 2-vector bundles on the curve C with canonical determinant and possessing at least s + 2 linearly independent global sections. Then B s+2 C (2, K C ) is a K3 surface and the K3 surface containing the curve C can be obtained uniquely as a Fourier-Mukai transform of the Brill-Noether locus. This program was completely proved by him in [Muk96] for g = 11. The key idea is that all vector bundles in the Brill-Noether locus B 7 C (2, K C ) are the restriction of vector bundles on the surface. He first considers a point (X ′ , C ′ ) ∈ P g of a special type and shows that the Brill-Noether locus B 7 C ′ (2, K C ′ ) is isomorphic to X ′ . Indeed, he proves that both surfaces are isomorphic to the moduli space M X ′ ,H ′ (v) wherev = (2, H, 5). Given a general pair (X, C) ∈ P g , the Brill-Noether locus B 7 C (2, K C ) is a flat deformation of B 7 C ′ (2, K C ′ ) and has expected dimension. Thus, it is again a K3 surface and the original K3 surface can be obtained as an appropriate Fourier-Mukai transform of it. Arbarello, Bruno and Sernesi [ABS14] generalised this strategy to higher genera. They proved that for a general pair (X, C) ∈ P g where g = 2s + 1 ≥ 11, there is a unique irreducible component V C of B 2+s C (2, K C ) such that V C red is a K3 surface isomorphic to the moduli space M X,H (v) wherev = (2, H, s). Then they showed that the original K3 surface can be reconstructed using this component whenever g ≡ 3 mod 4. In this paper, without any deformation argument, we show that for a general pair (X, C) ∈ P g , when g = 2s + 1 ≥ 11, the Brill-Noether locus B s+2 C (2, K C ) is isomorphic to the moduli space M X,H (2, H, s), and when g = p + 1 for some odd number p ≥ 13, the Brill-Noether locus B 4+p C (4, K C ) is isomorphic to the moduli space M X,H (4, 2H, p) which is again a K3 surface. As a result, we prove the uniqueness of the K3 surface of Picard rank one which contains the curve C of genus g = 11 or g ≥ 13.
Strategy of the proof. We prove Theorem 1.2 by wall-crossing for the push-forward of semistable vector bundles on the curve C, with respect to Bridgeland stability conditions on the bounded derived category D b (X) of X. There exists a region in the space of stability conditions where the Brill-Noether behaviour of stable objects is completely controlled by the nearby Brill-Noether wall. This wall destabilises objects with non-zero global sections, and arguments similar to [Bay16] show that the Brill-Noether loci are mostly of expected dimension. Our first key result, Proposition 3.4, gives an extension to unstable objects: it gives a bound on the number of global sections in terms of their mass, i.e. the length of their Harder-Narasimhan polygon. Consequently, we only need a polygon that circumscribes this Harder-Narasimhan polygon on the left, to bound the number of global sections. For any coherent sheaf, there exists a chamber which is called Gieseker chamber, where the notion of Bridgeland stability coincides with the old notion of Gieseker stability. Unlike the case of push-forward of line bundles considered in [Bay16] , the Brill-Noether wall is not adjacent to the Gieseker chamber for the push-forward of semistable vector bundles F of higher ranks on the curve C. However, the wall that bounds the Gieseker chamber provides an extremal polygon which contains the Harder-Narasimhan polygon, see e.g. Lemma 4.4. Combined with Proposition 3.4, this gives a bound on the number of global sections of vector bundles on the curve C; the proof also shows that the bound is sharp if and only if the vector bundle F is the restriction of a vector bundle on the surface.
Plan of the paper. Section 2 reviews the definition of geometric stability conditions on K3 surfaces and describes a two-dimension family of stability conditions. Section 3 deals with the Brill-Noether wall; we provide an upper bound for the number of global sections via the geometry of Harder-Narasimhan polygon. Sections 4 and 5 concern the proof of bijectivity of the morphism ψ in cases (A) and (B), respectively. The proof of the main result is contained in Section 6.
stability conditions
In this section, we give a brief review of different notions of stability and describe a two-dimensional family of Bridgeland stability conditions on the bounded derived category of coherent sheaves on a K3 surface. Let (X, H) be a smooth polarised K3 surface with Pic(X) = Z.H. We denote by D(X) = D b Coh(X) the bounded derived category of coherent sheaves on X. The Mukai vector of an object E ∈ D(X) is an element of the lattice
where ch(E) is the Chern character of E. The Mukai bilinear form
makes N (X) into a lattice of signature (2, 1). The slope of a coherent sheaf E with positive rank r(E) > 0 is defined as
and if r(E) = 0, define µ H (E) := +∞.
Definition 2.1. We say that an object E ∈ Coh(X) is µ H -(semi)stable if for all proper non-trivial subsheaves
Any coherent sheaf E has a unique Harder-Narasimhan filtration. It is a sequence of objects in Coh(X),
The Hilbert polynomial of a sheaf E is defined as
and the reduced Hilbert polynomial is p(E, m) := P (E, m)/α(E) where α(E) is the leading coefficient of P (E, m).
Definition 2.2. A coherent sheaf E on X is called H-Gieseker (semi)stable if E is pure, and for all proper non-trivial subsheaves F ⊂ E, one has p(F, m) < (≤) p(E, m) for m ≫ 0.
Let i : C ֒→ X be the embedding of a curve C into the surface X. A vector bundle F on the curve C is said to be slope-(semi)stale if i * F is H-Gieseker (semi)stable, i.e. if
for every subsheaf 0 = F ′ ⊂ F . In [Bri07, Bri08] , Bridgeland introduced the notion of stability conditions on the derived category of coherent sheaves on a K3 surface. Given a real number b ∈ R, denote by T b ⊂ Coh(X) the subcategory of sheaves E whose quotients E ։ F satisfy µ H (F ) > b and by F b ⊂ Coh(X) the subcategory of sheaves E ′ whose subobjects
Tilting with respect to the torsion pair (T b , F b ) on Coh(X) gives an abelian subcategory
Given a pair (b, w) ∈ H = R × R >0 , the stability function Z (b,w) is defined as
We denote the root system by ∆(X) := {δ ∈ N (X) : We expand upon the statements in Theorem 2.3 by explaining the notion of σ (b,w) -stability and the associated Harder-Narasimhan filtration. For any stability condition σ (b,w) and an object E ∈ A(b), we have Z (b,w) (E) = r exp(iπφ (b,w) ) where r > 0 and
is contained in the abelian category A(b) and the object E[k] is (semi)stable with respect to the phase function φ (b,w) .
Any object E ∈ A(b) admits a Harder-Narasimhan (HN) filtration: a sequence
. In addition, any σ (b,w) -semistable object E ∈ A(b) has a Jordan-Hölder (JH) filtration into stable factors of the same phase, see [Bri08, Section 2] for more details. To simplify drawing the figures, we always consider the following projection:
Given a pair (b, w) ∈ R × R >0 , the kernel of stability function Z (b,w) is a line inside the negative cone in N (X)⊗R ∼ = R 3 spanned by the vector 2, 2bH, H 2 (b 2 +w 2 ) . Its projection is denoted by
.
Thus, for any stability condition σ (b,w) , we associate a point k(b, w) ∈ R 2 . The two dimensional family of stability conditions of form σ (b,w) , is parametrised by the space
with the standard topology on R 2 .
Lemma 2.5. We have
where I δ is the closed line segment that connects pr(δ) to p δ which is the intersection point of the parabola y = H 2 2 x 2 with the line through the origin and P r(δ), see Figure 1 . Note that the point k(b, w) is on a line with equation x = by. As w gets larger, the point k(b, w) gets closer to the origin. By abuse of notation, we denote the point k(b, w) ∈ V (X) by the corresponding stability condition σ (b,w) .
The family of stability conditions V (X). The following lemma ensures non-existence of projection of roots in some critical areas. We denote by γ n the point 1/n, H 2 /(2n 2 ) on the parabola for any n ∈ Q. Lemma 2.6. For any positive number n ∈ 1 2 N, define
, then there is no projection of roots pr(δ) in U n . Proof. Assume for a contradiction that pr(δ = (r,cH,s)) ∈ U n , then
Moreover,
If n ∈ N, there is no triple (r,c,s) ∈ Z 3 that satisfies both inequalities (4) and (5) and if n ∈ 1 2 N, the only possible case isr = ±1. But, we assumed 2n ≤ H 2 and inequality (3) implies 0 < |c| < 1, a contradiction.
Remark 2.7. Note that if the point pr δ = (r,cH,s) = (c/s,r/s) is on the y-axis, theñ c = 0. But, δ 2 = −2rs = −2 which givesr =s = ±1 and pr(δ) = (0, 1). This point is denoted by o ′ in Figure 2 .
Given three positive numbers m, n, ǫ ∈ 1 2 N such that m < n, the point on the line segment γ m γ n with the x-coordinate 1/(m + ǫ) is denoted by q ′ m,n,ǫ . Also, the point where the line segments γ m γ n and oγ n−ǫ intersect is denote by q m,n,ǫ , see Figure 3 . One can define similar points for the triple (−m, −n, −ǫ). For two points q 1 , q 2 ∈ R 2 , we denote by [q 1 q 2 ] the closed line segment which contains both q 1 and q 2 . The open line segment which contains neither q 1 nor q 2 is denoted by (q 1 q 2 ).
Lemma 2.8. Let m, n, ǫ ∈ 1 2 N be three positive numbers such that
Then there is no projection of roots in the grey area in Figure 3 and on the open line segments (q m,n,ǫ q ′ m,n,ǫ ) and (q −m,−n,−ǫ q ′ −m,−n,−ǫ ). Proof. We show that the claimed region is contained in a suitable union of the U k 's. Given a number k ∈ 1 2 N where m < k < n, the point where the line segments γ m γ n and oγ k intersect is denoted by γ ′ k , see Figure 4 . The x-coordinate of the point γ ′ k is
, so the point γ ′ k ∈ U k+0.5 . Therefore, the grey region in Figure   3 is contained in
N and the claim follows from Lemma 2.6.
The 2-dimensional family of stability conditions which parametrised by the space V (X) admits a chamber decomposition for any object E ∈ D(X). Note that in the following, we do not assume v(E) is primitive; in particular, E might be strictly semistable in the interior of a chamber.
Proposition 2.9. Given an object E ∈ D(X), there exists a locally finite set of walls (line segments) in V (X) with the following properties:
(a) The σ (b,w) -semistability or instability of E is independent of the choice of the stability condition σ (b,w) in any given chamber.
If E is semistable in one of the adjacent chambers to a wall, then it is unstable in the other adjacent chamber.
, where L is a line that passes through the point pr(v(E)) if s(E) = 0, or that has a slope of r(E)/c(E) if s(E) = 0.
Proof. The existence of a locally finite set of walls which satisfies properties (a), (b) and (c), is proved in [Bri08, section 9], see also [Mac14] for the description of the walls. To prove claim (d), let σ (b,w) be a stability condition on a wall W E . The object E is strictly σ (b,w) -semistable, so up to shift, we may assume E ∈ A(b) and it has a subobject F in the abelian category A(b) of the same phase.
The objects E, F ∈ A(b) have the same phase if and only if the line ker Z (b,w) is on the plane spanned by v(E) and v(F ). Therefore, its projection
If s(E) = 0 and c(E) = 0, then any vector v in the ker Z (b,w) can be written as a linear combination
for some x, y ∈ R. Thus the point pr(v) = k(b, w) is on a line L of slope r(E)/c(E). Note that in this case s(F ) = 0, otherwise it cannot make a wall for E in V (X).
Assume the open line segment (p 1 p 2 ) is a connected component of L∩V (X) which contains the point k(b, w). Then [MS16, Proposition 6.22. (7)] implies that W E = (p 1 p 2 ).
Corollary 2.10. Given two objects E, F ∈ A(b 0 ) for some b 0 ∈ R such that s(E) = 0. Let L be a line that passes the point pr(v(E)) which also goes through the point pr(v(F )) if s(F ) = 0, or that has a slope of r(F )/c(F ) if s(F ) = 0. Then the objects E and F have the same phase with respect to a stability condition of the form σ (b 0 ,w) if and only if σ (b 0 ,w) lies on the line L, i.e., the associated point
We use the next lemma to describe regions in V (X) with no walls for a given object.
Lemma 2.11. Given a stability condition σ (b,w) and an object E ∈ D(X) such that
then the stability condition σ (b,w) cannot be on a wall for the object E. In particular, if v(E) = (r, cH, s) and b 0 = m/n for some m, n ∈ Z such that nc − mr = ±1, then the stability condition σ (b 0 ,w) cannot be on a wall for E.
Proof. If the stability condition σ (b,w) is on a wall W E , then up to shift, we may assume E ∈ A(b). There are two objects E 1 and E 2 in A(b) which have the same phase as E and
This is a contradiction to our minimality assumption (6).
which clearly satisfies the condition (6).
Lemma 2.12. Let E be a µ H -stable locally free sheaf with Mukai vector v(E) = (r, cH, s).
Proof. By definition, E[1] ∈ A(b 0 ) and has phase one which automatically implies it is
implies that E 1 is a skyscraper sheaf k(x) or shift of a locally free sheaf. Since E is a locally free sheaf, we have Hom k(x), E[1] = 0. Therefore, E 1 is the shift of a locally free sheaf, and we have the following short exact sequence in Coh(X):
3. An upper bound for the number of global sections
In this section, we study the Brill-Noether wall and introduce an upper bound for the number of global sections of objects in D(X) depending only on the geometry of their Harder-Narasimhan polygons at a certain limit point, see Proposition 3.4. We always assume X is a smooth K3 surface with Pic(X) = Z.H. Given an object E ∈ D(X), we denote its Mukai vector by v(E) = r(E), c(E)H, s(E) .
Lemma 3.1. Let E ∈ A(0) be a σ (0,w) -semistable object with φ (0,w) (E) < 1. Then
Proof. Let 0 =Ẽ 0 ⊂Ẽ 1 ⊂ .... ⊂Ẽ n−1 ⊂Ẽ n = E be the Jordan-Hölder filtation of E with respect to the stability condition σ (0,w) . Since the stable factors E i =Ẽ i /Ẽ i−1 have the same phase as E, we have
Therefore, the length of the filtration n is at most c(E). Given two factors E i and E j , we know Hom(
A generalization of the argument in [Bay16, Section 6] implies the following lemma.
Lemma 3.2. (Brill-Noether wall) Let σ (b,w) be a stability condition such that b < 0 and the point k(b, w) is sufficiently close to the point pr v(O X ) = (0, 1). Assume an object E ∈ D(X) is σ (b,w) -semistable and has the same phase as O X . Then
Proof. We first claim that the structure sheaf O X is σ (b,w) -stable when the point k(b, w) = pr ker Z (b,w) is sufficiently close to the point pr v(O X ) . Lemma 2.12 implies that O X is σ (0,w 0 ) -stable. In addition, Lemma 2.6 and Remark 2.7 show that there is an open neighbourhood around the point (0, 1) with no projection of roots other than pr v(O X ) . Therefore, any object F ∈ D(X) with Z (b,w) (F ) ≪ 1 and v(F ) 2 ≥ −2 is isomorphic to a shift of the structure sheaf,
. This implies there is no wall for O X in this open neighbourhood and it is σ (b,w) -stable.
The objects E and O X have the same phase with respect to the stability condition σ (b,w) , so if c(E) = 0 then 0 < r(E) = s(E) and E ∼ = ⊕ r(E) O X which clearly satisfies inequality (7). Hence, we can assume c(E) > 0. Consider the evaluation map
Since O X is σ (b,w) -stable, it is a simple object in the abelian category of semistable objects with the same phase as O X . Therefore, the morphism ev is injective and the cokernel cok(ev) is also σ (b,w) -semistable.
be the Jordan-Hölder factors of cok(ev) with respect to σ (b,w) . The Mukai vector of any factor is denoted by
We can deform the stability condition σ (b,w) such that the point k(b, w) gets closer to the point (0, 1) and the objects E and O X have still the same phase. Then the JH -filtration of E does not change, thus
This implies t i ≥ 0 and if
, the maximum number of factors with t i = 0 is equal to c(E). By reordering of the factors, we can assume E i ∼ = O X for 1 ≤ i ≤ i 0 and other factors satisfy t i = 0. Therefore,
Since w i , w j ≥ −2 for 1 ≤ i, j ≤ n, the same argument as Lemma 3.1 implies that
Now solving the quadratic equation
shows that
Definition 3.3. Given a stability condition σ (b,w) and an object E ∈ A(b), the HarderNarasimhan polygon HN σ (b,w) (E) is the convex hall of the points
If the Harder-Narasimhan filtration of E is the sequence
are the extremal points of the polygon HN
on the left side of the line segment oZ (b,w) (E), see Figure 5 . Figure 5 . The HN polygon is in the grey area.
We define the following non-standard norm on C:
The next proposition shows that we can bound the number of global sections of object in A(0) via the length of Harder-Narasimhan polygon at some limit point.
Proposition 3.4. Let E ∈ A(0) be an object with φ
(a) There exists w * > 2/H 2 such that the Harder-Narasimhan filtration of E is a fixed sequence
for all stability conditions σ (0,w) where 2/H 2 < w < w * .
be the extremal points of a polygon P E , then
Proof. We first show that there exists w 1 > 2/H 2 such that the semistable factorẼ 1 is fixed for the stability conditions of form σ (0,w) where 2/H 2 < w < w 1 . Let σ (0,w) be a stability condition such that 2/H 2 < w < 4/H 2 and v 1 = (r 1 , c 1 H, s 1 ) be a possible class of the semistable factorẼ 1 . Lemma 3.1 implies that
Therefore, if r 1 s 1 ≤ 0 then
Inequalities (8) and (9) imply that there are only finitely many possible classes v 1 . Thus there exists w 1 > 2/H 2 such that the semistable factorẼ 1 is fixed with respect to σ (0,w) where 2/H 2 < w < w 1 . Continuing this argument by induction, one shows that there is a number w i such that 2/H 2 < w i < w i−1 and the semistable factor E i =Ẽ i /Ẽ i−1 which is the semistable subobject of E/Ẽ i−1 with the maximum phase, is fixed for the stability conditions σ (0,w) where 2/H 2 < w < w i . Note that φ
) = 0, then C is the area between two parallel lines of slope r(E i )/c(E i ) which pass through the points o ′ and o * , see Figure 6 . Lemma 2.6 implies that there are no projection of roots other than pr(v(O X )) inside the rectangle with vertices a 1 = 1/2, H 2 /8 , a 2 = 1/2, 3/2 , a 3 = − 1/2, 3/2 and a 4 = − 1/2, H 2 /8 . Let C ′ be the common area of C and the rectangle a 1 a 2 a 3 a 4 , see the dashed area in Figure 6 . The structure of the wall and chamber decomposition implies that E i is semistable with respect to the stability conditions in C ′ . In particular, it is σ i := σ (b i ,w i ) -semistable where σ i is on the top boundary of C ′ , i.e., the associated point k(b i , w i ) is on the top boundary of C ′ . Figure 6 . The object E i remains semistable when we go to σ i
We may assume
. By Corollary 2.10, the objects E i and O X are σ i -semistable of the same phase and Lemma
gives
Thus,
We finish this section by stating two useful inequalities which are the result of deformation of stability conditions.
Proof. The construction of the walls and Proposition 2.9 imply that E is σ (b,w) -semistable and it is in the heart A(b) whenever the point k(b, w) is on the open line segment (q 1 q 2 ). Therefore, µ
Thus the stability conditions close to the points q 1 or q 2 give the inequalities (10).
The Brill-Noether loci in the case (A)
In this section, we first show that the morphism ψ : N → T described in (1) is well-defined in case (A). Then we consider a slope semistable rank r-vector bundle F on the curve C of degree 2rs and describe the location of the wall that bounds the Gieseker chamber for the push-forward of F . Finally, in Proposition 4.5, we show that if the number of global sections of F is high enough, then it must be the restriction of a vector bundle on the surface. We assume X is a K3 surface with Pic(X) = Z.H and H 2 = 2rs for some r ≥ 2 and s ≥ max{r, 5}. We also assume C is a curve in the linear system |H| and i : C ֒→ X is the embedding of the curve C into the surface. Let M C (r, 2rs) be the moduli space of slope semistable rank r-vector bundles on the curve C of degree 2rs. The push-forward of any vector bundle F ∈ M C (r, 2rs) to the surface X has Mukai vector
There is a region in the subspace of stability conditions V (X) where the notion of Bridgeland stability coincides with the old notion of Gieseker stability.
Lemma 4.1 ([Mac14, Theorem 3.11]). Let F be a vector bundle on the curve C. If F is slope-(semi)stable, then there exists w 0 > 0 such that the push-forward i * F is σ (b,w) -(semi)stable for any b ∈ R and w > w 0 . Conversely, if i * F is (semi)stable with respect to any stability condition σ (b,w) , then F is slope-(semi)stable.
Proof. Any coherent sheaf with rank zero is inside the heart A(b) for every b ∈ R. The first claim follows from [Mac14, Theorem 3.11] and the fact that lim
For the converse statement, assume i * F is σ (b,w) -(semi)stable and F ′ is a subsheaf of F , then
This implies F is slope (semi)stable.
For any slope semistable vector bundle F on the curve C, the chamber which contains stability conditions σ (b,w) for w ≫ 0, is called Gieseker chamber. Note that the corresponding point k(b, w) is close to the origin. Let M X,H (v) be the moduli space of H-Gieseker semistable sheaves on the surface X with Mukai vectorv = (r, H, s). Sincev 2 = 0, the moduli space M X,H (v) is a smooth projective K3 surface [Huy16, Proposition 2.5 and Corollary 3.5]. Any coherent sheaf E ∈ M X,H (v) is a µ H -stable locally free sheaf [HL10, Remark 6.1.9]. Note that E(−H) is also µ H -stable. Let
, r s(r − 1) 2 . We also denote byõ the point that the line segments pq and o ′ o intersect, where o ′ = pr(v(O X )) as before. Assume the object W E ∈ D(X) is the cone of the evaluation map:
It has the Mukai vector v(W E ) = (−s, H, −r) with the projection q ′ := − 1/r, s/r . Lemma 2.8 for m = r, n = s(r − 1) and ǫ = 1 implies that there is no projection of roots in the grey area and on the open line segment (et) in Figure 7 , where e = q −m,−n,−ǫ and t = q ′ −m,−n,−ǫ . As before, we denote by γ n the point on the parabola y = rsx 2 with the x-coordinate 1/n. Proposition 4.2. Let E ∈ M X,H (v) be a µ H -stable vector bundle on the surface X.
(a) The restriction E| C is a slope stable vector bundle on the curve C and h 0 (C, E| C ) = r + s. In particular, the morphism ψ described in (1) is well-defined in case (A).
where E ′ is a µ H -stable locally free sheaf on X and Hom
Proof. By [Bri08, Proposition 14.2], the coherent sheaf E is σ (0,w) -stable where w ≫ 0. Lemma 2.11 implies that there is no wall for E intersecting the line segment oo ′ . If the stability condition σ 1 := σ (b 1 ,w 1 ) is on the line segment q ′ o ′ (i.e. the corresponding point 
, then E is σ 1 -semistable and has the same phase as the structure sheaf O X . Then Lemma 3.2 shows that h 0 (X, E) ≤ r + s. Moreover, E has a positive slope, so Hom X (E, O X ) = 0 and
This implies that h 0 (X, E) = r + s. Lemma 2.12 implies that E(−H)[1] with Mukai vector − r, (r − 1)H, −s(r − 1) 2 is σ 2 := σ (b 2 ,w 2 ) -stable where b 2 = −(r − 1)/r and w 2 ≫ 0. Note that Lemma 2.6 ensures that such stability condition exists. Let e ′ be the point that the line segment q ′ p intersects the line given by the equation x = b 3 y, where
If s ≥ max{r, 5}, then
Thus the line segment oe ′ is located between two lines oγ −r−1 and oγ −s(r−1)+1 and it is on the grey area with no projection of roots. By Lemma 2.11, there is no wall for E(−H)[1] intersecting the closed line segment [oe ′ ]. Therefore, E(−H) is stable with respect to the stability condition at the point e ′ . In particular, this implies the structure sheaf O X does not make a wall for E(−H)[1] and Hom(O X , E(−H)[1]) = 0. To prove (b), we consider the stability conditionσ := σ (0,w) where k(0,w) =õ, see Figure 7 . The objects E and E(−H)[1] areσ-stable of the same phase, so Hom(E, E(−H)) = 0. Moreover, i * E| C is the extension of these two objects in A(0),
Hence i * E| C isσ-semistable. Moreover, φ (0,w) (E) < φ (0,w) (i * E| C ) for w >w, so the uniqueness of the JH filtration implies that i * E| C is σ (0,w) -stable and Lemma 4.1 shows E| C is slope-stable. Moreover,
which implies h 0 (C, E| C ) = h 0 (X, E) = r + s. This completes the proof of (a).
The sheaves E and O X are σ 1 -semistable of the same phase. The same argument as Lemma 3.2 shows that the object W E is the cokernel of the evaluation map in the abelian category of semistable objects with the same phase as O X and it is σ 1 -semistable. We claim that W E is σ 1 -strictly stable. Indeed, if there exists a subobject E 1 ⊂ W E with the same phase as 
for a locally free sheaf E ′ on X and it is σ 4 := σ (b 4 ,w 4 ) -stable where b 4 = −1/s and w 4 ≫ 0, by Lemma 2.12. Let t ′ be the point that the line segment q ′ p intersects the line given by the equation y = x(−s + 1). Then the x-coordinate of the point t ′ is equal to −1/(2r − 1) which is bigger than −1/(r + 1) if r > 2 and t ′ = t if r = 2. We claim that for r = 2 the point t = − 1/3, (s − 1)/3 cannot be the projection of a root. Indeed, if there exists a root δ = (r,cH,s) with pr(δ) = t, theñ
This implies |s| ≥ 3. Since δ 2 = −2, we haves 2 (s − 3) = 9 which is impossible for s ≥ 5. By Lemma 2.11, there is no wall for E ′ intersecting the closed line segment [ot ′ ]. Thus, E ′ is stable with respect to the stability condition at the point e ′ and it has the same phase as E(−H)[1], so there is no non-trivial homomorphism between them which finishes the proof of (c).
The first wall. Lemma 4.1 implies that the push-forward of any vector bundle F ∈ M C (r, 2rs) is σ 0 := σ (b 0 ,w 0 ) -semistable where σ 0 is in the Giesker chamber for i * F , which means w 0 is large enough and b 0 is arbitrary. By Proposition 2.9, any wall for i * F is part of a line which goes through the point p ′ := pr v(i * F ) if r > 2 or it is a horizontal line segment if r = 2. The next proposition describes the location of the wall that bounds the Gieseker chamber for i * F .
Proposition 4.3. Given a vector bundle F ∈ M C (r, 2rs), the wall that bounds the Gieseker chamber for i * F is not below the line segment pq and it coincides with the line segment pq if and only if F is the restriction of a vector bundle E ∈ M X,H (v) to the curve C.
Proof. Assume that the wall W i * F that bounds the Giesker chamber for i * F , is below or on the line segment pq, see Figure 8 for r > 2. Suppose the stability condition σ (0,w * ) is on the wall W i * F . Then there is a destabilising sequence F 1 ֒→ i * F ։ F 2 of objects in A(0) such that F 1 and F 2 are σ (0,w * ) -semistable of the same phase as i * F and φ (0,w) (F 1 ) > φ (0,w) (i * F ) for w < w * . Taking cohomology gives a long exact sequence of sheaves
Let v(F 1 ) = r ′ , c ′ H, s ′ and v H 0 (F 2 ) = 0, c ′′ H, s ′′ . If r ′ = 0, then since F 1 and i * F have the same phase with respect to σ (0,w * ) , we have v(F 1 ) = k.v(i * F ) for some k ∈ R. This implies F 1 and i * F have the same phase with respect to all stability conditions in V (X) and so F 1 cannot make a wall for i * F , hence r ′ > 0. Let T (F 1 ) be the maximal torsion subsheaf of F 1 and v T (F 1 ) = (0,rH,s). The torsion sheaf T (F 1 ) is also a subsheaf of i * F , thus
Note that i * is always underived. The surjection
Assume q 1 and q 2 are the points of intersection of the wall W i * F with the line segments op and oq, respectively. Then Lemma 3.5 implies that 1
Therefore,
Combined with the inequality (13), this is only possible if all these inequalities are equalities, i.e. r ′ = r − c ′′ −r,
Therefore, c ′′ =r = 0 and c ′ = 1, which implies that F 1 is a torsion-free sheaf with the Mukai vector v(F 1 ) = (r, H, s ′′ ). Note that is injective and so F 1 | C ∼ = F . Now instead of checking the possible walls above the line segment pq, we consider the stability conditions of form σ (0,w) which are close to the point (0, 1) and examine the Harder-Narasimhan filtrations. Given a semistable vector bundle F ∈ M C (r, 2rs), the σ (0,w) -semistability of i * F for w ≫ 0 gives φ + (0,w) (i * F ) < 1. Proposition 3.4 implies that there is a positive real number w 1 > 0 such that for every stability condition σ (0,w) where 1/(rs) < w < w 1 , the HN filtration of i * F is a fixed sequence
(E). Let P F be the polygon with the vertices {p i } i=n i=0 where p i = Z(Ẽ i ) and the triangle T has vertices g 1 := Z(v) = r − s + i, g 2 := Z(i * F ) = r 2 s − 2rs + i r and the origin.
Lemma 4.4. The polygon P F for any vector bundle F ∈ M C (r, 2rs) is contained in the triangle T = △og 1 g 2 and they coincide if and only if the bundle F is the restriction of a vector bundle E ∈ M X,H (v) to the curve C, see Figure 9 .
Proof. It suffices to show that
p 2 Figure 9 . The polygon P F is inside the triangle T Let v(E 1 ) = (r 1 , c 1 H, s 1 ). Since φ + (0,w) (F ) < 1, we have 0 < c 1 < r. Assume for a contradiction that
Therefore, the point q 1 := (r 1 /c 1 , s 1 /c 1 ) is above the line L 1 given by the equation
This shows q 1 is below or on the line L 2 given by the equation y − x(rsw 2 ) = s − r 2 sw 2 , see Figure 10 . Since the point of intersection of the lines L 1 and L 2 is (r, s), we must have
Therefore, the point q 1 is on the dashed area in Figure 10 . The point on the line L 1 with the first coordinate r + 1/r, which is denoted by q ′ , has the second coordinate s + 1/r. Thus the point q ′ is above the hyperbola with the equation xy = rs + 1 and
So the point q 1 is also above the hyperbola and we get a contradiction by Lemma 3.1. Similarly, if the semistable factor E n with the Mukai vector v(E n ) = (r n , c n H, s n ), does not satisfy the inequality (14), then the point q n := (r n /c n , s n /c n ) is below the line L ′ 1 by the equation y = x − s(r − 1) + r/(r − 1) and is above or on the line L ′ 2 with the equation y = x(rsw 2 ) − s(r − 1) + r 2 sw 2 /(r − 1). Since the point of intersection of these two lines is − r/(r − 1), −s(r − 1) , we have
Then the same argument as above leads to a contradiction if s ≥ r. . Therefore, the polygon P F coincides with T . Conversely, given a vector bundle F ∈ M C (r, 2rs) such that P F = T , then g 1 = p 1 and so v(E 1 ) = (r + k, H, s + k). The point q 1 = (r + k, s + k) is on the line L 1 . Since q 1 is on the dashed area in Figure 10 , we have k ≥ 0. But, v(E 1 ) 2 = −k(r + k + s) ≥ −2 which gives k = 0 and Proposition 4.3 implies that F is the restriction of the vector bundle
The maximum number of global sections. The next proposition shows that any vector bundle F ∈ M C (r, 2rs) with high enough number of global sections is the restriction of a vector bundle on the surface.
Proposition 4.5. Let F be a slope-semistable rank r-vector bundle on the curve C of degree 2rs, where s ≥ max{5, r}. If h 0 (F ) ≥ r + s, then F is the restriction of a vector bundle E ∈ M X,H (v) to the curve C. In particular, the morphism ψ : M X,H (v) → B r+s C (r, 2rs), which sends a vector bundle to its restriction, is bijective.
Proof. By Lemma 4.4, it suffices to show that the polygon P F coincides with the triangle T = △ og 1 g 2 . Assume for a contradiction that P F is strictly inside T . Since the vertices of P F are Gaussian integers, P F must be contained in the polygon og ′ 1 g ′ 2 g 2 , where g ′ 1 = r − s + 1 + i, g ′ 2 = s(r − 2) + r − r/(r − 1) + 2i, see Figure 11 . The convexity of the polygon P F and the polygon og
We have g 1 g ′ 2 = 4rs + 4 + sr(r − 1) − r/(r − 1) 2 , and
Hence,
Since 4rs + 4 + sr(r − 1) − r/(r − 1) 2 ≤ sr(r − 1) + r/(r − 1), we have
Note that f 1 (r, 5) ≤ f 1 (r, s). On the other hand,
If s = r ≥ 5, then
If s > r ≥ 2, then f 1 (r, s) ≥ f 1 (2, 5) = 7.5 12 and f 2 (r, s) ≥ 0.5
Therefore, Therefore,
Therefore, l − l in ≤ 2ǫ this is a contradiction to the inequalities (17) and (18). Thus the polygon P F coincides with the triangle T and the morphism ψ : M X,H (v) → B r+s C (r, 2rs) is surjective. The injectivity is also the result of the uniqueness of the Harder-Narasimhan filtration.
Corollary 4.6. Let F be a slope-semistable rank r-vector bundle on the curve C of degree 2rs. Then h 0 (F ) ≤ r + s.
Proof. Using the same notations as the proof of Proposition 4.5, we have
The Brill-Noether loci in the case (B)
In this section, similar to section 4, we first show that the morphism ψ : N → T described in (1) is well-defined in case (B). Then we consider a slope semistable rank 4 vector bundle F on the curve C of degree 4p and discuss the location of the wall that bounds the Gieseker chamber for i * F . Finally, we show that the morphism ψ is bijective. We assume X is a K3 surface with Pic(X) = Z.H and H 2 = 2p for some odd number p ≥ 13. As before, C is any curve in linear system |H| and i : C ֒→ X is the embedding of the curve C into the surface X. The push-forward of any slope semistable vector bundle F ∈ M C (4, 4p) which has rank 4 and degree 4p, has Mukai vector Proof. By [Bri08, Proposition 14.2], E is σ (0,w) -stable for w ≫ 0 precisely if it is the shift of an H-Gieseker stable sheaf. Thus it will be enough to show that there is no wall W E intersecting the open line segment (oo ′ ). Assume for a contradiction that there is a stability condition σ (0,w 0 ) where E is strictly semistable. Up to shift, we may assume E ∈ A(0), so there are two σ (0,w 0 ) -semistable objects E 1 and E 2 in A(0) such that they have the same phase and
Lemma 3.5 for q 1 = k(0, w 0 ) and q 2 = pr(v) gives
Therefore, r(E 1 ) ≤ 2 and so r(E 2 ) ≥ 2. Since c(E 2 ) = 1, Lemma 2.11 implies that E 2 is σ (0,w) -stable for w > 1/p and [MS16, Lemma 6.18] gives H −1 (E 2 ) = 0. Now the same argument as above shows r(E 2 ) ≤ 2, so r(E 1 ) = r(E 2 ) = 2. But E 1 and E 2 have the same phase with respect to the stability condition σ (0,w 0 ) , thus s(E 1 ) = s(E 2 ) = p/2 / ∈ Z, a contradiction.
Proposition 5.2. Let E ∈ M X,H (v) be an H-Gieseker stable sheaf on X.
(a) The sheaf E is a µ H -stable locally free sheaf and the restriction E| C is a slopestable vector bundle on the curve C with h 0 (C, E| C ) = 4 + p. In particular, the morphism ψ described in (1) is well-defined in case (B).
Proof. Since E is an H-Gieseker stable sheaf, it is also µ H -semistable. If it is not µ H -strictly stable, then there are two coherent sheaves E 1 and E 2 with the same slope as µ H (E) and E 1 ֒→ E ։ E 2 . Therefore, v(E 1 ) = (2, H, s 1 ) and v(E 2 ) = (2, H, p − s). Since v(E i ) 2 ≥ −2 for i = 1, 2, we have s 1 = (p − 1)/2. But, dim Ext 1 (E 2 , E 1 ) = v(E 1 ), v(E 2 ) = 0 which means E is the direct sum of E 1 and E 2 , a contradiction. Moreover, µ H -stability of E implies that its double dual is also µ H -stable [Huy16, page 156]. Therefore, v(E ∨∨ ) 2 ≥ −2 which shows E is a locally free sheaf and proves the first part of (a). Lemma 2.12 implies that E(−H)[1] is σ 2 := σ (b 2 ,w 2 ) -stable where b 2 = −1/2 and w 2 ≫ 0. We show that there is no wall W E(−H) [1] interesting the closed line segment [ot] . Assume otherwise. Let F 1 and F 2 are the destabilizing objects on such a wall and F 1 ֒→ E(−H)[1] ։ F 2 . Taking cohomology gives a long exact sequence of sheaves
is a torsion free sheaf, we have r 2 > 0 and the surjection E(−H) ։ ker d implies 0 ≤ r 2 − r 1 ≤ 4. Assume q 1 and q 2 are the points of intersection of the wall W E(−H) [1] with the line segments oe and ot, respectively. The slope of the line segment oe is equal to the slope of oγ −p/2+1/2 and the slope of ot is smaller than the slope of oγ −5/2 , see Figure 12 . If r 1 = 0, then c 1 ≥ 0 and if r 1 = 0, then Lemma 3.5 for two points q 1 and q 2 implies that
If rk(ker d) = r 2 − r 1 = 0, then above inequalities implies c(ker d) = c 2 − c 1 < 0, a contradiction. If 0 < r 2 − r 1 < 4, then µ H -stability of E(−H) and inequalities (19) give
which is impossible for c 2 − c 1 ∈ Z and p ≥ 13, hence r 2 − r 1 = 4. But, H −1 (F 2 ) is a torsion free sheaf, so it must be zero and c 2 − c 1 = −2. Then inequalities (19) imply
This gives c 1 = r 1 = 0, so the subobject F 1 is a skyscraper sheaf. But E(−H) is a locally free sheaf, a contradiction. Therefore, E(−H)[1] is stable with respect to the stability conditions at the pointsõ and t. Moreover, the structure sheaf O X does not make a wall for
On the other hand, Lemma 5.1 implies that E is also stable with respect to the stability condition at the pointõ and Lemma 3.2 shows that h 0 (X, E) = 4 + p. Now the same argument as Proposition 4.2 implies that E| C is slope-stable and h 0 (C, E| C ) = 4 + p. Moreover, Hom(E, E(−H)[1]) = 0. This completes the proof of (a) and (b). Let σ 1 be a stability condition on the line segment o ′ t ′ and sufficiently close to the point o ′ . Since the structure sheaf O X and E are σ 1 -semistable of the same phase, the co-kernel W E of the evaluation map is also σ 1 -semistable. If it is not σ 1 -strictly stable, then it has a subobject E 1 with the Mukai vector v(
Therefore, t i = 0, 1 which means O X is either a subobject or a quotient of W E . But
If the stability condition σ (b,w) is on the line segment ot ′ , then b = −1/(p/2 + 1/2), see Figure 13 . Therefore, Lemma 2.11 implies that there is no wall for Figure 13 . No projection of roots in the grey area and at the point t Figure 12 . So there is no non-trivial homomorphism between them, which completes the proof of (c).
The first wall. Lemma 4.1 implies that the push-forward of any slope-semistable vector bundle F ∈ M C (4, 4p) is semistable with respect to the stability conditions in the Gieseker chamber. The next proposition describes the wall that bounds the Gieseker chamber for i * F . Note that the walls for i * F are horizontal line segments, by Proposition 2.9.
Proposition 5.3. Let F ∈ M C (4, 4p) be a slope-semistable vector bundle on the curve C, then the wall that bounds the Gieseker chamber for i * F is not below the line segment sq and it coincides with the line segment sq if and only if F is the restriction of a vector bundle E ∈ M X,H (v) to the curve C.
Proof. Assume the wall W i * F that bounds the Gieseker chamber for i * F is below or on the line segment sq, see Figure 14 . Assume the stability condition σ (0,w * ) is on the wall W i * F . There is a destabilising sequence F 1 ֒→ i * F ։ F 2 of objects in A(0) such that F 1 and F 2 are σ (0,w * ) -semistable for all stability conditions of form σ (0,w) where 1/p < w < w 1 . The same argument as Lemma 4.4 implies that the polygon P F with the extremal points
is inside the triangle T with the vertices g 1 := Z(v) = 4 − p + 2i, g 2 := Z(F ) = 4i and the origin.
Proposition 5.4. Let F be a slope-semistable rank 4 vector bundle on the curve C of degree 4p. If h 0 (F ) ≥ 4 + p, then F is the restriction of a vector bundle E ∈ M X,H (v) to the curve C. In particular, the morphism ψ described in (1) is bijective in case (B).
Proof. We first show that the polygon P F coincides with the triangle T = △og 1 g 2 . Assume for a contradiction that the polygon P F is strictly inside the triangle T , so it is contained in the polygon os 1 s 2 s 3 g 2 where s 1 := 2 − p/2 + i, s 2 := 5 − p + 2i, s 3 := 2 − p/2 + 3i, see Figure 15 . Therefore, which gives k = 0 for p ≥ 13. Therefore, (Ẽ 1 ) =v and F is the restriction of the vector bundleẼ 1 ∈ M X,H (v), by Proposition 5.3. This implies the morphism ψ is surjective in case (B) and the injectivity comes from the uniqueness of the Harder-Narasimhan filtration.
Corollary 5.5. Let F be a slope-semistable rank 4 vector bundle on the curve C of degree 4p. Then h 0 (F ) ≤ 4 + p.
Proof. Using the same notations as the proof of Proposition 5.4, we have
p i p i−1 ≤ l 2 = p + 4 + ǫ < p + 4 + 1.
The final results
In this section, we assume that the moduli spaces N and T are defined either as in the case (A) or (B) and prove the main results. Let i : C ֒→ X be the closed embedding of the curve C into the surface X, then the derived functor Ri * (−) = i * (−) and for a vector bundle E on X, we have Li * (E) = i * (E). Assume h : id D(X) → Ri * Li * is the natural transformation for the pair of adjoint functors Li * ⊣ Ri * . Given a vector bundle E in the moduli space N and a morphism ϕ ∈ Hom X (E Proof of Theorem 1.3. Let (X, H) be a polarised K3 surface with Pic(X) = Z.H, and let C be any curve in the linear system |H|. The moduli space N = M X,H (v) which is defined either as in case (A) or (B) is a smooth projective K3 surface. Moreover, there exists a Brauer class α ∈ Br(N ) and a universal (1 × α)-twisted sheafẼ on X × (N, α). Theorem 1.2 implies that the moduli space N is isomorphic to the Brill-Noether locus T and the restriction of the universal twisted sheafẼ| C×(T,α) is a universal (1 × α)-twisted sheaf on C × (T, α), so v ′ = v Ẽ | p×(T,α) for a point p on the curve C. Let H ′ be a generic polarisation on N . Then the moduli space M (N,α),H ′ (v ′ ) of α-twisted semistable sheaves on N with respect to H ′ , is isomorphic to the original K3 surface X (see e.g. [Yos15, Theorem 2.7.1]). Therefore, M (T,α),H ′ (v ′ ) ∼ = X which completes the proof of Theorem 1.3.
