An order 2m complex tensor H is said to be Hermitian if
Introduction
An mth-order complex tensor denoted by A = (A i 1 ...im ) ∈ C n 1 ×...×nm is a multi-array consisting of numbers A i 1 ...im ∈ C for all i k ∈ {1, ..., n k } and k ∈ {1, ..., m}. Tensor is the extension of matrix to higher order.
In the study of matrices, symmetric matrices and Hermitian matrices are playing significant roles [4] . As an extension of symmetric matrices, a tensor S = (S i 1 ...im ) ∈ C n×···×n is called symmetric [3] if its entries S i 1 ...im are invariant under any permutation operator P of {1, ..., m} i.e. (1.1)
Lots of study have been conducted regarding properties of symmetric tensors such as symmetric tensor rank [5, 3] , symmetric tensor decomposition [7, 1, 6] , symmetric tensor eigenvalues [2] and copositive tensors. Symmetric tensors are also applied to plenty of practical problems. Similarly, Hermitian tensor as an extension of Hermitian matrices is defined as follows.
Definition 1.1. A 2mth-order tensor H = (H i 1 ...imj 1 ...jm ) ∈ C n 1 ×···×nm×n 1 ×···×nm is called a
Hermitian tensor if H i 1 ...imj 1 ...jm = H * j 1 ...jmi 1 ...im for every i 1 , ..., i m and j 1 , ..., j m , where x * denotes the complex conjugate of x. A Hermitian tensor H is called a symmetric Hermitian tensor if n 1 = · · · = n m and its entries H i 1 ...imj 1 The space of all Hermitian tensors H ∈ C n 1 ×···×nm×n 1 ×···×nm is denoted by H[n 1 , . . . , n m ] for convenience. Generally an order 2m tensor H is called Hermitian if there is a permutation P [1, 2, · · · , 2m] = [p 1 , ..., p m , q 1 , ..., q m ] such that such that
B is a Hermitian tensor defined in (1.1). The general Hermitian tensor can be transformed into a usual Hermitian tensor by index permutation. It suffices to study the usual Hermitian tensor in (1.1), so our paper is focusing on the Hermitian tensor defined in (1.1).
Hermitian tensors can be applied in quantum physics research. An m-partite pure state |ψ of a composite quantum system can be regarded as a normalized element in a Hilbert tensor product space C n 1 ×···×nm . The pure state |ψ is denoted as |ψ = n 1 ,··· ,nm i 1 ,··· ,im=1
Hence, a pure state is uniquely corresponding to a complex tensor X = (X i 1 ···im ) under a given orthonormal basis [10] .
For a general mixed state ρ, its density matrix is always written as 
For vectors u 1 ∈ C n 1 , . . . , u m ∈ C nm , the rank-1 Hermitian tensor is denoted by
Lemma 2.1. For a Hermitian tensor A ∈ H[n 1 , . . . , n m ] and vectors u k ∈ C n k (k = 1, · · · , m),
we have:
Proof. i) Since A is Hermitian, A * i 1 ···imj 1 ···jm = A j 1 ···jmi 1 ···im . By (2.3) and (2.6), we have that
This completes the proof.
Let Q ∈ C n k ×n k be a square matrix, k = 1, · · · , m. The mode-k product of a tensor A by a matrix Q is a 2mth-order tensor, its entries are given by 
If all Q k may be taken to be real (and hence is real orthogonal), then the transformation is said to be (real) orthogonally transformation, B is said to be (real) orthogonally equivalent to A.
Unitary transformation is the extension of unitarily similarity of matrix. As we know, unitarily similar matrices share some common property such as eigenvalues and orthogonality.
There are also some invariant properties under unitary transformation stated in (2.1). Proposition 2.1. Assume that A ∈ H[n 1 , . . . , n m ] be a Hermitian tensor, Q k ∈ C n k ×n k be unitary matrices for k = 1, · · · , m.
is also a Hermitian tensor;
Hence, B is also a Hermitian tensor.
(ii) Assume that Q ∈ C n×n is a unitary matrix, then
Hence, an unitary transformation is a map from Hermitian tensors to Hermitian tensors.
The matrix trace and the F-norm of a Hermitian tensor are univariate under an unitary transformation. Unitary equivalent is an equivalence relation on Hermitian tensors. That is, the unitary equivalent is (a) reflexive:
3 Partial traces of tensors
Let ρ = ρ(A). For k ∈ {1, · · · , m}, define the non-k partial trace of ρ, denoted by Trk(ρ), which is a n k × n k matrix with its entries (Trk(ρ)) ij = n 1 ,··· ,n k−1 , n k+1 ,··· ,nm
Generally, for
TrĪ (ρ) of ρ is defined as a 2sth-order Hermitian tensor TrĪ (ρ) ∈ H[n k 1 , · · · , n ks ]. Its entries are defined as follows
The following example is another way to understand the concept non-k partial trace.
A 2nd-order tensor A is defined as
When j = l, the non-1 partial trace of ρ is followed by (3.8) as
The following is the Schmidt polar form, more detail seeing [8] .
and let ρ 1 = Tr1(ρ) and ρ 2 = Tr2(ρ) be the partial traces. Then:
(1) ρ 1 and ρ 2 have the same nonzero eigenvalues λ 1 , · · · , λ r (with the same multiplicities) and any extra dimensions are made up with zero eigenvalues (noting then r ≤ min(n 1 , n 2 ));
(2) A can be written as
However, if A is a higher order tensor then the Schmidt polar form does not hold as the following example.
Example 3.2. We consider a 3rd-order tensor here. Let v(α, β) = (cos α sin β, sin α sin β, cos β) T . It is observed that ρ 1 , ρ 2 and ρ 3 have different eigenvalues. Hence, the Schmidt polar form is false for the 3rd-order tensor.
r ∈ C n k are normalized and orthogonal for all k = 1, · · · , m.
Theorem 3.2. Assume that A ∈ C n 1 ×···×nm is an mth-order tensor with an orthogonal de-
Let ρ = ρ(A), ρ k = Trk(ρ). Then ρ 1 , · · · , ρ m have the same nonzero eigenvalues λ 2 1 , · · · , λ 2 r (with the same multiplicities), and
Then
Proof of Theorem 3.2. Since {u
r } ⊂ C n k are normalized and orthogonal for k = 1, · · · , m, then
By Lemma 3.1 and (3.9), it is followed that
This completes the proof. Proof. The necessity is followed by Theorem 3.2 directly for r = 1. Now we prove the sufficiency. Since ρ 1 , · · · , ρ m have the same only one nonzero eigenvalue λ = 1, then ρ 1 , · · · , ρ m are rank-one matrices and can be written as ρ k = u (k) u (k) * , k = 1, · · · , m.
Firstly, since ρ 1 has a singer nonzero eigenvalue λ = 1, we see A as a n 1 × (n 2 × · · · × n m ) matrix, by Schmidt polar form, there is a normalized tensorŨ (1) ∈ C n 2 ×···×nm , such that A = u (1) ⊗Ũ (1) .
It follows that
Secondly, since ρ 2 has a singer nonzero eigenvalue λ = 1, we seeŨ (1) as a n 2 × (n 3 × · · · × n m ) matrix, again by Schmidt polar form, there is a normalized stateŨ 2 ∈ C n 3 ×···×nm , such that U (1) = u (2) ⊗Ũ (2) , and ρ 3 = Tr1(Ũ (2) ⊗Ũ (2) * ).
And so on, it follows that
This completes the proof. 
3, it follows that
A is a rank-one tensor iff 1 is a nonzero eigenvalue of ρ k . By matrix theory, we know that 1 is an eigenvalue of ρ k iff Det(ρ k − I k ) = 0. Hence, the result hold. Proof. Assume that {e (k) 1 , · · · , e (k) n k } is an orthonormal basis of C n k , k = 1, · · · , m, and
Since A and B are unitary equivalent, hence there are unitary matrices Q 1 , · · · , Q m such
n k } is another orthonormal basis of C n k , and
Hence,
Hence, ρ A k and ρ B k are unitary equivalent. This completes the proof. This means that eigenvalues of partial traces are unchanged under unitary transformations.
A tensor is determined by its partial traces. have the same dimension.
Hermitian decomposition and ranks
Denote [n] := {1, · · · , n}, [n 1 , · · · , n m ] := {(i 1 , · · · , i m )|i 1 ∈ [n 1 ], · · · , i m ∈ [n m ]}. Denote E i 1 ···imj 1 ···jm as a 2mth-order tensor with only one nonzero entry (E i 1 ···imj 1 ···jm ) i 1 ···imj 1 ···jm = 1.
Denote I := (i 1 , · · · , i m ), J := (j 1 , · · · , j m ). Then E IJ = E i 1 ···imj 1 ···jm . Define an order I < J if there is a number k ∈ [m] such that i 1 = j 1 , · · · , i k−1 = j k−1 and i k < j k .
On the one hand, let E 1 = {E II : I ∈ [n 1 , · · · , n m ]},
where # denotes the number of entries of the set. Hence, The dimension of H[n 1 , . . . , n m ] is n 2 , where n = n 1 × · · · × n m .
On the other hand, let {e
Then E is a basis of the linear space H[n 1 , . . . , n m ] 1 over R, and its demission #E = n 2 1 × · · · × n 2 m = n 2 . Hence, H[n 1 , . . . , n m ] 1 = H[n 1 , . . . , n m ]. It follows that every Hermitian tensor is Hermitian decomposable.
Let n = n 1 × · · · × n m . Every Hermitian tensor H can be flattened as a Hermitian matrix H ∈ C n×n , labeled in the way that (H) I,J = H i 1 ...imj 1 ...jm (4.11) for I := (i 1 , . . . , i m ) and J := (j 1 , . . . , j m ). For a tensor U ∈ C n 1 ×···×nm , U * denotes the tensor obtained by applying complex conjugates to its entries. Note that U ⊗ U * is always Hermitian, because
The following is the spectral theorem for Hermitian tensors. Proof. Let H be the matrix labeled as in (4.11) . By the definition, the tensor H is Hermitian if and only if the matrix H is Hermitian, which is then equivalent to that
for real scalars λ i and orthonormal vectors q 1 , . . . , q s ∈ C N . We label vectors in C N by I = (i 1 , . . . , i m ). Each q i ∈ C N can be folded into a tensor U i ∈ C n 1 ⊗···⊗nm such that
The above decomposition for H is then equivalent to
Also note that
which equals 1 for i = j and zero otherwise.
From the proof, we can see that the real scalars λ 1 , · · · , λ s in (4.12) are eigenvalues of the 
This is equivalent to that the rank-1 tensors u 
Nonnegativity and Hermitian Eigenvalues
For a Hermitian tensor H ∈ H[n 1 , . . . , n m ], recall that H(x) is the conjugate polynomial Proof. Clearly, NNH[n 1 , . . . , n m ] is a closed, convex cone. It is solid, i.e., it has an interior point. For instance, the tensor I such that
is an interior point, because the minimum value of I(x) over the spheres x 1 = · · · = x m = 1 is one. The cone NNH[n 1 , . . . , n m ] is also pointed. This is because if H ∈ NNH[n 1 , . . . , n m ]
and −H ∈ NNH[n 1 , . . . , n m ], then H = 0. This is because H(x) ≡ 0 on x 1 = · · · = x m = 1
and H is Hermitian.
The nonnegativity or positivity of a Hermitian tensor is related to its Hermitian eigenvalues, which we define as follows. Consider the optimization problem
The first order optimality conditions for (5.14) are
where λ k is the Lagrange multiplier for x * k x k = 1, for k = 1, . . . , m. Because of the constraints x * k x k = 1, one can show that all Lagrange multipliers are equal. So we can write them as
Clearly, we can get
Hence, by Theorem 2.1, we know that λ must be real. Since,
hence equations (5.15) and (5.16 ) are equivalent. Clearly, the largest (resp., smallest) Hermitian eigenvalue of H is the maximum (resp., minimum) value of H(x) over the multi-spheres x i = 1. Consequently, A Hermitian tensor H is nonnegative (resp., positive) if and only if all its Hermitian eigenvalues are greater than or equal to zero (resp., strictly bigger than zero).
6 Separability and entanglement 
for some vectors u Proof. Note that Separ[n 1 , . . . , n m ] is the conic hull of the compact set 
where each U i is the vector corresponding to the tensor u
i . Clearly, the matrix H is positive semidefinite, hence all the matrix eigenvalues are nonnegative. Moreover, we also have
It is alway nonnegative over the multi-sphere 
and a positive decomposition
Let U = (U 1 , U 2 , . . . , U s ) be an n × s matrix, and V = (V 1 , V 2 , . . . , V r ) be an n × r matrix, respectively. Then r ≥ s and there is an s × r matrix Q satisfying QQ † = I s×s , such that V = U Q, where I s×s denotes the s × s unit matrix. Further more, if r > s, then Q can be extended to an r × r unitary matrix P , such that (U, 0) = V P −1 , where (U, 0) is an n × r matrix.
Proposition 6.1. Assume that H is a Hermitian tensor with a positive decomposition (4.12) and a positive rank-one Hermitian decomposition (4.10) with p i and λ j are positive for i = 1, · · · , r, j = 1, · · · , s. Let
Proof. Since x ij = U j , u
i · · · u (m) i and Q ij = p i /λ j x ij for i = 1, · · · , r, j = 1, · · · , s, then Q = (diag( 1 |λ 1 | , · · · , 1 |λs| )U † V ) T . By Theorem 6.3, it follows that r ≥ s, Q † Q = I s×s , V T = QU T and U T = Q † V T . Hence, these results are followed. From Theorem 6.3 and Proposition 6.1, we know that if H is a Hermitian tensor with a positive eigen-matrix decomposition (6.18) and a positive matrix decomposition (6.19), then Span(U 1 , · · · , U s )=Span(V 1 , · · · , V r ), and there is a matrix Q s×r such that QQ † = I s×s and V = U Q. Hence, by this method one can find all positive matrix decompositions of H. If V i are rank-one tensors, then one obtain a positive rank-one Hermitian decomposition of H.
The following example shows that not every Hermitian tensor with a positive eigen-matrix decomposition has a positive rank-one Hermitian decomposition. Then
This is a positive eigen-matrix decomposition. Assume that T has a positive rank-one Hermitian decomposition T = r k=1 p k A k ⊗ A * k , (6.21)
where A k = u k ⊗ v k , unit vectors u k ∈ C n 1 , v k ∈ C n 2 . By Theorem 6.3, A k can be written as a linearly combination of {U 1 , U 2 }. Assume that A = x 1 U 1 + x 2 U 2 . Then
1 ⊗ e
2 ⊗ e
2 .
T r1(A ⊗ A * ) = |x 1 + x 2 | 2 e
1 ⊗ e (1) * 1
2 ⊗ e (1) * 2
Since A is a rank-1 tensor, then Det(T r1(A ⊗ A * ) − I) = 0. It follows that x 1 = ±x 2 . Hence,
1 or A = 2x 1 e
2 . Substitute them into (6.21), we obtain the positive rank-one Hermitian decomposition as T = 4p 1 |x 1 | 2 e However, tensors T of (6.20) and (6.22) can't be the same. Hence, the Hermitian tensor T of (6.20) has no positive rank-one Hermitian decomposition.
