We study a Rock-Paper-Scissors model that describes the spatiotemporal evolution of three competing populations in ecology, or strategies in evolutionary game theory. The dynamics of the model is determined by a set of partial differential equations (PDEs) in a reaction-diffusion form; it exhibits travelling waves (TWs) in one spatial dimension and spiral waves in two spatial dimensions. In this paper, we focus on the stability of the TWs in a one-dimensional version of this model. A characteristic feature of the model is the presence of a robust heteroclinic cycle that involves three saddle equilibria. This heteroclinic cycle gives rise to a family of periodic TWs.
Introduction
Cyclic interactions of three competing populations have been observed in various ecosystems including morphs of the side-blotched lizard [37, 38] , coral reef invertebrates [17, 46] and strains of Escerichia coli [18, 19] . The famous game of Rock-Paper-Scissors, where Rock crushes Scissors, Scissors cut Paper and Paper wraps Rock, provides a model for cyclic dominance between competing populations in ecology, or strategies in evolutionary game theory. The spatiotemporal behaviour of cyclic dominance between competing populations has been described by several mathematical models [13, 26, 45] . This paper focusses on a spatially extended variant [26] of the May-Leonard model [20] , which models a cyclic competition between three populations.
Consider three competing populations A, B and C that depict the dynamics of Rock, Paper and Scissors; that is, B dominates A, and C dominates B, only to be dominated by A. One way to model the local interaction between A and B is to consider the following dimensionless rate equations A + ∅ Further, assume that the three populations diffuse in space at a rate that is proportional to their respective population densities. When the lattice spacing goes to 0, the resulting spatiotemporal dynamics is described by the system of partial differential equations (PDEs) [14, 26] 
where a, b and c are the (non-negative) densities of the three competing populations, non-dimensionalized to vary between 0 and 1. The parameters σ and ζ are non-negative constants as before. The dot is the derivative with respect to time t and the Laplace operator
∂x 2 in one dimension and
∂y 2 in two dimensions) models the diffusion. We assume that the populations occupy a circle in the one-dimensional case or a torus in the two-dimensional case. Hence, we impose periodic boundary conditions. The system may yield travelling wave (TW) solutions in a one-dimensional domain and spiral wave (SW) solutions in a two-dimensional domain. There are also other types of spatiotemporal solutions, but we are mainly interested in TW and SW solutions.
Reichenbach et al. [26] describe how differences in the diffusion rates give rise to a threshold that separates regimes of biodiversity, where different species coexist, and regimes of uniformity, where only one species survives. The authors of [25] focussed on a stochastic variant of (2) and examined the impact of the mobility coefficients, exchange rates between neighbours, and the initial conditions on the formation of spiral waves. Spatiotemporal patterns of other variants of Rock-Paper-Scissors cyclic models have been investigated in [4, 42, 43, 44] . To gain an insight into the dynamics of the two-dimensional SWs, we study periodic TWs as a one-dimensional phenomenon. In particular, we focus on the orbital stability of TWs, that is, the robustness of TWs under small perturbations. The theory for determining the stability of periodic TWs in parabolic PDEs is well established [27, 28, 29] . The idea is to linearize about the periodic TW and ignore the higher-order terms in order to obtain the associated linear spectrum, which is an indicator of the linear growth and decay rates.
A continuation-based numerical method for computing the spectrum of periodic TWs was first introduced in [30] and then described in detail in [23] . This method has been used for determining the stability of periodic TWs in a wide range of contexts including population models [34, 35, 40, 41] , chemical reactions [6] , vegetation patterns [9, 31, 32, 33, 36, 39] , electrophysiology [1, 15, 16] and other reaction-diffusion systems [24] . To our knowledge, stability analysis of large-wavelength periodic TWs near heteroclinic cycles has not been done before.
In this paper, we perform a linear stability analysis of periodic TWs in the spatiallyextended Rock-Paper-Scissors model (2) and compare this analysis to the intricate spatiotemporal behaviour obtained from direct PDE simulation. For the stability analysis, we adapt the continuation-based numerical method described in [23] to compute the spectrum of periodic TWs and obtain the stability boundary in the parameter plane. Our results show that the stability analysis are compatible with direct simulations of the one-dimensional periodic TWs as well as the associated two-dimensional SWs. We also build on this method to develop a technique for continuing the growth rate of unstable periodic travelling waves, which accurately and efficiently predicts the computationally-expensive integration time needed for the destabilisation of TWs. A characteristic feature of our model is the presence of a robust heteroclinic cycle that plays a key role in the organization of periodic TW. This makes it quite challenging to deal with large-wavelength periodic TWs, which spend long times near equilibrium points. Notwithstanding this challenge, we identified the termination points of the stability boundary curve as codimension-two points that involve heteroclinic bifurcations. All spectra computations in this paper were performed using the continuation software package AUTO, which uses a piecewise polynomial collocation method for discretizing solutions [11] .
The outline of the paper is as follows. Section 2 reviews the dynamics of (2) in the travelling frame of reference and discusses the existence of periodic TWs. In section 3, we describe and implement the numerical scheme for computing the essential spectrum of periodic TWs and determining the boundary of the stability region. We then show how the spatiotemporal behavior of travelling waves in the PDE simulations agrees with the acquired results of the stability analysis. We find that the computed growth rate of the periodic TWs obtained from the spectral analysis serves as an accurate predictor and indicator of the instabilities of the TW solutions. Conclusions and final remarks are presented in section 5.
Existence of periodic travelling waves
We use a dynamical-systems approach to study the existence and stability of travelling-wave solutions of system (2) . First, we write system (2) in vector form,
where U(x, t) = (a(x, t), b(x, t), c(x, t)) T , the subscripts denote the partial derivatives, and f (U) represents the kinetic terms of (2). We then assume that the travelling waves move to the right with a constant wavespeed γ > 0 and introduce the change of coordinates
. The system in the travelling frame then becomes
Stationary solutions of (4) can be obtained by setting
This second-order ordinary differential equation (ODE) can be written as a six-dimensional system of first-order ODEs: the saddle on-axis equilibria [21, 22] as follows. Consider the four-dimensional invariant subspaces P 1 := {c = c z = 0}, P 2 := {a = a z = 0}, P 3 := {b = b z = 0}. In each invariant subspace P i , i ∈ {1, 2, 3}, saddle equilibrium ξ i has a three-dimensional unstable manifold and saddle equilibrium point ξ i+1 (where ξ 4 ≡ ξ 1 ) has a two-dimensional stable manifold; these manifolds generically intersect pairwise in the four-dimensional invariant subspace P i .
Hence, there exists a heteroclinic connection ξ i+1 → ξ i for all P i . The concatenation of the three heteroclinic connections forms a codimension-zero heteroclinic cycle. In this sense, we call this heteroclinic cycle 'robust'. Now we review some results from [21, 22] . Figure 2 shows the bifurcation diagram of the travelling-frame system (5) for varying γ and ζ, with σ = 3.2. The red line is the locus of Hopf bifurcation (HB) and the grey curve is the locus of fold bifurcation of periodic orbits (F). The three blue-shaded curves are three different types of heteroclinic bifurcations: heteroclinic flip bifurcation (Flip), Belyakov-Devaney-type heteroclinic bifurcation (BD) and resonance heteroclinic bifurcation (Res). The flip bifurcation in system (5) is a degenerate heteroclinic bifurcation where each heteroclinic orbit is no longer tangent to the weak direction of the unstable manifold, but rather, tangent to the subspace spanned by the strong directions. This bifurcation can be traced using a two-point boundary value problem set-up in conjunction with numerical continuation. The bifurcation BD arises when two of the expanding eigenvalues of the saddle equilibria are equal, and the resonance heteroclinic bifurcation occurs when the heteroclinic orbit involves two eigenvalues of the same magnitude but opposite signs. The codimension-two bifurcation points c 1 , c 2 and c 3 (black dots) are the meeting points of bifurcations F and Flip, of bifurcations BD and Flip, and of bifurcations Res and BD, respectively. The unfolding of these codimension-two bifurcations is not well understood and left for future work.
A two-parameter family of periodic orbits born at the Hopf bifurcation exist to the right of the curve HB. Another family of periodic orbits originate from the flip bifurcation and exist between the curves Flip and F. The two families collide and annihilate each other at the fold bifurcation of periodic orbits. Away from F, the periodic orbits emanating from the Hopf bifurcation terminate at one of the three heteroclinic bifurcation branches. There exists a single periodic orbit for each parameter value in the region in between the Hopf bifurcation and the heteroclinic bifurcations, and two periodic orbits co-exist in the region between F and Flip. Each periodic orbit with period L in the travelling-frame system (5) corresponds to a TW solution in system (3) that is spatially periodic with wavelength L.
However, the stability of TWs under small perturbations requires further analysis as we explain in the next section.
Stability analysis of periodic travelling waves
In this section, we perform a linear stability analysis of the periodic TWs. We first derive the eigenvalue problem and briefly describe the computational set-up for computing spectra of TWs. This analysis is then implemented to determine the stability of periodic TWs in the spatially-extended Rock-Paper-Scissors model (2) . Finally, we identify a stable region of periodic TWs in the two-parameter plane as well as many different quantitative subregions of unstable periodic TWs that are distinguished by their growth rates.
Derivation of the eigenvalue problem
Consider the periodic TW solution U(z) with spatial period or wavelength L. Thus, U(z + L) = U(z) for all z ∈ R. This TW is required to be a stationary solution to the PDE in the travelling frame given by (4) , that is,
Now consider the perturbation: U(t, z) = U(z) + U(t, z), with the Floquet ansatz
Here λ ∈ C, u(z) ∈ C 3 and u(z) ≪ U(z) . After linearizing about U(z) and neglecting the higher-order terms, we obtain the eigenvalue problem
where D U f ( U) is the Jacobian of f (U) evaluated at the periodic travelling wave U(z). Solutions of this eigenvalue problem correspond to the spectrum of the linear operator
, acting on u(z). Spectra of linear operators separate into discrete and continuous parts; they are known as the point and essential spectra, respectively. It can be shown that the point spectrum of periodic TWs in reaction-diffusion models is always empty [29] , so we will use 'spectrum' to refer to the essential spectrum throughout the paper. A periodic travelling wave U(z) is said to be spectrally (or linearly) stable if the spectrum of the associated linear operator L, which always contains the origin, lies otherwise entirely in the left half of the complex plane. Conversely, if the spectrum contains any eigenvalues with positive real part, then the corresponding periodic TW is linearly unstable.
Set-up for computing the essential spectrum of periodic travelling waves
In order to find the essential spectrum of the operator L, we follow the numerical scheme that was first introduced in [30] , and later described in more detail in [23] . Here, we present an overview of the scheme. We solve for the eigenvalue problem (7) in its first-order-ODE form:
subject to the boundary conditions:
Here, λ ∈ C is the temporal eigenvalue with associated eigenfunction ( u(z), u z (z)) ∈ C 3 , and ν ∈ C is a spatial Floquet exponent. norm 1. That is, they are of the form e iφ , where the parameter φ ∈ R represents the phase shift across one period of the TW. Therefore, we restrict ν = iφ with φ ∈ R, and impose the following boundary conditions
In order to identify the eigenfunctions uniquely, we normalize and impose an integral phase condition as follows
Here, the brackets , denote the dot product and the subscript 'old' denotes the solution from the previous continuation step or the initial solution. The (essential) spectrum of a periodic TW solution U(z) is the set of temporal eigenvalues λ that satisfy the boundary value problem (8)-(10). (red dot) is always part of the spectrum since it admits Floquet multiplier e iφ = 1 (φ = 0)
Geometry of essential spectra: An example
corresponding to the tangent Floquet bundle of system (5). The eigenfunction u(z) at the origin can be obtained simply by substituting U(z) into system (5) and evaluating the right-hand side. Therefore, the origin is always a good starting point for the continuation of the spectrum. The essential spectrum is computed by continuing eigenfunctions u(z) as solutions to the boundary value problem (8)-(10), while allowing both λ and φ to vary. The black curve in fig. 3 is the spectrum of the periodic TW. The blue dots are selections of λ-values corresponding to various phases φ. It is noteworthy to mention that the spectrum is symmetric with respect to the imaginary axis due to the translational invariance of the linear operator L. The spectrum extends to the right half of the complex plane, which indicates that the corresponding periodic TW is linearly unstable.
Eckhaus bifurcation
There are two common types of instabilities that can occur for the essential spectrum of periodic TWs. Eckhaus instability [12] (also known as sideband instability) occurs when the curvature of the spectrum changes sign at the origin (λ = 0); this is the only type of instability that we find in system (2). Hopf instability occurs when the spectrum crosses the imaginary axis away from the origin; we do not observe this in system (2) . Figure 4 shows the Eckhaus-type instability for periodic TWs in (2) In order to determine the region of stability in the (ζ, L)-parameter plane, we compute the curve of Eckhaus instability via a numerical set-up adapted from [23] . We extend the eigenvalue problem (8) and (9) to include the differential equations for the first and second derivatives of u(z) and u z (z) with respect to φ. This is done for the purpose of measuring
, which determines the curvature of the spectrum at the origin. We then keep ζ = 1 fixed and detect an Eckhaus bifurcation at L ≈ 29.995; this bifurcation can then readily be continued in ζ and L by imposing the condition Figure 5 shows the curve Eck of Eckhaus instability (orange) in the (ζ, L)-parameter plane, which marks the instability onset of periodic TWs. In this projection, there exists a single periodic TW at every point of the parameter plane. The convex region bounded by the curve Eck is called a Busse balloon [7] and it exclusively contains all stable periodic TWs. In the region outside the Busse balloon, periodic TWs are linearly unstable. We observe from fig. 5 that small-wavelength periodic TWs will always be unstable. In contrast, large-wavelength TWs are stable within a finite interval of ζ. 
Busse balloon and the bifurcation diagram for different values of σ
In this section, we investigate how the stability region (Busse balloon) bounded by the Eckhaus instability curve depends on σ. Figure 6 shows the curve Eck of the Eckhaus instability (orange) superimposed on the bifurcation diagram of the travelling-frame ODE system (2) for σ = 3.2; compare with fig. 2 . As before, we show the loci of Hopf bifurcation (HB, red), fold of periodic orbits (F, grey), and heteroclinic bifurcations of flip (Flip, light blue), Belyakov-Devaney (BD, dark blue) and resonance types (Res, turquoise). For clarity, the two insets show enlargements in the vicinity of the codimension-two points. Note that the curve Eck begins and terminates at codimension-two points c 1 and c 3 , and is tangent to the curves Flip and Res. The Busse balloon corresponds to the region bounded by the curves Eck, BD, and the segment of the curve Flip between c 1 and c 2 . Now, we repeat our bifurcation analysis for smaller and larger values of σ > 0. Figure 7 shows the bifurcation diagram of system (5) We detected another regime of stable periodic TWs that is secondary to the Busse balloon. Figure 8 shows the bifurcation diagram of system (5) with σ = 10.0 and σ = 15.0 for larger ranges of γ and ζ. For σ = 10, as shown in panel (a), we find a second branch of Eckhaus bifurcation that appears to extend to infinity and forms a convex region that constitutes a second stable regime. We were unable to detect such a second stable region for σ = 3.2 and we suspect the this region exists only for very large values of ζ when σ is relatively small. For σ ≈ 11.5239, the two stable regions merge into a single stable regime. For larger values of σ, we observe that the stable regime extends to cover an increasingly larger region in the (γ, ζ)-plane.
Comparison to PDE simuations
In this section, we compare the stability analysis to direct simulations of one-dimensional TWs and two-dimensional SWs for the PDE system (2). Throughout, integration of the PDE system (2) is carried out using a second-order exponential time differencing method for integrating stiff systems [8] with periodic boundary conditions, i.e., U(t, L) = U(t, 0) 
The stability analysis predicted by the computation of the essential spectrum corresponds to the stability of periodic TWs that extend along an infinitely large domain −∞ < x < ∞. Of course, this is unfeasible in practice. Therefore, in order to have a good agreement with this analysis, we carry out simulations of five copies of periodic TWs along a large bounded domain of size 5 × L, where L is the wavelength of the periodic TW. When the number of copies is increased, we obtain qualitatively similar results but the computation time will be significantly longer. Throughout this section, the initial condition is a train of five periodic TWs with wavelength L, which is obtained from the numerical continuation of periodic solutions of system (2).
Instability mechanism of periodic TWs in system (2)
We find that unstable periodic TWs in system (2) deform in a particular way as follows. Figure 9 demonstrates the instability mechanism for periodic TWs in system (2); the inset is an enlargement highlighting the onset of the instability. The initial condition is obtained from a periodic solution to the travelling-frame system (5) with σ = 3.2, ζ = 1 and L = 20; its essential spectrum is shown in fig. 4(c) . We plot the amplitudes of this unstable periodic TW for a (red), b (green) and c (blue), as a function of time t. Note that all three variables appear to have approximately fixed amplitudes for a certain amount of time, but at t ≈ 2000 the amplitudes of the wave begin to oscillate in time and an irregular spatiotemporal behaviour emerges. Eventually, the amplitudes of the waves decay to zero T versus the leading temporal eigenvalue λ max , where T is the minimal integration time needed for the instabilities to be observable. In the right column, the black curve is the dispersion relation between λ max and ζ, and the red circles represent the PDE simulations for parameter values at their centres. The radii of the red circles are proportional to 1 T . The black cross corresponds to the parameter value at which the instability was not observed in the PDE simulations.
and each population acquires spatially homogeneous steady-state solutions.
This instability mechanism is characteristic for all unstable periodic orbits in system (2).
Therefore, we use the following criterion for the onset of instability of periodic TWs in system (2). We define the moment at which the amplitude of one the three populations changes by 5% as a heuristic criterion for observing the onset of instability. The vertical dashed line at t = 2223.32 in fig. 9 corresponds to this moment for the simulation; see also the enlargement in the inset.
Relation between instabilities in the simulated PDE system and the computed eigenvalues
PDE simulations of unstable periodic TWs may take a very long time before the instabilities become observable. Hence, we perform further spectral analysis for the unstable region (the region outside the Busse balloon). Namely, we compute the maximal growth rate associated with the unstable TWs, that is, the real part of the leading (rightmost) temporal eigenvalue of the spectrum λ max := max{Re(λ)}. The maximal eigenvalue λ max of unstable periodic TWs represents the rate at which the amplitude grows (or decays) causing the destabilization of the waves [39] . Therefore, we compare λ max to the growth rates of the unstable waves in the PDE simulations. Figure 10 shows a comparison between the computed maximal growth rate λ max obtained from equations (8)- (10) 
The black cross at (ζ, L) = (1. . Note that the larger the maximal eigenvalue λ max , the larger the corresponding data circles (i.e., the faster the corresponding periodic TWs destablize in the PDE simulations).
Belts of instability
We now identify different subregions in the (ζ, L)-parameter plane based on the maximal growth rate λ max ; we call these subregions belts of instability. The idea is to fix the real part of the leading temporal eigenvalue λ max of the spectrum of an unstable TW and continue it as a contour curve in the two-parameter plane. Figure 11 shows the unstable region (outside the Busse balloon) subdivided into four quantitative subregions, which are bounded by contours (black curves) of fixed leading eigenvalues λ max . For instance, the black curve labeled 10 −2 is obtained by continuing the contour for the rightmost temporal eigenvalue λ max = 10 −2 ; see also the spectrum shown in fig. 4 . One would expect that perturbations of the periodic TWs grow faster in the belts of instability with larger eigenvalues λ max . For example, the region bounded in between the curves labeled 10 −3 and 10 −2 contains periodic TWs that are 'more unstable' than those that lie in between the curves labeled 10 −4 and 10 −3 . Also shown in fig. 11 is the PDE simulation data superimposed on the different stability and instability regions. The blue squares indicate that the simulated periodic TWs remain stable for the entire total integration time T = 3.0 × 10 5 . The radii of the red circles are proportional to the growth rate
, where T is the integration time needed to achieve our criterion of a 5% amplitude increase for the periodic TWs. The blue square at (ζ, L) = (1.6, 60) lies just outside the stable region and corresponds to the black cross in fig. 10(b) . We again find that the growth rate in the PDE simulations, measured by 
Comparison to stability of spiral waves
We illustrated that solutions of spiral waves converge asymptotically to a train of periodic TWs as they move away from the core; see fig. 1 . Sandstede and Scheel [30] have shown that the maximal eigenvalue of the spectrum of spiral waves coincides with that of the asymptotic periodic TW. In other words, spiral waves and associated periodic TWs have the same stability boundary. Therefore, we perform PDE simulations of the two-dimensional spiral waves in a very large box (2000×2000) and compare it against the stability of the associated TWs. The instability or stability of the spirals was judged by whether perturbations that were introduced near the core grew or decayed, respectively, as they moved outwards. Figure 12 shows the two-dimensional spiral wave simulation data superimposed on the bifurcation diagram for the one-dimensional periodic TWs in system (2) with σ = 10.0. Blue squares indicate stability and red circles indicate instability. We note that the asymptotic TWs admit relatively short wavelengths L ∈ (16.19, 20.53) and are not particularly related to the heteroclinic bifurcations. The red circles in fig. 12 lie outside the stable Busse balloon and the blue squares lie inside it except for one data point at (γ, ζ) = (3.9023, 7.5). Since the curve Eck corresponds to the stability of the asymptotic periodic TWs in an infinitely unbounded domain, this discrepancy is likely due to the finite size of the domain in the simulations. For example, we performed a simulation at (γ, ζ) = (4.1082, 8.5) in the smaller box of size 1000 × 1000, and found that the spiral wave then appears to be stable for the entire integration time. Overall, we find that the stability analysis of asymptotic periodic TWs matches the stability of the associated spiral waves, as expected.
Conclusions and discussion
We investigated the stability of periodic TWs in a spatially-extended May-Leonard system, a phenomenological model that describes the local dynamics of cyclic interactions of three competing populations. The spatiotemporal behaviour in this model is intricate and not well understood. In this study, we performed a linear stability analysis of periodic TWs and examined it against the PDE simulation in the laboratory frame. In particular, we computed the onset of Eckhaus instabilities and located the parameter regimes in which the periodic TWs are stable. We also identified different unstable subregions (belts of instability) that quantitatively vary with respect to the underlying growth rate. Numerical evidence from previous work [16, 32, 36] shows that the Eckhaus instability curve terminates at codimension-two points that involve a homoclinic bifurcation. In system (2), we found that the Eckhaus instability curve terminates at two codimension-two points, both of which involve heteroclinic bifurcations. Details of the unfolding of these codimension-two points and their relation to the stability of TWs are left for future work.
The mechanism underlying the instability of TWs may take different forms. We found that unstable periodic TWs in system (2) deform in a particular way that causes their wave amplitudes to oscillate in time. We introduced a heuristic criterion for the instability of periodic TWs and used it as a benchmark to measure the growth rate in the laboratory frame. Comparing the growth rate in the laboratory frame against the largest temporal eigenvalue λ max suggests that the rightmost eigenvalue of the essential spectrum captures the long term spatiotemporal behaviour of unstable periodic TWs in system (2) . Spiral waves in the two-dimensional Rock-Paper-Scissors model are closely related to the periodic TWs. Away from the core, the solutions appear to converge asymptotically to a train of periodic TWs. These periodic solutions typically have relatively short wavelengths.
Our preliminary results demonstrate that the stability of the two-dimensional SWs can be predicted by the stability analysis of the associated one-dimensional periodic TWs. This is expected since the onset of instability of SWs coincides with that of the associated periodic TWs [30] . Numerical continuation of spiral waves in reaction-diffusion models has been conducted by [2, 3, 5, 10] . Barkley [3] developed a numerical method for continuing rotating spiral waves by discretizing on an equidistant polar grid. Bär et. al. [2] performed a pseudoarclength continuation method to study the existence and stability of spiral waves in a modified Barkley model. Bordyugov and Engel [5] described in detail a numerical method for computing and continuing rigidly rotating spiral waves by solving for a large boundary value problem in Fourier space. Dodson and Sandstede [10] used a continuation scheme to analyze the spectral properties of spiral waves and investigate the underlying mechanisms for instabilities. An appealing direction for future work is to perform continuation-based techniques to study the existence and stability of spiral wave solutions in system (2).
