Let the kmxm partitioned matrix
(1-4) K = (I , ..., I )', m m cf. Anderson and Styan (1980, p.11) . Then the m*n partitioned matrix We define the matrices A , ...., A and the vector spaces U , ..., U to be mutuaZJLy viAtualZy dl&joZnt whenever (1.7) r(A r ..., AJP = j£r(A.) where r(.) denotes rank, cf. Styan (1981) . We may write (1.7) as (1.8) r(K»D) = r (D) or equivalently as (1.9) diro(U u ... u II) = Z^dimU.,
where dim(.) denotes dimension o£ the vector space.
When the vector spaces U , ..., U are miftioZty viAtuaZly dt&jo-int then
X K
we define their union as the dOtzct -6uw? ofi the. vzctox. Apac&i U , ..., LL, and we write (1.10) Ü 9 ... © U = U u ... u U = C(A , ..., Ap = C(K'D). Rao and Mitra (1971, page 3, lines 5-6 ) define the two vector spaces U. and U. to be vVituaJLty dU>jo>int whenever their intersection (1.11) Ü. n U. = {0} , the null vector only, or equivalently (1.12) r(A i? A..) = r(A.) + r(A j ) , cf. Marsaglia and Styan (1974, page 272 (2.19) ). Clearly (1.7) •* (1.12) for all i / j and so (1.9) => (1.11) for all i £ j. The converse, however, holds in general only for k = 2; if k = 3 and
then (1.12) holds for all i ± j but (1.7) does not.
Rao and Yanai (1979, page 2, section 2, lines 4-5) use (1.11) to define U. and U. "disjoint" and then (page 2, Definition 1) define U , ... f U as X J IK "disjoint" whenever
has the unique representation
Rao (1973, page 11 (vii) ) uses this as a definition of "direct sum"; see also Takemura (1980, page 2, lines -6 and -7) .
To see that (1.15) follows from (1.7) we write
. DX (1) = DX (2) , which follows at once from (1.8) and the left-hand rank cancellation rule (Anderson and Styan (1980, page 12 , Lemma 2.2)).
A connection between the definitions of matrix direct sum and vector-space direct sum is provided by the equality of the row spaces of l*n row vectors
or equivalently
This follows from (1.8) since R(K'D) C R(D) always holds.
There seems to be no direct connection, however, between the vector-space direct sum U © ... © U, = C(A , ..., A.) of np<l vectors and the column space of kmxl vectors of the matrix direct sum C(A © ... © A ) .
The "definition" given by Takemura (1980, page 2, paragraph 3, line 3) of U , ..., Ü being (linearly) independent is that if
This is given by Rao and Yanai (1979, page 4) Anderson and Styan (1980, page 12) .
To see that the P. are unique we write (1.29) P = BZ, where Z = B'
not necessarily equal to Y. We may do this in view of Theorem 3 of Marsaglia and Styan (1974, page 273) . When the A. are "independent" then (1.30) P = K'DY = K'DZ => DY = DZ using (1.8) and the left-hand rank cancellation rule, and so is uniquely determined.
2. Projection and Idempotent Matrices. Then it is obvious that (i) <=*• (ii) and that (iii) ' *=» (iv) ', while (i) <=* (v) ' is (5.15) *=* (5.21) in Corollary 11.2 of Marsaglia and Styan (1974, page 283) , and (i) <=> (iii)' is proved by Anderson and Styan (1980, pages 7-8 , section 2.1) Takemura's Proposition 2.2 (page 4) extends Theorem 1.1 of Anderson and Styan (1980, page 5) . Let A , ..., A be square matrices, not necessarily symmetric, and let A = £ A.. Consider the following statements
In their (1.4), Anderson and Styan (1980, pages 5 and 11A) proved that
2) in Theorem 13 of Marsaglia and Styan (1974, pages 284-285) . That (dl) =*• (d2) follows at once since C(A , ..., A ) always
Since (a), (b) =* (dl) Takemura (1980, page 5, lines -8 to -10) suggests that "it may well be justified to call projection matrices A., i = l,...k, Takemura's Proposition 2.4 (page 6) is well known and can easily be proved without diagonalizability (I prefer using "diagonability" and will do so below), cf. e.g., Rao (1973, page 28 (i) ).
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3. Cochran-type Theorems.
Takemura's Lemma 3.1 (page 7) builds on his Proposition 2.2 to show that Cd)
We have already shown that (d) *"* (dl), (d2) > cf. page 9 of this review. To go the other way let us write:
Clearly (d2) => r(K»D) = r(K'DK) and so (dl), (d2) =» (d).
Takemura's Theorem 3.2 (page 9) builds on Theorem 3.3 of Anderson and Styan (1980, page 24 ), but does not seem to be a "simpler (but equivalent) version". Let 
