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A NONLINEAR THEORY OF DISTRIBUTIONAL
GEOMETRY
E. A. NIGSCH AND J. A. VICKERS
Abstract. This paper builds on the theory of generalised func-
tions begun in [1]. The Colombeau theory of generalised scalar
fields on manifolds is extended to a nonlinear theory of gener-
alised tensor fields which is diffeomorphism invariant and has the
sheaf property. The generalised Lie derivative for generalised ten-
sor fields is introduced and it is shown that this commutes with the
embedding of distributional tensor fields. It is also shown that the
covariant derivative of generalised tensor fields commutes with the
embedding at the level of association. The concept of generalised
metric is introduced and used to develop a nonsmooth theory of
differential geometry. It is shown that the embedding of a contin-
uous metric results in a generalised metric with well defined con-
nection and curvature. It is also shown that a twice continuously
differentiable metric which is a solution of the vacuum Einstein
equations may be embedded into the algebra of generalised ten-
sor fields and has generalised Ricci curvature associated to zero.
Thus, the embedding preserves the Einstein equations at the level
of association. Finally, we consider an example of a metric which
lies outside the Geroch-Traschen class and show that in our diffeo-
morphism invariant theory the curvature of a cone is associated to
a delta function.
1. Introduction
In a previous paper [1] we introduced a global theory of generalised
functions on a manifold M . The key idea was to replace a nonsmooth
function f by 1-parameter families of smooth functions according to
(1) f˜ε(x) =
∫
M
f(y)ωx,ε(y),
depending on a suitable family of smoothing kernels (ωε)ε. For fixed
ε these may be treated just like smooth functions on manifolds so all
the standard operations that may be carried out on smooth functions
extend to the smoothed functions f˜ε. The embedding (1) extends to
distributions T ∈ D′(M) by defining
(2) T˜ (ωε)(x) = 〈T, ωx,ε〉.
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By introducing certain asymptotic conditions on the basic space of
generalised functions one may define the spaces of moderate and neg-
ligible generalised functions and hence obtain the Colombeau algebra
of generalised functions on M as the quotient Gˆ(M) = EˆM(M)/Nˆ (M).
The algebra of generalised functions Gˆ(M) contains the space of smooth
functions as a subalgebra and the space of distributions as a canonically
embedded linear subspace. We also introduced both the generalised Lie
derivative and the covariant derivative of generalised scalar fields onM .
The generalised Lie derivative commutes with the embedding while the
covariant derivative commutes at the level of association.
For applications of these ideas to general relativity we are interested
in looking at Einstein’s equations for metrics of low differentiability,
which are tensorial rather than scalar objects. Because the embedding
into the algebra does not commute with multiplication (except in the
smooth case) one cannot simply work with the coordinate components
of a tensor and use the theory of generalised scalars.
In section 2 we show how it is possible to define an algebra of gener-
alised tensor fields on a manifold which contains the algebra of smooth
tensor fields as a subalgebra and has a canonical coordinate indepen-
dent embedding of the spaces of (r, s)-tensor distributions as linear
subspaces. In section 3 we look at the embedding of distributional ten-
sor fields into the algebra of generalised tensor fields. In section 4 the
generalised Lie derivative is introduced and it is shown that it com-
mutes with the embedding. In section 5 we use the theory described
earlier to develop a nonlinear theory of distributional geometry and
briefly look at applications to general relativity in section 6. The co-
variant derivative of a generalised tensor field is introduced and it is
shown that this commutes with the canonical embedding at the level
of association. We then consider generalised metrics and show that
the embedding of a C0 metric results in a generalised metric with well
defined connection and curvature. We also show that if one embeds
a C2 vacuum metric into the Colombeau algebra then its generalised
Ricci curvature vanishes at the level of association. Finally we look
at an example of a metric for which it is not possible to define the
curvature using conventional distributions and show that the gener-
alised Einstein tensor of a cone is associated to a distributional energy
momentum tensor in a canonical and coordinate independent manner.
We will continue to use the notation of [1]. In particular, X and
Ωp(M) denote the spaces of smooth vector fields and p-forms, respec-
tively. A distributional tensor field may be regarded as simply a tensor
field with distributional coefficients. However we prefer to follow [2] and
adopt a global description in which type (r, s) tensor fields are regarded
as dual to type (s, r) tensor densities. We denote the space of compactly
supported type (s, r) tensor densities D˜sr(M) and denote the space of
type (r, s) tensor distributions D′rs (M). We let D˜(M) = D˜
0
0(M) denote
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the space of densities. Note that on an orientable manifold scalar den-
sities are equivalent to n-forms so in the scalar case what we do here
is consistent with [1].
2. The algebra of generalised tensor fields
In this section we will extend the theory of generalised scalar fields
on a manifoldM presented in [1] to vectors, covectors and more general
tensor fields. Before giving the precise definitions we motivate these
by looking at the smoothing of continuous (or more generally locally
integrable) tensor fields on M by integration.
Given a scalar field f ∈ C0(M) we may define a smooth scalar field
f˜ε by (1). Unfortunately this does not make sense if we replace f
by a vector field X . One obvious possibility is to work in some local
coordinate system and define (leaving out the ε for the moment)
X˜a(x) =
∫
M
Xa(y)ωx(y).
However, if we transform to a new coordinate system x′ and then
smooth we find
X˜a
′
(x) =
∫
M
∂xa
′
∂xb
(y)Xb(y)ωx(y)
which in general is not equal to
∂xa′
∂xb
(x)X˜b(x) =
∂xa′
∂xb
(x)
∫
M
Xb(y)ωx(y).
The reason for the problem is that we are attempting to integrate the
components of a vector at different points (see [3] for details). To make
such an integral well defined in a coordinate invariant way we need
to prescribe some additional structure which enables us to compare
tangent spaces at different points of the manifold.
Let Υ(x, y) ∈ TxM ⊗ T ∗yM be a two point tensor that depends
smoothly on x and y. More precisely, Υ is an element of TO(M) :=
Γ(M ×M,TM ⊠ T ∗M) and will be called transport operator (see [4]
and [5] for details).
For x, y ∈M , Υ defines a map
Υ∗(x, y) : T ∗xM → T
∗
yM
which may be written using the abstract index convention of [6] as
ωa 7→ Υ
a
b(x, y)ωa.
Contracting Υab(x, y) with a covector ωa in T
∗
xM hence gives an element
of T ∗yM . We may also use Υ to define a map
Υ∗(x, y) : TxM → TyM
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by the assignment
Xa 7→ Υab(y, x)X
b = Υb
a(x, y)Xb
where we set Υb
a(x, y) := Υab(y, x).
By taking suitable tensor products Υ may be used to transport ar-
bitrary tensors from x to y. Note that the transport operators we
will use in the development of the theory typically satisfy Υab = δ
a
b ,
hence Υ∗ and Υ∗ are the identity on the diagonal and invertible in a
neighborhood of it.
We are now in a position to describe the smoothing of a locally
integrable vector field X . Let x ∈ M , Υ be a transport operator and
let ω ∈ SK(M) be a smoothing kernel; then we define X˜(x) by its action
on covectors α ∈ T ∗xM (which may be written using the abstract index
convention) as
X˜a(x)αa =
∫
y∈M
αaΥ
a
b(x, y)X
b(y)ωx(y).
Note that αaΥ
a
b(x, ·)Xb(·) is a scalar field onM which may be smoothed
by integrating against ωx.
Similarly, in order to smooth a locally integrable covector field β we
consider its action on vectors Y ∈ TxM and use the transport operator
to extend this to a vector field. Thus,
β˜a(x)Y
a =
∫
y∈M
Y aΥa
b(x, y)βb(y)ωx(y).
Using the same strategy we can smooth a general locally integrable
type (r, s) tensor field S by defining S˜ according to
(3)
S˜a1...arb1...bs (x) =
∫
M
Sc1...crd1...ds(y)Υ
a1
c1(x, y) . . .
Υar cr(x, y)Υb1
d1(x, y) . . .Υbs
ds(x, y)ωx(y)
which with some changes of notation is the formula given in [3].
A natural way of obtaining such transport operators is by using a
background connection γ. If we choose U to be some geodesically
convex neighbourhood for γ (i.e., an open set such that every pair
of points in U can be connected by a unique geodesic lying in the set)
then we may define Υ∗(x, y) to be given by parallel transport of vectors
along the geodesic connecting x to y. Note that for such a transport
operator for x ∈ U , Υab(x, x) = δab (which ensures that X˜
a(x)→ Xa(x)
as ε→ 0). Unfortunately, such a transport operator is only defined for
(x, y) ∈ U × U . However, using a partition of unity we may define a
global transport operator which is determined by γ in the above way
in a neighborhood of the diagonal.
We are now in a position to define the basic tensor space that we
will use to define generalised tensor field on manifolds.
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Definition 1 (Basic tensor space). The basic space Eˆrs (M) of type (r, s)
generalised tensor fields consists of all maps
S : TO(M)× SK(M)→ T rs (M)
such that S(Υ, ω) depends smoothly on Υ ∈ TO(M) and ω ∈ SK(M),
where SK(M) = C∞(M, D˜(M)) is the space of smoothing kernels [1,
Definition 13] and the smoothness with respect to ω and Υ is defined
using the definitions of [7].
Note that as in our previous paper, for the sake of presentation
we completely omit discussion of the sheaf property; to obtain it we
actually would have to restrict the basic space to a somewhat smaller
one. For details, we refer to [5, 8].
Before going on to define moderate and negligible generalised tensor
fields we will look at the properties of the basic space Eˆrs (M).
3. Embedding distributional tensor fields
In this section we will discuss the embedding of distributional tensor
fields into the space of generalised tensor fields. We have already given
the basic construction for the embedding of a continuous tensor field
S in equation (3). We now turn to the case of a distributional tensor
field T .
Given a type (r, s) distributional tensor field T ∈ D′rs (M), a smooth-
ing kernel ωx(y) and a transport operator Υ ∈ TO(M) we may define
a smooth tensor field T˜ (Υ, ω) ∈ T rs (M) according to
(4) T˜ (Υ, ω)(x)(α1 . . . αr, Y1 . . . Ys) = 〈T,Ψx〉
where αj ∈ T ∗xM for j = 1 . . . r, Yk ∈ TxM for k = 1 . . . s and Ψx(y) is
the type (s, r) tensor density given by
(5)
Ψx(y) =(Υ
∗(x, y)α1(x))⊗ · · · ⊗ (Υ∗(x, y)αr(x))⊗
(Υ∗(x, y)Y1(x))⊗ · · · ⊗ (Υ∗(x, y)Ys(x))⊗ ωx(y).
The above formula (4) therefore gives a canonical embedding
ιrs : D
′r
s (M)→ Eˆ
r
s (M),
T 7→ T˜ .
It can be shown that T˜ (Υ, ω) depends smoothly on the smoothing
kernel ω and on the choice of transport operator Υ. Actually, the
seemingly innocuous statement that this mapping is smooth is far from
trivial to prove and is considered in detail in [5, 9].
Note that in order for T˜ (Υ, ω) as given by (4) to be a tensor field, Ψx
as given by (5) needs to be linear in the α and Y which requires that
Υ∗(x, y) : T ∗xM → T
∗
yM and Υ∗(x, y) : TxM → TyM are linear maps.
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It is also clear that if T ∈ T rs (M) is a smooth type (r, s) tensor field
then setting
(6) Tˆ a1...arb1...bs (Υ, ω) = T
a1...ar
b1...bs
gives an embedding
σrs : T
r
s (M)→ Eˆ
r
s (M),
T 7→ Tˆ .
We have seen that by combining a transport operator with a smooth-
ing kernel we may smooth tensor distributions. It is remarkable that
all linear and continuous mappings from D′rs (M) into T
r
s (M) are of this
form in the following sense: there is an isomorphism of locally convex
spaces
L(D′rs (M), T
r
s (M))
∼=
Γ(M ×M,T rsM ⊠ T
s
rM)⊗C∞(M×M) L(D
′(M), C∞(M)),
see [9]. For our purposes, elements of Γ(M ×M,T rsM ⊠ T
s
rM) are
constructed by taking tensor products of Υ ∈ Γ(M ×M,TM ⊠ T ∗M)
as in (3).
4. Generalised Lie derivatives
In this section we consider the Lie derivative of generalised tensor
fields. Before doing so we review the definition of the Lie derivative of
a distributional vector field as given by [2] (see also [10]). We begin
by looking at the Lie derivative of a distributional vector field X . If
we let θ be an arbitrary smooth 1-form then X(θ) is a distributional
scalar field. We now define the distributional Lie derivative of X with
respect to a smooth vector field Z to be that given by requiring the
Leibniz rule for X(θ) to be satisfied, so that
(LZX)(θ) := LZ(X(θ))−X(LZθ) ∀θ ∈ Ω
1(M).
We now define the distributional Lie derivative of a general distribu-
tional tensor field S.
Definition 2 (Lie derivative of tensor fields). Let S ∈ D′rs (M). The
Lie derivative of S with respect to the smooth vector field Z ∈ X(M) is
the element LZS ∈ D′rs (M) given by
〈(LZS)(θ
1, . . . , θr, X1, . . . , Xs), ω〉 = −〈S(θ
1, . . . , θr, X1, . . . , Xs),LZω〉
−
r∑
i=1
〈S(θ1, . . . ,LZθ
i, . . . θr, X1, . . . , Xs), ω〉
−
s∑
j=1
〈S(θ1, . . . , θr, X1, . . . ,LZXj, . . . , Xs), ω〉
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for all θ1, . . . , θr ∈ Ω1(M), X1, . . . , Xs ∈ X(M) and ω ∈ Ωnc (M).
Note that if we regard S ∈ D′rs (M) as dual to a type (s, r) tensor
density Ψ given by
Ψ = θ1 ⊗ · · · ⊗ θr ⊗X1 · · · ⊗Xs ⊗ ω
then the above formula can be written in the more compact form
〈LZS,Ψ〉 = −〈S,LZΨ〉.
In [1] we looked at derivatives of a generalised scalar field. This in-
volved defining the Lie derivative LSKX ω = L
Ωn
X ω+L
C∞
X ω of a smoothing
kernel which we obtained by differentiating the action of a 1-parameter
group of diffeomorphisms. For derivatives of a generalised tensor field
T (Υ, ω) we will also require the Lie derivative of the transport operator
Υ.
In principle we can consider the action of two diffeomorphisms µ and
ν which act separately on the x and y variables. Thinking of Υ as a
sum of terms of the form V a(x) ⊗ αb(y) we can consider the pullback
µ∗ = (µ∗)
−1 by taking the inverse of the pushforward action on the
vector V a(x) and the pullback ν∗ by taking the pullback action on the
1-form αb(y). This gives us the action
(µ∗, ν∗) : TO(M)→ TO(M).
We can also consider two vector fields X and Y with corresponding
flows FlXt and Fl
Y
t acting on the x and y variables. This enables us to
define the Lie derivative of Υ by
L(X,Y )Υ =
d
dt
∣∣∣∣
t=0
(
(FlXt )
∗, (FlYt )
∗
)
Υ.
Varying the x and y variables separately we have two Lie derivatives
L(X,0) and L(0,Y ) satisfying
L(X,Y )Υ = L(X,0)Υ+ L(0,Y )Υ.
We abbreviate LTOX Υ := L(X,X)Υ.
The explicit formulae are given by
(L(X,0)Υ)
a
b(x, y) = X
c(x)
∂Υab(x, y)
∂xc
−Υcb(x, y)
∂Xa
∂xc
(x)
and
(L(0,Y )Υ
a
b)(x, y) = Y
c(y)
∂Υab(x, y)
∂yc
+Υac(x, y)
∂Y c
∂yb
(y)
so that (L(X,0)Υ)(x, y) corresponds to the Lie derivative of the transport
operator with respect to the vector field X at x keeping y fixed (i.e.
thinking of Υ(x, y) as a vector field at x). Similarly, (L(0,X)Υ)(x, y)
corresponds to the Lie derivative of the transport operator with respect
to the vector field Y at y keeping x fixed (i.e. thinking of Υ(x, y) as a
covector field at y).
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Having calculated the Lie derivative of the transport operator we
are now in a position to look at the Lie derivative of a generalised
tensor field. Given a generalised tensor field T ∈ Eˆrs (M) then for fixed
ω ∈ SK(M) and fixed Υ ∈ TO(M) we know that T˜ := T (Υ, ω) is a
smooth type (r, s) tensor field and hence we may calculate its (ordinary)
Lie derivative with respect to a smooth vector field X ∈ X(M).
As in the case of the generalised Lie derivative of a scalar field, we
find the correct definition for the Lie derivative of a generalised tensor
field T with respect to a vector field X by differentiating the pullback
of T along the flow of X , i.e., (FlXt )
∗T , at time t = 0. This leads to
the following definition:
Definition 3 (Generalised Lie derivative of tensors). For T ∈ Eˆrs (M)
and X ∈ X(M) we define
(7)
(LˆXT )(Υ, ω) := LX(T (Υ, ω))− d1T (Υ, ω)(L
TO
X Υ)− d2T (Υ, ω)(L
SK
X ω).
As in the scalar case, di denotes the differential with respect to the
ith variable in the sense of [7].
Remark 4. Formula (7) must also be used for scalar fields which have
an Υ dependence. Such fields may arise, for example, from the con-
traction of a generalised vector field with a 1-form. For scalar fields
with no Υ dependence the above formula reduces to that given in [1] for
generalised scalar fields.
We now give an explicit formula for the Lie derivative of an embedded
vector field Y . For notational ease we first consider the special case
where Y is continuous so that we do not have to consider distributional
derivatives. The embedded vector field is given by
ι10(Y )(Υ, ω)
a =
∫
y∈M
Y b(y)Υab(x, y)ωx(y).
Taking the generalised Lie derivative of this according to Definition 3
gives
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LˆX(ι
1
0(Y ))(Υ, ω)
a(x) =
∫
y∈M
Y b(y)
(
(L(X,0)Υ
a
b)(x, y)ωx(y)
+ Υab(x, y)(L
C∞
X ω)x(y)
)
−
∫
y∈M
Y b(y)(LTOX Υ
a
b)(x, y)ωx(y)
−
∫
y∈M
Y b(y)Υab(x, y)(L
SK
X ω)x(y)
= −
∫
y∈M
Y b(y)(L(0,X)Υ
a
b)(x, y)ωx(y)
−
∫
y∈M
Y a(y)Υab(x, y)(L
Ωn
X ω)x(y)
=
∫
y∈M
(LXY )
b(y)Υab(x, y)ωx(y)
= ι10(LXY )(ω,Υ)
a(x),
hence LˆX(ι10(Y )) = ι
1
0(LXY ).
Turning now to the general case a similar calculation to the above
shows that for a distributional tensor field S ∈ D′rs (M) we have LˆX(ι
r
s(S)) =
ιrs(LXS).
For a smooth type (r, s) tensor field S we have σrs(S)(Υ, ω) = S
and since there is no dependence on the smoothing kernel or transport
operator the generalised Lie derivative is the same as the ordinary Lie
derivative so that LˆZ(σrs(S)) = σ
r
s(LZS).
Combining these two results we have
Proposition 5.
(a) The embedding ιrs of distributional tensor fields commutes with
the Lie derivative so that
LˆX(ι
r
s(S)) = ι
r
s(LXS).
(b) The embedding σrs of smooth tensor fields commutes with the
Lie derivative so that
LˆX(σ
r
s(S)) = σ
r
s(LXS).
Remark 6. The deeper reason for Proposition 5 comes from looking
at the induced action of a diffeomorphism µ : M → N on the space of
generalised tensor fields. If T ∈ Eˆ(N) is a generalised tensor field on
N then we may pull it back to a generalised tensor field µ∗T on M by
defining
(µ∗T )(Υ, ω)(x) := (Dµ(x)µ
−1)rs(T ((µ∗, µ∗)Υ, (µ∗, µ∗)ω)(µ(x)).
It is readily verified that the action of the diffeomorphism commutes
with the embedding so that if S ∈ D′rs (M) is a distributional tensor
10 E. A. NIGSCH AND J. A. VICKERS
field then
µ∗(ιrs(S)) = ι
r
s(µ
∗S)
If we now take µ to be the flow FlXt of a (complete) vector field then
we have
(FlXt )
∗(ιrs(S)) = ι
r
s((Fl
X
t )
∗S).
Differentiating this with respect to t and using the fact that for any
T ∈ Eˆrs (M) we have
(8) LˆXT =
d
dt
∣∣∣∣
t=0
(FlXt )
∗T
this immediately gives
LˆX(ι
r
s(S)) = ι
r
s(LXS).
Thus, the fact that the generalised Lie derivative commutes with the
embedding follows from the fact that the action of a diffeomorphism
commutes with the embedding.
5. The quotient construction and the algebra of
generalised tensor fields
Having looked at the properties of the basic space Eˆrs (M) we turn to
the definition of generalised tensor fields Gˆrs (M). These are defined as
moderate tensor fields modulo negligible tensor fields.
Similarly to the nets of smoothing kernels (ωε)ε of the scalar case, one
needs to introduce a suitable asymptotic structure on nets of transport
operators (Υε)ε such that in the limit ε→ 0, Υε ⊗ ωε converges to the
identity in the right way. The respective definitions are as follows:
Definition 7 (Admissible nets of transport operators). A net (Υε)ε ∈
TO(M)I is called admissible if
(i) locally around the diagonal inM×M , (Υε)ε is uniformly bounded
for small ε, and
(ii) Υab,ε(x, x) = δ
a
b for all x ∈M .
The space of all admissible nets of transport operators is denoted Υ(M).
Condition (i) means that for each chart U on M and all multiindices
k, l the derivative ∂kx∂
l
yΥ
a
b,ε is uniformly bounded in a neighborhood
of each point (x, x) of the diagonal; condition (ii) simply means that
Υ∗(x, x) and Υ∗(x, x) are the identity mappings.
The linear space corresponding to this affine space is introduced as
Υ0(M) := {(Ξε)ε ∈ TO(M)
I | (Υε)ε ∈ Υ(M)⇒ (Υε)ε+(Ξε)ε ∈ Υ(M)}.
The following definitions are the obvious generalisations of the scalar
case (we refer to [5, 11] for detailed proofs in a slightly extended set-
ting):
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Definition 8 (Moderate Tensors). The tensor field T ∈ Eˆrs (M) is called
moderate if ∀K ⊂ M compact ∀j, k, l ∈ N0 ∀Υ ∈ Υ(M), Υ1, . . . ,Υj ∈
Υ0(M) ∀ω ∈ A˜(M), ω1, . . . , ωk ∈ A˜0(M) ∀X1, . . . , Xl ∈ X(M) ∃N ∈
N:
(9)
sup
x∈K
‖LX1 . . .LXl(d
j
1d
k
2T (Υε, ωε)
(Υ1,ε, . . . ,Υj,ε, ω1,ε, . . . , ωk,ε))(x)‖ = O(ε
−N) (ε→ 0)
where || · || denotes the norm induced by some background metric.
The set of moderate tensors in Eˆrs (M) is denoted EˆM
r
s(M).
Note that the space of moderate tensors does not depend upon the
choice of background metric used to define the above norm. The inclu-
sion of the differentials with respect to Υ and ω makes the definition
look quite complicated but for embedded fields the dependence is at
worst linear so that in practice there are no significant complications
caused by this.
Definition 9 (Negligible tensors). The tensor field T˜ ∈ EˆMrs(M) is neg-
ligible if ∀K ⊂ M compact ∀j, k, l,m ∈ N0 ∀Υ ∈ Υ(M), Υ1, . . . ,Υj ∈
Υ0(M) ∀ω ∈ A˜(M), ω1, . . . , ωk ∈ A˜0(M) ∀X1, . . . , Xl ∈ X(M):
(10)
sup
x∈K
‖LX1 . . .LXl(d
j
1d
k
2T (Υε, ωε)
(Υ1,ε, . . . ,Υj,ε, ω1,ε, . . . , ωk,ε))(x)‖ = O(ε
−m) (ε→ 0).
We should note that the above formulae also apply to type (0, 0)
tensor fields (i.e., scalar fields) which depend on Υ. Such fields arise
for example from contraction of higher valence tensors. After taking
this point into account it follows from the above definitions that one
can test for moderateness and negligibility by looking at the scalar field
obtained by contraction.
Proposition 10 (Saturation). A generalised tensor field T˜ ∈ Eˆrs (M)
is moderate (respectively negligible) iff for all smooth covector fields
θi ∈ Ω1(M) and smooth vector fields Xj ∈ X(M), the generalised scalar
field
F (Υ, ω)(x) = T˜ (Υ, ω)(x)(θ1(x) . . . θr(x), X1(x) . . .Xs(x))
obtained by contraction is moderate (respectively negligible) when re-
garded as an element of Eˆ00 (M).
Proposition 11. EˆMrs(M) is a E
0
0 (M)-module with Nˆ
r
s (M) as a sub-
module.
Proof. As with the case of scalar fields the definitions of moderate and
negligible may be used to establish the following results which prove
the proposition:
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(a) f˜ ∈ EˆM 00(M), S ∈ EˆM
r
s(M) ⇒ f˜S ∈ EˆM
r
s(M);
(b) f˜ ∈ Nˆ 00 (M), S ∈ EˆM
r
s(M) ⇒ f˜S ∈ Nˆ
r
s (M);
(c) f˜ ∈ EˆM 00(M), S ∈ Nˆ
r
s (M) ⇒ f˜S ∈ Nˆ
r
s (M). 
We next examine the properties of the embeddings of distributional
and smooth tensor fields into the basic space. As an immediate con-
sequence of the analytical properties of the combination of admissible
nets of transport operators with test objects [5] one may establish the
following proposition.
Proposition 12.
(a) ιrs(D
′r
s(M)) ⊆ EˆM
r
s(M).
(b) σrs(T
r
s (M)) ⊆ EˆM
r
s(M).
(c) (ιrs − σ
r
s)(T
r
s (M)) ⊆ Nˆ
r
s (M).
(d) If T ∈ D′rs(M) and ι
r
s(T ) ∈ Nˆ
r
s (M), then T = 0.
We may also show that as in the scalar case moderateness and neg-
ligibility are stable under the action of the generalised Lie derivative.
Proposition 13. Let X ∈ X(M). Then,
(a) LˆX(EˆMrs(M)) ⊆ EˆM
r
s(M), and
(b) LˆX(Nˆ rs (M)) ⊆ Nˆ
r
s (M).
We are now in a position to define the space of generalised tensor
fields:
Definition 14 (Generalised tensor fields). We define the Gˆ(M)-module
Gˆrs (M) of generalised type (r, s) tensor fields by
(11) Gˆrs (M) = EˆM
r
s(M)/Nˆ
r
s (M).
We now consider tensor operations on Gˆrs (M). Let S˜ ∈ Eˆ
r
s (M) and
T˜ ∈ Eˆ tu(M). Since S˜(Υ, ω) and T˜ (Υ, ω) are smooth tensor fields we
may define S˜ ⊗ T˜ ∈ Eˆr+ts+u(M) by
(12) (S˜ ⊗ T˜ )(Υ, ω) = (S˜(Υ, ω))⊗ (T˜ (Υ, ω)).
In a similar way as in the scalar case [1] one may use the definitions
of moderateness and negligibility to show that if both T˜ and S˜ are
moderate then T˜ ⊗ S˜ is moderate and that if either T˜ or S˜ is negligible
then so is T˜⊗S˜. We may therefore define the tensor product as follows:
Definition 15 (Tensor product). The tensor product of [S˜] ∈ Gˆrs (M)
and [T˜ ] ∈ Gˆtu(M) is defined by
(13) [T˜ ]⊗ [S˜] = [T˜ ⊗ S˜]
where T˜ ⊗ S˜ is given by equation (12) above.
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In the same way one can show that if T˜ is obtained from S˜ by
contraction on a pair of indices, then T˜ is moderate if S˜ is moderate and
that T˜ is negligible if S˜ is negligible, hence we may define contraction
of generalised tensor field as follows
Definition 16 (Contraction). Let [S˜] ∈ Gˆrs (M). We may define an
element of Gˆr−1s−1(M) by making a contraction according to the formula
[S˜]a...e...bc...e...d = [S˜
a...e...b
c...e...d ].
We now define the generalised tensor algebra as
Gˇ(M) =
⊕
r,s∈N
Gˆrs(M).
From Definition 15 and Definition 16 we see that Gˇ(M) is closed under
the operations of tensor product and contraction.
We summarise the properties we have established in the following
theorem:
Theorem 17.
(a) The generalised tensor algebra Gˇ(M) is an associative differen-
tial algebra with product the tensor product ⊗, and derivatives
given by the generalised Lie derivatives LˆX for X ∈ X(M).
(b) The algebra is closed under the action of contraction.
(c) The space of smooth tensor fields may be embedded by the “con-
stant map” σrs and the algebra of smooth tensor fields forms a
subalgebra of Gˇ(M).
(d) For each r, s ∈ N0 there is a linear map ιrs which embeds D
′r
s(M)
as a C∞(M)-module of Gˆrs (M), and the embedding ι
r
s coincides
with σrs when restricted to smooth tensor fields.
(e) The embeddings ιrs and σ
r
s commute with the Lie derivative so
that LˆX(ιrs(T )) = ι
r
s(LXT ) and LˆX(σ
r
s(T )) = σ
r
s(LXT ).
We end this section by considering association for tensor fields. The
definition of association is much the same as for scalars.
Definition 18 (Association). We say that [T ] ∈ Gˆrs (M) is associated
to 0 (denoted [T ] ≈ 0) if for each Ψ ∈ D˜sr(M) we have
lim
ε→0
∫
T˜ a...bc...d(Υε, ωε)(x)Ψ
c...d
a...b(x) = 0 ∀ω ∈ A˜(M), ∀Υ ∈ Υ(M).
We say two elements [S], [T ] ∈ Gˆrs (M) are associated and write [S] ≈
[T ] if [S − T ] ≈ 0.
Definition 19 (Associated distributional tensor field). We say [T ] ∈
Gˆrs (M) admits S ∈ D
′r
s (M) as an associated tensor distribution if for
each Ψ ∈ D˜sr(M) we have
lim
ε→0
∫
T˜ a...bc...d(Υε, ωε)Ψ
c...d
a...b(x) = 〈S,Ψ〉 ∀ω ∈ A˜(M), ∀Υ ∈ Υ(M).
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Then just as in the scalar case one has the following proposition
(with similar proof).
Proposition 20.
(a) If S is a smooth tensor field in T rs (M) and T ∈ D
′t
u(M) then
(14) ι(S)⊗ ι(T ) ≈ ι(S ⊗ T ).
(b) If S and T are continuous tensor fields then
(15) ι(S)⊗ ι(T ) ≈ ι(S ⊗ T ).
In the scalar case the delts nets of smoothing kernels form a delta-net
in the sense that as ε → 0, ι(f)(ωε) → f in D′(M) for f ∈ D′(M).
The following result shows that this remains true in the tensor case.
Proposition 21. Given S ∈ D′rs then for all ω ∈ A˜0(M), Υ ∈ Υ(M)
and T˜ ∈ D˜sr(M) we have
lim
ε→0
∫
x∈M
ιrs(S)(Υε, ωε)(x)T˜ (x) = 〈S, T˜ 〉,
i.e., ιrs(S)(Υε, ωε)→ S in D
′r
s(M) as ε→ 0.
The following is a trivial corollary which generalises the correspond-
ing scalar result.
Corollary 22. At the level of association the embedding does not de-
pend upon the transport operator or the smoothing kernel in the sense
that given different admissible nets of transport operators Υ and Υ˜ and
different delta nets of smoothing kernels ω and ω˜ we have
lim
ε→0
∫
x∈M
ιrs(S)(Υε, ωε)T˜ (x) = lim
ε→0
∫
x∈M
ιrs(S)(Υ˜ε, ω˜ε)(x)T˜ (x)
for S ∈ D′rs (M) and T˜ ∈ D˜
s
r(M).
This shows that if one regards our Colombeau type theory as a
method for calculating with smoothed distributional tensor fields, then
the distributional limit as ε→ 0 exists for embedded distributions and
does not depend on the choice of transport operators or smoothing
kernels.
6. Generalised Differential Geometry and Applications
to General Relativity
In the previous section we established the key structural properties of
the generalised tensor algebra where we showed that it is closed under
the operations of tensor product and contraction and also closed under
the action of the generalised Lie derivative. Furthermore, we showed
that there exists a canonical embedding of distributional tensor fields
given by ιrs and that this embedding commutes with the Lie derivative.
However, from the point of view of applications the key property of
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generalised tensor fields is that if T is an element of the basic space
Eˆrs (M) then for any fixed smoothing kernel ω and any fixed transport
operator Υ the tensor field T˜ given by
T˜ := T (Υ, ω)
is a smooth tensor field, so that we may apply all the usual operations
of smooth differential geometry to it. In particular, we can calculate
the covariant derivative of a generalised tensor field. Moreover, one
can apply the ordinary Lie derivative of smooth tensor fields for fixed
Υ and ω and define (L˜XT )(Υ, ω) := LX(T (Υ, ω)).
We now look at the covariant derivative of a generalised tensor field
in the basic space. Let ∇ be a smooth connection and Z a smooth
vector field. For T ∈ Eˆrs (M) we define the generalised tensor field ∇ZT
to be given by
(∇ZT )(Υ, ω) := ∇Z(T (Υ, ω)).
Furthermore, if T is moderate then so is ∇ZT , and if T is negligible
then so is ∇ZT , so that we may define the covariant derivative of a
generalised tensor field to be given by
∇Z [T ] := [∇ZT ].
Lemma 23. Let S ∈ D′rs(M) be a distributional type (r, s) tensor field,
T ∈ T sr (M) a smooth type (s, r) tensor field and Z ∈ X a smooth vector
field. Then
L˜Z(ι
r
s(S)
aTa) ≈ ι
0
0(LZ(S
aTa)).
Proof. We will illustrate this by considering a distributional vector field
X ∈ D′10(M) and contracting with θ ∈ Ω
1(M). Let µ be a smooth
density of compact support; then by Proposition 21 we have
lim
ε→0
∫
L˜Z(ι
1
0(X)
aθa)(x)µ(x)
= − lim
ε→0
∫
ι10(X)
a(x)θa(x)(LZµ)(x)
= −〈Xaθa,LZµ〉 = 〈LZ(X
aθa), µ〉.
On the other hand,
lim
ε→0
∫
ι00(LZ(X
aθa))(x)µ(x) = 〈LZ(X
aθa), µ〉
so that
L˜Z(ι
1
0(X)
aθa) ≈ ι
0
0(LZ(X
aθa)).
The general case is seen similarly. 
Proposition 24. Let S ∈ T rs (M) be a C
1 type (r, s) tensor field, Z ∈
X(M) a smooth vector field and ∇ a smooth covariant derivative. Then
(16) ∇Z(ι
r
s(S)) ≈ ι
r
s(∇ZS).
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Proof. This follows directly from continuity of ∇Z : D′rs (M)→ D
′r
s (M).

Remark 25.
(a) For a smooth tensor field S ∈ T rs (M) equation (16) is true with
equality rather than association.
(b) With a suitable definition of distributional covariant derivative
(cf. [10, Section 3.1]) Proposition 24 is true for S ∈ D′rs(M).
(c) Give any given coordinate system xµ we can define a covariant
derivative which is nothing but the partial derivative in these
coordinates. Hence in any given coordinate system the above
result is also true if we replace ∇Z by the partial derivatives ∂µ.
(d) The above result is also true for all S ∈ D′rs(M) if we replace
∇Z by LZ.
Up to now we have discussed the covariant derivative of a gener-
alised tensor field with respect to a smooth classical connection ∇. We
now define a generalised version of this. We may do this by writing a
generalised covariant derivative as being given by a (smooth) covariant
derivative
0
∇ with respect to some background connection γ together
with a correction term given by a generalised type (1, 2) tensor field
Γˆabc. Thus, the generalised covariant derivative of a generalised vector
field X is given by
(17) (∇ZX)
a = (
0
∇ZX)
a + ΓˆabcZ
bXc.
Note that this does not depend on the choice of background connec-
tion if we change the tensorial correction term by the difference of the
connection coefficients of the background connections. This leads to
the following definition:
Definition 26 (Covariant derivative). Let [T ]a1...arb1...bs ∈ Gˆ
r
s (M), let [Γˆ]
a
bc ∈
Gˆ12(M) and let Z be a smooth vector field. Then we may define ∇ZT ∈
Gˆrs (M) by
∇Z [T ] = [∇ZT ]
where
(18)
(∇ZT )
a1...ar
b1...bs
=
0
∇ZT
a1...ar
b1...bs
+ Zc(Γˆa1dcT
da2...ar
b1...bs
+ . . .
+ ΓˆardcT
a1...ar−1d
b1...bs
− Γˆdb1cT
a1...ar
db2...bs
− · · · − ΓˆdbscT
a1...ar
b1...bs−1d
)
We note that the above definition also makes sense if we replace Z by
a generalised vector field Z.
We now turn to the definition of a generalised metric. Generalised
metrics have been considered in the context of the special algebra of
tensor fields by [12]. There, a number of equivalent definitions of a
generalised metric are given. We will use the following definition:
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Definition 27 (Generalised metric). We say gab ∈ Gˆ02(M) is a gener-
alised metric if
(i) gab = gab, i.e., g is symmetric, and
(ii) the map Xa 7→ Xagab from Gˆ10(M) into Gˆ
0
1(M) is bijective.
Proposition 28. If gab is a C
0 metric then g˜ab = ι
0
2(gab) is a gener-
alised metric.
Proof. This follows from the fact that if gab is continuous then g˜ab(Υε, ωε)
converges uniformly to gab on compact subsets, which allows one to de-
fine the inverse metric via the cofactor formula along the lines of [5]. 
Definition 29 (Generalised Levi-Civita connection). Given a gener-
alised metric gab one may calculate the generalised Levi-Civita connec-
tion by defining Γˆabc according to
(19) Γˆabc =
1
2
gad(gbd|c + gcd|b − gbc|d)
where gab is defined by gadgdb = δ
a
b and gbd|c denotes the covariant
derivative of gbd with respect to the background connection γ.
One now defines the corresponding generalised covariant derivative
according to (18) using Γˆ defined in equation (19) above.
Proposition 30. If gab is a C
1 metric then
Γˆabc ≈ ι[(Γ
a
bc − γ
a
bc]
where Γˆabc is the generalised Levi-Civita connection of the generalised
metric gab, Γˆ
a
bc is the Levi-Civita connection of gab and γ
a
bc are the
connection coefficients of the background connection γ.
Proof. The proof follows from the fact that for a C1 metric
(20) ι[gad]ι[gbd]|c ≈ ι[g
adgbd|c].

We next consider the generalised curvature of a generalised connec-
tion.
Definition 31 (Generalised curvature). Let ∇ˆ be a generalised con-
nection. We may define a type (1, 3) generalised curvature tensor
Rˆabcd ∈ Gˆ13(M) by
(∇ˆX∇ˆY − ∇ˆY ∇ˆX − ∇ˆ[X,Y ])Z = Rˆ(X, Y )Z
where X, Y and Z are smooth vector fields.
Proposition 32. Let Γabc define a differentiable connection ∇ and let
Γˆabc, given by Γˆ
a
bc = ι[(Γ
a
bc − γ
a
bc)], be used in equation (17) to define the
generalised connection ∇ˆ. Then,
Rˆabcd ≈ ι[R
a
bcd],
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i.e., the generalised curvature of the embedded connection ∇ˆ is associ-
ated to the embedding of the curvature of ∇.
Combining this with our earlier result on connections we have the
following result.
Proposition 33. If gab is a C
2 metric then
R˜abcd ≈ ι[R
a
bcd]
where R˜abcd is the generalised curvature of the generalised Levi-Civita
connection of g˜ab and R
a
bcd] is the curvature of the standard Levi-Civita
connection of gab.
By contraction we may define R˜bd = R˜abad, R˜ = g˜
bdR˜bd and G˜ab =
R˜ab − 12 g˜abR˜. Then the above result gives the following proposition:
Proposition 34. If gab is a C
2-solution of the vacuum Einstein equa-
tions Gab = 0 then
G˜ab ≈ 0.
Thus, if we have have a C2-solution of the vacuum Einstein equations
then the embedded metric g˜ab also satisfies the Einstein equations at
the level of association (although the Bianchi identities hold at the level
of equality). The important thing to note about this is that it suggests
that for generalised metrics the appropriate version of the Einstein
equations is
G˜ab ≈ 8piT˜ab
where T˜ab is the embedding of some distributional energy-momentum
tensor. This is in the spirit of the ‘coupled calculus’ approach of [13]
where one performs the algebraic operations and derivatives in the
differential algebra Gˇ(M), but solves the differential equations at the
level of association.
We now consider the case where gab is not C
2 but satisfies the weaker
regularity conditions of Geroch and Traschen [14] which guarantee the
existence of a distributional curvature Rabcd. We show that with some
additional technical conditions that guarantee that ι02(gab) is indeed a
generalised metric, G˜ab is associated to the embedding of the distribu-
tional energy tensor defined by Rabcd.
Definition 35 (Geroch Traschen regularity). A symmetric tensor gab
is called a gt-regular metric if it is a metric almost everywhere and gab
and gab are in L∞loc ∩H
1
loc.
In the above definition L∞loc denotes the space of locally bounded
functions and H1loc denotes the Sobolev space of functions which are
locally square integrable and also have locally square integrable first
(weak) derivative. Note that although the above definition appears to
be stronger than that in [14] it is actually equivalent to the original
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one (see [15] for details). The fact that a gt-regular metric is only
defined almost everywhere causes some difficulties. In [15] a class of
nondegenerate and stable gt-regular metrics was introduced and it was
shown that if these are smoothed componentwise by a suitable class of
mollifiers then the curvature of the smoothing g˜εab tends to the (distri-
butional) curvature of gab in D′. Rather than go into the complications
of defining a nondegenerate and stable metric in the present context
we will instead follow [14] (especially Theorem 4) and work with the
slightly larger class of continuous gt-regular metrics. One can then
show that given a continuous gt-regular metric we can either derive
the (distributional) Riemann curvature Riem[g] of the gt-regular met-
ric gab or embed gab in the algebra to obtain the generalised metric g˜ab.
If we then derive its curvature Riem[g˜] within the generalised setting
we find that it is associated with the distributional curvature Riem[g].
This is depicted in the following diagram
L∞loc ∩H
1
loc ∋ gab
ι0
2−−−→ [g˜ab] ∈ Gˆ02(M)
D′
y yColombeau
Riem[g]
≈
←−−− Riem[g˜]
More precisely, we have the following theorem.
Theorem 36 (Compatibility for the Riemann curvature). Let gab be a
continuous gt-regular metric with Riemann tensor Riem[g]. Let g˜ab :=
ι02(gab) be the generalised metric obtained by embedding in the algebra.
Then
Riem[ι02(g)] ≈ Riem[g].
Proof. Since gab is continuous ι
0
2(gab) defines a generalised metric. We
may then obtain the estimates used in deriving the corresponding result
in [15] by working with the local form of the smoothing kernel and the
transport operators together with the fact that Υ(x, x) = id. 
The following corollary is immediate.
Proposition 37. If gab is a continuous gt-regular metric that satisfies
the vacuum Einstein equations then g˜ab = ι
0
2(gab) is a generalised metric
which satisfies
G˜ab ≈ 0.
Moving beyond the class of gt-regular metrics it is of considerable
interest to find the weakest conditions on gab which guarantee that
G˜ab is associated to a (conventional) distribution, so that the source
admits a distributional interpretation. We know from the example of
conical singularities [16, 17] that it is possible to have metrics which
do not satisfy the Geroch and Traschen regularity conditions, but all
the same have a distributional energy-momentum tensor. We briefly
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review this work in the context of the present manifestly coordinate
invariant theory.
In [16] it was shown that if one computed the scalar curvature den-
sity of a cone in R2 in Cartesian coordinates it was associated to a
delta distribution δ(2)(x, y) with a numerical factor that depended on
the deficit angle. In a subsequent paper (see [17]) it was furthermore
shown that if one transforms the metric to a new coordinate system
the generalised scalar curvature density is associated to the transformed
delta distribution.
In the present paper we have shown that one can embed gab into the
Colombeau algebra Gˇ(M) in a manifestly coordinate invariant way. We
now show that, for the case of a 2-dimensional cone, the scalar curva-
ture is associated to a delta distribution. We outline the calculation
below.
In Cartesian coordinates the metric of the two dimensional cone with
deficit angle 2(1− A)pi may be written as
gab =
1
2
(1 + A2)δab +
1
2
(1−A2)mab
mab =
(
x2−y2
x2+y2
2xy
x2+y2
2xy
x2+y2
−x
2−y2
x2+y2
)
Since δab is already smooth and A is a constant, the only term we need
to smooth for embedding the metric into
ˇˆG(M) is mab.
To show that the scalar curvature R˜ε of g˜ab,ε = g˜(Υε, ωε) converges in
the sense needed for association, one writes the pairing with a smooth
2-form of compact support in local coordinates as∫
R˜εω(x)
√
|g˜ε(x)| dx
= ω(0, 0)
∫
R˜ε(x)
√
|g˜ε(x)| dx+
∫ ∫ 1
0
R˜ε(x)(Dω)(tx)x
√
|g˜ε(x)| dt dx.
While the first integral on the right-hand side can easily be evaluated
using the Gauss-Bonnet theorem to give the desired result, we need
precise estimates for the components g˜ab,ε of the regularized metric to
show that the second integral vanishes for ε→ 0. For this one looks at
the integrand inside and outside a neighborhood of zero whose diameter
is propertional to ε, say εR0. In the inside one can directly employ
homogeneity of the components of the metric and the L1-conditions on
(ωε)ε to obtain the needed estimate. For the outside, one has to find
an expression for the constant C appearing in the estimate (away from
the origin)
|∂αg˜ab,ε(x)− ∂
αgab(x)| 6 Cε
q
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in terms of derivatives of gab, which is again combined with homogeneity
of the metric to obtain
(21) R˜ε =
{
O(1/ε2) if r < εR0
O(ε/r3) if r > εR0.
With this one obtains that given any smooth 2-form µ of compact
support one has
(22) lim
ε→0
∫
R˜εµ = 4pi(1− A)〈δ
(2), µ〉
which shows that the generalised scalar curvature is associated to a
delta distribution. A similar calculation (but requiring more delicate
estimates) can be carried out for the Ricci curvature of a 4-dimensional
cone along the lines of those in Wilson [18] which gives the following
result.
Proposition 38. Let gab be the conical metric given in standard cylin-
drical polar coordinates by
ds2 = dt2 − dr2 − A2r2dφ2 − dz2
then
(23) G˜ab ≈ 8piT˜ab
where T˜ab is the embedding into the Colombeau algebra of the energy
momentum tensor of a cosmic string with delta-function terms with
singular support on the string and with the stress equal to the density
µ = 2pi(1− A).
Acknowledgments. E. Nigsch was supported by the Austrian Sci-
ence Fund (FWF) grants P26859 and P30233.
References
[1] Nigsch EA, Vickers JA. 2019 Nonlinear generalised functions on manifolds.
Preprint.
[2] Marsden JE. 1968 Generalized Hamiltonian mechanics. A mathematical expo-
sition of non-smooth dynamical systems and classical Hamiltonian mechanics..
Arch. Ration. Mech. Anal. 28, 323–361.
[3] Vickers JA, Wilson JP. 1998 A nonlinear theory of tensor distributions. ESI-
Preprint (available electronically at http://www.esi.ac.at/ESI-Preprints.html)
566.
[4] Grosser M, Kunzinger M, Steinbauer R, Vickers JA. 2012 A global theory of
algebras of generalized functions. II. Tensor distributions. New York J. Math.
18, 139–199.
[5] Nigsch EA. 2019 Spacetimes with distributional semi-Riemannian metrics and
their curvature. Submitted.
[6] Penrose R. 1968 Structure of Space-Time. In DeWitt C, Wheeler J, editors,
Battelle Rencontres pp. 121–235 New York. WA Benjamin.
[7] Kriegl A, Michor PW. 1997 The convenient setting of global analysis. Num-
ber 53 in Mathematical Surveys and Monographs. Providence, RI: American
Mathematical Society.
22 E. A. NIGSCH AND J. A. VICKERS
[8] Grosser M, Nigsch EA. 2018 Full and special Colombeau Algebras. Proc. Edinb.
Math. Soc 61, 961–994.
[9] Nigsch EA. 2016 On regularization of vector distributions on manifolds. Forum
Math. 28, 1131–1141.
[10] Grosser M, Kunzinger M, Oberguggenberger M, Steinbauer R. 2001 Geometric
theory of generalized functions with applications to general relativity. Number
537 in Mathematics and its Applications. Dordrecht: Kluwer Academic Pub-
lishers.
[11] Nigsch EA. 2016 Nonlinear generalized sections of vector bundles. J. Math.
Anal. Appl. 440, 183–219.
[12] Kunzinger M, Steinbauer R. 2002 Generalized pseudo-Riemannian geometry.
Trans. Am. Math. Soc. 354, 4179–4199.
[13] Colombeau JF. 1984 New generalized functions and multiplication of distribu-
tions. Number 84 in North-Holland Mathematics Studies. Amsterdam: North-
Holland Publishing Co.
[14] Geroch R, Traschen J. 1987 Strings and other distributional sources in general
relativity. Phys. Rev. D (3) 36, 1017–1031.
[15] Steinbauer R, Vickers JA. 2009 On the Geroch-Traschen class of metrics. Clas-
sical Quantum Gravity 26, 19.
[16] Clarke C, Vickers J, Wilson J. 1996 Generalized functions and distributional
curvature of cosmic strings. Classical Quantum Gravity 13, 2485–2498.
[17] Vickers J, Wilson J. 1999 Invariance of the distributional curvature of the cone
under smooth diffeomorphisms. Classical Quantum Gravity 16, 579–588.
[18] Wilson JP. 1997 Distributional curvature of time dependent cosmic strings.
Classical Quantum Gravity 14, 3337–3351.
E. A. Nigsch, Institut fu¨r Mathematik, Universita¨t Wien, Vienna,
Austria
E-mail address : eduard.nigsch@univie.ac.at
J. A. Vickers, School of Mathematics, University of Southampton,
Southampton SO17 1BJ, UK
E-mail address : J.A.Vickers@soton.ac.uk
