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We study a 2D system of trion-polaritons at the quantum level and demonstrate that for mono-
layer semiconductors they can exhibit a strongly nonlinear optical response. The effect is due to the
composite nature of trion-based excitations resulting in their nontrivial quantum statistical proper-
ties, and enhanced phase space filling effects. We present the full quantum theory to describe the
statistics of trion-polaritons, and demonstrate that the associated nonlinearity persists at the level
of few quanta, where two qualitatively different regimes of photon antibunching are present for weak
and strong single photon-trion coupling. We find that single photon emission from trion-polaritons
becomes experimentally feasible in state-of-the-art transition metal dichalcogenide (TMD) setups.
This can foster the development of quantum polaritonics using 2D monolayers as a material platform.
Introduction.—Exciton-polaritons are hybrid quasi-
particles formed in optical microcavities in the regime
of strong light-matter coupling. Their unique properties
related to the composite nature lead to a dramatic en-
hancement of the nonlinear optical response and enable
the observation of quantum collective phenomena at re-
latively high temperatures [1, 2]. Examples include the
observation of polariton BEC and polariton lasing [3–5],
topological defects such as solitons [6–11] and quantized
vortices [12–16], and many others. Moreover, polariton
systems can form a basis for creation of nanophotonic
devices of the next generation, including optical logic
gates and all-optical integrated circuits [17–19].
For conventional GaAs [4] and CdTe [3] systems po-
laritonic nonlinearities mainly stem from exciton-exciton
scattering processes, governed by the Coulomb exchange
between electrons and holes [20, 21]. However, another
important contribution comes from phase-space filling ef-
fects related to the composite nature of excitons [22, 23],
also known as saturation effects [21]. In GaAs these
effects were shown to be negligible at moderate pump
powers [21], but can become significant at certain cases
[24]. In particular, they govern the transition from strong
to the weak coupling regimes at large pump powers
[25, 26] and give dominant impact to the nonlinear re-
sponse for the systems with Frenkel excitons [27–29].
One of the most promising platforms for polaritonics
is represented by transition metal dichalcogenide (TMD)
monolayers [30–34]. A remarkable compatibility of these
2D materials with various semiconductor/dielectric plat-
forms makes them promising for the development of vari-
ous nanophotonic devices. TMD excitons have extremely
large binding energies and oscillator strengths as com-
pared to excitons in conventional semiconductors, thus
dominating an optical response even at room temperat-
ure [35]. Moreover, it is also important that optical spec-
tra of TMD monolayers reveal very robust trion [36, 37]
and biexciton [38] peaks, and the peaks connected to ex-
cited exciton states [39–42]. In the polariton regime, to
date the exciton-based nonlinear energy shift [43, 44] to-
gether with dissipative nonlinearity coming from exciton-
exciton annihilation [45] were reported, and enhancement
of nonlinearity in the cooperative coupling regime [46]
was proposed.
Recently, the quality improvement of optical microcav-
ities has much prolonged the lifetime of exciton polari-
tons [47], thus allowing to observe the first signatures of
entering the quantum regime [48]. Current state-of-the-
art is represented by weak antibunching of 0.95 [48, 49].
However, the possibility to obtain stronger antibunching
is ultimately limited by insufficient value of the effective
exciton-exciton interaction constant responsible for the
Kerr-type nonlinearity [50]. This hinders the associated
development of quantum polaritonics, and qualitatively
new ideas are needed in order to propose how one can
increase dramatically the nonlinear response of the sys-
tem on single quantum level. One potential solution is
to use the effects of quantum interference in double pillar
systems without increasing the interaction constant itself
[51–56]. Another way corresponds to enhancing the in-
teraction in dipolariton systems [57–59] or using Rydberg
excitons [60]. In the present letter we consider an altern-
ative way to reach the regime of the polariton blockade,
which does not rely on structure modification and is well
suited to the 2D material platform.
The object under study is a trion-polariton system
based on TMD flakes placed in a photonic microreson-
ator. We show that quantum statistical properties of
trions stemming from their composite structure crucially
affect the mechanism of light-matter coupling, and res-
ult in highly nonlinear optical response. We build the
full non-perturbative quantum theory of the phase-space
filling effects, and consider both coherence properties and
optical spectra. In particular, we find regions of paramet-
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Figure 1: (a) Schematic representation of trion-based excit-
ations. A cavity photon creates an electron hole pair and
captures an electron from the conduction band to form a
trion complex. (b) Energy level scheme in photon-trion basis
|NC , NT 〉, where the direct excitation path |0, 0〉 → |1, 0〉 →
|2, 0〉 destructively interferes with trion-mediated path. The
effective nonlinearity comes from the reduced coupling Ω< in
the presence of two trions.
ers where unconventional saturation-based blockade can
be achieved, as well as describe conventional blockade at-
tainable at large single photon-trion couplings. We show
that in state-of-the-art TMD polariton structures the an-
tibunching of g(2)(0) < 0.1 can be achieved. Plotting the
optical spectrum of the system at increasing pump power,
we also find the conditions for the transition between
strong and weak light-matter coupling regimes.
The model.—We aim to build a quantum theory of
trion-polaritons and study their optical properties. We
start by considering a planar semiconductor which is ini-
tially electron doped. Optically excited electron-hole (e-
h) pairs can interact with available free electrons and
form a bound trion state [Fig. 1(a)]. The corresponding
creation operator for this composite particle reads [61]
Tˆ †K,s =
∑
k1,k2,s
φK,k1,k2;saˆ
†
k1,s1
aˆ†k2,s2 bˆ
†
K−k1−k2,s3 , (1)
where the trion wavefunction φK,k1,k2;s is separated into
a center-of-mass (CM) part with momentum K, and the
relative motion part described by the relative motion
wavefunction φk1,k2 . Here, aˆ
†
k,sj
and bˆk,sj are fermionic
creation operators for electrons and holes, the indices
sj correspond to the spins of individual fermions which
define the spin configuration of a trion complex (denoted
by the index s), which can be a singlet or a triplet. In the
following we consider only dominant trions in a singlet
configuration, omitting spin indices for brevity.
The full excitation process relies on taking an electron
from the Fermi sea by photocreated e-h pair, where an
empty electron state is left in the conduction band [Fig.
1(a)]. This process can be conveniently described by the
generation of the quasi-bosonic excitation in the system
from the vacuum state |Ø〉 corresponding to the Fermi
sea, and we consider the low temperature case of a de-
generate electron gas. The process is described by the
excitation wavefunction [62, 63]
Bˆ†K|Ø〉 =
1√
Ns
∑
k
Tˆ †K+kaˆk|Ø〉, (2)
whereNs is a number of free electrons available for a trion
creation. As the excitation operator Bˆ†K contains four
fermionic operators, it represents a composite boson with
commutation relation
[
Bˆq′ , Bˆ
†
q
]
= δq′,q − Dˆq′,q, where
operator Dˆq′,q represents the deviation from bosonicity,
and explicit form can be written straightforwardly using
excitation operator in Eq. (2). For tightly bound trions
present in TMD monolayers the trion operators [Eq. (1)]
can be treated as fermions, as their fine structure is only
revealed at densities comparable to the inverse area of a
trion (pia2T )
−1. In this case, the deviation operator cor-
responds to the fraction of trions formed out of Fermi sea,
Dˆq′,q =
∑
k Tˆ
†
q+kTˆq′+k/Ns. This makes trion-polariton
excitations prone to the phase space filling effects and can
lead to the saturation of light-matter coupling. At the
same time, we remind that BˆK is not a bound state, and
thus exhibits different statistics as compared to exciton-
polaritons [22, 24], resembling more the case of intersub-
band polaritons [64, 65].
The Hamiltonian of the system can be written as the
sum of three terms, Hˆ = Hˆ0 + Hˆcoupl + HˆT−T. Here,
Hˆ0 describes non-interacting cavity photons, electrons,
and trions. Hˆcoupl describes the processes of light-matter
coupling, and HˆT−T describes Coulomb trion-trion scat-
tering. In this paper we focus on the mechanism of non-
linearity stemming from the saturation effects related to
Pauli exclusion principle, and neglect the latter term re-
sponsible for higher-order Coulomb effects. The light-
matter coupling Hamiltonian can be expressed in terms
of the photonic operators cˆq and operators of quasibo-
sonic excitations introduced in Eq. (2), reading
Hˆcoupl = Ω
2
∑
k
(
Bˆ†kcˆk + Bˆkcˆ
†
k
)
, (3)
where Ω = g0
√
Ns
∑
k1,k2
φk1,k2 is a Rabi energy corres-
ponding to coupling between the collective trion mode
and cavity photons (accounting for the trion localiza-
tion), with g0 being a valence-to-conduction band trans-
ition matrix element.
The total number of excitations (photons plus tri-
ons) in the system is conserved. Thus, we can split
the associated Hilbert-Fock space of the problem into
separate manifolds corresponding to the different num-
bers of the excitations N , and then diagonalize each
block separately. For this, let us define the matrix ele-
mentMm,nm′,n′ := 〈m′, n′|Hˆ|m,n〉, where |NC , NT 〉 repres-
ents a state with NC photons (bosons) and NT quasi-
bosonic trion excitations. The Hamiltonian describing
N = NC +NT − 1 particles is represented by the matrix
HˆN =
[
MNC ,NT−1NC ,NT−1 M
NC−1,NT
NC ,NT−1
MNC ,NT−1NC−1,NT M
NC−1,NT
NC−1,NT
]
. (4)
The matrix elements entering the expression above can
be calculated element-wise properly accounting for the
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Figure 2: (a) Absorption spectrum of a trion-polariton sys-
tem for various photon numbers NC = |α|2 being injected
to the system by short coherent optical pulse. The para-
meters are fixed to Ns = 100 available electronic states,
γc,T = 0.05Ω, and we work at zero photon-trion detuning
(values of NC = {40, 100, 120} are highlighted). (b) Spectral
peak locations for lower and upper polariton are shown as a
function of drive, and reveal the collapse of strong coupling.
composite nature of the particles. The diagonal elements
readMNC ,NT−1NC ,NT−1 = NCωcav+ωT (NT−1), where ωcav is an
energy of a photonic cavity mode, and ωT corresponds to
the energy difference between electron and trion energies
[SM]. The crucial point of derivation corresponds to the
off-diagonal elements, coming from strong light-matter
coupling Hamiltonian Hˆcoupl, which read [SM]
MNC−1,NTNC ,NT−1 =
Ω
2
√
NCNT
(
1− NT
Ns + 1
)√
Ns
Ns + 1
×
[
1− (−1)NT (Ns −NT )!NT !
Ns!
]
. (5)
Importantly, expression (5): 1) holds for arbitrary NT ≤
Ns; 2) is valid for highly nonlinear case of Ns = 1 (cor-
responding to a qubit) [66]; 3) provides physical result
for singly occupied mode NT = 1, unlike for Holstein-
Primakoff approach [67–69] widely used for large NT but
failing in this limit. This is crucial for calculating the
quantum statistical properties of trion-polaritons.
Trion-polariton spectrum.—Once blocks HˆN are
known, the polariton energies can be found separately
for each value of N . For concreteness, we assume the
monomode approximation corresponding an effectively
0D open microcavity [31], such that only zero momenta
photons are considered, cˆ := cˆk→0, Bˆ := Bˆk→0, Hˆcoupl :=
(Ω/2)
(
Bˆ†cˆ+ Bˆcˆ†
)
. We consider the system driven by a
strong coherent pulse, such that initial particle distribu-
tion corresponds to a coherent state for the photonic field
given by the Poisson distribution with amplitude α, while
the trion mode remains unoccupied. We calculate the
corresponding transmission spectrum S(ω) (SM, section
B) for increasing total number of photons NC = |α|2.
The cavity output, modified by the strong coupling to
trions, is then monitored in the transmission geometry.
The results are shown in Fig. 2(a), where we considered
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Figure 3: Second order coherence at zero delay for trion-
polariton system vs. different parameters. (a, b) g(2)(0)
for cavity photons plotted as a function of pump detuning
∆ = ωcav−ωp for different values of single trion-photon coup-
ling gc = Ω/
√
Ns. In (a) the unconventional blockade window
at ∆ ≈ 0 and small gc ≈ γ is shown, and (b) shows the con-
ventional regime at ∆ ≈ ωL and large gc/γ  1. (c, d)
Cavity occupations corresponding to the same parameters as
in (a, b). (e) Minimal g(2)(0) considered over wide detuning
∆ range, plotted as a function of gc, showing both unconven-
tional and conventional blockade regions for various electron
numbers Ns. (f) Time-delayed second order coherence g
(2)(τ)
where solid curves depict results for gc = 1.2γ at optimal de-
tuning and increasing Ns. Dashed curve corresponds to the
case of conventional blockade (gc = 120γ and Ns = 100).
zero cavity-trion detuning δ = ωcav − ωT , fixed dissipa-
tion rates of γc = γT = 0.05Ω, and Ns = 100 available
electronic states. For small NC the two trion-polariton
peaks are clearly visible, representing the expected Rabi
doublet. As NC increases the number of transitions
grows and the distance between the peaks decreases [see
Eq. (5)]. Finally, at large occupations NC > 100 the two
peaks merge and the broad band of transitions is visible
in the spectrum. To track the collapse of the strong coup-
ling, we plot peak positions as a function of pump (NC)
for different dissipation rate [Fig. 2(b)]. At large decay
rates (γ/Ω = 0.1) the collapse is shifted to smaller NC
4values, while for narrow lines it saturates at NC = Ns.
Phase space filling induced antibunching.—To calcu-
late the quantum statistics for the cavity field we con-
sider the finite Hilbert space with matrix elements mod-
ified due to the phase space filling as shown in Eq. (5).
We consider the case of weak coherent cw pump with fre-
quency ωp and strength P detuned by ∆ = ωcav−ωp from
the energy of the cavity mode. The dynamics for the sys-
tem is studied using the master equation approach, where
Lindblad dissipation terms with collapse operators
√
γccˆ
and
√
γT Bˆ are introduced. As we focus on the regime
of few quanta NC and NT are truncated in the way that
higher states are negligibly populated (we consider the
range of pumps for which NC , NT < 10).
To characterize the statistics of the cavity output we
calculate the second-order coherence function at finite
time delay τ , g(2)(τ) = 〈cˆ†(0)cˆ†(τ)cˆ(τ)cˆ(0)〉/〈cˆ†cˆ〉2, as
well as steady state intracavity occupation ncav = 〈cˆ†cˆ〉.
The results are shown in Fig. 3, where for brevity we con-
centrate on the case of equal decay rates γc = γT =: γ
and zero trion-photon detuning ωcav = ωT (see SM
for full characterization). Studying the dependence of
second-order coherence at zero delay g(2)(0) on the pump
detuning ∆ we reveal two qualitatively different regimes
of antibunching coming from the optical saturation of
the trion-photon coupling. At small single trion coup-
ling gc = Ω/
√
Ns being comparable with cavity and
trion linewidth we find the region of pronounced anti-
bunching which can be attributed to the unconventional
photon blockade [51, 52], where due to destructive inter-
ference the two-photon occupation vanishes [Fig. 3(a)].
Namely, there are two excitation paths to populate two-
photon state—one from direct coherent excitation, and
second via the alternative root through the trion mode
[Fig. 1(b)]. For certain optimal conditions the two inter-
fere destructively, leading to largely reduced two-photon
probability. The process requires pump to be nearly
resonant with the cavity mode and gc/γ ∼ 1, and not-
ably the optimal pump position does not depend on gc.
Already at gc/γ = 2 the ∆ ≈ 0 antibunching window
disappears, and instead the single photon emission at
lower polariton frequency ωp ≈ ωL = (ωcav + ωT )/2 −√
Ω2 + δ2/2 emerges. In Fig. 3(b) this corresponds to
minimum at ∆/γ ≈ Ω/2 which shifts with gc. The Fano-
lineshape profile of g(2)(0) [Fig. 3(b)] and requirement of
the strong single trion-photon coupling gc/γ  1 allows
to attribute it to conventional blockade, comparable to
antibunching in Kerr-type nonlinear systems [50]. The
two quantum regimes can be also characterized by the
probability of the single photon emission being propor-
tional to cavity occupation ncav plotted in Fig. 3(c,d).
As the unconventional antibunching window lies in the
middle of the polaritonic spectra, the associated occu-
pations lie in 10−3..10−4 range [Fig. 3(c)], for relevant
gc/γ ∼ 0.5 − 1.2 values (P/γ = 0.5 is considered). For
ωL-resonant pump the occupation peaks at∼ 10−1 values
simultaneously with minimal g(2)(0) [Fig. 3(d)], at the
expense of weaker antibunching and large gc/γ require-
ment. The performance in both regimes can be further
characterized by plotting minimized g(2)(0) for both de-
tuning windows as a function of light-matter coupling gc
and number of electrons Ns [Fig. 3(e)]. While in the un-
conventional regime low g(2)(0) holds well for gc/γ < 2
and does not depend on Ns, the conventional case for
gc/γ > 2 shows Ns dependence where low electron con-
centration is favored. Finally, the important dependence
of the single photon emission is finite delay response,
which defines how well the emitted single photon can
be resolved [70]. As expected for the interference effect,
the unconventional trion-polariton blockade plotted for
optimal ∆ and gc/γ = 1.2 shows oscillations in g
(2)(τ)
with period inversely proportional to
√
Ns, where the
antibunching region shrinks as Ns grows [solid curves in
Fig. 3(f)], while remaining a significant portion of γ−1
even for large occupation Ns = 100. We compare it to
the conventional blockade at two-orders larger coupling
gc = 120γ (Ns = 100), which does not show oscillations,
yet increases with τ .
Discussion.—To get the quantitative estimates for
trion-based antibunching in TMD materials, the charac-
teristic strength of light-matter coupling between a cavity
photon and a trion can be estimated as gc = g0χT , where
g0 is the bare e-h coupling constant, and χT is a trion con-
finement coefficient coming from integrating the relative
motion wavefunction. We adopt the approach from Refs.
[71–74] and consider the standard Chandrasekhar-type
wavefunction for the trion with two variational paramet-
ers [61], which was shown to work well for nearly equal
electron/hole effective masses [36]. In this case, the con-
finement coefficient becomes
χT = [8(λ
2
1+λ
2
2)
2(λ1+λ2)
4/{λ21λ22(λ1+λ2)4+16λ41λ42}]1/2,
(6)
with λ1 and λ2 being variational parameters correspond-
ing to an effective radii of electrons in a trion (can be
understood as exciton-like shell and outer electron shell
properties). Considering λ2 > λ1, the limit of λ2/λ1  1
is favored for achieving large χT . The bare electron-hole
pair coupling can be calculated as [75]
g0 = epcv
√
ξ2~2/20m20ω0LcavA =
√
ξ2~2e2/0µLcavA,
(7)
where e is an electron charge, pcv is an interband trans-
ition matrix element, ξ accounts for TMD placement in
the cavity (ξ = 1 corresponds to an antinode),  is dielec-
tric medium permittivity, 0 is vacuum permittivity, m0
is a free electron mass, ω0 is a transition energy, Lcav
is a cavity length, µ = (1/me + 1/mh)
−1 is the reduced
electron-hole pair mass (measured in units of m0), and
A is the area of the sample.
As a particular example we consider a MoSe2 flake in-
side an open cavity. The parameters of a standard setup
5are chosen as effective cavity length Lcav = 1 µm, cavity
area of A = 1 µm2, electron density of 1010 cm−2, and
optical linewidth of γc = 50 µeV. The effective masses
of electron and hole in MoSe2 me = 0.8 and mh = 0.84
[78], and Eq. (7) gives g0 = 0.058 meV (ξ = 1), as ex-
pected for a direct bandgap semiconductor [79]. Per-
forming the variational procedure for the relevant case
of MoSe2 on hexagonal boron nitride (hBN) the trion
radii are λ1 = 0.87 nm and λ2 = 2.54 nm, providing the
enhancement coefficient of χT = 7.35. The nonradiat-
ive decay rate for trions was measured in hBN encapsu-
lated samples γT = 0.26 meV due to inhomogeneous ex-
citon broadening [80]. Considering the TMD monolayer
placed outside of the antinode with ξ = 0.6, yielding
gc = 0.256 meV, the setup can provide unconventional
antibunching of g
(2)
MoSe2
(0) = 0.064 with ncav = 0.00013.
Improving the system, trion non-radiative decay can be
reduced to γT ∼ 10 µeV at T = 1 K temperature given
by phonon interactions only [80], and we note that the
cavity linewidth γc ∼ 10 µeV was already realized in
the state-of-the-art setups [76, 77]. Thus, for optimally
coupled layer (ξ = 1) the conventional antibunching value
of g
(2)
MoSe2
(0) = 0.091 can be obtained. One can compare
this to the potential state-of-the-art GaAs sample with a
2.3µm diameter micropillar cavity of the same effective
area, where exciton-exciton interaction-based Kerr block-
ade [50] can give g
(2)
GaAs(0) = 0.92 for the same values of
broadening, the limit nearly approached experimentally,
where second order coherence at 0.95 level was reported
[48, 49].
Conclusions.—We developed a theory of quantum non-
linear optical response of trion-polaritons fully account-
ing for their composite nature and related phase-space
filling effects up to infinite order. Analyzing the trans-
mission spectrum of the system, we observed and de-
scribed quantitatively the collapse of the strong light-
matter coupling with increase of the optical pump. We
studied the effects of quantum correlations in the system,
and revealed the rich phenomenology where both uncon-
ventional and conventional blockade can be studied in
regimes of weak and strong single trion-photon coupling,
correspondingly. We found that strong antibunching of
the photonic emission is possible with TMD monolay-
ers put in an open microcavity, being accessible in mod-
ern and near-term setups. The results offer a new vista
for development of quantum polaritonics in the planar
samples without electronic confinement.
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