Serial and parallel implementations of a finite difference simulator for the dynamic behavior of directional suckerrod pumping wells that takes into account fluid flow inside the rod-tubing annulus are presented and analyzed. The performance and scalability of the implementations are compared. The results show that the parallel versions bring significant speed improvements over the serial versions in the majority of cases, and that the efficiency of the parallel versions scales along with problem size.
Introduction
Sucker-rod pumping is the most widely used artificial lift system in the oil industry [1] . Mathematical models for the behavior of vertical sucker-rod wells, as well as techniques to design them, are described in a variety of sources [2] [3] .
Directional sucker-rod wells behave differently from their vertical counterparts, requiring specialized design techniques. Researchers such as Evchenko and Zakharchenko [4] , Lukaziewicz [5] and Gibbs [6] proposed new mathematical models to aid these techniques. While useful, none of these models offered a unified description of the behavior of directional production strings along with fluid flow within the rod-tubing annulus. Attempts to fill this gap were made by Costa [7] , Xu and Hu [8] , Xu [9, 10] and Xu et al. [11] .
In his work, Costa proposed an integrated model that performed reliably according to actual measured data. However, the complexity of his model required much more processing power than previous approaches. It is based on a second-order partial differential equation (PDE), solved numerically using an explicit finite difference method (FDM). At the time, it took as long as 108 seconds to simulate a single well configuration. This proved to be too slow, constraining the freedom to experiment with many different combinations of equipment and operating variables, thus making Costa's model mostly impractical for daily use.
In this paper, Costa's model is revisited in an attempt to improve its performance and to turn it into a viable option for routine usage. To this end, modern programming tools are used to implement its serial and parallel versions, and to compare their performance and scalability. Special emphasis is placed in the discussion of the parallelization aspects.
This paper is organized as follows. Section 2 provides a summary of Costa's work, its most important characteristics and how to solve its equations. In Section 3, the developed software implementation is described. Section 4 discusses simulations along with results. Finally, in Section 5, conclusions are drawn.
The Simulation Model
Given a specific configuration of equipment and operating variables, the main goal of Costa's model is to estimate a number of operating parameters for the well, as follows: peak polished rod load (PPRL), minimum polished rod load (MPRL), peak torque on the gear reducer (PT), polished rod horsepower (PRHP), and daily fluid displacement performed by the downhole pump (PD).
The model does not calculate those parameters directly. Rather, it calculates surface dynamometer cards and downhole dynamometer cards for each pumping cycle, from which operating parameters are then derived. Surface cards consist of pairs of values that correlate axial forces on the polished rod with positions along the stroke length of the pumping unit. Downhole cards are similar, but consider axial forces on the downhole plunger instead of on the polished rod.
In his study, Costa proposed both a mathematical model for the motion of the rod string in directional wells and a numerical solution for this model through an explicit FDM [7] . An overview of both is provided in the sections that follow.
The Motion Equation
Costa proposed the following second-order PDE to describe the motion of the rod string in directional wells:
where t is the elapsed time since motion starts (seconds); s is the measured length, starting from the downhole pump, until a given point in the rod string along the well tubing, at t = 0 (feet); u(s, t) is the displacement of a given point in the rod string, starting from its initial position s, at moment t (feet); v is the speed of sound within the rod string (ft/s); g is the acceleration of gravity (ft/s 2 ); T (s) is the unit tangent vector at a given point in the rod string; µ is the Coulomb friction coefficient (dimensionless); v r (s, t) is the longitudinal speed at a given point in the rod string, at moment t (ft/s); B(s) is the unit binormal vector at a given point in the rod string; N (s) is the unit normal vector at a given point in the rod string; r c (s) is the radius of curvature of the well at a given point in the rod string (feet); f v (s, t) is the force of viscous friction per unit of length at a given point in the rod string, at moment t (lbf/ft); ρ r (s) is the volumetric mass density of the rod that a given point in the rod string is located on (lb/ft 3 ); and A r (s) is the area of the transversal section of the rod that a given point in the rod string is located on (in 2 ).
The last term in the equation, f v ρ r A r , refers to viscous friction ("VF") between rods and fluids. As proposed by Gibbs [12] , VF can be replaced by:
where c is a dampening coefficient given by:
where c D is the dampening factor (dimensionless), and D b is the measured depth of installation of the downhole pump (feet). Note that (3) accounts for both viscous friction and directional friction, which requires choosing appropriate values for c D .
Another alternative for f v ρ r A r , based on the work by Lea [13] , is given by:
where η(s) is the fluid viscosity at a given point in the rod string (centipoise); U rk (s) is the perimeter of the circular section of the rod that a given point in the rod string is located on (feet); ρ r (s) is the volumetric mass density of the rod that a given point in the rod string is located on (lb/ft 3 ); A rk (s) is the area of the transversal section of the rod that a given point in the rod string is located on (in 2 ); K 1 (s), K 2 (s) are geometric factors, derived from the diameters of the well tubing and rods, for a given point in the rod string; v r (s, t) is the longitudinal speed at a given point in the rod string, at moment t (ft/s); andv f k (s, t) is the average fluid speed at a given point in the rod string, at moment t (ft/s). The interested reader should refer to Lea's [13] or Costa's [7] work for the expressions involved in calculating K 1 (s) and K 2 (s).
The choice to use Gibbs's or Lea's VF model is up to the engineer. However, this choice is extensive to the calculation of discharge pressure of the downhole pump, which is discussed later in this paper.
Costa points out some boundary conditions that must be observed. Starting with the surface equipment, the motion of the polished rod can be approximated by a Fourier series truncated to six terms, as suggested by Laine et al. [14] . The following equation yields the value of the truncated Fourier series for a given moment in time:
where A 1 to A 6 , B 1 to B 6 are Fourier coefficients, and ω is the angular speed of the polished rod (rad/s). The speed of the polished rod for a given moment in time is provided by:
where S is the stroke length of the pumping unit. The Fourier coefficients to use depend on the geometry of the pumping unit. For conventional pumping units, the following values are recommended by Laine et al: Next, the boundary conditions for the downhole equipment are discussed. The distance between the standing valve and traveling valve in the downhole pump for a given moment in time is provided by:
where e m is the "dead space" in the downhole pump -this is the distance between the standing valve and the traveling valve when the system is idle, with the polished rod in its bottom-most position (feet); and e t (t) is the well tubing elongation, at moment t (feet). Well tubing elongation can be calculated by:
where p b (t) is the pressure within the downhole pump, at moment t (psi); A p is the area of the transversal section of the plunger (in 2 ); i anc is an integer flag indicating whether well tubing is anchored -if it is anchored, the value of this flag is 0, otherwise, its value is 1; E t is the Young modulus of elasticity of the well tubing material (psi); and A t is the area of the transversal section of the well tubing (in 2 ). The change in absolute pressure within the downhole pump is given by the following expression:
where k L is the average compressibility of the liquid phase of the fluid (psi -1 ); α is the volumetric fraction of gas within the downhole pump (percentage varying from 0 to 1, where 1 means 100%); p b (t) is the absolute pressure within the downhole pump from which change will be calculated, at moment t (psia); p s is the suction pressure of the downhole pump (psi); and p d is the discharge pressure of the downhole pump, at moment t (psi).
If the engineer chooses to work with Gibbs's model, discharge pressure of the downhole pump can be calculated by:
where p wh is the well tubing pressure, measured at the wellhead (psi); ρ f is the specific gravity of the fluid (dimensionless); p g is the pressure gradient (1.42 psi/ft); and h b is the vertical depth of installation of the downhole pump (feet). Should the engineer choose to work with Lea's model, the following expression should be used:
where L k is the length of the rod string section that a given point in the rod string is located on (feet), and the loss of pressure caused by friction at a given point in the rod string (psi/ft) is defined by:
where K 3 (s) and K 4 (s) are geometric factors, derived from the diameters of the well tubing and rods, for a given point in the rod string. The interested reader should refer to Lea's [13] or Costa's [7] work for the expressions involved in their calculation.
Finally, there are some initial value expressions for when the system is idle, at t = 0. They are:
where F s (s, t) is the axial force at a given point in the rod string, at moment t (lbf).
Numerical Solution
In sucker-rod wells, the rod string is made up of a number of sections, where each section is comprised of one or more connected rods. Equation (1) can be solved using an explicit FDM; to this end, each section of the rod string is divided into a number of points, with adjacent points apart from each other by segments of equal length. Consider the following equations, taken from the model:
where K(s) is the curvature vector at a given point in the rod string.
Equations (18) and (19) form, for each moment in time, a system of first-order PDEs which are equivalent to (1), a second-order PDE. In order to solve this system numerically, first the speed at each point that the rod string was divided into is calculated, followed by the corresponding axial forces.
Let v j ri be the longitudinal speed of the rod that a point i within the rod string is located on at moment j in time, in ft/s, and F j Si and f j ci the axial force and force of Coulomb friction per unit of length, respectively, at that same point and moment in time, in lbf. Also, let ∆s be the length of the segment chosen to divide the rod string in adjacent points, in feet, and ∆t the time interval between steps of the simulation, in seconds. Using Gibbs's VF model, rod speeds and axial forces for each point i at moment j are given by the following stencil:
where:
(21) and
On the other hand, using Lea's model, rod speed is provided by the stencil below:
When using (23), (21) and (22) si , respectively. Taking into account the boundary conditions in the numerical solution, the speed of the polished rod is straightforward to obtain, based on equations (5) and (6):
The force on the polished rod is given by:
An iterative process is used to calculate both the speed of the plunger and the axial force acting on it, based on an initial guess for the value of the plunger speed, in order to evaluate boundary conditions at well-bottom. This is needed because, when analyzing downhole conditions, the force on the plunger depends on its speed, and the plunger speed, in turn, depends on the force. The necessary stencils follow.
Plunger displacement is given by:
The discharge pressure of the downhole pump, p j+1 d , can be obtained by applying equations (10) and (11).
Plunger displacement and discharge pressure are necessary to evaluate pressure within the downhole pump through the following stencil:
Following that, force at the plunger is given by:
Finally, the expression below can be used to find the plunger speed:
Combined Rod Strings
In the preceding discussions, all rod string sections had the same diameter. However, in combined rod strings, the diameter of a rod section is different from other sections, requiring some adjustments in the simulation model. In the point of transition between two sections, the speed of the last rod in one section is the same speed of the first rod in the adjacent section. Axial forces in each of these contiguous rods, on the other hand, are different, because of a small effect of pressure. Let k be a section of the rod string, divided into n k points, and k + 1 be the next section. Also, let p j k be the pressure at the lower end of rod section k at moment j in time, considering the dynamic behavior of the fluid, in psi. When evaluating rod speeds and axial forces in the point of transition between these sections, the following equations hold:
Discretizing (19) and applying a backward difference stencil for section k + 1, forces in the point of transition can be calculated as follows:
This procedure is repeated for section k:
Subtracting (35) from (36), and substituting (33) and (34) into the result yields:
Since p j+1 k+1 ≈ p j k+1 , (37) is approximately equal to:
This concludes all the necessary equations to account for combined rod strings.
Software Implementation
The model of the previous section was implemented in C language, with both a serial and a parallel version. In addition to the standard C features used in the serial version, the parallel version employs OpenMP technology [15] . The program is structured in the following sections: The well configuration data required by Gibbs's and Lea's VF models are very similar, but there is an important difference between them. In Gibbs's model, a well configuration must contain a Coulomb coefficient and a dampening factor, leading the traversal of well configurations to have the layout shown in Algorithm 1. Lea's model, in its turn, requires a Coulomb coefficient but has no need of a dampening factor, leading the traversal of well configurations to be arranged as shown in Algorithm 2. As for the main simulation loop, by far the most computationally intensive section, it is described in the listing of Algorithm 3.
Given a well configuration based on a functioning oil well, the quality of the simulation results can be verified by comparing the calculated dynamometer cards and/or operating parameters with the corresponding values acquired in the field using automation sensors or other means, and measuring their deviations. It is necessary to test ranges of values for both the Coulomb coefficient and the dampening factor because, unfortunately, neither of them has specific values which work for every oilfield. It is recommended to compare simulation results with actual operating data of functioning oil wells in order to determine the best values for each scenario at hand.
Optimization and Parallelization Considerations
The main simulation loop described in Algorithm 3 offers several opportunities for immediate optimization. For example, many of the equations used in Parts 1 through 7 have factors that do not change between iterations. Computing these factors in advance allows reuse within the loop. This saves processing time, while requiring only a modest increase in memory usage.
Also, Costa's original Fortran implementation used mainly two-dimensional matrices, for which it can be slow to calculate addresses of individual elements. More performance can be obtained by using one-dimensional arrays in C, precalculating addresses as much as possible, and by relocating entire arrays in a few pointer swap operations instead of reading and writing their elements individually. In addition to optimizations such as those described above, parallel processing plays a crucial role to obtain further speedups. In order to parallelize the main simulation loop, it is necessary to identify which parts of it can be broken into smaller pieces suitable for concurrent processing.
Inspecting the model for the equations needed in each part, Parts 1 and 6 are found to be cheap. Thus, they are better left in their sequential form, without modification.
On the other hand, Part 2, which uses (20) and (23), and Part 5, which uses (22), are good candidates for parallel execution. They are very similar, requiring traversal of almost all points that the rod string was divided into, except those located at transitions between rod sections, to calculate either speed or force at each point. As these calculations do not need information from other points, they can potentially be performed by independent threads with favorable results.
Part 3, which uses (38), and Part 7, which uses (34) and (35), also seem suitable for parallelization. It must be noted, however, that they traverse all sections of the rod string, except for the last section, performing a few simple calculations at each iteration. Costa states that most suckerrod oil wells have between one and four sections; consequently, the number of sections to analyze here should be very low. In addition to that, the effort required at each section is quite limited. So, the gains that could be obtained from parallelizing these parts should be very small. Part 4, which is based on an iterative test of convergence, has to be examined under two different scenarios. If the engineer chooses to use Gibbs's VF model, the discharge pressure of the downhole pump will not need to be updated between iterations of the main simulation loop, as it can be seen in (10) . Therefore, Part 4 will have no calculations to parallelize.
However, if VF is computed using Lea's model, the calculation of discharge pressure will be much slower, as it will require analysis of all points that the rod string was divided into at every occurrence of the iterative test, as shown in (11) . Fortunately, this equation allows for each point to be evaluated independently from the others. The work to perform for each point is relatively low, but parallelizing it is potentially beneficial.
Simulation Results
Simulations were conducted in a GNU/Linux system running Ubuntu Linux 14.04.4 64-bit equipped with six Intel Core i7-980 CPUs, with two physical cores per CPU. All cores ran at a clock speed of 3.33 GHz. Both serial and parallel versions were compiled with GCC version 5.3.0.
Both serial and parallel versions were run for a workload of five pumping cycles of a single well configuration, with an increasing number of time intervals per cycle, using both Gibbs's and Lea's VF models. The number of time intervals is inversely proportional to the length of the segment used to divide the rod string, i.e. ∆s. A higher number of time intervals, i.e. a lower value of ∆s, will result in a greater number of points along the rod string. For each of these points, axial forces, longitudinal speeds and forces of Coulomb friction will be calculated at each time interval, providing information about the operating conditions that the rod string will be subject to. Our experiments show that the resulting dynamometer cards, as well as the operating parameters derived from them, only benefit from lower values of ∆s to a certain extent. Therefore, should the engineer be interested in analyzing the operating conditions affecting specific segments of the rod string along time, it is recommended to work with lower values of ∆s. However, if the engineer would only like to obtain operating parameters from the calculated dynamometer cards, higher values of ∆s should be sufficient.
The well configuration data were based on an onshore directional well located in the Potiguar basin in northeastern Brazil, with a true vertical depth of 696.5 meters, a measured depth of 876.3 meters and a rod string with two sections, where the sections were 464.8 and 411.5 meters long, respectively. For each number of time intervals, five runs were executed, and the resulting execution times were averaged. The results for a segment length of 14.67 meters, which corresponds to 2000 time intervals per cycle, are included on account of that being the default configuration in Costa's original implementation. The execution results are listed in tables 2 through 5, and plotted in figures 3 through 6.
As expected, by coupling modern hardware and programming tools with current optimization techniques, substantial improvements were achieved in comparison to the original results published in 1995. In Costa's original implementation, where the default value for ∆s was 14.67 meters, the execution times for Gibbs's and Lea's VF models were about 104.3 and 108.9 seconds, respectively. Upon examining tables 2 and 3 for that same value of ∆s, the execution times of the serial version of the described implementation can be found to be, respectively, 0.023 and 0.026 seconds for each VF model, i.e. 4534 and 4188 times faster than before. That said, the analysis of the parallel implementation follows.
From tables 2 and 3 and figures 1 and 2 it can be seen that, for both Gibbs's and Lea's VF models, execution times for ∆s less than or equal to 0.5 meters improve whenever more threads are used, with the improvements becoming more prominent for lower values of ∆s. Also, in consonance with the previous analysis, it can be seen that the processing times observed for Lea's VF model are significantly higher than those observed for Gibbs's model, and that the parallel performance of Lea's model does not scale as smoothly. Table 4 and figures 3 and 4 provide these Table 5 and figures 5 and 6 give details about parallel efficiency. The efficiency for Gibbs's model scales along with problem size for all thread counts, reaching a plateau for ∆s less than or equal to 0.1 meters when using two or four threads. The efficiency for Lea's model shows similar behavior, but overall efficiency is noticeably lower than that of Gibbs's model.
In order to guide optimization and parallelization efforts and to evaluate their results, it is necessary to ana- Tables  6 and 7 show the absolute and percentual execution times for a single run of Gibbs's VF model when ∆s is equal to 0.05 meters, breaking down the time spent at each part of the simulation. The serial times show that Parts 2 and 5, which the previous analysis in section 3.1 suggested to be the ones that parallelization efforts should be focused on, took 99.48% of the total execution time. The remaining parts required 0.52% of the total time, which will be regarded as the strictly serial portion of the problem when using Gibbs's VF model.
Inspecting the parallel times at tables 6 and 7, it can be seen that, while total execution time improved, the percentual time required by the strictly serial parts increased to 1.22%, 2.33% and 3.21% of the total execution time for two, four and six threads, respectively. That said, the absolute fluctuations in time required by the strictly serial parts were modest. Regarding the parts that were parallelized, both Part 2 and Part 5 had slight decreases in percentual execution time. Overall, it can be concluded that the simulation using Gibbs's VF model achieved good scalability. Tables 8 and 9 show the absolute and percentual execution times for a single run of Lea's VF model when ∆s is equal to 0.05 meters, breaking down the time spent at each part of the simulation. The serial times show that Parts 2, 4 and 5, which the previous analysis in section 3.1 suggested to be the ones that parallelization efforts should be focused on, took 99.75% of the total execution time. The remaining parts required 0.25% of the total time, which will be regarded as the the strictly serial portion of the problem when using Lea's VF model.
When using Lea's model, Part 4 needs special consideration. The parallelization technique chosen to implement this part uses only two threads to check convergence for the initial guess of the plunger speed, irrespective of the total processor count, and a single thread if further convergence steps are needed. Therefore, in the best case, the parallel time for this part cannot be lower than half of the corresponding serial time. As for the other parallel parts, when compared to the implementation found in Gibbs's VF model, Part 2 is nearly identical, while Part 5 is completely identical. Therefore, the major difference in execution behavior between the two models of viscous friction should be located at Part 4.
Inspecting the parallel times at tables 8 and 9, it can be seen that, while total execution time improved, the percentual time required by the strictly serial parts increased slightly to 0.48%, 0.68% and 0.80% of the total execution time for two, four and six threads, respectively. The absolute fluctuations in time required by the strictly serial parts were modest as well. Regarding the parts that were parallelized, Parts 2 and 5 had sizable decreases in percentual execution time, and Part 4 had sizable increases. As for absolute execution times, for Parts 2 and 5, they always decrease; for Part 4, it is interesting to note that, while all parallel times show improvement over serial time, they always increase along with global thread count, despite the workload and the actual number of threads used in this part remaining fixed, as discussed previously.
To further investigate the performance of Part 4 of Lea's VF model, table 10 lists execution times of that part for a single run using several values of ∆s, with figure 7 showing a graphic view of these data. These times show that the behavior observed for ∆s equal to 0.05 meters is consistent with nearly all other values of ∆s, with almost all parallel times showing improvement over serial time and/or increasing along with global thread count. Table 11 focuses on the speedup achieved at Part 4 for several values of ∆s, showing that, overall, speedup improves for a fixed global number of threads as ∆s decreases, but it degrades for a fixed value of ∆s as the global number of threads increases. While this situation requires further examination, we believe the unfavorable results in Part 4 to be a consequence of thread management overhead and the need to synchro- nize memory access between processors. Taking the previous numbers into account, it can be concluded that the simulation using Lea's VF model achieved fair scalability, but Part 4 stood out as a significant performance bottleneck and remains an important target for further optimization efforts.
Conclusion
In this work, serial and parallel versions of Costa's model [7] for directional sucker-rod pumping wells were implemented, and their performance and scalability were compared. It was found that, when run in modern commodity hardware, both serial and parallel versions of the described implementation had sizable improvements in overall performance when compared to the original implementation. In addition, the parallel versions were significantly faster than the serial ones in the majority of cases, and their efficiency scaled along with problem size. Together, those facts are indicative that this program should be a viable option for routine usage by petroleum engineers. Also, given the demonstration that Costa's model can be implemented more efficiently, new research topics can be explored. For example, Costa's model could be further expanded, using the spare processing power made available through software optimization. Another line of study could lie in its use in well parameter optimization; for example, either maximizing oil production or minimizing energy consumption, integrating works such as those of Gu et al. [16] and Xing and Dong [17] .
It is also possible to see some possible paths for further performance gains. The first is to refine and optimize Costa's model itself -for example, Part 4 of the main simulation loop when using Lea's model of viscous friction stood out as a significant performance bottleneck, thus being a good candidate for additional analysis. The second is to evaluate alternative numerical solutions, such as implicit FDMs. The third is to experiment with other parallelization solutions, such as utilizing GPUs [18] and/or distributing work to different computing nodes [19] .
