1. Introduction. Most methods of linear and nonlinear programming developed up to this time were designed to find the maximum or minimum value of a linear or nonlinear function inside a region bounded by hyperplanes. In applications of these methods it is often found that the formulation leads to constraints which are nonlinear. For example, in gasoline blending problems the relationship between lead concentration and octane number of a blend (the lead-susceptibility curve) has been found to be exponential in form. One method of dealing with such problems has been to approximate the given curves by a series of broken line segments [1] . The usual method of finding such an approximation has been, by visual examination of the graph, first to decide on the number of line segments, second, to select the intervals over which each line segment is to apply, and third, to draw in what appears to be good linear approximations to the curves over the selected intervals. Since the problem of obtaining a best fit of broken line segments to a curve does not seem to have been previously investigated, it is the purpose of this paper to formulate the problem, give a closed form solution when the given function is quadratic, show a general numerical method of solution, and apply this numerical procedure to the lead susceptibility curve.
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In the case when the function is quadratic, an interesting and simple result was obtained. It was found that in fitting N lines over some interval (a, b), that the points at which one line segment was discontinued and the next line segment started were equally spaced over the interval. This result allowed the equations for the lines to be expressed in a very simple form.
2. Formulation of the Problem. Given a known nonlinear relationship
It is desired to obtain an approximation of the form ax + bxx, «o á x ^ Mi Jo2 + b2x, «i S i á «2
[a" + b.vX, Wy_i á X g Wat which is best in the least squares sense. If the points Wi, W2, • • • , Uy are specified in advance, the problem reduces to the simple case where the best fit over each interval is obtained separately by the usual least squares procedure. The results developed below will give the solution to this problem as a special case of the general solution. The more general case, treated in this paper, occurs when the end points of the line segments ux ,u2, ■ ■ ■ , ít.V-i are not specified in advance, and when only the number of line segments, N, is specified in addition to the relationship given by Equation ( 1 ) .
Following the least squares formulation, we wish to obtain the values of the variables which minimize The method to be used is the usual normal equation technique of finding the point at which the partial derivatives of the function (2) are zero. This procedure leads to the following system of 3iV -1 equations to be solved for the 3iV -1 variables 
Equations (4a) and (4b) represent the general solution to the problem when the points Ux, ■ ■ ■ , w.v-i have been selected in advance. When this is not the case then to proceed further we substitute the ap and bp from Equations (4) into Equations (3c), giving a system of N -1 nonlinear equations in ux, ■ ■ • , w.V-i to be solved. In general no closed form solution for this set of equations can be found. In a later section of this report a numerical method of solution will be described which is practical for large-scale computer application. In the case when f(x) is quadratic, some simplification of the problem occurs which allows a simple closed form solution to be obtained. This result is derived in the next section.
3. Solution for f(x) Quadratic. In the case that f(x) is quadratic, that is,
f(x) = rx2 + sx + t, the function to be minimized is
The integrand of this function can be simplified by consolidating the linear portion of f(x) with the a, and bj. So that, if we let .
and it is only necessary to find the minimum of Equation (8) with respect to the aj, ßj and Uj. The constant multiplier, r", in (8) drops out in the derivation of the normal equations. Following the procedure described in the last section with now/(a;) = x2, the ap and ßp arc obtained from Equations (4) and have the following simple form: (9) into (3c) we obtain after some straightforward but tedious algebra the following equation in Mi.
(10) 4(w2 -tiohh* -G(!/22 -«o2)"iJ + 4(«23 -Uo)ux -(u2 -wo4) = 0 which has for its only real root
With Ux given by (11) and ax, ßx, a2, ß» by (9), it is easy to verify that A FORTRAN computer program for the IBM 704 has been written and tested which will solve this problem for any function, f(x), which is differentiable. A FORTRAN subroutine must be supplied for each/(x), which will compute f(k), I(kx, k2), J(kx, k->) and (df(k)/dk). Further details can be supplied by the author.
5. Application to Lead Susceptibility Curves. As described in the Introduction, part of the purpose of the research described in this paper was to find the best method of linearizing the lead susceptibility curve. It has been found experimentally that for every blend examined, the relationship between octane number of the blend and quantity of tetraethyl lead added is adequately given by The method and computer program described in the last section were used to obtain values of the line and end point parameters for fitting two, three and four line segments to the exponential function, exp( -ex). The accompanying Tables, 1 through 3, give the normalized line slopes, ß, the normalized intercepts, a, and the values of the end points, w, for the number of lines, N, equal to 2, 3, 4, as a function Table 1 It has been found preferable in practice, for reasons of accuracy, to determine the common end points of the lines from the relation aj 4-bjiij = Oy+i + bj+xiij giving (27) ",._£^L5£>. bj+x -bj
In order to provide the user of this method with a guide to the number of line segments that should be used for any particular application, an error analysis was carried out. The maximum difference between the exponential function, e~cx, and the lines a¡ -b¡x were computed for the two, three, and four line cases. The results are shown in Table 4 where max(e~" -a, -ßjx), 0 g x g 3.0
is given as a function of c for these cases. To transform the error given in the normalized form to error in terms of octane number for any particular case, the transformation Error (0-N-) = k2-Error (Table) is used where k2 is the constant shown in Equation (23) ; that is, in the equation ON-= kx + k*r°*.
The tables given for the lead susceptibility curves can be used for curves of a more general character, namely those of the form (28) g(z) = rx 4-r2z 4-r^e"^, w" g z ^ ws .
In this case the least squares function is (29) F = ¿ f ' (rx + r2z + r3e~'iZ -a¡ -bjz)* dz. 
