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Resumen
El acceso a la informacio´n en tiempo y forma es
un factor esencial en muchos procesos que ocurren
en dominios diferentes: la academia, la industria, el
entretenimiento, entre otros. En la actualidad, el en-
foque ma´s general para acceder a la informacio´n en
la web es el uso de motores de bu´squeda de gran
escala. E´stos sistemas enfrentan constantes desaf´ıos
debido al crecimiento explosivo de contenido en la
web y tambie´n de la cantidad de nuevos usuarios.
Principalmente, aparecen nuevas necesidades de al-
macenamiento y procesamiento para satisfacer es-
trictas restricciones de tiempo: las consultas deben
ser respondidas en pequen˜as fracciones de tiempo,
t´ıpicamente, milisegundos.
Esta problema´tica tiene au´n muchas preguntas
abiertas y – mientras se intentan resolver cuestio-
nes – aparecen nuevos desaf´ıos. Existen necesida-
des puntuales de los servicios que recolectan y uti-
lizan esta informacio´n tal como nuevas estructuras
de datos y algoritmos altamente eﬁcientes lo que
brinda oportunidades u´nicas para avances cient´ıﬁ-
co/tecnolo´gicos en a´reas como algoritmos, estructu-
ras de datos, sistemas distribuidos y procesamiento
de datos a gran escala, entre otras.
En este proyecto se estudian, proponen, di-
sen˜an y evalu´an estructuras de datos y algoritmos
eﬁcientes junto con el ana´lisis de grandes datos
que permitan aumentar procesos internos de un
motor de bu´squeda con el objetivo de mejorar su
performance y escalabilidad.
Palabras clave: motores de bu´squeda, estruc-
turas de datos, algoritmos eﬁcientes, grandes datos.
Contexto
Esta presentacio´n se encuentra enmarcada en el
proyecto de investigacio´n “Algoritmos Eﬁcientes y
Miner´ıa Web para Recuperacio´n de Informacio´n a
Gran Escala” del Departamento de Ciencias Ba´si-
cas (UNLu) en el cual los autores son integrantes
(Disp. CD-CB No 327/14). Complementariamente,
el primer autor desarrolla su tesis de doctorado en
el Depto. de Computacio´n de la FCEyN (UBA) en
esta tema´tica.
Introduccio´n
En los u´ltimos an˜os el nu´mero y complejidad de
documentos en la web ha crecido exponencialmen-
te, convirtie´ndola en el mayor repositorio de infor-
macio´n en el mundo. Esto crea nuevas necesidades
de almacenamiento, procesamiento y bu´squedas, ex-
pandiendo los l´ımites del trabajo en una sola ma´qui-
na y unos pocos algoritmos al trabado distribui-
do, paralelo y altamente eﬁciente. En este escenario
existen por un lado, necesidades puntuales de los
servicios que recolectan y utilizan informacio´n de la
ma´s diversa y compleja y por el otro, aparecen opor-
tunidades u´nicas para avances cient´ıﬁco/tecnolo´gi-
cos en a´reas como algoritmos, estructuras de da-
tos, sistemas distribuidos y procesamiento de datos
a gran escala.
El acceso a la informacio´n en tiempo y forma es
un factor esencial en muchos procesos que ocurren
en dominios diferentes: la academia, la industria, el
entretenimiento, entre otros. En la actualidad, el en-
foque ma´s general para acceder a la informacio´n en
la web es el uso de motores de bu´squeda, a partir
de consultas basadas en las necesidades de informa-
cio´n de los usuarios. De forma simple, los motores
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de bu´squeda intentan satisfacer la consulta de los
usuarios realizando procesos de recuperacio´n sobre
una porcio´n del espacio web que “conocen”, es de-
cir, que han recorrido, recopilado y procesado [2].
Esto es as´ı dado que existen porciones de la web a
las cuales no se puede acceder debido a su dina´mica
o restricciones de acceso. De aqu´ı que su taman˜o no
se puede determinar de manera precisa1. Adema´s,
el nu´mero de usuarios crece permanentente [25] y
e´stos no solamente buscan en la web para satisfacer
sus necesidades de informacio´n sino que - adema´s
- realizan tareas cotidianas (por ejemplo, organizar
un viaje, comprar cosas, etc.). Adema´s, todas es-
tas aplicaciones operan con estrictas restricciones
de tiempo: las consultas deben ser respondidas en
pequen˜as fracciones de tiempo, t´ıpicamente, milise-
gundos. Los motores de bu´squeda se han convertido
en herramientas indispensables en la Internet ac-
tual y las cuestiones relacionadas con su eﬁciencia
(escalabilidad) y eﬁcacia son temas de muy activa
investigacio´n [4].
En su arquitectura interna, las ma´quinas de
bu´squeda de gran escala presentan un grado de com-
plejidad desaﬁante [6], con mu´ltiples oportunidades
de optimizacio´n. Como la web es un sistema dina´mi-
co que en algunos casos opera en tiempo real, las
soluciones existentes dejan de ser eﬁcientes y apare-
cen nuevas necesidades. Paralelamente, en los u´lti-
mos an˜os se ha popularizado el uso de te´cnicas es-
tad´ısticas y de machine learning para lograr extraer
modelos u´tiles a partir de repositorios de datos [14]
complejos. Esta disciplina, conocida como miner´ıa
de datos (o miner´ıa web en este contexto), es una
etapa de un proceso ma´s complejo, el de descubri-
miento de conocimiento, que puede ser altamente
u´til en el a´mbito de los motores de bu´squeda [24].
Adema´s, el crecimiento de los repositorios y de
las diferentes fuentes de generacio´n de informacio´n
(redes sociales, sensores, etc.) han agregado mayor
complejidad y la necesidad de dar respuestas en
tiempo real. Se ha redoblado la apuesta y gran par-
te de los problemas que se trataban desde la o´ptica
de la miner´ıa de datos pasaron a ser problemas de
”Grandes Datos” [27] (Big Data), donde las solucio-
nes a e´stos son signiﬁcativamente ma´s complejas ya
que los volu´menes de informacio´n son muy grandes,
1De acuerdo al sitio World Wide Web Size
(http://www.worldwidewebsize.com/), se estiman unos
48.000 millones de documentos en la web superﬁcial
(accedida por los motores de bu´squeda)
llegan de manera continua y requieren respuestas en
tiempo real [20].
Los problemas de Grandes Datos requieren de
soluciones complejas que sobre arquitecturas que
puedan escalar de manera ﬂexible [21], tanto en
co´mputo como almacenamiento. En las grandes or-
ganizaciones el conocimiento y manejo de grandes
volu´menes de datos permite tomar mejores decisio-
nes a partir de evidencia, es decir, algunas soluciones
surgen de los datos (data driven) y no de la intui-
cio´n [16].
Las te´cnicas para descubrimiento de conocimien-
to son transversales a cualquier disciplina cient´ıﬁca,
por lo que se considera que existe un amplio aba-
nico de soluciones de optimizacio´n au´n no explora-
das para los motores de bu´squeda a gran escala que
pueden ser tratadas siguiendo una metodolog´ıa de
miner´ıa de datos. Principalmente, en problema´ticas
que abarcan desde el ana´lisis profundo de query logs
en buscadores y query recommendation hasta pol´ıti-
cas para la optimizacio´n de caches [24].
L´ıneas de investigacio´n y desarrollo
En este proyecto se continu´an l´ıneas de I+D del
grupo que incorporan ana´lisis de grandes datos pa-
ra redisen˜ar algunos procesos internos de un motor
de bu´squeda web que permitan aumentar sus pres-
taciones. Existen oportunidades de investigacio´n en
temas poco explorados por la comunidad cient´ıﬁca
que permiten mejorar y/o redisen˜ar los algoritmos
internos y las estructuras de datos usadas princi-
palmente para recuperacion de informacio´n de gran
escala. En especial, las l´ıneas de I+D principales
son:
a. Estructuras de Datos
1. Distribuidas: Los sistemas de bu´squeda en tex-
to utilizan como estructura de datos ba´sica un ı´ndice
invertido. De forma simple, este ı´ndice esta´ forma-
do por un vocabulario (V ) con todos los posibles
te´rminos de bu´squeda y un conjunto de posting lists,
L, con informacio´n acerca de los documentos don-
de aparece cada te´rmino junto con datos extra (por
ejemplo, la frecuencia del te´rmino i en el documento
j). Como los sistemas de bu´squeda a gran escala se
ejecutan en clusters de computadoras, es necesario
distribuir los documentos entre los nodos. Para ello,
los dos enfoques cla´sicos [2] son:
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* Particionado por documentos: La colec-
cio´n, C, es dividida entre P procesadores, los cuales
almacenan solo una porcio´n del ı´ndice CP .
* Particionado por te´rminos: Cada nodo
mantiene informacio´n de las listas de posting com-
pletas de solamente un subconjunto de los te´rminos.
El vocabulario V es dividido entre los P nodos y a
cada uno de e´stos se le asignan VP listas.
* Estrategias h´ıbridas: En estos modelos, co-
mo el ı´ndice 2D introducido en [9] y el 3D en [8],
el ı´ndice se particiona por te´rminos y documentos
al mismo tiempo (2D) e incluso, agregando re´plicas
(3D). La idea de estas arquitecturas es explotar el
trade-oﬀ entre los costos de comunicacio´n y proce-
samiento que se requieren para resolver consultas.
Adema´s, los nodos de un motor de bu´squeda
almacenan su porcio´n del ı´ndice en memoria (total
o parcialmente), lo que modiﬁca los modelos de
costos. Resultados experimentales muestran que es
posible obtener mejoras si se incorpora la arquitec-
tura del cluster (cantidad de nodos, procesadores y
nu´cleos) en la optimizacio´n.
2. Escalables: Para tratar con el crecimiento en la
cantidad de informacio´n que generan algunos servi-
cios como los sitios de microblogging y redes socia-
les, junto con la necesidad de realizar bu´squedas en
tiempo real, son necesarios algoritmos y estructuras
de datos escalables. Los aspectos principales a tener
en cuenta en este escenario son la tasa de ingestio´n
de documentos, la disponibilidad inmediata del con-
tenido y el predominio del factor temporal [3] [1].
Para satisfacer estas demandas, resulta indis-
pensable mantener el ı´ndice invertido en memoria
principal. Dado que este es un recurso limitado, se
trata de mantener solamente aquella informacio´n
que permita alcanzar prestaciones de efectividad ra-
zonables (o aceptables) [5].
Un primer aporte del grupo [20] consiste en un
conjunto de invalidadores de entradas en el ı´ndice
invertido. Siguiendo esta l´ınea, se propone el desa-
rrollo de una familia de algoritmos de invalidacion
y poda selectiva (dina´mica) [17] de las entradas
en el ı´ndice, tanto a nivel del vocabulario como de
las posting lists. Esto se logra con estrategias que
monitorizen la evolucio´n y dina´mica del vocabulario.
3. Algoritmos Eﬁcientes: Entre las te´cnicas ma´s
utilizadas para mejorar la performance en motores
de bu´squeda a gran escala se encuentran las te´cnicas
de caching, las cuales se basan en la idea fundamen-
tal de almacenar en una memoria de ra´pido acceso
los ı´tems que van a volver a aparecer en un futu-
ro cercano, de manera de obtenerlos sin incurrir en
acceso a disco.
En una arquitectura t´ıpica de un motor de
bu´squeda se implementan caches para resulta-
dos [18], posting lists [28], intersecciones [15] y docu-
mentos [22]. Nuestro grupo se enfoca en el proble-
ma de las intersecciones. Aqu´ı se propone disen˜ar
pol´ıticas de admisio´n y reemplazo que consideren el
costo de ejecutar una consulta [10], y no solamente
hit-ratio. Esta l´ınea es particularmente interesante
en escenarios actuales ya que cuando el ı´ndice in-
vertido se encuentra en memoria principal el cache
de listas pierde sentido. Por otro lado, integrar dife-
rentes caches permite optimizar el uso de espacio, lo
que impacta positivamete en las prestaciones [23].
Otra direccio´n posible es tratar de optimizar la
estrategia de caching incorporando informacio´n pro-
veniente de redes sociales. En trabajos previos del
grupo se ha mostrado que los temas que son tenden-
cia en redes sociales guardan relacio´n con el aumen-
to de la popularidad de una consulta relacionada
al mismo [19] y permiten mejorar la performance
del cache. Esta l´ınea de trabajo es prometedora ya
que el uso de esta clase de informacio´n ha mostrado
resultados positivos en otros a´mbitos (por ejemplo,
para mejorar el rendimiento de CDNs).
b. Grandes Datos en Motores de
Bu´squeda
Los motores de bu´squeda son probablemente
uno de los primeros ejemplo del uso de Grandes
Datos. Las demandas de recoleccio´n de documen-
tos, almacenamiento, analisis, gestio´n y bu´squeda
requieren de soﬁsticados algoritmos que operan so-
bre arquitecturas paralelas y distribuidas. Adema´s,
la informacio´n generada por las bu´squedas de los
usuarios (consultas, clicks, etc.) se convierte en in-
formacio´n muy valiosa a partir de la cual es posible
encontrar patrones de comportamiento y obtener es-
tad´ısticas acerca de co´mo los usuarios interactu´an
con los buscadores. Algunos trabajos [11] [12] ya
mostraron la potencialidad de estas te´cnicas.
Esta propuesta global propone optimizar proce-
sos internos de un buscador por lo que se conside-
ra que existen oportunidades de optimizacio´n que
abren nuevos problemas y temas de investigacio´n.
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c. Indexacio´n Distribuida
Este es un problema real en una ma´quina de
bu´squeda de escala web. Los documentos son pro-
cesados de forma distribuida y el resultado ﬁnal de-
be ser un ı´ndice invertido particionado por algu´n
criterio (como se menciono´ anteriormente) que pue-
da ser implementado en un cluster. En los u´ltimos
an˜os, adema´s, se han propuesto nuevas estructuras
de datos avanzadas que ofrecen un mejor rendimien-
to en la recuperacio´n (en algunos contextos), como
Block-Max [7] y Treaps [13].
Esta l´ınea de investigacio´n se centra en estu-
diar, disen˜ar y evaluar algoritmos de construccio´n de
ı´ndices soﬁsticados como los mencionados utilizan-
do estrategias comunmente utilizadas en el a´mbito
de Grandes Datos (por ejemplo, sobre el framework
Hadoop [26]) y tratar de determinar co´mo inﬂuyen
algunos para´metros como el taman˜o de la coleccio´n
y la arquitectura del cluster a utilizar.
Resultados y objetivos
El objetivo principal en este proyecto es estudiar
el problema de las bu´squedas a gran escala e incor-
porar el ana´lisis de datos masivos para mejorar las
prestaciones de los sistemas de bu´squeda. Para ello,
se pretende desarrollar, aplicar, validar y transferir
modelos, algoritmos y te´cnicas que permitan cons-
truir herramientas y/o arquitecturas para abordar
algunas de las problema´ticas relacionadas con las
bu´squedas en Internet, en diferentes escenarios, don-
de la masividad, velocidad y variedad de los datos
es una caracter´ıstica. Se propone profundizar sobre
el estado del arte y proponer nuevos enfoques, en
particular:
a) Disen˜ar estructuras de datos eﬁcientes con
base en los modelos recientemente propuestos, para
soportar ı´ndices invertidos distribuidos (en memoria
primaria o secundaria).
b) Utilizar ana´lisis de datos masivos para opti-
mizar los algoritmos de bu´squedas, a partir de com-
prender de mejor manera la dina´mica de las consul-
tas y sus costos asociados.
c) Disen˜ar nuevas te´cnicas de caching comple-
menta´ndolas con informacio´n del ana´lisis de redes
sociales para mejorar tanto las pol´ıticas de admi-
sio´n como las de reemplazo.
d) Disen˜ar y evaluar estrategias de indexacio´n
distribuida para estructuras de datos avanzadas
usando frameworks del ecosistema de Grandes Da-
tos.
e) Disen˜ar arquitecturas para aplicaciones es-
pec´ıﬁcas de bu´squedas ad-hoc para problemas con-
cretos, donde una solucio´n de propo´sito general no
es la ma´s eﬁciente.
f) Adaptar y transferir las soluciones a diferentes
dominios de aplicacio´n como motores de bu´squeda
de propo´sito general, verticales y empresariales, re-
des sociales y servicios mo´viles, principalmente.
Formacio´n de Recursos Humanos
Este proyecto brinda un marco para que algu-
nos docentes auxiliares y estudiantes lleven a cabo
tareas de investigacio´n y se desarrollen en el a´mbi-
to acade´mico. Junto con el doctorado del primer
autor hay en ﬁnalizacio´n una tesis de la maestr´ıa
en “Exploracio´n de Datos y Descubrimiento de Co-
nocimiento”, DC, FCEyN, Universidad de Buenos
Aires.
Actualmente, se esta´n dirigiendo cuatro traba-
jos ﬁnales correspondientes a la Lic. en Sistemas de
Informacio´n de la Universidad Nacional de Luja´n
en temas relacionados con el proyecto. Adema´s, hay
dos pasantes alumnos y se espera dirigir al menos
dos estudiantes ma´s por an˜o y presentar dos candi-
datos a becas de investigacio´n.
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