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ABSTRACT:
Generation of appropriate inflow boundary conditions satisfying prescribed statistical properties is essential for
running a successful CFD simulation in a turbulent flow. With the advances in HPC, parallel programming can be
explored to generate turbulent velocity fields on the inlet patch by harnessing the power of the computer’s graphics
process unit (GPU). The time sequence of the velocity vector at each grid point on the inlet patch is computed by
executing the kernel function on an allocated thread of a GPU. As a result, the entire inflow velocity field can be
computed by running on thousands of threads in parallel. The proposed GPU programming in inflow generation has
the promise to enhance the computational performance by orders of magnitude, and then be integrated into the realtime CFD simulation carried out using open-source software OpenFOAM.
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1. INTRODUCTION
Generation of inflow turbulence satisfying prescribed statistical properties such as turbulence
intensity, integral scale and turbulence spectra is of great importance in CFD analyses. Numerous
studies have been contributed to developing the methodologies to produce the appropriate inflow
boundary conditions, which can be classified into three categories: precursor simulation methods,
recycling methods and synthesis methods (Ding et al., 2019; SimCenter, 2019). The synthesis
methods generally offer a relatively efficient and convenient approach to generate inflow
turbulence compared to the other two categories. These synthesis methods include the synthetic
random Fourier method, synthetic digital filtering method, and synthetic eddy method (SimCenter,
2019). Among these, the modified discretizing and synthesizing random flow generation
(DSRFG) approach (Castro and Paz, 2013) consisting of applying the spectrum of the wind
velocity fluctuations to building a trigonometric series with Gaussian random coefficients is
employed in this study.
Concerning inflow turbulence generation in CFD simulations, the time sequences of the velocity
vector containing three-directional components need to be computed at all the grid points on the
inlet patch and at each simulation time step. In comparison to the traditional data processing
pipeline that involves the use of a single CPU processor to generate the turbulence velocity field,
performing computations on GPUs is a new concept. The GPUs were originally designed to
produce a color for every pixel on the screen and have evolved so that the input “color” can be any
type of data (Sanders and Kandrot, 2010). The emergence of GPU programming has proven to
speed up data processing in orders of magnitude. Moreover, it is suitable to solve the inflow
generation problem as a grid point on the inlet surface can be treated as a pixel on the graph.
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To take advantage of the GPU programming, at each grid point on the inlet patch, the time
sequence of the velocity vector is computed by implementing the modified DSRFG approach
through the kernel function on an allocated thread of a GPU. To organize the architecture of the
GPU threads to allow the velocity field on the inlet patch to be computed in parallel, multiple 2D
blocks are designed to be consistent with the configuration of the grid points on the inlet patch.
Section 2 will be devoted to the detailed discussion of GPU programming for inflow velocity
generation.
2. PARALLEL COMPUTING USING GPUS
In some CFD applications that require the real-time processing of the information from the
instantaneous flow field by tuning inflow parameters such as separation control, control of
boundary layer thickness, and inflow uncertainty quantification, there is a strong desire for the
improvement of the computational performance for inflow velocity generation by taking advantage
of the advanced high-performance computing techniques. In this study, the introduction of the
GPU programming based on the CUDA architecture brings significant performance improvement
over the traditional central processing technologies.
The GPU consists of multiprocessor elements that can run under hundreds or thousands of parallel
execution units known as threads (Sanders and Kandrot, 2010) as shown in Fig. 1. To implement
the modified DSRFG approach in the GPU, the kernel function is coded based on the selected
inflow generation approach and executed on the allocated threads to generate the time sequence of
inlet velocity at each grid point on the inlet patch. Considering the correlated inflow velocity field,
it can be first decoupled into an uncorrelated one based on some decomposition techniques such
as Cholesky decomposition (Li and Kareem, 1993), and the uncorrelated flow field data can then
be directly generated using GPU threads. The sketch of the proposed methodology is shown in
Fig. 1. On each thread, the input of the kernel function is the coordinates of a grid point, and the
output will be the time-history velocity data at that grid point. The computed velocity data on all
the threads will be collected and copied to the CPU host to generate the inlet output files
compatible with running a CFD simulation in open-source software OpenFOAM (Jasak et al.,
2007). The initial investigation shows that the extremely rapid computation over traditional CPU
processing has been delivered by GPU-powered parallel computing.

Figure 1. Schematic of the implementation of inflow velocity generation using GPUs
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3. CONCLUSIONS
In summary, the synthesis inflow generation methods are implemented using GPUs in this study
to achieve superior computational performance over traditional methodologies that are built on
central processing technologies. The proposed parallel programming technique for the inflow
generation will serve as a useful tool in many CFD applications that require a very short period to
process feedback information including real-time or near real-time flow control.
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