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1. Introduction
The aim of this paper is to ﬁnd pairs of uniform generators of respective orders 2 and k, brieﬂy
(2,k)-generators, of the 4-dimensional classical groups. Since two involutions generate a dihedral
group, we have to assume k 3.
In this problem, a special case of a formula of L.L. Scott [21, Theorem 1] plays a crucial role.
E.g. it gives constraints (inequality (2)) for the invariant factors of (2,k)-generating pairs for the
groups under consideration. For the deﬁnition of invariant factors, see [9, p. 193]. Sometimes they are
called similarity invariants. Scott’s formula also gives a useful rigidity criterion (3) appearing in [22,
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rem 3.1).
Let F be an algebraically closed ﬁeld of characteristic p  0. If p = 0 or (p,k) = 1, we denote by 
a primitive k-th root of unity in F. If (p,k) = p we suppose k ∈ {p,2p}: for k = p  3, we set  = 1,
for k = 2p  4 we set  = −1.
In Section 4 we ﬁx the canonical forms of our uniform generators x, y. Their general shape is
given in (12), where we set s =  + −1. Actually for our positive results, in (12) it is enough to take
r1 = r3 = 0, r2 ∈ F, 0 = r4 ∈ F, obtaining
x =
⎛
⎜⎝
0 0 1 0
0 0 0 1
d 0 0 0
0 d 0 0
⎞
⎟⎠ , d = ±1, y =
⎛
⎜⎝
1 0 0 r2
0 1 0 r4
0 0 0 −1
0 0 1 s
⎞
⎟⎠ . (1)
Clearly x2 = ±I and both y and its projective image have order k. The choice of the canonical form
of y is determined by the case k = 3 (see Section 12).
Section 7 is devoted to ensure that the values of the parameters r2 and r4 are such that H = 〈x, y〉
is an absolutely irreducible subgroup of the classical groups under consideration.
Then, following Aschbacher’s subgroup structure theorem [1], we exclude the values of r2 and r4
for which H may be contained in a maximal subgroup M . This is accomplished in Sections 8, 9 and 10.
We are not aware of any published list of the maximal subgroups of the ﬁnite 4-dimensional classical
groups. So our reference here was the PhD thesis of Kleidman [12], whose list is based on [7,10,
18–20,30,31].
When p > 0, for any q = pa , let Fq denote the ﬁnite subﬁeld of F of cardinality q. Note that,
whenever k | (q− 1) or k | (q+ 1) or k ∈ {p,2p}, then  + −1 = s ∈ Fq . Our positive results, proved in
Section 11, are stated below.
Theorem 1.1. Let Fq = Fp[s, r24], with 0 = r4 ∈ Fq. Deﬁne x and y as in (1), with r2 = 0, r4 = ±(s − 2)
√
d.
Under these assumptions H = 〈x, y〉 = SL4(q). In particular, for all k 3 such that k | (q − 1) or k | (q + 1) or
k ∈ {p,2p}, the groups SL4(q), q > 3, and PSL4(q), q > 2, are (2,k)-generated.
Moreover SL4(2) is (2,4)-generated and SL4(3) is (2,3) and (2,6)-generated.
Theorem 1.2. Let Fq = Fp[s, r24], with 0 = r4 ∈ Fq. Deﬁne x and y as above, setting d = −1, and r2 = −r4 . As-
sume p = 2, k = p. If k = 3 and p = 3, assume further that r44 = −3. Under these assumptions 〈x, y〉 = Sp4(q).
In particular, for all k  3 such that k | (q − 1) or k | (q + 1) or k = 2p, the groups PSp4(q), with q odd, are
(2,k)-generated.
For the unitary groups SU4(q2) we use the notation of Carter [3].
Theorem 1.3. Let s ∈ Fq, r4 ∈ Fq2 and Fq2 = Fp[r24]. Deﬁne x and y as in (1), setting r2 = drq4 . Assume q = 3.
Suppose further that:
(i) rq−14 = −d±1;
(ii) r4 + drq4 = ±
√
d(2− s);
(iii) if q = p ≡ 3,5,6 (mod 7) and s = −1, then for h = 0,1,2,3
(r2, r4) =
(−i3h(λ√−7− 1)/2,dih(λ√−7+ 1)/2), λ = ±1
where i2 + 1 = 0;
(iv) if q = p ≡ 5 (mod 6) and s = 0, then (r2, r4) = (i−hω,dihω2), where ω is a primitive cubic root of 1.
Then H = 〈x, y〉 = SU4(q2).
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(q,k) /∈ {(2,3), (3,3), (3,4)}. Then the groups SU4(q2) and PSU4(q2) are (2,k)-generated.
In particular, for all k 3 such that k | (q−1) or k | (q+1) or k = p or k = 2p, the following simple
groups are (2,k)-generated:
PSL4(q), q > 2, PSp4(q), k = p, q odd, PSU4
(
q2
)
, q > 3.
Also note that they are all (2,3)-generated, except PSp4(2
a) and PSp4(3
a).
Apart from the (2,k)-generation (k  4) of the symplectic groups Sp4(q), not considered here,
the above positive results are the best possible. This fact follows from comparison with the negative
results below, proved in Section 12.
Theorem 1.5. As above, let q = pa be a prime power.
(i) Sp4(q) is not (2,3)-generated.
(ii) If p = 2,3, then PSp4(q) is not (2,3)-generated.
(iii) SL4(2) is not (2,3)-generated.
(iv) Sp4(q) is not generated by a pair of elements with respective invariant factors t
2 − 1, t2 − 1 and t − 1,
t3 − (1+ s)t2 + (1+ s)t − 1.
Statements (i) and (ii) are well known by [14]: we give alternative proofs.
Theorem 1.6. SU4(4) and PSU4(9) are not (2,3)-generated.
Theorem 1.7. SL4(3) and SU4(9) are not (2,4)-generated.
Theorem 1.8. PSU4(9) is not (2,4)-generated.
Other papers establish the (2,3)-generation of many of the 4-dimensional classical groups. To our
knowledge the groups PSL4(q) were considered in [15,23,24] and the groups PSp4(q) were considered
in [4]. More recent work in a related area is due to Marion [16], who studies the groups PSLn(q),
n 3, which are epimorphic images of a given hyperbolic triangle group.
Essentially, our results are computer independent. Nevertheless MAGMA and GAP can be of great
help for the computational aspects of this paper.
2. Scott’s formula and rigidity
We recall some basic consequences of Scott’s formula [21, Theorem 1]: for their background we
refer to [25]. Here 〈X, Y 〉 denotes an absolutely irreducible subgroup of GLn(L), where L is a ﬁeld. For
a subset K of M =Matn(L), let dKM be the dimension of CM(K ). Then, with respect to the conjugation
action of 〈X, Y 〉 on M , Scott’s formula gives the condition:
dXM + dYM + dXYM  n2 + 2. (2)
Moreover, if equality holds, namely if
dXM + dYM + dXYM = n2 + 2 (3)
the triple (X, Y , XY ) is rigid [22, Theorem 2.3]. This means that, for any other triple (X ′, Y ′, X ′Y ′)
with the same invariant factors as (X, Y , XY ), there exists g ∈ GLn(L) such that X ′ = X g and Y ′ = Y g .
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via the linear extension of the map ei ⊗ e j → eieTj . In particular the symmetric square S of Ln is
identiﬁed with the space of symmetric matrices. Clearly, for any g ∈ K as above, the diagonal ele-
ment g ⊗ g acts as m → gmgT , for all m ∈ M . Now, let us denote respectively by dKS and dˆKS the
dimension of the space of K -ﬁxed points on S and on its dual. In this case, Scott’s formula gives the
condition:
dXS + dYS + dXYS 
n(n + 1)
2
+ d〈X,Y 〉S + dˆ〈X,Y 〉S . (4)
By [25, Lemma 1], setting K = 〈X, Y 〉, we have dKS  1, dˆKS  1. If char L = 2, then dKS = dˆKS . Moreover,
if dˆKS = 1, then dKS = 1 and K is contained in an orthogonal group.
In characteristic 2 it may happen that dˆKS = 0, and dKS = 1. To exclude this possibility in certain
situations, it may be useful the following:
Lemma 2.1. Let g ∈ GLn(L), with char L = 2. Assume that g is conjugate to its inverse. Then dgS  n/2 if n is
even, dgS  (n + 1)/2 if n is odd.
Proof. Let V = {m ∈ Matn(L) | gmgT =m}. Since g is conjugate to its inverse, there exists h ∈ GLn(L)
such that gT = h−1g−1h. It follows that gmgT =m if and only if g centralizes mh−1, whence dim V =
dgM  n. This inequality can be seen noting that, for each companion matrix c of the rational form
of g , the algebra L[c] centralizes c. Now consider the map from V to S: m → m + mT . The image
of this map lies in V ∩ S . Since char L = 2, the kernel is also in V ∩ S . Since at least one of the
dimensions of the image and of the kernel is at least half of the dimension of V , this completes the
proof. 
3. Groups preserving a form
As above, let L denote a ﬁeld. In the unitary case, the following theorem appeared in [29,
Lemma 6.2]. When L is ﬁnite, see also [27, Theorem 2.12].
For X, Y ∈ GLn(L), we write X ∼ Y if they have the same invariant factors.
Theorem 3.1. Let σ ∈ Aut(L) and X, Y ∈ GLn(L). Suppose that Xσ ∼ X−1 , Y σ ∼ Y−1 , (XY )σ ∼ (XY )−1 .
Assume further that 〈X, Y 〉 is absolutely irreducible and that (3) holds.
(i) If σ = id, then 〈X, Y 〉 ﬁxes a non-degenerate symmetric or skew-symmetric form.
(ii) If σ is an involution, then 〈X, Y 〉 ﬁxes a non-degenerate hermitian form.
Proof. Let Mφ =Matn(L) be the 〈X, Y 〉-module equipped with the following action φ on it:
φ(h).m = hσmhT ,
for all h ∈ 〈X, Y 〉. Using the non-degenerate pairing (m1,m2) = tr(m1m2) we can identify Mφ with his
dual. Via this identiﬁcation, the dual representation φ∗ is equivalent to φˆ:
φˆ(h).m = (hT )−1m(hσ )−1.
For K ⊆ 〈X, Y 〉, let dK
Mφ
and dˆK
Mφ
denote the dimension of the space of K -ﬁxed points on Mφ and on
its dual, respectively. Clearly hσ is conjugate to its transpose. If hσ ∼ h−1, then choose an invertible
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dh
Mφ
= dhM . Now, Scott’s formula for the module Mφ together with the assumptions of the theorem
and (3) imply that either d〈X,Y 〉
Mφ
 1 or dˆ〈X,Y 〉
Mφ
 1.
First, we show that d〈X,Y 〉
Mφ
 1 yields dˆ〈X,Y 〉
Mφ
 1. With this end assume that, for some m = 0,
hσmhT =m (5)
for every h ∈ 〈X, Y 〉. Let V be the eigenspace of m relative to 0. In particular V = Ln , as m = 0. For
any h ∈ 〈X, Y 〉 and any v ∈ V , we have mhT v = (hσ )−1mv = 0. Therefore, V is 〈XT , Y T 〉-invariant.
Absolute irreducibility of 〈X, Y 〉 implies that V = {0}, i.e., m is non-degenerate. Inverting both sides
of (5), we have (hT )−1m−1(hσ )−1 = m−1. Hence, hTm−1hσ = m−1 and, since φˆ is equivalent to the
dual representation φ∗ , we have dˆ〈X,Y 〉
Mφ
 1, as desired.
Now consider the case dˆ〈X,Y 〉
Mφ
 1. Assume that m = 0 is such that the equality
(
hT
)−1
m
(
hσ
)−1 =m (6)
holds for any h ∈ 〈X, Y 〉. We show that m is invertible. Let V be the eigenspace of mT relative to 0.
For any h ∈ 〈X, Y 〉 and any v ∈ V , we have (hv)Tm = vTm(hσ )−1 = 0, whence mT (hv) = 0. Thus V is
〈X, Y 〉-invariant and V = {0} by the absolute irreducibility of 〈X, Y 〉. Therefore, m is non-degenerate.
In particular, this implies that any two non-zero matrices in Matn(L) satisfying (6) must be propor-
tional.
Eq. (6) shows that 〈X, Y 〉 ﬁxes a bilinear form m deﬁned over L.
Transpose both sides of (6) and apply σ . We have
(
hT
)−1(
mT
)σ (
hσ
)−1 = (mT )σ .
From the above, it follows that
(
mT
)σ = βm for some β ∈ L∗. (7)
(i) Assume that σ = id. Repeating (7) twice, we have β = ±1, i.e., m is either symmetric or skew-
symmetric.
(ii) Assume that σ is an involution. Let F = Inv(σ ) be the subﬁeld ﬁxed pointwise by σ . Our next
aim is to ﬁnd a suitable scalar α ∈ L∗ such that αm is hermitian, i.e., ((αm)σ )T = αm. Iterating (7)
we have that ββσ = 1. By Hilbert’s Theorem 90 [9, p. 297] for the extension L/F , there is α such that
β = α/ασ . Therefore,
(
(αm)σ
)T = ασβm = αm,
as claimed. 
Corollary 3.2. Let L be a ﬁeld and σ ∈ Aut(L). Let X, Y ∈ GLn(L). Suppose that for some λ, μ ∈ L we have
Xσ ∼ λλσ X−1 , Y σ ∼ μμσ Y−1 , (XY )σ ∼ λμ(λμ)σ (XY )−1 . Further, assume that 〈X, Y 〉 is absolutely irre-
ducible and (3) holds.
(i) If σ = id, then 〈X, Y 〉 is contained in a conformal orthogonal or in the conformal symplectic group.
(ii) If σ is an involution, then 〈X, Y 〉 is contained in a conformal unitary group. Moreover, if X , Y ∈ GLn(F ),
where F = Inv(σ ) is the subﬁeld ﬁxed pointwise by σ , then 〈X, Y 〉 is contained in a conformal orthogonal
or in the conformal symplectic group deﬁned over F .
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(X1Y1)−1. By Theorem 3.1, 〈X1, Y1〉 ﬁxes a non-degenerate (symmetric or skew-symmetric or, re-
spectively, hermitian) form m. Hence
XσmXT = λλσm, Y σmY T = μμσm,
i.e., 〈X, Y 〉 is contained in the corresponding conformal group.
Moreover, the proof of Theorem 3.1 shows that m is unique up to a scalar multiple. Therefore, if
σ is an involution and X , Y ∈ GLn(F ), then m = αm1, where m1 ∈ GLn(F ). (Since λλσ ,μμσ ∈ F , one
can ﬁnd the entries of m1 as a solution of a system of linear equations deﬁned over F .) Since m is
hermitian, we have mT1 = (ασ /α)m1 = βm1. Applying σ to the last relation, we ﬁnd β = β−1, i.e.,
m1 is either symmetric or skew-symmetric. 
When σ = id, Theorem 3.1 does not allow us to distinguish between symmetric and skew-sym-
metric forms, as both cases may arise. We give some conditions under which the symmetric case can
be recognized.
Lemma 3.3. Let X, Y ∈ GLn(L), with n > 2, and suppose that 〈X, Y 〉 is absolutely irreducible. Further, assume
that dXS + dYS = n(n+1)2 and that XY is conjugate to its inverse. Then 〈X, Y 〉 is contained in an orthogonal
group.
Proof. Setting K = 〈X, Y 〉, relation (4) gives dXYS  dKS + dˆKS . From the assumption that XY is conjugate
to its inverse it follows 1  dXYS . Actually, when p = 2, we have the stronger condition 2  dXYS by
Lemma 2.1. Now we make repeated use of Lemma 1 of [25] which says, ﬁrst, that dKS  1 and dˆKS  1.
Moreover it says that, when p is odd, dKS = dˆKS . We conclude dKS = dˆKS = 1. Our claim follows again
from Lemma 1 of [25]. 
The previous lemma is a special case of a more general fact (see Corollary 3.5 below), which uses
the following result, essentially proved in [28, Lemma 3.4].
Lemma 3.4. Let g ∈ GLn(L) and let
gTmg =m (8)
for some non-degenerate matrix m which is either symmetric or skew-symmetric. Let μg be the minimal
polynomial of g. Assume that either (i) degμg > 2a or (ii) degμg = 2a and the middle coeﬃcient of μg
is non-zero. Then dgS  a.
Proof. Deﬁne θ :Matn(L) → S as follows: θ(u) = u + uT . Clearly, if
gT ug = u, (9)
then gT uT g = uT and gT θ(u)g = θ(u). Notice that for any i the matrix u =mgi satisﬁes (9). Let
U =
{
a∑
i=1
cimg
i: ci ∈ L
}
.
It follows from (8) that m−1(gi)Tm = g−i . Set λ = 1 if m is symmetric, λ = −1 if m is skew-symmetric.
Consider
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(
a∑
i=1
cimg
i
)
= ga
a∑
i=1
ci g
i + gam−1
a∑
i=1
ci
(
gi
)T
mT
= ga
a∑
i=1
ci g
i + λga
a∑
i=1
cim
−1(gi)Tm
= ga
a∑
i=1
ci g
i + λga
a∑
i=1
ci g
−i
= λ
a−1∑
i=0
ca−i gi +
2a∑
i=a+1
ci−a gi .
Clearly, under the assumptions of the lemma, this sum is zero only if all ci vanish. Therefore, the
kernel of the restriction of θ to U is trivial and dim θ(U ) = dimU = a. In particular, dgS  a. 
Corollary 3.5. Let X, Y ∈ GLn(L) be as in Theorem 3.1 with σ = id and assume further that:
dXS + dYS 
n2 + n
2
− degμXY
2
+ 2. (10)
Then 〈X, Y 〉 is contained in an orthogonal group.
Proof. By Theorem 3.1(i), there exists a non-degenerate, symmetric or skew-symmetric, form m which
is preserved by X and Y .
Clearly degμg > 2
( degμg
2 − 1
)
. Applying Lemma 3.4 to g = XY , we have dXYS  12 degμXY − 1. If L
has characteristic 2, we have the stronger inequality dXYS  n2 
1
2 degμXY by Lemma 2.1. Thus, under
assumption (10) we get
dXS + dYS + dXYS 
n2 + n
2
+ 1
and, when L has characteristic 2,
dXS + dYS + dXYS 
n2 + n
2
+ 2.
Our claim follows by the same arguments used in the proof of Lemma 3.3. 
4. Canonical forms and shapes of a (2,k)-generating pair
In the notation of the Introduction, we consider two linear transformations ξ , η of F4 with respec-
tive invariant factors:
• t2 − d, t2 − d, d = ±1,
• t − 1, t3 − (1+ s)t2 + (1+ s)t − 1, s =  + −1.
The projective image of ξ has order 2. The Jordan form of η is respectively
⎛
⎜⎝
1
1

−1
⎞
⎟⎠ ,
⎛
⎜⎝
1
1 0 0
1 1 0
⎞
⎟⎠ ,
⎛
⎜⎝
1
1
−1 0
⎞
⎟⎠ (11) 0 1 1 1 −1
M.A. Pellegrini et al. / Journal of Algebra 369 (2012) 322–350 329according as to whether (i) (k, p) = 1, (ii) k = p or k = 4 and p = 2, (iii) k = 2p  6. It follows that η
and its projective image have order k.
We assume further that 〈ξ,η〉 acts irreducibly on F4. As the eigenspace V of η relative to 1 has
dimension 2, and V ∩ ξ(V ) = 0 by the irreducibility of 〈ξ,η〉, we have V + ξ(V ) = F4. Thus B =
{ξ(v1), ξ(v2), v1, v2} is a basis of F4 whenever {v1, v2} is a basis of ξ(V ). Considering the rational
canonical form of the linear transformation induced by η on F4/V , we may assume that v1 and v2
are chosen so that the matrices of ξ and η, with respect to B, have shapes:
x =
⎛
⎜⎜⎝
0 0 1 0
0 0 0 1
d 0 0 0
0 d 0 0
⎞
⎟⎟⎠ , y =
⎛
⎜⎜⎝
1 0 r1 r2
0 1 r3 r4
0 0 0 −1
0 0 1 s
⎞
⎟⎟⎠ (12)
for suitable ri ∈ F, with (r1, r3) = (r2, r4) if k = p or k = 4 and p = 2.
For δ = ±√d, the corresponding eigenspace of x is
{
(a,b, δa, δb)T
∣∣ a,b ∈ F}. (13)
For  = 1, the eigenspace of y relative to  j ( j = ±1) is generated by
u j =
(
r1 −  jr2, r3 −  jr4,  j − 1,−2 j +  j
)T
. (14)
Clearly when k = 2p  6, i.e.,  = −1, the two vectors coincide.
Lemma 4.1. Let x, y be deﬁned as in (12). Then H = 〈x, y〉 is a reducible subgroup of SL4(F) if and only if one
of the following conditions holds for some j = ±1, and some δ = ±√d:
(i) r4 = r1 −  jr2 + − jr3;
(ii)  = r1r4 − r2r3 + δ−1((s − 1)r1 − r2 + r3 − r4) + (2− s)d = 0.
Proof. If (i) holds, taking v = (−− j,1,0,0)T , we get yxv = d(r1 −  jr2)v +  j xv. Thus 〈v, xv〉 is
a 2-dimensional H-module. On the other hand, if (ii) holds, there exists (a,b) = (0,0) such that
w = (δa, δb,a,b)T is ﬁxed by yT . Since w is an eigenvector of xT , the 1-dimensional space 〈w〉 is
HT -invariant. It follows that H has a 3-dimensional submodule.
Vice versa, let W be a proper H-submodule.
Case 1: dimW = 1. In this case W is generated by a common eigenvector u of x and y. From
xW = W we get u /∈ 〈e1, e2〉. Hence k = p if p is odd, k = 4 if p = 2 and, up to a scalar, u = u j for
some j = ±1. From xu = δu for some δ = ±√d, we get
r1 =  jr2 + δ−1
(
 j − 1), r3 =  jr4 + δ−1( j − 2 j).
These conditions imply condition (i).
Case 2: dimW = 3. In this case HT has a 1-dimensional invariant space. A generator must have
shape (δa, δb,a,b)T , in order to be an eigenvector of xT . And a non-zero vector w of this shape is an
eigenvector of yT only if yT w = w . This condition gives (ii).
Case 3: dimW = 2. First, assume that there is a non-zero v ∈ W such that yv = v . It follows
that v and xv are linearly independent, hence generate W . By the shape of y, we may assume v =
(α,1,0,0)T for some α ∈ F. From yxv = λv + μxv we get μα = −1, μ =  j , and these conditions
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and the characteristic polynomial of the linear transformation η0, say, induced by y on F4/W must
be (t − 1)2. Considering the minimum polynomial of y, we have (η0 − I)(η0 −  I)(η0 − −1 I) = 0. As
the second and third factors are invertible, we get η0 = I . Thus y must induce the identity on F4/W .
So we get that HT ﬁxes the space U of the ﬁxed points of yT . Since U is ﬁxed by xT , we can choose
a non-zero vector w ∈ U which is an eigenvector of xT . Hence 〈w〉 is HT -invariant, and condition (ii)
must hold. 
For further use notice that the characteristic polynomials of xy and (xy)−1 are respectively:
χxy(t) = t4 − d(r1 + r4)t3 + (r1r4 − r2r3 − ds)t2 + (r1s − r2 + r3)t + 1, (15)
χ(xy)−1(t) = t4 + (r1s − r2 + r3)t3 + (r1r4 − r2r3 − ds)t2 − d(r1 + r4)t + 1. (16)
Remark 4.2. For brevity, denote by C the centralizer of a matrix in Mat4(F). If x, y are as in (12), by
a formula of Frobenius [9, Theorem 3.16, p. 207],
dim
(
C(x)
)= 8, dim(C(y))= 6. (17)
When 〈x, y〉 is absolutely irreducible, from (17) and (2) we get dim(C(xy)) = 4. In particular equality
holds in (2), i.e., the triple (x, y, xy) is rigid. Moreover xy has a unique invariant factor, equivalently
its minimal and characteristic polynomials coincide.
5. Fields of deﬁnition
For lack of a reference, we sketch a proof of the following well-known fact.
Lemma 5.1. Let Ω be the set of coeﬃcients of the invariant factors of h ∈ GLn(F). If hg ∈ GLn(F1), with
g ∈ GLn(F) and F1  F, then Ω ⊆ F1 .
Proof. Denote by c and c1 the rational canonical forms of h and hg respectively in GLn(F) and
GLn(F1). Since c1 is conjugate to c in GLn(F), we have c1 = c. As all elements of Ω appear as en-
tries of c, we conclude that Ω ⊆ F1. 
We denote the centre of GL4(F) by F∗ I .
Lemma 5.2. For x, y deﬁned as in (12), let H = 〈x, y〉 be conjugate to a subgroup of GL4(F1)F∗ I , for some
F1  F. Then F1  Fp[s, (r1 + r4)2].
Proof. Assume Hg  GL4(F1)F∗ I and write xg = x1λ−1, yg = y1ρ−1 with x1, y1 ∈ GL4(F1), λ,ρ ∈ F∗ .
The invariant factors of ρ y are t −ρ , t3 −ρ(s+ 1)t2 +ρ2(s+ 1)t −ρ3. Since (ρ y)g = ρ yg = y1, from
the previous lemma it follows that ρ and s are in F1. By the same token, as the invariant factors
of λx are t2 − dλ2, t2 − dλ2, d = ±1 and thus λ2 ∈ F1. As x1 y1 = (λxρ y)g has trace dλρ(r1 + r4) ∈ F1,
it follows that (r1 + r4)2 ∈ F1. 
Lemma 5.3. Let q = pa be a prime power, with a > 1. Denote by N the number of non-zero elements r ∈ Fq
such that Fp[r2] = Fq. Then:
N  2(p − 1) if a = 2;
N  (p − 1,2) p(p
a/2 − 1)
p − 1 if a > 2.
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And, if p = 2, there is just one such r for each α. Thus our claim is clear for a = 2. For a > 2,
considering the possible orders of subﬁelds of Fq , we have
N  (p − 1,2)(p + · · · + pa/2) (p − 1,2) p(pa/2 − 1)
p − 1 . 
6. Some presentations
In the following sections, we will use presentations of certain groups. Some of them are well
known.
Lemma 6.1. Let G be a non-trivial group. In (i)–(iv) suppose that G = 〈S, T 〉. In (iv) set W = T (ST )3 ×
T 2(ST )3S(T (T (ST )3)2T ST )2 .
(i) If S2 = T 3 = (ST )5 = 1 then G ∼= Alt(5).
(ii) If S2 = T 3 = (ST )7 = [S, T ]4 = 1, then G ∼= PSL2(7).
(iii) If S2 = T 7 = (T S)3 = (T 4S)4 = 1, then G ∼= PSL2(7).
(iv) If S2 = T 4 = (ST )7 = (ST 2)5 = (T (ST )3)7 = W = 1, then G ∼= PSL3(4).
(v) If G = 〈T1, T2, T3〉 and T 21 = T 22 = T 23 = (T1T2)3 = (T2T3)3 = (T1T3)4 = (T1T2T3)5 = 1, then
G ∼= Alt(6).
(vi) If G = 〈T1, T2, T3, T4, T5〉, where T1, . . . , T5 satisfy the following conditions⎧⎪⎪⎪⎨
⎪⎪⎪⎩
T 3i = 1, i = 1, . . . ,5,
(Ti Ti+1)2 = 1, i = 1, . . . ,4,
[Ti, T j] = 1, |i − j| > 2,
Ti T
−1
i+1Ti+2T
−1
i T
−1
i+2 = 1, i = 1,2,3,
then G ∼= Alt(7).
Proof. See [6] and [5] for (i)–(iii), [2] for (iv), [6, Table 5, p. 137] for (v), and [26, Theorem 1]
for (vi). 
7. Further assumptions
From now on we assume charF= p > 0, and set r1 = r3 = 0, r4 = 0 in (12). Thus x, y are deﬁned
as in (1). Formulas (15) and (16) become:
χxy(t) = t4 − dr4t3 − dst2 − r2t + 1;
χ(xy)−1(t) = t4 − r2t3 − dst2 − dr4t + 1. (18)
As above, we set H = 〈x, y〉.
Lemma 4.1 gives rise to the following:
Corollary 7.1. H is a reducible over F if and only if one of the following conditions holds:
(i) r2 = −±1r4;
(ii) r2 + r4 = ±(2− s)
√
d.
Remark 7.2. Let H be absolutely irreducible. By Remark 4.2, xy has a unique invariant factor. It follows
that, for any ﬁeld automorphism σ , the matrices (xy)σ and (xy)−1 are conjugate if and only if they
have the same characteristic polynomial.
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notation of [3], we denote by σ the Frobenius map α → αq of Fq2 .
Theorem 7.3.
(i) If H  CO4(q) or H  CSp4(q), then r2 = ±dr4 .
(ii) If H  CU4(q2), then r2 = ±drσ4 and sσ = s.
(iii) In particular, if r2 = 0 and r4 = 0, then H is not contained in any of the groups CSp4(F), CO4(F),
CU4(F).
Proof. Let
xT J xσ1 = λ J , yT J yσ1 = μ J , (19)
where J is a non-degenerate symmetric or skew-symmetric or hermitian form and σ1 = id or, respec-
tively, σ1 = σ . Write
J =
(
j1 j2
j3 j4
)
,
where j1, j2, j3, j4 are 2×2 matrices. Clearly, λ = ±1 and j3 = dλ j2, j4 = λ j1. For μ = 1, the second
relation in (19) implies that j1 = 0 and
j2
(
0 −1
1 sσ1
)
= μ j2.
In particular, the rank of j2 is at most 1 and J is degenerate. Therefore, μ = 1. Consequently,
(xy)T J (xy)σ1 = ± J and (xy)−1 is conjugate to ±(xy)σ1 . Using (18) we obtain (i) and (ii). The ﬁnal
claim is now obvious. 
If H is absolutely irreducible, the previous theorem can be (partially) reverted. Namely, we have
the following result.
Theorem 7.4. Assume that H is absolutely irreducible.
(i) If Fq2 = Fp[r4], s ∈ Fq, and r2 = drσ4 , then H  SU4(q2).
(ii) If Fq = Fp[s, r4], r2 = r4 and d = 1, then H  SO±4 (q).
(iii) If p = 2, Fq = Fp[s, r4], r2 = r4 and d = −1, then H  CSO±4 (q), H  SO±4 (q).
(iv) If Fq = Fp[s, r4], r2 = −r4 and d = 1, then H  CSp4(q) and, if p = 2, H  Sp4(q).
(v) If Fq = Fp[s, r4], r2 = −r4 and d = −1, then H  Sp4(q).
Proof. (i) By the assumptions and by (18) together with Remark 7.2 we have that (xy)σ is conjugate
to (xy)−1. Our claim follows from Theorem 3.1(ii).
(ii) See Lemma 3.3.
(iii)–(v) Unfortunately, using only Theorem 3.1(i) or Corollary 3.2, we cannot distinguish symmet-
ric and skew-symmetric forms. For the symmetric case, necessary conditions can be deduced from
Lemma 3.3. However, we are still unable to deal with the symplectic groups in this way. Thus we
prefer to present an alternative approach giving explicit forms. Namely, let r2 = λr4, λ = ±1 and set
J =
⎛
⎜⎝
2i1 i2 r4 r4
λi2 2i1 r4 r4
λr4 λr4 2di1 dλi2
⎞
⎟⎠λr4 λr4 di2 2di1
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2
4
s+2 if λ = 1, i1 = 0 if λ = −1. Notice that, for λ = 1, by Corol-
lary 7.1(i) we have  = −1, i.e., s = −2. Thus, i1 is well deﬁned.
By a straightforward calculation, xT J x = λd J and yT J y = J . Moreover, for λ = 1, J is symmetric
and
det J = ((s − 2)
2 − 4dr24)3
(s + 2)2 = 0,
by irreducibility and Corollary 7.1(ii). For λ = −1, J is skew-symmetric and det J = (s − 2)4 = 0 again
by irreducibility and Corollary 7.1(ii). 
Lemma 7.5. Assume (xy)h = ρ I , for some ρ ∈ F, with h > 0. Then:
(i) h > 4.
(ii) h = 5 only when s = ±1, r24 = −sd, r2 = −sr4 . Moreover, if s = −1, the projective image of H is isomor-
phic to Alt(5). If s = 1, then H is either reducible over F or contained in the conformal symplectic group.
(iii) h = 6, unless 〈x, y〉 is reducible.
(iv) If h = 8, the following relations hold:
r24 + ρr22 = −ds(1+ ρ),
sdr24 + d(1− ρ)r2r4 = −s2 − ρ + 1,
−ρr42 − 3dsρr22 − 2dρr2r4 = ρs2 − ρ + 1.
Proof. (i) [xy]1,4 = −1, [(xy)2]1,2 = −d, [(xy)3]1,3 = −d, [(xy)4]1,3 = −r4.
(ii) Let D = (xy)5. Then
D1,3 = −dr24 − s = 0, D2,1 = r4ds + r2d = 0, D3,1 = r2r4 − d = 0.
It follows that s = −dr24 , r2 = −sr4, r44 = 1. In particular s = ±1, whence the conditions in the state-
ment. On the other hand, if these conditions hold, then (xy)5 = −dr4 I . In particular, if s = −1, then
r24 = d, r2 = r4 and H/(H ∩ Z) ∼= Alt(5) by Lemma 6.1(i). If s = 1, then r24 = −d, r2 = −r4 and either H
is reducible over F or H  CSp4(q) by Theorem 7.4(iv), (v).
(iii) Let D = (xy)6. Then, D4,1 = dr34 + 2sr4 + r2 = 0, i.e. r2 = −dr34 − 2sr4. Under this hypothesis,
we have
D1,2 = dr44 + sr24 − ds2 + d = 0, D3,1 = −r54 − 3dsr34 − 2r4s2 − r4 = 0.
It follows that r44 + sdr24 − s2 +1 = 0 and r44 +3dsr24 +2s2 +1 = 0, whence 2dsr24 +3s2 = 0. Thus, either
s = 0 or 2dr24 + 3s = 0. In the ﬁrst case, y has order 4, r2 = −dr34 and r44 = −1. It follows that r24 = ±
and so H is reducible by Corollary 7.1(i). In the second case we have p = 3 by the assumption r4 = 0,
hence s = − 23dr24 , r2 = 13dr34 and r44 = 9. It follows either s = −2d, r2 = dr4 or s = 2d, r2 = −dr4. This
implies that  = ±1 and, in any case, that r4 = −r2. Again H is reducible by Corollary 7.1(i). (Note
that in both cases (xy)6 is scalar.)
(iv) Let D = (xy)4 −ρ(xy)−4. Then the system of equations D1,2 = D2,2 = D1,1 = 0 is equivalent to
the system in the statement. 
8. H and maximal subgroups: class C2
For ﬁxed q and s, we have to exclude all values of r2 and r4 for which H may be contained in
a maximal subgroup M . Our main reference here was [12]. This M belongs to one of nine classes,
denoted by C1, . . . ,C8 and S .
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a subﬁeld: see Lemma 5.2. The case M ∈ C8 is studied in Theorem 7.3. This analysis includes also the
case M ∈ C4 ∪ C7. Indeed such an M is contained in GL2(F) ⊗ GL2(F): hence it ﬁxes, up to a scalar,
the matrix J ⊗ J , where J = antidiag(1,−1).
In this section and the next two we complete the analysis of the remaining classes. If M ∈ C2, it
stabilizes an m-decomposition of F4, m = 1,2.
Lemma 8.1. If H is absolutely irreducible, then it does not stabilize any 2-decomposition or any 1-decompo-
sition of F4 .
Proof. Assume, by contradiction, that H stabilizes a 2-decomposition F4 = V1 ⊕ V2. We claim that y
ﬁxes V1 (and V2). To this purpose set W := {w ∈ F4 | y2w = w}. As y2 ﬁxes V1 and V2, we have
W = (W ∩ V1) ⊕ (W ∩ V2).
From 〈e1, e2〉W and y2 = I , it follows dimW = 2,3. If dimW = 2, then W = 〈e1, e2〉. If dimW = 3,
we may suppose V1  W . So, in both cases, there exists a non-zero vector v1 ∈ 〈e1, e2〉 ∩ V1. We
conclude that V1 is ﬁxed by y. By the irreducibility of H we must have V2 = (xy)V1 and V1 = (xy)V2,
a contradiction as tr(xy) = dr4 = 0.
Assume, by contradiction, that H stabilizes a 1-decomposition F4 = V1 ⊕ V2 ⊕ V3 ⊕ V4. Then, for
some g ∈ GL4(F), the group Hg is contained in the standard monomial group D Sym(4), where D
consists of the diagonal matrices. From tr(xy) = dr4 = 0, it follows that the image of (xy)g in Sym(4)
is neither a 4-cycle, nor the product of two 2-cycles. Thus (xy) j ∈ Dg−1 for some j = 1,2,3. For the
same j, also (yx) j = ((xy) j)x must be in Dg−1 . In particular A := (xy) j(yx) j − (yx) j(xy) j = 0. We
claim that j = 1,2. Indeed, if j = 1, then A23 = −r4d = 0 and, if j = 2, then A21 = −r24d = 0. We are
left to consider the case (xy)3 ∈ Dg−1 and xy /∈ Dg−1 . The trace dr4 of xy must be an eigenvalue of xy.
Moreover χxy(t) factorizes as (t − dr4)(t3 − dr−14 ). It follows from (18) that r2r4 = d and s = 0. From
A11 = −r24 + d we get r4 = ±
√
d. Thus H is reducible by Corollary 7.1(ii). 
9. Conditions under which H  M ∈ C6
We refer to [13, Section 4.6, pp. 148–155] for details. A maximal subgroup M ∈ C6 is the normal-
izer of an absolutely irreducible symplectic-type 2-group N . It follows that p = 2 and the centre Z
of N is scalar. Moreover N has exponent 4, and the factor group N/Z is elementary abelian of or-
der 24. Note that, in every non-identity coset of Z in N , the elements of the same order are opposite
to each other. Since conjugation preserves the order of elements, it follows that, for all g ∈ CM(N/Z)
and all n ∈ N:
ng = ±n. (20)
In particular N ′ = 〈−I〉, since N  CM(N/Z), hence [n1,n2] = n−11 nn21 = n−11 (±n1) = ±I .
The conjugation action of GL4(F) on Mat4(F) induces a homomorphism:
μ : GL4(F) → GL16(F). (21)
As N is absolutely irreducible, its linear span FN coincides with Mat4(F). Hence any transversal T
of Z in N is a basis for Mat4(F). Noting that, when Z has order 4, we may choose T consisting of
involutions, we can assume that μ(M) consists of monomial matrices with entries 0, ±1.
Now μ induces a homomorphism
τ : M → Aut(N/Z) (22)
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Natural action of Sp4(2) on F
4
2.
Conj. classes of Sp4(2) Orbit structure on F
4
2 tr(μ(g))
21, 22 14, 26 4, ±2
23 18, 24 8, ±6, ±4, ±2
31 14, 34 4, ±2
32 1, 35 1
41, 42 12, 2, 43 2
5 1, 53 1
61 12, 2, 32, 6 2
62 1, 3, 62 1
whose kernel is CM(N/Z). If we identify N/Z with F42, and set (Zn1, Zn2) = 0 if [n1,n2] = I ,
(Zn1, Zn2) = 1 if [n1,n2] = −I , we deﬁne a non-degenerate symplectic form: indeed [n,N] = I only
if n ∈ Z . As this form is preserved by τ (M), we have τ (M)  Sp4(2). Note that μ(N) consists of
diagonal matrices. Let n1 ∈ T be such that Zn1 = Z . The space orthogonal to Zn1 has dimension 3.
So there are 23 = 8 elements n ∈ T for which nn1 = n. It follows that the Jordan form of μ(n1) is
diag(18, (−1)8).
Finally, let g ∈ Kerτ = CM(N/Z). It follows from (20) that g2 centralizes N , hence g2 ∈ Z by the
absolute irreducibility of N . Thus (Kerτ )/Z is an elementary abelian 2-group.
From (Kerτ )/Z normal in M/Z , we have that (Kerτ )/N is a normal 2-subgroup of M/N . But
for the groups that we are considering, M/N is isomorphic to one of the groups Alt(5), Alt(6),
Sym(5), Sym(6). Since in all these groups the only normal 2-subgroup is the identity, we conclude
that Kerτ = N .
Table 1 is deduced from the natural action of Sp4(2) on F
4
2.
In the last column we consider that case in which g ∈ M is such that τ (g) belongs to the cor-
responding class. Note that g is not unique, nevertheless this column is consistent by the previous
considerations.
Note that, for each g ∈ M , at least one diagonal entry of μ(g) is 1, since λI ∈ T , for some λ, and
(λI)g = λI .
Lemma 9.1. Let g ∈ M. If no power of μ(g) has the eigenvalue −1, in particular if g has odd order, then
dimCMat4(F)(g) is equal to the number of orbits of τ (g) on F
4
2 .
Proof. Given Zn ∈ N/Z , let (Zn, Zg−1ng, . . . , Zg−h+1ngh−1) be its orbit under τ (g). If no power of
μ(g) has the eigenvalue −1, by (20) we have g−hngh = n. Thus (n, g−1ng, . . . , g−h+1ngh−1) is an orbit
of μ(g) consisting of linear independent matrices over F. In other words we can take a transversal
of Z in N which is the union of orbits of τ (g). It follows that a matrix z =∑λini , with ni ∈ T , is
centralized by g if and only if elements in the same orbit have the same coeﬃcients. This means that
the orbits sums are a basis for CMat4(F)(g), and the claim follows. 
Lemma 9.2. If H  M and y has even order k = 2m, then ym /∈ N. In particular Ny has order k.
Proof. Write y = ( I R
0 S
)
, R = ( 0 r20 r4 ), S = ( 0 −11 s ). Note that S has order k and Sm has eigenvalues
±m = 1 only if k = 2p, with p odd. But
ym =
(
I R(I + S + · · · + Sm−1)
0 −I
)
where Σ = I + S + · · · + Sm−1 is non-singular as it is a factor of Sm − I and Sm does not have
the eigenvalue 1. Thus Y = RΣ has rank 1. Assume, by contradiction, that ym ∈ N . Then (ym)x ∈ N .
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Some values of tr(μ(g)).
g tr(μ(g))
y (s + 2)2
xy dr2r4
(xy)2 r22r
2
4 + 2ds(r22 + r24) + 4s2
Moreover ym(ym)x = λ(ym)x ym , i.e.,
(−I + dY 2 Y
−dY −I
)
= λ
(−I −Y
dY dY 2 − I
)
. (23)
We conclude λ = −1 and Y 2 = 2dI . But this is a contradiction as Y 2 has rank  1 and p = 2. The last
claim follows from the fact that N is a 2-group. 
Lemma 9.3. If H  M, then k = 3, i.e., s = −1.
Proof. Lemma 9.2 and consideration of the conjugacy classes of Sp4(2) ∼= Sym(6) give k ∈ {3,4,5,6}.
Let k = 4, i.e., s = 0. By the third column of Table 1, tr(μ(y)) = 2 and, by Table 2, μ(y) has trace 4:
a contradiction as 4 ≡ 2 (mod p).
Let k = 5. By the second column of Table 1, τ (y) has 4 orbits. Hence, by Lemma 9.1, CMat4(F)(y)
should have dimension 4, in contrast with (17).
Finally, let k = 6 i.e., s = 1. Then μ(y) has trace 9 ≡ 1 (mod p). It follows that τ (y) cannot be
of type 62. On the other hand, τ (y) cannot be of type 61. Indeed, in this case, τ (y2) would be of
type 31, which gives the contradiction dimCMat4(F)(y
2) = 8. 
Lemma 9.4. Assume H  M. Then s = −1 and one of the following holds:
(i) τ (xy) has order 5, r2 = r4 = ±
√
d and the projective image of H is isomorphic to Alt(5);
(ii) τ (xy) has order 6, r2 = 2/(dr4), r4 = ±
√
2d and H has order 2632 .
Proof. Let m be the order of xy mod N , i.e., the order of τ (xy), as N = Kerτ . It follows that μ((xy)m)
is either scalar or has Jordan form diag(18, (−1)8). Note that, by Lemma 7.5, we have m = 2,3. More-
over, when (xy)m is not scalar, also μ((xy)m) is not scalar.
Set T1 = tr(μ(xy)), T2 = tr(μ((xy)2)). By Table 2, for s = −1:
dr2r4 = T1, (r2 + r4)2 = d
(
T 21 + 4T1 − T2 + 4
)
/2. (24)
• Assume m = 4. Then, by Table 1, T1 ∈ {2,0}. From N2 = N ′ = 〈−I〉 we have (xy)8 = ±I . Recall
that s = −1, by Lemma 9.3. So the system of equations of Lemma 7.5(iv) must be satisﬁed with
ρ = ±1, s = −1. If T1 = 0, then r2 = 0, and the third equation gives the contradiction 0 = 1.
If dr2r4 = T1 = 2, the system has the unique solution r24 = r22 = d(2 − ρ), r42 = 2(1 − 2ρ). From
(2 − ρ)2 = 2(1 − 2ρ) we obtain p = 3. Thus ρ = 1, r4 = ±
√
d. It follows r2 = −r4 and H is
reducible by Corollary 7.1(i).
• Assume m = 5. Then T1 = T2 = 1. From (24) we get r2 = d/r4, (r2 + r4)2 = 4d. It follows r2 =
r4 = ±
√
d. By Lemma 6.1(i), the projective image of H is isomorphic to Alt(5).
• Assume m = 6. Note that (xy)6 cannot be scalar by Lemma 7.5. If τ (xy) ∈ 61, then μ(xy)6 =
diag(12,α2,16, β6) and if τ (xy) ∈ 62, then μ(xy)6 = diag(1,13,α6, β6). As (xy)6 ∈ N \ Z , by the
above discussion we must have τ (xy) ∈ 61, and α = β = −1. The condition α = −1 gives T2 = 0.
Case T1 = 2, whence r2 = 2/(dr4). As T2 = 0, from (24) we get (r2 + r4)2 = 8d. It follows
r4 = ±
√
2d. Set a = [x, y], b = [x, y2], Q 8 = 〈a3,b3〉. Then Q 8 is a normal subgroup of H ,
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Maximal subgroups of class S .
M/Z G Conditions under which # Conj. classes
M/Z is maximal in G
Alt(7) PSL4(q) q = p ≡ 1,2,4 (mod 7) (4,q − 1)
PSU4(q2) q = p ≡ 3,5,6 (mod 7) (4,q + 1)
PSp4(q) q = 7 1
PSp4(3) PSL4(q) q = p ≡ 1 (mod 6) (4,q − 1)
PSU4(q2) q = p ≡ 5 (mod 6) (4,q + 1)
PSL3(4) PSU4(q2) q = 3 2
PSL2(q) PSp4(q) p 5, q 7 1
Alt(6) PSp4(q) q = p ≡ 2,±5 (mod 12) 1
Sym(6) PSp4(q) q = p ≡ ±1 (mod 12) 2
isomorphic to the quaternion group of order 8. From (ab)2 ∈ Q 8 we get that 〈a,b〉/Q 8 ∼=
Alt(4). As x and y commute mod 〈a,b〉, we conclude that H has order 2632.
Case T1 = 0. By (24) we have r2 = 0, r4 = ±
√
2d. After substitution of these values, the entry
(1,3) of (xy)12 becomes −8r4, a contradiction. 
10. Conditions under which H  M ∈S
A maximal subgroup M in the class S is such that M/Z has a unique minimal normal sub-
group, which is an absolutely irreducible non-abelian simple group (cf. [8, p. 171]). Hence Z = Z(M)
is scalar. Table 3 describes the possibilities which arise for the groups in which we are interested
(see [12]).
In view of Lemma 7.5(ii), in the following two lemmas it is convenient to suppose that (xy)5 is
non-scalar.
Lemma 10.1. Assume that H  M, with M/Z ∼= Alt(7). If H is absolutely irreducible and (xy)5 is non-scalar,
then s = −1,
r4 = dih
(
ω4 + ω2 + ω + 1)= dih(±√−7+ 1)/2,
r2 = −i3h
(
ω4 + ω2 + ω)= −i3h(±√−7− 1)/2 (25)
with i2 = −1,ω a suitable primitive 7-th root of unity if p = 7,ω = 1 if p = 7. Moreover p = 2 and h = 0,2 if
p = 7 or p ≡ 11,15,23 (mod 28), h = 0,1,2,3 otherwise. In particular the projective image of H is PSL2(7).
Proof. By Lemma 7.5 and our assumption, the projective image of xy can only have order 7. Every
element of order 7 in M/Z is conjugate to its square and its fourth power. It follows that for p = 7,
the Jordan form of xy must be ih · diag(1,ω,ω2,ω4) where ω is a suitable primitive 7-th root of 1
and h = 0,1,2,3. If p = 7, a scalar multiple of xy is unipotent. Thus, for any p, the characteristic
polynomial of xy is
t4 − ih(ω4 + ω2 + ω + 1)t3 − i2ht2 + i3h(ω4 + ω2 + ω)t + 1.
Comparison with (18), gives the relations (25) and the further condition ds = i2h . In particular
ds = ±1, hence s = ±1. If s = 1, then r2 + r4 = i3h , which is excluded by Corollary 7.1(ii). Thus s = −1
and, in particular, p = 2.
If h is odd, then ih = dr4 − r2 ∈ Fp[r2, r4]. According to Table 3 this may happen in the unitary case
or in the case PSL4(p), p ≡ 1 (mod 4).
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presentation of PSL2(7) given in Lemma 6.1(ii). 
Lemma 10.2. Assume that H  M with M/Z ∼= PSp4(3). Then p = 2,3. Moreover, if H is absolutely irre-
ducible and (xy)5 is non-scalar, then s = 0 and, for some h = 0,1,2,3:
r2 = i−hω, r4 = dihω2 (26)
where ω is a primitive cubic root of 1 and i2 = −1.
Proof. By Table 3 we have q = p = 2,3. Moreover M = ZM ′ with M ′ ∼= Sp4(3). The set of orders of
elements in PSp4(3) is {1,2,3,4,5,6,9,12}. By Lemma 7.5 and the assumption that (xy)5 is non-
scalar, the projective image x¯ y¯ of xy can only have order 9 or 12.
Assume ﬁrst that x¯ y¯ has order 9. Then, x¯ y¯ is conjugate both to (x¯ y¯)4 and to (x¯ y¯)7. In this case
we may assume that also xy has order 9. By Remark 4.2, it has 4 different eigenvalues. So its Jordan
form must be ih · diag(α,α4,α6,α7), where α is a primitive 9-th root of 1. It follows that tr(xy) =
dr4 = ihω2, tr((xy)−1) = r2 = i−hω and tr((xy)2) = r24 + 2ds = i2hω, where ω = α3. We obtain that
s = 0, r2 = i−hω, r4 = dihω2, as in the statement.
Now, suppose that x¯ y¯ has order 12. Since Sp4(3) does not have elements of order 24, a scalar
multiple of xy is an element of order 12 in Sp4(3), whose projective image has the same order.
Sp4(3) has 4 classes of such elements. Over F3, with respect to the form blockdiag( J , J ) where J =
antidiag(1,−1), they are represented by the following block-diagonal matrices:
±
((
1 1
0 1
)
,
(
0 1
−1 0
))
, ±
((
1 −1
0 1
)
,
(
0 1
−1 0
))
.
Each of these representatives is conjugate to its 7-th power in Sp4(3), via the matrix
blockdiag
(
I,
(
1 1
−1 1
))
.
Recalling that xy must have 4 different eigenvalues, its Jordan form can only be one of the following,
where β is a primitive 12-th root of 1, and h = 0,1,2,3:
ih diag
(
β,β4, β7,1
)
, ih diag
(
β,β5, β−1, β−5
)
, ih diag
(
β,β7, β6, β10
)
.
The second possibility is excluded, since it has trace 0. So xy has characteristic polynomial
t4 + iβ2t3 − i2t2 − i−(β2 − 1)t + 1,
for some  = 0,1,2,3. Comparison with (18) gives
dr4 = iβ2, ds = i2, r2 = i−
(
1− β2).
If s = 1, then  = β±2; if s = −1, then  = β±4. It follows that H is reducible by Corollary 7.1(i). 
Lemma 10.3. Assume p = 2, d = −1 and r2 = −r4 . If H is absolutely irreducible and contained in a sub-
group M such that M/Z ∈ {Alt(6),Sym(6),Alt(7)}, then p = q = 7, r4 = ±4, s = −1 and H/Z ∼= PSL2(7).
Proof. First, suppose that (xy)5 is scalar. Then, r4 = ±1 by Lemma 7.5. However, in this case (xy2)h
is not scalar for all 1  h  7, whence H cannot be contained in a subgroup M such that M/Z ∈
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isomorphic to Alt(7). Thus, the statement follows from Lemma 10.1. 
Lemma 10.4. Let k = 3 (i.e., s = −1) and p = 2,3. Assume d = −1 and r2 = −r4 . Let φ : SL2(q) → SL4(q)
be the homomorphism induced by the action of SL2(q) on cubic polynomials in two variables. The group H is
conjugate to the image, under φ , of some subgroup of SL2(q) if and only if r44 = −3.
Proof. 1. Suﬃciency. Let us consider
x2 =
(
0 −1
1 0
)
, y2 =
(−1/2 3/(2r)
−r/2 −1/2
)
for 0 = r = r4 ∈ Fq . These matrices act on the graded algebra Fq[t1, t2] as follows:
t1
x2→ t2, t2 x2→ −t1,
t1
y2→ −t1/2− rt2/2, t2 y2→ 3t1/(2r) − t2/2.
The restriction of this action to the subspace of cubic polynomials (with the standard basis t31, t
2
1t2,
t1t22, t
3
2) gives that φ(x2) and φ(y2) are respectively:
⎛
⎜⎝
0 0 0 −1
0 0 1 0
0 −1 0 0
1 0 0 0
⎞
⎟⎠ ,
⎛
⎜⎜⎝
−1/8 3/(8r) −9/(8r2) 27/(8r3)
−3r/8 5/8 −3/(8r) −27/(8r2)
−3r2/8 r/8 5/8 9/(8r)
−r3/8 −r2/8 −r/8 −1/8
⎞
⎟⎟⎠ .
Let
Q =
⎛
⎜⎜⎝
3 −3 r r
3r3 3r3 3r2 −3r2
−3r2 3r2 3r3 3r3
r r −3 3
⎞
⎟⎟⎠ .
We have det Q = 26 ·32 · r6, which is non-zero under our assumptions. A direct calculation shows that
Q −1φ(x2)Q = x and Q −1φ(y2)Q − y = r4+364r5 A, with
A =
⎛
⎜⎜⎝
−3r5 + 8r3 − 9r −3r5 + 8r3 − 9r −7r4 − 24r2 + 27 −r4 + 24r2 − 27
−3r5 − 8r3 − 9r −3r5 − 8r3 − 9r −7r4 + 24r2 + 27 −r4 − 24r2 − 27
3r6 + 9r2 3r6 + 9r2 7r5 − 27r r5 + 27r
−3r6 + 15r2 −3r6 + 15r2 −7r5 − 45r −r5 + 45r
⎞
⎟⎟⎠ .
In particular, if r4 = −3, then Q −1φ(y2)Q = y, which proves suﬃciency.
2. Necessity. Let g ∈ SL2(q). If g is semisimple, we denote its eigenvalues by η, η−1. If g is not
semisimple, let η = ±1 be the only root of its characteristic polynomial. In both cases we can write
the characteristic polynomial of φ(g) as
(
t − η3)(t − η)(t − η−1)(t − η−3)
= t4 − (η3 + η + η−1 + η−3)t3 + (η4 + η2 + 2+ η−2 + η−4)t2
− (η3 + η + η−1 + η−3)t + 1.
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Summary of the results from Sections 7–10.
References p Conditions H Z/Z
Corollary 7.1 any r2 = −±1r4 reducible
any r2 + r4 = ±(2− s)
√
d reducible
Lemma 7.5 any s = −1, r24 = d, r2 = r4 ∼= Alt(5)
any s = 1, r24 = −d, r2 = −r4  CPSp4(F)
Lemma 9.4 = 2 s = −1, r2 = r4 = ±
√
d  M ∈ C6
= 2 s = −1, r2 = r4 = ±
√
2d  M ∈ C6
Lemma 10.1 = 2 s = −1, i2h = −d,  M ∈S
r2 = −i3h(±
√−7− 1)/2,
r4 = dih(±
√−7+ 1)/2
Lemma 10.2 = 2,3 s = 0, r2 = i−hω, r4 = dihω2,  M ∈S
ω a primitive 3-rd root of 1
Lemma 10.5 = 2,3 d = −1, s = −1, r2 = −r4, r44 = −3  M ∈S
On the other hand, the characteristic polynomial of xy is
t4 + rt3 − t2 + rt + 1.
In particular, if xy is conjugate to φ(g) for some g , then
{
r = η3 + η + η−1 + η−3,
η4 + η2 + 3+ η−2 + η−4 = 0.
Therefore,
r4 + 3 = (η3 + η + η−1 + η−3)4 + 3 = (η4 + η2 + 3+ η−2 + η−4)
× (η8 + 3η6 + 4η4 + 6η2 + 8+ 6η−2 + 4η−4 + 3η−6 + η−8)= 0.
This completes the proof. 
Lemma 10.5. Assume d = −1, r2 = −r4 and H  M,with M/Z ∼= PSL2(q). Then p = 2,3, k = 3 and r44 = −3.
Proof. By the table at the beginning of this section we may assume p  5. Let φ : SL2(q) → SL4(q) be
the homomorphism induced by the action of SL2(q) on cubic polynomials in two variables t1, t2. Then,
M = Q −1φ(SL2(q))Q for some Q ∈ GL4(q) by [18] (see also [11, Theorem 3.8]). Let y¯ ∈ SL2(q) be
such that φ( y¯) = Q −1 yQ . Assume ﬁrst that y¯ is semisimple, with eigenvalues (α,α−1) over F. Then
φ( y¯) has eigenvalues (α3,α,α−1,α−3). Imposing that two of them are 1, we get that y has order 3.
Next, assume that y¯ is conjugate to
( α 1
0 α
)
, where α = ±1. Then φ( y¯) has the unique eigenvalue α3,
whence we get the condition α = 1. In this case the eigenspace of φ( y¯) relative to 1 has dimension 1,
a contradiction. Our conclusion follows from Lemma 10.4. 
11. Proofs of positive results
We prove our positive results, stated in the Introduction. With this end, in Table 4, we summa-
rize the results from Sections 7–10, and describe the values of r2, r4 for which H = 〈x, y〉 may be
contained in some maximal subgroup. For the values corresponding to the subﬁeld subgroups see
Lemma 5.2 instead.
The exceptions to positive statements are treated in the next section.
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q0 < q. By Theorem 7.3(iii), H is not contained in the normalizer of any classical subgroup of SL4(q).
By the results of sections from 7 to 10, H is not contained in any maximal subgroups of SL4(q). Thus
H = SL4(q).
Now let q and s be given, with q > 3 and s as in the statement. We claim that there exists
r4 = 0,±(s − 2)
√
d such that Fq = Fp[r24]. This is clear when q = p  5. If q = pa with a > 1 we
use Lemma 5.3. Namely, when q = p2 with p  3, then our claim follows from it and the inequality
p2 − 2(p − 1) − 3 > 0. When q = pa with a 3, our claim follows from the inequality
pa − N − 3 pa − p(pa/2 − 1)− 3 pa/2+1(p − 1) + p − 3 > 0.
We are left with q = 4 and (q, s,d) ∈ {(2,0,1), (3,1,±1), (3,−1,±1), (3,0,−1)}.
If q = 4, there exists r4 = 0,1, (s − 2)
√
d = s. In the remaining cases, except (q, s,d) = (3,1,1),
we may take r4 = ±1. Finally, if (q, s,d) = (3,1,1) the (2,6)-generation of SL4(3) follows from the
(2,3)-generation. Indeed 〈x, y〉 = SL4(3) gives 〈x,−y〉 〈x, y〉〈−I〉 = SL4(3), whence 〈x,−y〉 = SL4(3),
since this group is perfect. 
Proof of Theorem 1.2. By Theorem 7.4(v), H is contained in Sp4(q). By Lemma 5.2 the group H is not
conjugate to a subgroup of SL4(q0)F∗ I for any q0 < q. Now we analyze the conditions implied by the
results of Sections 7–10 (see Table 4). Notice that Corollary 7.1 may give exceptional values for r4 only
if  = 1 or s = 2, i.e., when k = p, which is excluded by our assumptions. Since r2 = −r4, Lemma 9.4
and Lemma 10.2 do not give extra conditions. Since d = −1, the conditions given by Lemma 10.1
imply that i2h = 1, hence r2 = −r4 only when p = 7. In particular r4 = ±3, values which are excluded
in the statement. By the same reason, the conditions given by Lemma 10.5 are excluded. We conclude
that H is not contained in any maximal subgroup of Sp4(q). Thus, H = Sp4(q).
Now let q and s be given, with odd q = pa and k as in the statement. We claim that it is always
possible to ﬁnd r4 = 0, which satisﬁes the further assumptions of the theorem.
If k = 3 and p = 3, let N1 be the number of r4 ∈ Fq such that r44 = −3. Otherwise, let N1 = 0. Now
our claim is obvious for q = p  3, since p − 1 > N1 in these cases.
If q = pa with a > 1, we use Lemma 5.3 and the number N deﬁned therein. For q = p2, our claim
follows from the inequality p2 −1−N−N1  p2 −2(p−1)−1−N1 > 0, which is valid for any odd p.
If a 3, our claim follows from
pa − 1− N − N1  pa − p
(
pa/2 − 1)− 1− N1  pa/2+1(p − 1) + p − 1− N1 > 0. 
Lemma 11.1. Let x, y be as in (12), with d = 1, s = 1, r1 = r2 = ξ , r3 = ξ7 , r4 = 0, where ξ ∈ F9 is such that
ξ2 − ξ − 1 = 0. Then (x, y) is a (2,6)-generating pair for SU4(9).
Proof. 〈x, y〉 is absolutely irreducible by Lemma 4.1. Using the rigidity of the triple (x, y, xy), (15)
and (16), it follows from (ii) of Theorem 3.1 that 〈x, y〉 SU(4,9). Calling a¯, b¯ the projective images
of xy and (y2x)3 respectively, direct calculation shows that a¯ and b¯ satisfy the presentation of PSL3(4)
given in Lemma 6.1(iv). The only maximal subgroups of PSU4(9) whose order is divisible by 7 belong
to the class S and are isomorphic either to A7, to PSL3(4) or to PSU3(9) (see [5]). It follows that
〈a¯, b¯〉 ∼= PSL3(4) is maximal in PSU4(9). Finally let w = (xy)2(xy2)4(xy5)2 y3. Then w9 is scalar, of
order 4. Since PSL3(4) does not have elements of order 9, we conclude that 〈x, y〉 = SU4(9). 
Proof of Theorem 1.3. We suppose Fq2 = Fp[r24]: thus r4 = 0. So, assumptions (i)–(ii) together with
Corollary 7.1 imply that H is absolutely irreducible. By Theorem 7.4(i), H  SU4(q2). By Lemma 5.2
the group H is not conjugate to a subgroup of SL4(q0)F∗ I for any q0 < q2.
Notice that H cannot be a subgroup of the groups described in Lemma 9.4, as for these cases
we would have r2 = r4 hence r4 ∈ Fq in contrast with Fq2 = Fp[r24]. Thus, the analysis made in Sec-
tions 7–9 shows that, if H = SU(4,q2), then it can be only a subgroup of a maximal group M from
the class S .
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Values of b in the proof of Theorem 1.4.
q d k s b
5 1 4 0 1, 4, 5, 8, 13, 16, 17, 20
3 −1 4, 8, 16, 20
6 1 7, 11, 19, 23
5 2 1, 2, 4, 5, 7, 8, 10, 11, 13, 14, 16, 17, 19, 20, 22, 23
10 −2 2, 7, 10, 11, 14, 19, 22, 23
5 −1 4 0 1, 2, 5, 7, 10, 11, 13, 14, 17, 19, 22, 23
3 −1 7, 11, 19, 23
6 1 2, 4, 8, 10, 14, 16, 20, 22
5 2 1, 2, 4, 5, 7, 8, 10, 11, 13, 14, 16, 17, 19, 20, 22, 23
10 −2 1, 2, 4, 5, 7, 8, 10, 11, 13, 14, 16, 17, 19, 20, 22, 23
4 1 3 −1 3, 6, 7, 9, 11, 12, 13, 14
5 ω 1, 4, 11, 14
5 ω2 2, 7, 8, 13
4 0 1, 2, 3, 4, 6, 7, 8, 9, 11, 12, 13, 14
Since we assume that q = 3, M/Z  PSL3(4). Thus, according to Table 3, it remains to consider M
with M/Z ∼= Alt(7) for q = p ≡ 3,5,6 (mod 7) and M/Z ∼= PSp4(3) for q = p ≡ 5 (mod 6).
By Lemma 7.5(ii), (xy)5 cannot be scalar, since this may happen only if r44 = 1, but in that case
r24 = ±1 in contrast with the assumption Fq2 = Fp[r24]. Thus we may apply Lemmas 10.1 and 10.2.
But these cases are excluded by our assumptions (iii) and (iv), respectively. Therefore, H = 〈x, y〉 =
SU4(q2). 
Proof of Theorem 1.4. For any ﬁxed q and k (i.e., s is also ﬁxed) we count the number of non-zero
r4’s that satisfy the conditions of Theorem 1.3. Let N be the number of elements r4 = 0 in Fq2 such
that Fp[r24] = Fq2 and let N1 be the number of those r4’s that do not satisfy conditions (i)–(iv) of
Theorem 1.3. Conditions (iii) and (iv) may give at most 8 exceptions each, but they concern different s.
Thus, N1  4q + 6 for any ﬁxed k. Moreover, if q = pa with a > 1, then we have N1  4q − 2 since
cases (iii) and (iv) do not arise.
If q = p, then using Lemma 5.3 for the ﬁeld Fq2 we have
q2 − 1− N − N1  p2 − 1− (4p + 6) − 2(p − 1) = p2 − 6p − 5 > 0
if p  7. If q = pa with a > 1, then using Lemma 5.3 for the ﬁeld Fq2 we have
q2 − 1− N − N1  p2a − 1−
(
pa+1 − p)− (4pa − 2)= (pa − 4)(pa − p)− 3p + 1 > 0
provided pa  8.
Thus, only q = 2, 3, 4, and 5 are left.
If q = 5, let α ∈ F25 satisfy α2 − α + 2 = 0. In Table 5, for each admissible k and d, we list b
such that r4 = αb satisﬁes the conditions of Theorem 1.3. Since in each case the set of such b’s is
non-empty, this proves our theorem also for q = 5.
If q = 4, let α ∈ F16 satisfy α4 + α + 1 = 0. In particular ω = α5 is a cubic root of 1. It is enough
to consider d = 1. In Table 5, for each admissible k we list b such that r4 = αb satisﬁes the conditions
of Theorem 1.3. Since in each case the set of such b’s is non-empty, this proves our theorem also for
q = 4.
For q = 2, k = 4, notice that r4 = ω and r4 = ω2, where ω is a primitive cubic root of 1, satisfy
the conditions of Theorem 1.3. Alternatively, one can use the isomorphism SU4(4) ∼= PSp4(3) and
Theorem 1.2.
Finally, for q = 3, k = 6, Theorem 1.2 does not produce suitable generators of shape (1), but our
claim follows from Lemma 11.1. 
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The motivation for this section is to show that our positive results are the best possible: namely
that for the values of q, k, p excluded in positive statements, the corresponding claim is false.
Some consequences of Scott’s formula, discussed in the ﬁrst part of the paper, will be used also
here.
Let X , Y be elements of SL4(F) whose projective images have orders 2 and 3. Then X2 = ih I ,
for some h = 0,1,2,3, where i satisﬁes i2 + 1 = 0. Multiplying Y by a scalar, if necessary, we may
suppose that Y 3 = I . Both X and Y have at least 2 invariant factors, whence dXM  8 and dYM  6.
Now assume that 〈X, Y 〉 is irreducible. If X or Y has more than 2 invariant factors, we get dXM  10
or dYM  10. If Y has two invariant factors of degree 2 each, then dYM = 8. From dXYM  4, we get a
contradiction with respect to (2). It follows that X has two invariant factors of degree 2 and Y has
two invariant factors, one of degree 1 and the other of degree 3. They necessarily coincide with those
of x and y in (12), with s = −1 and some d = ±1.
Proof of Theorem1.5. (i) and (ii) Let X, Y ∈ Sp4(q) be preimages of a (2,3)-generating pair of PSp4(q).
By the above considerations, we may assume X = x and Y = y as in (12), with d = ±1, s = −1.
If d = 1, then dxS = 6. Moreover dyS = 4. Noting that xy is conjugate to its inverse, being a symplec-
tic matrix, we have that 〈x, y〉 is contained in an orthogonal group, by Lemma 3.3. This contradiction
proves (i) and also (ii) when p = 2.
If d = −1 and p = 3, equating tr(xy) and tr((xy)−1) we get r4 = r1 − r2 + r3. As  = 1, the group
〈x, y〉 is reducible by Lemma 4.1(i): a contradiction.
(iii) Let X , Y be a (2,3) pair in SL4(2), which generates an absolutely irreducible subgroup. Up
to conjugation X = x, Y = y as in (12), with s = −1. In all the cases in which 〈x, y〉 is irreducible,
namely (r1, r2, r3, r4) ∈ {(1,0,0,0), (0,1,0,1), (0,0,1,1)}, we have r4 = r2 + r3. It follows that xy and
(xy)−1 have the same characteristic polynomial. Hence, by Remark 4.2, they are conjugate. As above,
case d = 1, 〈x, y〉 is contained in an orthogonal group.
(iv) If the claim is false, then Sp4(q) could be generated by x, y of shape (12), with d = 1.
Again, by Lemma 3.3, the group 〈x, y〉 is contained in an orthogonal group, which gives a contra-
diction. 
The ﬁrst three points of the previous theorem give a uniﬁed proof of known results. Indeed it
had been shown by Liebeck and Shalev [14, Proposition 6.2] that PSp4(q) is not (2,3)-generated for
p = 2,3. And SL4(2) ∼= Alt(8) is not (2,3)-generated by a result of Miller [17].
Proof of Theorem 1.6. SU4(4) ∼= PSp4(3) is not (2,3)-generated by Theorem 1.5(ii). By contradiction,
let X , Y be the preimage in SU4(9) of a (2,3)-generating pair of PSU4(9). By what observed at the
beginning of this section, we may assume that X , Y are as x, y in (12), for some d = ±1 and s = −1.
Since (xy)3 must be conjugate to (xy)−1, we obtain the conditions r31 + r34 = d(r1 + r2 − r3) and
r1r4 − r2r3 − 2 ∈ F3. By Lemma 4.1, we have also to impose that r1 − r2 + r3 = r4 and that r1r4 −
r2r3 ± i(r1 − r2 + r3 − r4) = 0. Finally, not all the ri ’s belong to the prime ﬁeld. We list the possible
4-tuples satisfying all these conditions, denoting by ξ an element of F9 such that ξ2 − ξ − 1 = 0.
Case d = 1. There are 48 such 4-tuples. Namely:
A) ±(1, ξ, ξ7,1) ±(ξ,1, ξ7, ξ6) ±(ξ, ξ3,−1, ξ6)
B)
⎧⎪⎨
⎪⎩
±(0,0, ξ, ξ7) ±(0, ξ,0, ξ3) ±(ξ2, ξ5, ξ,−1)
±(ξ2, ξ6, ξ5, ξ) ±(ξ2, ξ, ξ2, ξ) ±(ξ,0, ξ6,0)
±(ξ, ξ2,0,0) ±(ξ, ξ6, ξ7,−1) ±(ξ, ξ3, ξ2,−1)
and their images under the ﬁeld automorphism ξ → ξ3.
344 M.A. Pellegrini et al. / Journal of Algebra 369 (2012) 322–350Case d = −1. There are 54 such 4-tuples. Namely:
A)
{±(0,0, ξ2,−ξ2) ±(0, ξ2,0, ξ2) ±(ξ2,0,0,0)
±(ξ, ξ7, ξ2,1) ±(ξ, ξ6, ξ3,1) ±(ξ2, ξ5, ξ7, ξ2)
B)
⎧⎪⎨
⎪⎩
±(0,0, ξ, ξ3) ±(ξ,0,1,0) ±(ξ,1, ξ3, ξ2)
±(ξ, ξ7,−1, ξ2) ±(1,−1, ξ, ξ5) ±(0, ξ,0, ξ7)
±(ξ,−1,0,0) ±(1, ξ, ξ5, ξ6) ±(1, ξ5,1, ξ5)
and their images under the ﬁeld automorphism ξ → ξ3.
In both cases A) the matrix (xy)5 is scalar, hence H/Z(H) ∼= Alt(5) by Lemma 6.1(i).
In both cases B), both (xy)7 and [x, y]4 are scalar and so H/Z(H) ∼= PSL2(7) by Lemma 6.1(ii). 
Proof of Theorem 1.7. Let G be one of the groups SL4(3), SU4(9) and assume by contradiction that
X, Y is a (2,4)-generating pair of G . Clearly X must have Jordan form diag(1,1,−1,−1) and Y must
have Jordan form either diag(i, i,−i,−i) or ih · diag(1,−1, i, i), for some h = 0,1,2,3. The ﬁrst pos-
sibility is excluded by (2). For the remaining possibilities we make the following observations. If
G = SL4(3), then h = 1,3 in order that tr(Y ) lies in F3. From 〈X,−Y 〉 〈X, Y ,−I〉 G , with G per-
fect we deduce that 〈X, Y 〉 = G iff 〈X,−Y 〉 = G . By similar considerations, when G = SU4(9), we get
〈X, Y 〉 = G iff 〈X, ihY 〉 = G , h = 0,1,2,3. So, up to conjugation, we may suppose X = x, Y = y as
in (12), with d = 1, s = 0.
Assume that r1 + r2 − r3 + r4 = 0. Setting J =
( J1 J2
− J2 − J1
)
with
J1 =
(
0 1
−1 0
)
, J2 =
(−r3 − r4 r3 − r4
r3 − r4 r1 + r3 − r4
)
we get xT J x = − J , yT J y = J . As J is non-zero, we have 〈x, y〉 = G .
So, from now on, we suppose that
r1 + r2 − r3 + r4 = 0. (27)
By Lemma 4.1(ii), we must have
 = r1r4 − r2r3 ± (r1 + r2 − r3 + r4) − 1 = 0. (28)
We claim that r1r4 − r2r3 ∈ F3 and (r1 + r2 − r3 + r4) ∈ F3 also when G = SU4(9). Indeed, in this case,
(xy)−1 and (xy)σ have the same characteristic polynomial. Comparing (15) with (16) it follows that
r1r4 − r2r3 ∈ F3 and r1 = (r2 − r3)3 − r4. Hence also r1 + r2 − r3 + r4 = (r2 − r3)3 + (r2 − r3) ∈ F3.
Case r1r4 − r2r3 ∈ {0,−1}. Under assumption (27), we have  = 0 precisely when r1 + r2 −
r3 + r4 /∈ F3. So this case does not arise.
Case r1r4 − r2r3 = 1. In this case  = 0 when r1 + r2 − r3 + r4 = ρ with ρ = ±1.
The elements (r1, r2, r3, r4) of F43 for which  = 0 give rise to products xy whose characteristic
polynomial has shape: t4 + (r2 − r3 − ρ)t3 + t2 + (−r2 + r3)t + 1. If r2 − r3 = −ρ , then χxy(t) =
χ(xy)−1 (t). It follows that xy is conjugate to (xy)
−1, whence 〈x, y〉 is contained in an orthogonal group
by Lemma 3.3. If r2 − r3 = ρ , we get the solutions r1 = r4 = 0, r2 = −r3 = −ρ . And, if r2 − r3 = 0, we
get the solutions r1 = r4 = −ρ , r2 = r3 = 0. In both cases 〈x, y〉 is reducible by Lemma 4.1(i).
The elements (r1, r2, r3, r4) of F49 \F43 for which  = 0 give rise to products xy whose characteristic
polynomial has shape: t4 + (r3 − r2)3t3 + t2 + (r3 − r2)t+1 with (r3 − r2) ∈ {±1,±
√
i,±(√i )3}. If r3 −
r2 = ρ = ±1, then (xy)5 = ρ I . Setting T1 = x, T2 = ρxy−1xy2xyx and T3 = y−1xy, then their respec-
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we have that H/Z(H) ∼= Alt(6).
So, up to ﬁeld automorphisms, we are left to consider one quadruple (r1, r2, r3, r4) for each of
the cases (r3 − r2) =
√
i and (r3 − r2) = −
√
i, e.g. (
√
i,
√
i,1,
√
i ) and (−√i,1,√i,−√i ). Direct cal-
culation shows that the projective images x¯, y¯ of x, y, satisfy the relations of Lemma 6.1(iv), which
deﬁne PSL3(4). Since conjugate rigid triples generate conjugate subgroups, we have reached a contra-
diction. 
Proof of Theorem 1.8. Assume that (X, Y ) is a preimage in SU4(9) of a (2,4)-generating pair of
PSU4(9). Since PSU4(9) has one class of involutions and two classes of elements of order 4, in
virtue of Lemma 1.7 we are left to consider the case in which X and Y have respective Jordan forms
(1,1,−1,−1) and (ξ, ξ3, ξ5, ξ7), with ξ2 − ξ − 1 = 0. Let {v1, v2, v3, v4} be such that
Y v1 = ξ v1, Y v2 = ξ3v2, Y v3 = ξ5v3, Y v4 = ξ7v4.
Clearly the vectors vi are deﬁned up to non-zero scalar multiples. In particular the spaces W =
〈v1, v2〉 and 〈v3, v4〉 must be totally isotropic. Since SU4(9) is absolutely irreducible, we have
dim(W ∩ XW ) < 2.
Case 1: dim(W ∩ XW ) = 1. Therefore, there is a non-zero vector v ∈ W such that Xv = μv ,
μ = ±1. The Gram matrix of the hermitian form ﬁxed by Y with respect to the basis {v1, v2, v3, v4}
must have shape:
⎛
⎜⎜⎝
0 0 b1 0
0 0 0 b2
bσ1 0 0 0
0 bσ2 0 0
⎞
⎟⎟⎠ . (29)
Again by the absolute irreducibility of SU4(9), we have 〈v〉 = 〈v1〉 and 〈v〉 = 〈v2〉. Replacing v1 and v2
by appropriate scalar multiples, if necessary, we can always assume that v = v1 + v2. Moreover, keep-
ing this choice for v1 and v2, it is possible to replace v3 and v4 by appropriate scalar multiples in
order to obtain b1 = b2 = 1 in (29).
Now let us consider the basis {v1 + v2, v1 − v2, v3 + v4, v3 − v4} of F49. The Gram matrix with
respect to this basis remains the same, up to a scalar. Thus we have
X =
⎛
⎜⎝
a c1 d1 f1
0 c2 d2 f2
0 c3 d3 f3
0 c4 d4 f4
⎞
⎟⎠ , a = ±1, J =
⎛
⎜⎝
0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
⎞
⎟⎠ .
Imposing XT J = J Xσ we get c3 = f3 = 0 and d3 = a. tr(X) = 0 gives f4 = −2a − c2 = a − c2. After
this substitution, the entry (4,2) of X2 is ac4. Thus c4 = 0 and 〈v1, v2〉 is 〈X, Y 〉-invariant. Therefore,
case 1 actually does not hold.
Case 2: dim(W ∩ XW ) = 0. So {v1, v2, Xv1, Xv2} is a basis for F49.
Either Y (Xv1) = w + aXv1 or, substituting v2 by a scalar multiple, if necessary, Y (Xv1) = w +
cXv1 + Xv2, for some w ∈ W , a, c ∈ F9. With respect to this basis, X = x with d = 1 and Y has one
of the following shapes:
y1 =
⎛
⎜⎜⎝
ξ 0 r1 r2
0 ξ3 r3 r4
0 0 a b
0 0 0 −a − 1
⎞
⎟⎟⎠ , y2 =
⎛
⎜⎜⎝
ξ 0 r1 r2
0 ξ3 r3 r4
0 0 c 1− c − c2
0 0 1 −c − 1
⎞
⎟⎟⎠ .
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The Gram matrix of the form with respect to this basis has now shape J = ( 0 B
B 0
)
, with B = ( b1 c1
c31 b2
)
,
where b1,b2 ∈ F3.
When Y = y1, we must have r3 = 0. Otherwise all the elements of 〈x, y1〉, considered as 2 × 2
matrices over Mat2(F9), would have their entries in the subalgebra of upper triangular matrices. It
follows easily that 〈x, y1〉 = SU4(9).
Case 2.1: Y = y1 with a = ξ7, b = 0. Then b1 = b2 = 0 and, multiplying v1 by a suitable constant,
we may assume that c1 = 1. Then we have that r4 = −r13, r2 ∈ {0,±ξ3}, r3 = ±ξ . Let
K =
(
0 M
−M 0
)
, M =
(
1 0
0 μ
)
, μ = ±1.
By a direct computation xT K x = −K . Moreover, yT1 K y = K if and only if r2 = ±ξ−2r3. Thus, if
r2 = ±ξ−2r3, then 〈x, y1〉 CSp4(9). Hence 〈x, y1〉 = SU4(9). If r2 = 0, then 〈x, y1〉 is reducible since
〈v2, Xv2〉 is 〈x, y1〉-invariant.
Case 2.2: Y = y1 with a = ξ7, b = 1. Then b1 = 0 and c31 = ξ2b2. If b2 = 0, then c1 = 0, whence
B = 0. Since the form is deﬁned up to a scalar multiple, we can assume that b2 = 1 and c1 = ξ6.
The condition yT1 J y
σ
1 = J implies that r3 = a1ξ3, a1 ∈ F3, r1 = −r34 − r3 = −r34 − a1ξ3, and r2 =−r4 + a2ξ , a2 ∈ F3.
If, in addition, r4 = a3 + a1ξ2, where a3 ∈ F3, then taking
K =
⎛
⎜⎜⎝
0 1 −a1 ξa1 + a3
−1 0 ξa1 + a3 −ξ2a1 + a2 − ξ3a3
a1 −ξa1 − a3 0 −1
−ξa1 − a3 ξ2a1 − a2 + ξ3a3 1 0
⎞
⎟⎟⎠
we obtain
xT K x = −K , yT1 K y1 = −K .
Therefore, in that case 〈x, y1〉 is either reducible (if K is degenerate) or is contained in CSp4(9) (if K
is non-degenerate).
Altogether, there are 36 possibilities left. The remaining cases are
r3 = a1ξ3, r4 = a3 + a4ξ2,
r1 = −a3 + a4ξ2 − a1ξ3, r2 = −a3 − a4ξ2 + a2ξ,
where a1,a2,a3,a4 ∈ F3, a1 = 0, a4 = a1.
In the following analysis, we denoting by x¯, y¯1 the projective images of x, y1.
Case 2.2.1: If (a1,a2,a3,a4) is one of the following tuples
±(1,0,0,0), ±(1,1,0,0), ±(1,1,−1,0), ±(1,−1,−1,0),
then 〈x¯, y¯1〉 ∼= PSL3(4) by Lemma 6.1(iv).
Case 2.2.2: Set S = x¯, T = ( y¯1 x¯)2 if (a1,a2,a3,a4) is one of the following tuples
±(1,0,−1,−1), ±(1,1,0,−1), ±(1,−1,0,−1), ±(1,−1,−1,−1).
Then 〈S, T 〉 ∼= PSL2(7) by Lemma 6.1(iii). Since S has odd order, we have 〈x¯, y¯1〉 = 〈T , S〉.
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g2 = 1. Since xgx−1 = −g , y1gy−11 = −g and −1 = y41 ∈ 〈x, y1〉, we have that 〈x, y1〉 possesses a
non-central normal subgroup of size 4. Hence, 〈x¯, y¯1〉 = PSU4(9).
Case 2.2.4: If (a1,a2,a3,a4) = ±(1,0,0,−1) or ±(1,1,−1,−1), take g1, . . . , g4 such that:
g1 = (xy1)4, g2 = xg1x−1, g3 = (y1x)g1(y1x)−1, g4 = (xy1x)g1(xy1x)−1.
Then,
g21 = 1, [gi, g j] = ±1 for all i, j = 1, . . . ,4, xg1x−1 = g2,
xg2x
−1 = g1, xg3x−1 = g4, xg4x−1 = g3, y1g1 y−11 = g2, y1g2 y−11 = g3.
Moreover, y1g3 y
−1
1 = −g1g4, and y1g4 y−1 = −g1g2. Therefore, 〈x, y1〉 possesses a normal subgroup
of order 25. Hence, 〈x¯, y¯1〉 = PSU4(9).
Case 2.2.5: If (a1,a2,a3,a4) = ±(1,1,1,−1), then take g1 . . . , g5 as in case 2.2.4. Then, they satisfy
the same conditions, with the only differences: y1g3 y
−1
1 = g1g2g3, and y1g4 y−1 = g3g4. Therefore,
〈x, y1〉 possesses a normal subgroup of order 25. Hence, 〈x¯, y¯1〉 = PSU4(9).
Case 2.2.6: In each case listed below we indicate explicitly two elements u and g1 ∈ 〈x, y1〉 and set
g2 = ug1u−1, g3 = u2g1u−2, g4 = u3g1u−3, g5 = u4g1u−4. A direct computation shows that in each
case the projective images of g1, . . . , g5 satisfy the relations of Lemma 6.1(vi):
(a1,a2,a3,a4) u g1 x y
±(1,0,1,−1) (xy1)2 (xy21)−2 ∓t1 ξ2w1
±(1,−1,1,−1) (xy1)2 (xy21)−2 ±t1 −w1
±(1,1,1,0) xy1 (xy1xy−11 )2 ∓t2 −w2
±(1,−1,1,0) xy1 (xy1xy−11 )2 ∓t2 ξ2w2
where
t1 = ξ2g21 g2g4g3g5g4g3, t2 = ξ2g21 g2g1g3g2g4g3,
w1 = g21 g2g21 g4g3g2g1, w2 = g21 g2g1g3g2g1g4g3g2g5.
As x¯, y¯1 ∈ 〈g¯1, . . . , g¯5〉, this proves that 〈x¯, y¯1〉 ∼= Alt(7).
Case 2.2.7: The remaining cases are (a1,a2,a3,a4) = ±(1,0,−1,0) or ±(1,−1,0,0). First, notice
that H1 = 〈x, y1xy−11 , y21〉 is a subgroup of 〈x, y1〉 of index at most 2 (e.g., by induction on the length
in x, y1). Set g = y1xy−11 . Clearly, h = xy−11 xy2xy1x ∈ H1. One can check that y21 = −ξ2(ghx)3hgx, so
y¯21 ∈ 〈x¯, g¯, h¯〉. Moreover, x¯, g¯ , h¯ satisfy the presentation for Alt(6) of Lemma 6.1(v).
Case 2.3: Y = y1 with a = ξ5. Then c1 = 0, b1,b2 ∈ {±1} and b = 0. Substituting v1 with ξ v1
and/or v2 with ξ v2, if necessary, we may assume B = I . The following conditions must hold:
r1 = −α − iα3, r4 = iα3 − α, α ∈ F9; r3 = −r32.
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K = antidiag(1,μ,−μ,−1), μ = ±1.
Then, K = −K T is non-singular and clearly xT K x = ∓K . If r4 = ±ξ2r1, then yT K y = K . So, in this
case, 〈x, y1〉 is contained in CSp4(9).
Now, if r4 = 0, we take the involution
z =
(
Z 0
0 Z
)
, Z =
(
0 1
1 0
)
and consider zxσ z−1 = x and zyσ z−1 instead of x and y. In such a way we may assume r4 = 0.
Furthermore, conjugating our generators by the diagonal matrix diag(1, r2,1, r2), we may consider
only the following 4 cases: r1 = ±ξ3, r2 = 1, r3 = ±1, r4 = 0.
Now we analyze the group generated by x and
y1 =
⎛
⎜⎜⎝
ξ 0 r1 1
0 ξ3 r3 0
0 0 ξ5 0
0 0 0 ξ7
⎞
⎟⎟⎠ ,
where r1 = ±ξ3, r3 = ±1. The aim is to show that in all these cases 〈x, y1〉/Z ∼= Alt(7). In each case,
proceeding as done in case 2.2.6, we take g1, . . . , g5 such that their projective images satisfy the
relations of Lemma 6.1(iv)
r1 r3 u g1 x y
±ξ3 −1 xy (xyxy−1)2 ∓t2 w2
±ξ3 1 (xy)−2 (xy2)2 ±t1 w3
where t1, t2 and w2 are as in case 2.2.6 and w3 = ξ2g1g2g21 g3g2g21 g5g4g3g2g21. Moreover, the pro-
jective images of x and y lie in 〈g¯1, . . . , g¯5〉 ∼= Alt(7).
Case 2.4: Y = y2. Then, a ﬁrst necessary condition so that H  SU4(9) is c3 + c + 1 = 0, i.e. c ∈
{1, ξ5, ξ7}.
If c = ξ5, then B (hence J ) is degenerate: in particular b1 = 1, b2 = c1 = 0.
If c = ξ7, taking the involution z of case 2.3, we obtain zxσ z−1 = x and
zyσ z−1 =
⎛
⎜⎜⎝
ξ 0 r34 r
3
3
0 ξ3 r32 r
3
1
0 0 ξ7 1
0 0 0 ξ5
⎞
⎟⎟⎠ .
So we may refer to the previous case 2.2.
If c = 1, then b1 = 1, b2 = −1 and c1 = ξ2. We have the following conditions:⎧⎨
⎩
(r1 − r3)3 + ξ2(r1 − r3) = 0,
r1 + r3 − (r2 − r4)3 = 0,
(r2 + r4) + ξ2(r2 + r4)3 = 0.
Moreover, if r1 − r3 + ξ2(r2 + r4) = 0 or r1 − r4 + ξ(r2 + ξ2r3) = 0, then H  CSp4(9). We obtain 36
possibilities for (r1, r2, r3, r4).
M.A. Pellegrini et al. / Journal of Algebra 369 (2012) 322–350 349Case 2.4.1: If (r1, r2, r3, r4) is one of the following
±(0, ξ,0, ξ), ±(0, ξ, ξ7, ξ5), ±(ξ, ξ3,1,−1), ±(1,1, ξ, ξ7),
±(1,1, ξ6, ξ6), ±(ξ2, ξ6,−1,1), ±(ξ3,0, ξ7,0), ±(ξ3, ξ5, ξ3,0),
then, denoting by x¯, y¯2 the projective images of x, y2, they satisfy the presentation of Lemma 6.1(i).
Consequently, 〈x¯, y¯2〉 ∼= PSL3(4).
Case 2.4.2: If (r1, r2, r3, r4) is one of the following
±(1, ξ3,1, ξ6), ±(ξ2,−1, ξ5,1),
then, taking g1 = (xy2)4, g2, . . . , g5 as done in case 2.2.5, we obtain that 〈x, y2〉 possesses a normal
subgroup of order 25.
Case 2.4.3: In the following cases we take g1 . . . , g5 as done in case 2.2.6
(r1, r2, r3, r4) u g1 x y
±(0,0, ξ7, ξ) xy (xyxy−1)2 ±t2 ξ2w2
±(ξ7, ξ5,0,0) xy (xyxy−1)2 ±t2 −ξ2w2
±(1, ξ3, ξ6, ξ7) (xy)2 (xy2)−2 ±t1 w1
±(ξ, ξ2, ξ,−1) (xy)2 (xy2)−2 ±t1 w1
where t1, t2, w1, w2 are as in case 2.2.6. The projective image of 〈x, y2〉 is thus isomorphic to Alt(7).
Case 2.4.4: Finally, if (r1, r2, r3, r4) is one of the following
±(ξ,1, ξ6,−1), ±(1, ξ2, ξ, ξ6), ±(1, ξ2,1, ξ7), ±(ξ2, ξ7, ξ2,1),
we proceed as done in case 2.2.7, taking g = −y3xy−1(xy)2 and h = −ξ2 y2. Thus, the projective
image of 〈x, y2〉 is isomorphic to Alt(6).2. 
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