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Dialogue With Len Bickman

Jody Fitzpatrick
Fitzpatrick: Your evaluations of the Ft. Bragg and Stark County mental health systems for children and adolescents have received more recognition in the field of evaluation than any study that I can recall in my 25 years of practice. As I note in the introduction, Tom Cook, Carol Weiss, Michael Patton, and others have praised these evaluations. However, I would first like to ask you which elements of the study give you the most pride?
Bickman: I'm most proud of getting the study done. This was the first study in the field and the largest ever done. There were many people who thought we could never get it done because of its size and complexity. Some of my previous grant experiences made me question whether we could successfully complete the project. It is a compliment to the staff who worked with me for us to have received this recognition.
Another thing I am proud of is that we were able to keep the integrity of the design and the measures throughout the study while under considerable political pressure. The studies that had been done in the past had not even looked at clinical outcomes. They had only examined cost and the amount of services. That's what the Department of the Army wanted in the beginningto just look at the cost to them. The Army people I negotiated the contract with were not used to dealing with research. They wanted the right to approve anything we published, which I refused. They then wanted to be able to comment on anything we published, which I explained was not under their control. Then, they wanted to lower the price because they argued that the publicity surrounding the evaluation would attract better graduate students to the university! It was a battle with the Army throughout the project to maintain the integrity of the design. In the end, however, they were very supportive of us because they now trusted our independence and our integrity. We actually received a rather large contract from them to conduct additional analyses of the data at the termination of the evaluation.
Fitzpatrick: Did you view these studies more as research on psychology and mental health or as public policy studies?
Bickman: I saw it as primarily an evaluation project. It was a policy study, but we embedded several research questions in the evaluation. We have published over 80 articles on this study, many of them in major research journals. We not only had Army funding but a competitive National Institutes of Mental Health (NIMH) grant to extend the project and add additional measures about the families. Every good evaluation has the potential to be good research and to have policy relevance. We thought even if the project [systems of care] doesn't work, we will learn a lot about the mental health of kids. It's a waste not to see the research opportunities as part of an evaluation.
Fitzpatrick: I want to spend some time on the choices you made in designing the studies, but as a political scientist, I'm particularly intrigued with the politics of evaluation and impressed with the attention your study has received by policy makers. Patrick DeLeon, a past President of the American Psychological Association and an administrative assistant to Senator Inouye in Congress, has noted, "Len insisted that all evaluations would represent the most up-to-date level of expertise possible, even when staff within DOD [the Department of Defense] itself strenuously objected. In the end, Len prevailed." Tell us about some of the struggles you endured and what you did that helped you prevail.
Bickman: One important aspect in helping the evaluation prevail was that Lenore Behar, who was the primary contractor, had lobbied heavily for an objective evaluation of the systems of care demonstration. We were a subcontractor, so she shielded us from some of the problems in dealing with the Army directly. But the Army was never supportive of the evaluation until the final report. At first, they thought the system of care project [the demonstration] was not necessary because it was so expensive. So they felt there was no need for the evaluation. The project itself was just too costly. Then, they sent in psychiatrists to visit the demonstration and their reviews were glowing. So now the Army thought the project was good and, thus, no evaluation was needed! Another problem we faced was developing procedures for identifying and recruiting families. We were new to working with the DOD insurance system and actually new to the whole field of child mental health. We were told that we could use the claims data to locate subjects. However, we were not told that we would not get claims data until 3 to 12 months after the child had the services. We needed to recruit families for the study within 30 days of when they entered services, to collect pre-demonstration data; so obviously, the claims data were useless for this purpose. We had to develop new ways to recruit subjects. At the demonstration site, this was not a problem since we recruited from just one organization. But in the comparison sites, we had to recruit from every practitioner in each area. The recruitment in the comparison sites required us to identify who provided mental health services and ask them to do the initial recruitment. It also meant that we had to make weekly calls or visits to over 50 providers each week. This work with providers to deal with recruitment of comparison groups for the study not only slowed us down but also cost more than we had budgeted.
A major crisis occurred about halfway through the project. The Army told us that we had enough subjects to complete the project and we should terminate the evaluation. At that point, we had only about 300 cases. We said that they had approved a plan for 1,000 subjects. We went to San Antonio to meet with the Army to discuss this. They hired a consultant to look at the [statistical] power issue. [Bickman's concern was with only 300 cases, they would not have a sufficiently large sample size to have adequate statistical power to analyze the data. Recall that a Type II error, failing to find a significant difference when there really is one, can occur when your sample size is too small. Although Bickman did not know the end results at this stage, his final results showed no significant difference between groups. If the sample size had been 300, he could have been criticized at drawing these conclusions because of low statistical power increasing the probability of a Type II error.] We kept trying to find out who this person was because I know most of the people in this area. We finally got the woman's résumé and she had a Ph.D. in electrical engineering! Our first thought was that they confused statistical power with electrical power! However, it turned out that she also had a master's degree in statistics. Then, we had a site visit during which an Army officer gave me a floppy disk and wanted me to give him the data. I told him we couldn't do that! They weren't happy with me over that. We got into a long battle over the statistical power issue. They hired another consultant who produced a report confirming that we had sufficient statistical power. However, the longitudinal design that we had was now reduced to a one-wave, one-tailed t test. We did not consider that analysis to be adequate to answer the questions posed by the evaluation. Our detailed report rebutted their argument. What I was told was that in the end it came down to a general calling and saying we should go ahead with the evaluation as planned. I suspect that there was awareness of the Congressional interest in this demonstration, and it did not pay to alienate some powerful people in the House of Representatives over this issue. So I concluded the issue was not really statistical power or electrical power but political power! We didn't have any other major problems with others concerning the evaluation. We kept our interactions with the treatment facility to a minimum. But with the contract business with the Army, almost every year there was a question of whether we would be funded.
Fitzpatrick: Let's come back to the beginning of the study. What prompted it? I know Dr. Lenore Behar, Director of Children's Services in North Carolina's Department of Human Resources, persuaded Congress to fund a study through the Department of the Army to evaluate the "system of care" concept. But whom did you work with in the federal government? What was their interest in the study?
Bickman: The impetus was that there is a movement that stresses such values in service delivery as "culturally fair," "community-based services," and others such as being "strengths based." The child mental health system was basically nonexistent before this movement started. Reforming that system became a major political movement. The system of care model caught everyone's attention as a way to deal with many, if not all, of the ills of mental health services for children and adolescents. Lenore was the driving force to develop a demonstration to test this system of care. She developed the term continuum of care, and she wanted to test it to prove it worked. Lenore used all her political influence with some important North Carolina Congresspersons to persuade the Army to fund the demonstration. The Army was reluctant to be involved in such a demonstration, but they do listen to Congressional requests by powerful Congresspersons.
Fitzpatrick: How did you decide to focus on the concept of continuum of care?
Bickman: I did not make a decision on that focus. That's the disadvantage of program evaluation. You're given a program, a focus. But I did push for examining outcomes. Most studies of mental health treatment in the community (as opposed to university laboratories) do not show that they are effective. I think not looking at clinical outcomes for services that are intended to affect those outcomes is poor evaluation practice. I did not know if the continuum of care would affect child and family outcomes, but I did know that was what the program claimed it would accomplish. If you are claiming to do policyrelevant research, you must look at what happens to people. Most contemporary mental health services do not measure outcomes.
The problem for evaluators is that most programs are not well designed. But they are the ones given to evaluators to evaluate. I can give you example after example of programs that are not carefully thought out. We should be teaching logic modeling to everyone who thinks they can design a social or educational program. Maybe then we would have programs that are evaluable. Often the goals of the program are not realistic. We spend more time and money on doing the evaluation than on planning the project. Evaluators need to spend more time on the planning end in helping program people plan programs that make sense.
There are many places where you can get an education in evaluation, but I do not know of many places where you can receive a systematic education on how to develop a program. I think evaluators are trained to find the assumptions underlying a program. I feel there is almost an unconscious conspiracy between providers and policy makers. The public complains about a problem. The policy makers allocate funds to deal with the problem. The providers develop a program to get the money. And then, we get funds to evaluate and find it fails. There's no real change for the people who have to deal with the problem.
Fitzpatrick: In these evaluations, however, you developed a logic model to describe the theory of the program. Do you think using such models helps evaluators "to get underneath it" and to prompt program people to think through their program, or do you mean evaluators should undertake other activities to help in planning?
Bickman: I have no doubt that logic modeling helps both the program and the evaluation. It is a logical approach to examining a program. While it is not a substitute for empirical evaluations, I do not think an evaluation should be attempted until at least a rudimentary logic model is developed.
Fitzpatrick: Coming back to the Ft. Bragg and Start County models, who was involved in helping you develop these models, and how did you go about the development?
Bickman: An article we published in Evaluation and Program Planning provides a lot of detail on this issue. (See Bickman, 1996b.) . But, in brief, there was not just one model. There was a progression of models. When Lenore goaded me with "Where's our program model?" I said, "We can't have one until I find out what you're doing." It was a group effort. We observed what program developers and managers were doing and what they had written. From that, we developed the first iteration of the model. Then, we would sit down with Lenore and the program people and play that back to them and revise.
Fitzpatrick: How did the program people react to your model?
Bickman: Positively. They loved having a concrete representation of what they were doing. But what's uncomfortable to them is that it lays bare some of their assumptions that they weren't aware of. I consider it critical for every evaluation to develop a model for the program.
Fitzpatrick: I like your model partly because of the level of detail it provides. I see some logic models that have so many boxes and loops that it is impossible to summarize the "logic" of the program. Some of these models simply describe multiple steps of a program and provide little clue to the underlying theory. Other models are too superficial and, hence, fail to provide the evaluator with a framework for effectively measuring critical elements of program implementation. What choices did you and your team struggle with in developing the model?
Bickman: You hit the nail on the head. The idea is to communicate that you're not testing the program; you're testing the theory underlying the program. This approach puts the model at the right level of detail. Educational models are well known for being too detailed with seemingly endless objectives and subobjectives. The key issue a model should convey is "Why should this program work?"
Fitzpatrick: How would you assess the utility of the model now that you have completed the study and had time to reflect? For example, you write that your study did not examine the effectiveness of services delivered or, for example, whether treatment plans improved as a result of the system. Your evaluation focused on the system level and that was the focus of the model. Would you change that today?
Bickman: I foreswore never to do a systems-level evaluation again. To me, it misses the interface between the clients and services. If I knew then what I know now, I would have tried to evaluate the effectiveness of the services as well as the systems.
In addition, I think that evaluations have to change focus from studying only clients to studying providers as well. The difficulty in changing practitioner behavior in services delivery is the major problem with most human services programs. In 1989, I wrote a chapter that we called "Program Personnel: The Missing Ingredient in Describing the Program Environment." We said that we treat programs as if the personnel who deliver them are unimportant since we rarely collect any information about them. I should have paid more attention to what I wrote, since I collected very little information about the clinicians in this study. I'm doing that now. We are doing a study with pediatricians to see how they deliver services for children with ADHD (attention deficit/hyperactivity disorder). The pediatricians are very ambivalent about the study since they are subjects. I think service providers, especially physicians, may consider themselves above the evaluation. However, since programs are usually designed to change practice, we need to know about the barriers and the incentives to practitioner change, especially the ones that will exist once the program is no longer a demonstration.
Fitzpatrick: The first two steps in the Ft. Bragg study were evaluations of the implementation and quality of the continuum of care. You argued for these intensive evaluations of process, citing Peter Rossi and your own writings on the need to be able to determine if program success or failure is due to a faulty or weak implementation of the theory or to the program theory itself. Tell us a bit more about why you thought examining implementation was important.
Bickman: The worst outcome that an evaluator can obtain is finding that the treatment produced no effect and that the project was not implemented. That means you wasted your time. I wanted to know that the program was delivered with fidelity-to know that if the program failed to produce the desired effects, it was because it was a theory failure. [If you know the program was delivered as the theory indicated and, then, find that the desired outcomes are not achieved, you have a "theory failure." You have proved that the program theory does not work. However, if you do not know whether the program was implemented as planned, and you find that the desired outcomes are not achieved, you do not know whether you have really tested the theory and it does not work or whether the theory, in fact, was not tested because the program was not delivered as the theory would require.]
Fitzpatrick: I like your distinction between studying program implementation and program quality. Often, those are combined. Why did you decide to separate the two issues?
Bickman: There is a distinction between measuring quality and measuring implementation. I believe outcomes are easy to measure. Implementation is relatively easy to measure. Quality is the hardest element to measure. That's because measuring quality involves making a judgment about worth. When I use the word quality, I mean a process related to the desired outcomes. Most human services don't have measures of quality. Even laboratory studies have difficulty getting reliable measures of the quality of treatment. But my guess is that it is the quality of the services that accounts for the variance in program success. How much quality is enough? We have no idea of the levels necessary to produce effects. Evaluators are missing the whole quality bandwagon. We're in some danger of having evaluation taken over by quality managers. I edited a special issue of Evaluation Review on quality and mental health in 1997 with the idea of raising evaluators' awareness of the relationship between quality and program evaluation. (See Bickman & Salzer, 1997.) Fitzpatrick: How did you measure quality in the Ft. Bragg and Stark County evaluations?
Bickman: We looked at the components that we thought were criticalcase management and intake. These components were the "glue" that held the program together. On intake, we asked practitioners in the field, "Was the intake conducted centrally helpful? Did it reduce the number of sessions you needed for assessment?" Ultimately, there is no gold standard on treatment plans. To study case management, we had case managers keep logs of their activities, and we analyzed charts, conducted interviews, and reviewed documents. We used a scale that measured program philosophy. We also interviewed parents and did a network analysis. In addition, we developed a "case management evaluation data checklist" that was our measure of quality, based on concept mapping and document reviews. The checklist included such items as parent involvement in treatment planning, client monitoring and follow-up, and linkage and coordination activities. Our evaluation of the quality of case management involved comparing the checklist to the evidence we had collected from multiple sources. Details about this procedure were published in a special issue in Evaluation and Program Planning on evaluation methodology and mental health services.
Fitzpatrick: In spite of years of discussion of the need to examine implementation and describe program operations, many evaluators view implementation studies as less prestigious. Similarly, today many organizations and government entities such as schools, private foundations, and the United Way, are very outcome focused and tend to neglect process. Are implementation studies always important? Why do you think evaluators and funding sources sometimes scorn them?
Bickman: I think the bad reaction to implementation is historical. Implementation or input evaluations were the only evaluations conducted by many community agencies. It was rare to find an outcome evaluation in these settings. In addition, we do not have theories of implementation, so it is difficult to study implementation. If implementation studies are not theory based and are just operationally detailed, describing what is happening, implementation studies are boring. However, in a comprehensive evaluation, we need to know how the program was implemented to learn why it was or was not successful. It is clear we need both in a comprehensive evaluation. But it does add expense to the evaluation.
Fitzpatrick: You note that your implementation study was theory driven. Can you tell us more about how theory guided this phase of your study?
Bickman: We developed the implementation plan based on the theory of the program. The program theory guided us not only in measurement issues but also in what aspects of the program it was necessary for us to study. It is impossible to adequately study a whole program, so we had to select those aspects of the program that theory identified as critical to the success of the program.
Fitzpatrick: Ultimately, you concluded that the program did successfully implement the model and that the services were of sufficient quality. Yet, judgments are involved in drawing these conclusions. No program is implemented with 100% fidelity to the model. Similarly, no program is consistently delivered with top-level quality. How did you reach your judgments on fidelity of delivery and level of quality?
Bickman: I think you have identified a significant weakness in this area. Given that program developers usually have no theory related to the quality or amount of services necessary to produce an effect, it becomes the evaluator's judgment of when implementation is sufficient. Moreover, our judgment could be biased since it is in our self-interest to declare implementation a success. There is not much to be gained by evaluating a program that was not implemented. I was always aware of this problem, but I was never challenged on this aspect of the evaluation. You try to describe the evidence as best as you can, and then you make a judgment. Is it half-empty or half-full? It is a value judgment. The fact was that the clients had all these extra services-case management, intermediate services, and so on. This is what the program developers planned.
There were some challenges to the results we reported. Some said that the Ft. Bragg program was not sufficiently mature. But the program had almost a year and a half of start-up time before we started to collect baseline data. Also, if maturity was an issue, we should have seen improvement in the program outcomes over the three years we collected data. Instead, we did not see any improvement in effectiveness over time.
Fitzpatrick: But did the clients get quality case management? Did they get the services case management recommended?
Bickman:
The case managers felt they were doing their job, but the amount of contact with clients was amazingly low. I think this is true of most case management. However, we had claims data to show they got the services that one was supposed to get in a continuum of care. What we could not tell, and I do not believe that it is even possible now, is whether the clinical services were of sufficient quality.
Fitzpatrick: Let me address one specific issue on fidelity and quality. Your studies were evaluations of the system of a continuum of care. But one element of that care is therapy, and since the thrust of the continuum is mental healthyour outcome measures focus on changes in psychopathology-one would assume therapy would play an important role. But, in fact, relatively few children in the Stark County study received therapy. By parent report, only 14% of children in the Stark County system of care group received individual counseling during the first six months, and the proportion shrunk to half that in the second six months. Is that amount of therapy sufficiently intense to match the model?
Bickman: The label counseling is only one category of therapy. The services they delivered included clinical case management and intensive homebased services. That is where most of the therapy was supposed to be delivered.
Fitzpatrick: Do you find that some audiences misinterpret the results to mean that therapy is not effective?
Bickman: You cannot determine the effectiveness of therapy directly from this study. However, one of my explanations for why the system was not more effective was that the treatment wasn't effective. However, in order to support this explanation, we analyzed other aspects of the data. If the treatments were effective, we would expect there to be a dose-response relationship. That is, the more treatment received, the better the client should be. We examined the dose response in both the Ft. Bragg and Stark County study in several ways, and the conclusion was always the same. The amount of treatment did not matter. Clients who received more treatment did not have more positive outcomes.
Moreover, the reviews of other community-based treatments (i.e., not laboratory studies of therapy) concluded that these treatments show no effect. From these studies, I concluded there was not evidence that treatment in the real world was effective for children and adolescents. Notice that I did not say that therapy was ineffective, just that we did not have evidence to support its effectiveness. But the issue of effectiveness begs the question "What is treatment?" It is whatever clinicians do. Let me tell you how we describe most of these services. They are in-home services, day treatment, hospitalization, private office visits, and so on. Would you buy a car if I just told you where it was located? We're describing services by location. We're assuming that they are different because they occur in different settings, but that is an assumption.
But I do worry that what I am saying demoralizes clinicians. Is there anything beneficial about me saying all this? Clinicians are working in a very difficult, emotional area. They do not work in this area for the big money. We also suspect that to be a good clinician, you have to believe in your efficacy. I don't know whether my criticism is constructive for these people. But I strongly believe in what I am doing and that our first concern is to help identify effective services for these children. If the services are not effective, then it is the evaluator's responsibility to say so.
Fitzpatrick: Your outcome studies, of course, have probably received the most attention. In both the Ft. Bragg evaluation and the Stark County evaluation, you found that receiving a continuum of care made no difference in children's symptoms or functioning. Of course, when no difference is found, critics attempt to identify problems in data collection or the design that may have resulted in a failure to identify real changes, a Type II error. A major strength of your design and methods was its resilience in dealing with such criticisms. You collected extensive data on many different constructs from many different sources. You conducted power analyses and subgroup analyses to test various hypotheses and explore extensively for possible effects. For example, you examine whether the continuum of care was more effective for children with different demographics and different diagnoses. You also explore whether differences exist between children who actually received treatment. Tell us a bit about how you planned your design and analyses. Did you identify all possible analyses in the design phase? Do you think it is better to explore the data thoroughly after they are collected to consider subgroup tests and the like? Did you seek input from others on exploratory analyses?
Bickman: There are certain main analyses that we had planned. We also had to learn how to deal with the thousands of variables. We identified 10 key outcome variables; two of them were individualized and represented that child's progress in his or her specific problem area. We did some subgroup analyses, but we didn't have a theory about who should benefit most from the continuum, so we didn't go on fishing expeditions. I am concerned that such analyses creep into our literature and result in the inconsistent results we often see. I think it is important for investigators to report on all the analyses they conducted and explain when they have a large amount of data collected but only a few results reported. I assume they did a lot of other tests that were not significant and that they are primarily reporting only the significant ones. I consider that kind of publishing as biased. Not only does it exploit chance, but it also is not driven by any theory or concept of the program.
Fitzpatrick: While your study is too extensive for me to ask every question I would like, let us explore a few issues. As I mentioned above, you tested for differences in children not simply based on which group they were in but on whether, in fact, they actually received treatment or not. What treatment variables did you examine when comparing outcomes for children receiving treatment with those who did not? For those who did receive treatment, what were the typical treatments, and how much did they receive?
Bickman: We analyzed treatment by amount, such as sessions or days or dollar amount, and what we called negligible treatment, such as only one or two outpatient visits. But all the treatment measures are correlated. A session is a session is a session. We have published several studies on patterns of treatment and improvement as well as dose response based on these studies. A major weakness of our approach was that we had no measure of the quality of the treatment and how it varied. In a recent study, we had children tell what they did during treatment. We had nothing like that in these earlier studies. I was not aware that quality was such an important issue until Ft. Bragg.
Fitzpatrick: Your study at both sites used many different measures. Sources included the children themselves and primary caregivers, generally parents. The Ft. Bragg study also collected data from the mental health provider and teachers. Baseline interviews were conducted in the home, but other data collection methods included computer-assisted telephone interviews and mailed questionnaires. Your measures generally focused on the constructs of psychopathology and family functioning and were standardized measures used in mental health research. Your large sample sizes at both sites gave you sufficient power to preclude a Type II error but would have made the cost of collecting qualitative data from all families prohibitive. What issues did you struggle with in making choices about constructs, sources, and methods in data collection?
Bickman: Well, we had no choice in the design. That was given to us. We did have a lot of choices in instrument collection. This was a whole new area for me. We did a lot of research on existing measures. We selected what we thought were the best in the field. We found out that some of the best really were not too good. However, we did have to develop a measure of functioning because none existed at that time. Since then we have developed a whole new system of measurement that better fits the real-world environment than some of the research instruments we used.
Fitzpatrick: Another major strength of these evaluations was your selection of a second site, Stark County, to see if the results would be replicated with a different population and system of care. Researchers and evaluators rarely replicate their own work so systematically, nor do they take such care to select a site whose characteristics strengthen the external validity of the findings. Stark County's clients were nonmilitary, lower-income, publicly funded youth. The system of care was a full, mature system more typical of systems of reform in many communities than the demonstration in Ft. Bragg. So the Stark County results, which did replicate those of Ft. Bragg, added greatly to the external validity of your results. However, replicating a study brings the opportunity for some change as well, though, of course, too much change can threaten the replication. What changes did you consider in planning the design and data collection in Stark County?
Bickman: Basically, we changed what we had been criticized for not doing in Ft. Bragg. The Stark County study was all NIMH funding. They had turned me down twice for this study. The first study included seven cities that were in the Robert Wood Johnson Foundation study of systems of care demonstration. This evaluation did not plan to collect child outcomes, and I thought it was a natural to try to work with them and build in an outcome design and outcome measures. The reviewers said it was ridiculous to study seven cities. So we resubmitted it with one. Then, that city withdrew a month before the study was to start. I called NIMH and they said, "Go find a site." So I picked one that would meet my need for a random assignment design. I also picked a site that was proud of their program and was nationally recognized as a leader in the field.
Fitzpatrick: While your external validity is greater than most evaluations because of your use of two contrasting sites, what limitations do you see in generalizing the results from these two sites? Would you say you had pretty good external validity?
Bickman: The way the ideologically committed critics dealt with the results and the methodology of the study was to say, "We think you did an excellent evaluation, but we don't do that program anymore." That happened with DARE (Drug Abuse Resistance Education). Evaluations found that DARE did not decrease alcohol and drug abuse, so the DARE people argued that the evaluations of the earlier program were irrelevant because the program had changed.
I am not as concerned about external validity as I am with construct validity. I'm not really testing the Ft. Bragg demonstration. I'm testing the concept of a continuum of care. That is why the implementation analysis is so important. It helps me decide if the program is a good representation of the construct. I did not see the generalizability limited by the population of children served or the region of the country. What I was looking for were excellent examples of the theory represented by these projects. If we could not obtain the hoped for outcomes with these excellent and well-funded sites, then it was unlikely that sites with fewer resources would be successful.
Fitzpatrick: Your ultimate interpretation of your results concerns the quality of care delivered. That is, you suggest that rather than focusing on systemlevel issues, which may be too removed from patients to impact outcomes, policy makers should focus on improving the training of treatment providers and, ultimately, improving the quality of services delivered. How did you reach that conclusion since your study did not directly address the quality of services provided?
Bickman: There were only a few alternative explanations for the results we obtained. First, was the evaluation critically flawed? No one has been able to demonstrate that we did a flawed evaluation. Second, was the demonstration well implemented? We presented evidence that implementation was fine. If the evaluation was good and the program was well implemented, then what do we have left? The theory underlying the continuum model is wrong. There are several factors within the theory that could be wrong. For example, the theory assumes that clinicians are able to assess children's needs and match them to the appropriate services. We showed in a separate study that this did not seem likely. But the key theoretical assumption was that the services were effective. Our dose-response studies, plus the meta-analyses of children's therapy delivered in the community, convinced me that we had to take a better look at the quality of treatment. This conclusion has led me to three areas for my future work in this area.
First, we need to be able to measure outcomes in the real world. My colleague Ann Doucette and I have developed a new measurement system that we believe will allow community service providers to learn what is effective.
Second, we need to look at the process of care to determine which mediators are important in affecting outcomes. We have seen that therapeutic alliance, the relationships between the provider and the client, can be very important. Third, I have started some studies that examine how to change practitioner behavior, so that when we do have something that is effective, it can be adopted in the community.
Fitzpatrick: Have your evaluations brought about the changes you desired? In particular, have they helped to change the focus from system-level variables to the effectiveness of the treatment itself?
Bickman: Yes and no. Critics are now talking differently. They are saying we need to consider treatment and services as well as the system. It is not a brilliant insight, but it is a big change. On the other hand, the Center for Mental Health Services is still funding projects like Ft. Bragg to the tune of $80 million a year. To be a good evaluator, you need to be skeptical. I characterize myself as a skeptical optimist, even when it comes to my own work. My skepticism helps me to be a good evaluator, and my optimism motivates me to stay in this field. However, providers should also maintain some degree of skepticism about what they do. I think the continuous-quality-improvement approach has a lot of appeal, but if the providers are sure that they are already delivering the best services, there is no need for continuous data collection or evaluation.
Fitzpatrick: Your results have implications for so many different organizations and systems: any system using a continuum of care or emphasizing a full system of care; schools, and licensing organizations that educate, train, and oversee therapists of different types; managers and supervisors in practice settings; managed care; researchers; and others. Who do you see as your primary audiences? How do you attempt to reach them?
Bickman: I have a lot of audiences-basic researchers in psychopathology, clinicians, and policy people. I've tried reaching them through writing. I don't know how else to do it. Some people read. Other people hear about these studies from others. My latest contract is with a state that is under court order to provide better mental health services for their children. They have been at it for about seven years and have spent about a billion dollars. They just contacted me because they read in their newspapers about the studies I did, because of a legal problem someone associated with the Ft. Bragg study is having. I offered them an alternative way to deal with their problem. However, being the skeptical evaluator, I didn't promise any quick solution or even lots of confidence that what I am proposing will work. I tell them that whatever they do, they should also do an evaluation.
Fitzpatrick: In speaking to mental health researchers, you note the need for them to do more testing in real-world environments so that the changes made in the field can be more readily research based. You call for their help in developing research-validated practice standards. Do you think your studies and the attention they have received have prompted some change in the norms and practice of these researchers?
Bickman: It has already changed radically in mental health funding. NIMH is promoting building bridges with the clinical world very hard. They are seeing more clearly that their responsibility is to improve the mental health of children and that this was not occurring through just the publication of research. Getting into the real world is now a priority. I would like to think that our work helped push that along.
Fitzpatrick: Finally, I like to close with asking the exemplars I interview what they have learned from the evaluation they have done. What might you do differently if you were beginning on these evaluations today?
Bickman: There are things that I would have done, but I did not have the power to do it then. I would have liked to collect data more frequently, not every six months but at least monthly. I would have liked to have more information on the quality of treatment. I'm doing that now.
I think about why I do evaluations. I used to tell students that it was purely hedonistic. I enjoyed it. But that has changed. I think we can help kids get better through our work. Often evaluators don't get that opportunity. I feel grateful that I had the opportunity to continue to work in the same field for over a decade. I am hoping that our work here can improve outcomes for children who have mental health problems.
Fitzpatrick's Commentary
Bickman's evaluations of the Ft. Bragg and Stark County systems of care for children have received many well-deserved accolades in the communities of evaluation and mental health. Bickman and others have written in more detail about the measures, design, and results of these evaluations in other venues. (See References.) For this interview, I focused my questions to help us learn more about the challenges that Bickman and his colleagues faced in planning and implementing these evaluations and his reflections on the evaluations.
As in each interview I have conducted, we learn much about the exemplar's approach to evaluation by the choices they make. Bickman's studies are summative. The audience is broad: policy makers and thinkers in the field of children's mental health. His purpose is not formative; his audience is not program managers or staff. And, as such, he need not involve them intensively as users, though he certainly involves them in the development of the logic model. In such evaluations, the distinction between program evaluation and policy analysis is somewhat blurred, but we needn't quibble over terms. Instead, we should simply note the different focus.
Bickman's methods come from the quantitative tradition, but they match the purposes of the study. To clearly establish outcomes for summative decisions, they needed large samples, experimental and quasi-experimental designs, and multiple measures from different sources. But as I note below, he also takes a useful focus on process, examining implementation and quality to enhance his interpretation of outcomes. He selects measures primarily from the research literature, but having learned the strengths and weaknesses of these, he has now moved on to developing measures for use by community practitioners. Though research based, his goals concern learning about what is actually going on in practice and include a genuine commitment to improving mental health services in the field. These evaluations and his integrity and ability in research and evaluation have permitted him to argue effectively for major changes in the way people study children's mental health. As such, his work and writings make a bridge between research and evaluation.
While probably all audiences saw the purpose as summative, Bickman successfully argued that studies of children's mental health must, of course, examine the outcomes on children and their families rather than the process and cost measures originally considered by the funder. This adjustment of focus, in and of itself, is a commendable outcome of his evaluation. But he does not neglect process. As he advocates in his writing, he makes use of logic models to define program theory and identify critical elements of the process to monitor. He then attempts to measure not just the implementation of critical program elements but the quality of those elements as well. The delineation of implementation and quality is an important element because quality is often neglected in process studies. Yet, as Bickman argues, in all likelihood, quality is the most important element in ensuring successful outcomes.
In addition to the many oft-cited qualities of Bickman's work on these evaluations, one of the elements I admired most was his conscious effort to build and learn from previous evaluations and to, then, take the next step in his subsequent studies in order to learn how to improve mental health outcomes for children. This effort is seen in his selection of Stark County for the replication and in his current work. Having focused on system-level variables in the Ft. Bragg and Stark County evaluations and found no effect, he begins to consider what other elements could or must have an effect to bring about change. In current studies, he is examining providers' behavior and becoming curious about the incentives and barriers to changing their behaviors. Having used primarily existing research measures for the Ft. Bragg and Stark County evaluations, Bickman is now developing new measures that can be used by community service providers to provide more effective, practical, and immediate feedback on outcomes. In other words, he doesn't just find problems, he goes on to explore solutions.
Bickman correctly notes that we evaluators must evaluate the programs we are given. But his frustration with ill-conceived programs compels him to argue for expanding evaluators' roles in planning. Like Reichardt (1994) , Patton (1997) , Preskill and Torres (1999) , and others, Bickman sees that our future may be at the beginning of programs rather than the end.
DISCUSSION QUESTIONS
