(SOFM). In the second subsystem, the individual MUAPs obtained by a subject were fed sequentially into the classifier and the classification results were combined. For this subsystem the time domain parameters, the MUAP waveforms, and the SOFM classifier were used. The outputs of the two subsystems were further combined in order to obtain the overall diagnostic yield. The proposed system was developed for the assessment of normal subjects and subjects suffering with myopathy and motor neuron disease. It was shown that the modular neural networks system enhanced the diagnostic performance of the individual classifiers making the whole system more robust and reliable.
A Brief Survey of Previous Work in EMG Diagnosis
A number of quantitative EMG techniques were developed by different researchers during the last two decades (Stalberg et al., 1986) providing the physician with valuable information. However, in order to facilitate the efficient processing of all the available information, including the assessment of disease, and the final diagnosis, the need had emerged for integrated, automated decision making systems. Towards this direction, different methodologies have been followed. Blinowska et al. (1980) proposed the use of discriminant analysis for the evaluation of MUAP findings, whereas Coatrieux et al. (1983) applied cluster analysis techniques for the automatic diagnosis of pathology based on MUAP records.
Furthermore, knowledge based systems were also used for the development of intelligent EMG diagnostic systems. MUNIN (Muscle and Nerve Inference Network) was developed by Andreassen and co-workers (1989) based on a casual probabilistic network for the classification of EMG findings. KANDID (Knowledge based Assistant for Neuromuscular Disorders Diagnosing) was developed by Fuglsang-Frederiksen and his group (1989) , where knowledge was extracted from the human expert and formulated into logical rules interpretable by the computer. HINT (High Level Inferencing Tool) was developed by Schofield (1997) based on an anatomical network for the interpretation of neurophysiological studies of the peripheral nervous system. These systems were based on rules defined by human experts, trying to mimic the process an experienced neurophysiologist follows in making a diagnosis. However, this may cause some limitations to the systems because medical knowledge is difficult to be formalised in explicit rules, and also opinions of human experts may differ.
Also the use of probability densities in the Bayesian approach assumes that the input data are statistically independent which often does not apply in diagnostic practice since several symptoms of the disease may have the same organic cause.
In another approach computational intelligence techniques, including artificial neural networks, genetic algorithms and fuzzy systems were used for the development of intelligent systems. In these systems no experts have Volume 8, 
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to define any rules but the rules are directly derived from the raw input data. Pattichis (1992) and Pattichis et al. (1995) used the averaged MUAP parameters as input in both supervised and unsupervised learning ANN models. Schizas et al. (1994) combined the above input data with clinical data and other laboratory data into an integrated diagnostic system based on the SOFM algorithm for unsupervised learning. Furthermore, , also applied genetics-based machine learning (GBML) for the assessment of certain neuromuscular disorders. The diagnostic yield achieved by the above mentioned ANN and GBML models using the same input data set as in this work was of the order of 80%. These findings are compared with the modular neural network system proposed in this study in the discussion section.
The paper is organised as follows. In section 2 the material and the EMG feature extraction are described. In section 3.1 the definition for modular neural networks is given and their properties are highlighted. In section 3.2 the first modular subsystem, using multiple features and multiple classifiers is described whereas in section 3.3 the second modular multi-MUAP classifier subsystem is presented. Section 4 covers the results of the system, and section 5 the discussion In section 6, conclusions are given and appendix A covers in more detail the analysis for the extraction of the time domain, autoregressive, spectral, cepstral and wavelet transform features.
Material and EMG Feature Extraction

Material
Of the many neuromuscular disorders that have been clinically identified, two basic pathological processes have been found: muscle fibers are either lost through a degenerative process or there is loss of the motor neurons and their axons. When muscle fibers are lost, it is termed a myopathy, whereas when neurons or their axons are lost it is termed a neuropathy. From the large number of such disorders only two groups were considered in this study: myopathy (MYO), and motor neuron disease (MND). These two categories of MYO and MND were selected because the former is purely a disorder of the muscle fiber per se, while the latter is purely a disorder of the motor neuron. Myopathies are a group of diseases that affect primarily skeletal muscle fibers and they are divided into two groups, according to whether they are inherited or acquired. Most muscular dystrophies are hereditary and there are four main types, namely Duschenne's, Backers, fascioscapulohumeral, and limb girdle. These diseases show a progressive clinical course from birth or after a variable period of apparently normal infancy. One of the most frequently acquired myopathies is polymyositis, which is characterized by acute or subacute onset with muscle weakness progressing over a matter of weeks. MND is a disease causing selective degeneration of the upper and lower motor neuron.
This disease affects middle to old aged people, with progressive widespread loss of motor neurons usually leading to death within three to five years. In the advanced stages of this disease, large motor units also denervate. The MYO and MND disorders cause structural reorganisation of the motor unit, the smallest functional unit of the muscle. In clinical neurophysiology, motor unit morphology can be studied by recording its electrical activity, the procedure known as EMG.
In this study, EMG was recorded from the biceps brachii muscle at a slight voluntary contraction for 5 seconds using the concentric needle electrode. The recordings points within the muscle were standardized, and MUAPs were recorded from three to five needle insertions. The electrode was usually advanced at least 3-5 mm into the muscle before recording. The electrode was also moved at least 3-5 mm between recordings to make sure that different MUAPs were recorded. The signal was then bandpass filtered at 3 Hz to 10 KHz, and sampled at 20 KHz with 12 bits resolution. The signal was then lowpass filtered at 10 KHz. MUAP waveforms with similar shape were identified and selected from the EMG recording using an unsupervised learning neural network system (Christodoulou and Pattichis, 1995) . Similar MUAPs were averaged to obtain the averaged MUAP waveform, which is thereafter simply referred to as MUAP. The MUAP epoch consisted of 512 samples (25.6 ms). In quantitative EMG studies it is Volume 8, Nos. 1-2
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appropriate to record 20 MUAPs from the muscle of each subject. This number is considered an acceptable sample of the whole muscle (Buchthal, 1957) . The 20 MUAP waveforms and the statistics of their time domain parameters are evaluated by the neurophysiologist in order to assist him in the assessment of the disease and subsequently in reaching the final diagnosis.
A total of 800 MUAPs were recorded from 40 subjects, 12 normal (NOR), 13 MYO and 15 MND. Diagnostic criteria were based on clinical opinion, biochemical data and muscle biopsy. Only subjects with no histoiy or signs of neuromuscular disorders were considered as normal. The modular neural network system was trained and tested for the three classes.
Different sets with eight subjects from each group were randomly selected to form the ANN training set, whereas the remaining subjects formed the ANN evaluation set. The same data set was also used in the studies by Pattichis (1992) and Elia (1994).
EMG Feature Extraction
For each subject a matrix of 20 MUAP waveforms χ 512 samples was available for further processing. From each MUAP waveform the following feature sets were extracted: (i) the time domain parameters, (ii) the frequency domain parameters, (iii) the autoregressive coefficients, (iv) the cepstral coefficients and (v) the wavelet transform coefficients. These features were computed for the NOR, MYO and MND groups presented in the previous section A brief description of these feature sets is given in this section whereas a more detailed analysis of their computation and summary statistics are given in appendix A. Figure 1 shows 20 MUAP waveforms and their corresponding feature sets.
Time domain parameters.
Time domain parameters are the most widely used parameters in clinical neurophysiology for the interpretation of EMG findings. The following time domain parameters were computed from the MUAP waveforms as illustrated in Fig. 2 (Pattichis, 1992) : duration, spike duration, amplitude, area, spike In the case of the MYO group the power spectrum is shifted towards higher frequencies compared to NOR, whereas in the case of the MND group the power spectrum is shifted towards lower frequencies compared to NOR Spectral moment M 0 is actually the average power of the spectrum. Spectral moment M 0 was bigger in the MYO group than in the NOR group. Λ/ο in the MYO group was 29.70 μν 2 and in the NOR group was 20.71 μν 2 .
Conversely, M 0 in the MND group was 15.30 μν 2 , being smaller than M 0 in the NOR group. Spectral moments M, and M 2 represent the area of the power spectrum after being weighted by frequency raised to the power of one and two respectively. Thus, since all the frequency parameters in the MYO group were found to be of higher power level than the NOR group, it follows that Mi and M 2 in the MYO group would be greater than M, and M 2 in the NOR group, with the reverse being true for the MND group.
Autoregressive coefficients.
The autoregressive (AR) model order ρ and coefficients cci to a !2 were computed as given in appendix A.2 (see Fig. Id ). 
Cepstral coefficients.
The cepstral coefficients were computed from the AR coefficients as described in appendix A.4 (see Fig. Id ). Table A .4 tabulates the statistics of the cepstral coefficients C] to c !2 for the NOR, MYO and MND groups. The motivation for using the cepstral coefficients is their high discrimination ability documented in speech recognition compared to the AR coefficients (Atal, 1976) .
Wavelet coefficients.
The wavelet transform (WT) provides a linear two dimensional timefrequency representation and was investigated for describing motor unit action potential (MUAP) morphology. The WT was investigated because it has the ability to localize the changes in the statistics of nonstationary signals and it provides an alternative to the classical Short-Time Fourier Transform (STFT) which uses a single analysis window (Rioul and Vetterli, 1991) . The WT uses short windows at high frequencies and long windows at low frequencies. It was shown that MUAP signals can be represented using a small number of significant WT coefficients that are located around the main spike . Also, due to the nature of the WT high frequency coefficients are highly localized in time and capture the location of MUAP spike changes whereas low frequency coefficients provide lower 3 Modular Neural Network Decision Support System
Modular Neural Networks
According to Haykin (1994) , a neural network is said to be modular, if the computation performed by the network can be decomposed into modules or subsystems which operate on distinct inputs without communicating with and Ghosh, 1996) .
In this work a modular neural network decision support system was implemented for the classification of MUAPs into a disease class. The system consists of the following two distinct subsystems. In the first MUAPs obtained by a subject were fed sequentially to the system and then the classification results were combined. The outputs of the two subsystems were further combined in order to improve the diagnostic yield Figure 3 illustrates the flowchart of the modular neural network diagnostic system. The system consists basically of three components: feature extractors, classifiers, and combiners. Different realisations of these components were implemented, with detailed analysis given in the rest of the section.
Subsystem 1: Multi-Feature, Multi-Classifier
The combination of eight different feature sets extracted from the MUAP waveforms and three different neural network classifiers were investigated for the classification of EMG signals into a disease class (see Fig. 3 ). The classification results of the different feature sets and the different classifiers were combined using majority voting in order to improve the diagnostic yield.
3.2.1 Multiple features. For each subject the average vector of 20 MUAPs per subject for each feature set was computed and used as input to the classifiers (see Fig. 3 ). The following eight different feature sets were extracted from the MUAP waveforms as described in section 2.2 and analysed in detail in appendix A.
(i) Time domain parameters (n-7)
: duration, spike duration, amplitude, area, spike area, number of phases and number of turns.
(ii) Frequency domain parameters (h=5) : spectral moments of order 0, The time domain and the frequency domain parameters were further normalised by division with their mean values.
3.2.2Multiple classifiers.
In this work both supervised and unsupervised learning techniques were used for training the ANN models. Three different classifiers were implemented using the following algorithms as shown in Fig. 3 .
(i) Back-propagation algorithm. The supervised learning error backpropagation (BP) algorithm (Rumelhart et al., 1986) with momentum and adaptive learning rate was used for training a three layer feedforward network. The implementation given by the MATLAB neural networks toolbox was used (Demuth and Beale, 1994) . Momentum prevents the network from getting trapped at a shallow local minimum of the error surface, leading to a failure to converge and subsequently in reaching a global minimum. Momentum is added by making weight changes Aw(t+\) equal to the sum of a fraction of the last weight change Aw(t) and the new change derived by the BP algorithm. The BP algorithm with momentum is expressed mathematically as follows:
and W.F. Fincham where m is the momentum constant set typically to 0.95, χ are the input values, η the learning rate and δ is the error signal given by the BP algorithm. Also, in order to speed up learning, an adaptive learning rate η can be used. If the new error exceeds the old error by more than a predefined ratio, no weight change takes place and the learning rate decreases. If the error is less, then the learning rate is increased.
(ii) Radial-basis function network. The radial-basis function (RBF) network was used for supervised learning (Broomhead and Lowe, 1986; Chen et al., 1991) . The network was trained using an incremental solver, adding iteratively one neuron per epoch until a preset sum squared error goal is met or the maximum number of neurons is reached. The RBF network implemented by the MATLAB neural networks toolbox was used (Demuth and Beale, 1994) . The output of each neuron is given by
where RBF is a Gaussian function, ||x-w|l is the Euclidean distance between the input vector χ and the weight vector w and Sp is the spread parameter. The output increases as the distance between the input and weight vectors decreases. The spread parameter should be large enough so that the RBF neurons respond to overlapping regions of the input space but not so large that all the neurons respond in essentially the same manner.
(iii) Self-Organising feature map algorithm. The self-organising feature map (SOFM) algorithm is an unsupervised learning algorithm where the input patterns are freely distributed over the output node matrix (Kohonen, 1990 (Kohonen, , 1995 . The weights are adapted without supervision in such a way, so that the density distribution of the input data is preserved and represented on the output nodes. This mapping of similar input patterns to output nodes which are close to each other represents a discretisation of the input space, allowing a visualization of the 
w(t+\) = w(t) + η h(t) (x -w(t) )
where η is the learning rate (0 < η <, 1 ) and h(t) is a decreasing function which decreases with time.
At the end of the training phase, the output nodes were labelled with the class of the majority of the input patterns of the training set, assigned to each node. In the evaluation phase, an input pattern was assigned to the output node with the weight vector closest to the input vector, and it was said to belong to the class label of the winning output node where it had been assigned.
Classification results combiner.
The classification results of the three classifiers were combined in three different ways, using simple majority voting in order to improve the diagnostic yield. The classification results combiner is shown in Fig. 3 classification results of all feature sets from all classifiers.
Subsystem 2: Multi-MUAP Classifier
In the multi-feature, multi-classifier diagnostic subsystem the input feature set vectors consisted of the average of the features extracted from the 20 MUAPs describing each subject. Another way to structure the input data was to evaluate each MUAP waveform or feature set separately and then to combine the classification results for the 20 MUAPs for each subject. The latter procedure has the advantage that valuable information contained in the individual MUAPs may not be lost during the averaging process. The multi-MUAP classifier subsystem is shown in Fig. 3 .
Multi-MUAP features.
Two different feature sets were used as input to the subsystem: Thus, for each subject a vector of 20x7 was computed. The time domain parameters were chosen because they have the advantage that no transformation is needed, and due to their better representation capability compared to the other features as described in the following section.
(ii) MUAP waveform vectors. The original MUAP matrix of 20x512 samples was downsampled by two in order to reduce its dimensionality.
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The newly obtained 20x256 samples MUAP matrix was further reduced to 20x60 samples by extracting from each MUAP waveform 60 samples (6 ms) containing only the main spike of the MUAP waveform.
SOFM classifier.
The SOFM is an unsupervised learning classifier where the input patterns are freely distributed over the output node matrix with no specific class labels assigned. This allows the use of the individual MUAP waveforms or their parameters as input regardless of the overlap among the disease classes. The SOFM network was trained as described in section 3.2.2. In this subsystem, the feature set vector for each Μ ,ΑΡ was fed into the SOFM algorithm sequentially. Thus, during the training phase, the 480
MUAPs of the training set (20 MUAPs χ 24 subjects) were distributed over a 15x15 output node matrix (see Fig. 4 in section 4). MUAPs with similar features were assigned to neighbouring nodes.
Multi-MUAP combiner.
The classification results of the individual MUAPs were combined using cumulative averaging. The multi-MUAP combiner is shown in Fig. 3 as combiner 2. At the end of the training phase, each output node was labelled based on the number of MUAPs per class assigned to each winning output node. For example, in an output node 2, 6, and 2 MUAPs were assigned belonging to classes NOR, MYO and MND respectively. This output node was labelled with the following percentage scores: NOR 20%, MYO 60%
and MND 20%. During the evaluation phase, the 20 MUAPs per subject were fed sequentially into the classifier and each MUAP was assigned to a winning output node. The percentage scores of the winning output nodes were accumulated and averaged, and the subject was classified to the disease class with the greatest score.
System Combiner
The outputs of the two subsystems were further combined using cumulative averaging in order to obtain the overall diagnostic yield, see combiner 3 in Fig. 3 . For this purpose the percentages of the classification results, of the 24 outputs of all feature sets from all classifiers of the multifeature, multi-classifier subsystem for each subject, and the output of the multi-MUAP classifier subsystem were accumulated and averaged. The subject was assigned to the class with the highest score. Table 1 Mean and SD of the diagnostic yield (DY%) for the evaluation of the modular neural network EMG diagnostic system, illustrated in Fig. 3 after bootstrapping the available data for five different sets of subjects. The combination of the combined results of the three classifiers improved the diagnostic yield further to 80.0%. The best diagnostic yield was achieved by the combination of the 24 classification results of all feature sets from all classifiers and it was 82.5%. This diagnostic yield was higher than the diagnostic yield of the best feature set from the best classifiers, which was 81.2% for the time domain parameters and the SOFM and BP classifiers.
For the multi-MUAP classifier subsystem, the classification performance was enchanced with the diagnostic yield being 87.5%, when the time domain parameters were used as input into the SOFM classifier. The use of the MUAP waveform vectors as input, performed poorer and yielded 72.5%.
This suggests that the time domain parameters result into a better generalisation due to their lower dimensionality and probably due to the more general information they carry.
The outputs of the two subsystems were further combined using cumulative averaging in order to obtain the overall diagnostic yield. For this purpose the combinations with the best outputs of the two subsystems were used. These were the combination of the 24 outputs of all feature sets from
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all classifiers of the multi-feature, multi-classifier subsystem, and the output of the multi-MUAP classifier subsystem using the time domain parameters.
In average, the overall diagnostic yield was 87.5%. The ANN classifiers were implemented using the BP, the RBF and the SOFM algorithms as they were given in the MATLAB neural networks toolbox (Demuth and Beale, 1994) . For the BP several network architectures were tested. In general, an architecture which gave good results for the BP algorithm was the one with 40 neurons in the first hidden layer and 20 neurons in the second hidden layer. The RBF algorithm required 22 neurons for learning the input patterns at a sum squared error goal set to 0.02. The spread parameter Sp was varied depending on the feature set in order to achieve the best possible performance. For the SOFM algorithm a 5x5 output node matrix was used in the case of the multi-feature, multi-classifier subsystem, and a 15x15 output node matrix in the case of the multi-MUAP subsystem. The BP classifier was trained for 5000 learning epochs whereas the RBF algorithm converged very fast requiring only 22 learning epochs.
The SOFM algorithm was trained for 1000 learning epochs and in general it was faster than the BP algorithm and slower than the RBF algorithm. In every learning epoch all the 24 subjects of the training set were presented to the networks.
Discussion
This study shows that modular neural networks can be used successfully in The overall diagnostic yield of the modular neural network system is higher than neural network models trained with the same data set (Pattichis 1992; Pattichis et al., 1995) . Although the overall diagnostic yield of the system is similar to the diagnostic yield of the multi-MUAP classifier subsystem, the overall diagnostic yield score is more reliable since its computation is based on different representations of the MUAP data and different generalisations of the neural network classifiers. It is noted that a bootstrapping procedure was used in order to obtain a more reliable estimate of the diagnostic yield.
In the modular neural network decision support system presented in this work, both supervised (BP and RBF) and unsupervised (SOFM) learning algorithms were used in order to combine their properties and the different generalisations they provide. The RBF is a fast learning algorithm by employing locally tuned neurons which respond selectively to specific In this study, the strategy followed for the combination of the neural network outputs was either simple majority voting or cumulative averaging of the outputs of the different modules. This linear combination strategy may be expanded by the use of a gating network (Jacobs and Jordan, 1991) , where the best feature sets and the more successful classifiers will be given a greater weight in the combination of the outputs. The gating network will be trained simultaneously with the other ANN classifiers and will serve as mediator among the classifiers. The gating network will decide based on the input pattern presented which features or classifiers should be given the greater weight in order to achieve the best performance. may be lost when using the statistics of the input data, and enhanced further the classification performance of the system. The diagnostic results could be verified further using more data from more subjects, both for training and evaluating the system. In addition, other forms of data like muscle biopsy, biochemical and molecular genetic findings, and clinical data may be combined into a hybrid diagnostic system for neuromuscular diseases.
Finally, the proposed methodology, followed in our work can be applied for the development of modular neural network decision support systems in biosignal analysis in other domains in medicine.
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APPENDIX A: ANALYSIS OF EMG FEATURE EXTRACTION Al Time Domain Parameters
The following time domain parameters were computed from the MUAP waveforms as shown in Fig. 2 (Pattichis, 1992) :
(i) Duration is the time interval between the MUAP beginning and ending points which are identified by sliding a measuring window of length 3 ms and width ±10 μν.
(ii) Spike duration is the time interval from the first to the last positive peak.
(iii) Amplitude is the amplitude difference between maximum negative and minimum positive peaks.
(iv) Area is the rectified MUAP integrated over the calculated duration.
(v) Spike area is the rectified MUAP integrated over the calculated spike duration.
(vi) Phases is the number of baseline crossings within duration that exceed ±25 μν, plus one.
(vii) Turns is the number of positive and negative peaks where the difference from the preceding and following peak exceed 25 μν. 
A.2 Autoregressive Analysis
The autoregressive model of the current sample of the signal x(n) is described as a linear combination of previous samples plus an error term e(n) which is independent of past samples: It was assumed that the spectrum of e(n) satisfies \E(w)\ = 1, i.e., for the appropriate model order p, it approached a white noise sequence. The AR coefficients a k were calculated using the modified covariance algorithm as given in Marple (1987) . The Akaike information criterion (AIC) (Akaike, 1974) was used for estimating the optimum AR model order:
where p p is the estimated linear prediction error variance for the model with order p, and Ν = 256. After a model order was selected, the model fitness was checked using the residuals e(n) periodogram, the normalized residual energy periodogram, the normalized cumulative residuals periodogram and the Portmanteau test statistic as described by Box and Jenkins (1976) , (Elia, 1994) . Table A3 tabulates the statistics of model order ρ and AR coefficients ; to η2 for the NOR, MYO and MND groups. 
A.3 Spectral Estimation from the AR Model
The following frequency and power measures were derived from the AR power spectrum of each MUAP. From the AR coefficients α* , the spectrum was estimated as given by Eq. A.3. The AR coefficients were zero padded from p+1 to 4N (1024 samples), and the AR power spectrum estimate of each MUAP was normalized with its maximum power value. The following parameters were computed:
(i) Quality factor (Q) is the ratio of the dominant peak frequency F 0 divided by the bandwidth ßW) and is expressed as:
where the bandwidth (BW) is the difference of frequencies at the upper (F 2 ) and lower (Fi) -3dB points of the power spectrum and is given as: (iii) Median frequency (FMED) is the frequency at which the power spectrum is divided into two regions with equal power and can be computed using the formula: 
A.4 Cepstral Analysis
The cepstrum of a signal is defined as the inverse Fourier transform of the log power spectrum of the signal. Alternatively, the cepstral coefficients can be derived directly from the AR coefficients using the formulae (Atal, 1976) :
where a" and c" denote the nth AR and cepstral coefficients respectively. Step I: For the first stage, let s" = s (the input signal).
Step 2 Daubechies, 1992) , the DAU4 is defined in terms of only four coefficients, while the DA U20 is defined in terms of twenty coefficients. Since the DA U4
is affected by much less signal samples than the DA U20, it is clear that the DAU4 has a better time-resolution than the DAU20. On the other hand, by design, the DAU20 provides for a much better approximation to the ideal low-pass/high-pass decomposition filters. This tradeoff between the time and scale resolutions obeys the uncertainty principle. For rapidly-changing signals (like MUAPs), we prefer time-resolution to scale-resolution. From the multi-resolution analysis perspective, the Chui and Battle-Lemarie wavelet transforms provide the familiar piecewise-polynomial approximation to the signal (Chui, 1992) . Thus, for these spline-based wavelets, the scalograms measure how much the signal, and its increments jump from point to point (Strang and Nguyen, 1996) .
For each MUAP, the MUAP mean was subtracted and each MUAP was normalized to its own power before analysis. MUAP position was adjusted so that the maximum positive peak to occur in the region of 200 points (10ms). Analysis was carried out for six wavelet bands tabulated in table A. 5. Table A .6 tabulates the normalized MUAP wavelet power distribution per band per group for DAU4, DAU20, CH and BL. As it has already been described in section 2.2.5 most of the MUAP power is concentrated in the lower four bands, cf, d\ d 6 and s 6 . A total of 16 coefficients around the main MUAP spike were extracted from each of these bands for the neural network classification. 
