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Abstrak 
 
Korpus paralel memiliki peran yang sangat penting dalam mesin penerjemah statistik (MPS). Korpus 
paralel yang diperoleh berbagai sumber biasanya memiliki kualitas yang kurang baik, sedangkan kuantitas 
korpus paralel merupakan tuntutan utama bagi hasil penerjemahan yang baik. Penelitian ini bertujuan untuk 
mengetahui efek ukuran dan kualitas korpus paralel di MPS. Penelitian ini menggunakan metode bilingual 
evaluation understudy (BLEU) untuk mengklasifikasikan pasangan kalimat paralel sebagai kalimat berkualitas 
tinggi atau buruk. Metode ini diterapkan ke korpus paralel yang berisi 1,5 M pasangan kalimat Inggris-Indonesia 
paralel dan memperoleh 900K pasangan kalimat paralel berkualitas tinggi. Beberapa sistem MPS dengan 
berbagai ukuran korpus paralel mentah dan korpus berkualitas tinggi yang difilter dilatih dengan MOSES dan 
dievaluasi kinerjanya. Hasil percobaan yang dilakukan menunjukkan bahwa ukuran korpus paralel merupakan  
faktor utama dalam kinerja terjemahan. Selain itu, kinerja terjemahan yang  lebih baik dapat dicapai dengan 
korpus berkualitas tinggi yang lebih kecil menggunakan metode filter berkualitas. Hasil eksperimen pada MPS 
bahasa Inggris-Indonesia menunjukkan bahwa dengan menggunakan 60% kalimat yang kualitas terjemahannya 
baik, kualitas terjemahan dapat meningkat sebesar 7,31%. 
 
Kata kunci: mesin penerjemah statistik, korpus paralel, MOSES, BLEU 
 
 
IMPROVE THE ACCURACY OF ENGLISH-INDONESIAN TRANSLATOR MACHINES 
BY MAXIMIZING THE QUALITY AND QUANTITY OF PARALLEL CORPUS  
 
Abstract  
 
The parallel corpus has a very important role in the statistical machine translator (SMT) system. The parallel 
corpus obtained by various sources usually has poor quality, while the quantity of parallel corpus is the main 
demand for good translation results. This study aims to determine the effect of the size and quality of parallel 
corpus at SMT. This study uses the bilingual evaluation understudy (BLEU) method to classify pairs of parallel 
sentences as high-quality or bad sentences. This method is applied to a parallel corpus containing 1.5 M parallel 
English-Indonesian sentence pairs and obtaining 900K pairs of high-quality parallel sentences. Some SMT 
systems with various sizes of raw parallel bodies and high-quality corpus filtered are trained with MOSES and 
evaluated for performance. The experimental results show that the size of the parallel corpus is a major factor in 
translation performance. In addition, better translation performance can be achieved with a smaller high-quality 
corpus using a quality filter method.The experimental results in the English-Indonesian SMT show that by using 
60% of sentences whose translation quality is good, the quality of the translation can increase by 7.31%. 
 
Keywords: statistical machine translator, parallel corpus, MOSES, BLEU  
 
 
1. PENDAHULUAN  
Korpus paralel dapat didefinisikan sebagai 
koleksi teks yang disejajarkan atau diselaraskan 
dengan dua atau lebih bahasa lainnya. Korpus 
paralel dapat diterapkan pada pertanyaan teoretis 
termasuk studi tentang proses penerjemahan dan 
bagaimana mengekspresikan ide dalam dua (atau 
lebih) bahasa yang berbeda, atau untuk 
membandingkan karakteristik dari teks asli (sumber) 
dan teks terjemahan. Pada saat yang sama, 
penggunaan praktis korpora paralel dalam studi 
terjemahan mencakup berbagai penggunaan korpora 
dalam pengembangan mesin penerjemah (Alotaibi, 
2017). 
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Mesin Penerjemah Statistik (MPS) merupakan 
sebuah mesin penerjemah berdasarkan pendekatan 
model statistik, dimana parameter-parameternya 
bersumber dari hasil analisis korpus paralel bertipe 
teks. Korpus paralel juga berguna untuk aplikasi 
pemrosesan bahasa alami lainnya seperti pencarian 
informasi lintas bahasa, disambiguasi kata, dan 
proyeksi anotasi. Membangun korpus yang 
mencakup sejumlah besar kalimat paralel adalah 
salah satu pekerjaan yang paling memakan waktu 
dan penting untuk sistem MPS berkinerja tinggi 
(Hoang dkk., 2012).  
Pelatihan komponen model translasi dalam 
MPS membutuhkan korpus paralel yang besar untuk 
parameter yang akan diprediksi (Taghipour dkk., 
2010). Oleh karena itu, akurasi terjemahan yang 
lebih tinggi dapat dicapai ketika sistem terjemahan 
mesin dilatih untuk meningkatkan jumlah korpus 
paralel (Apriani dkk, 2016). Kualitas output sistem 
MPS sangat tergantung pada kualitas pasangan 
kalimat. Taghipour dkk., (2010) menyatakan bahwa 
sebagian kecil dari koleksi teks paralel yang tersedia 
dihasilkan secara alami di dalam organisasi dan 
pemerintah yang menggunakan multi-bahasa seperti 
PBB, Parlemen Eropa, dan Kanada untuk 
serangkaian bahasa yang terbatas. Kompilasi manual 
korpus paralel terlalu mahal, sehingga sebagian 
besar korpus paralel yang tersedia dihasilkan secara 
otomatis. Metode otomatis untuk menyusun 
pasangan kalimat paralel sebagian besar tidak tepat 
dan menggunakan korpus pelatihan berkualitas 
rendah yang memiliki banyak pasangan kalimat non-
paralel akan menyebabkan terjemahan berkualitas 
rendah. Kesalahan dalam korpus yang dihasilkan 
secara otomatis mungkin disebabkan oleh perbedaan 
antara konten sumber dan dokumen target, 
terjemahan non-literal atau kesalahan perataan 
kalimat. Sangat tidak mungkin untuk menghilangkan 
kesalahan penyelarasan secara manual dalam sebuah 
korpus paralel yang besar. Oleh karena itu, metode 
evaluasi otomatis diperlukan untuk menentukan 
apakah pasangan kalimat paralel akurat atau tidak 
(Liu dan Ming, 2010). Metode evaluasi otomatis 
seperti itu dapat bergantung pada beberapa faktor 
seperti kata yang tumpang tindih, panjang kalimat, 
kebenaran tata bahasa, kelancaran, dan kebenaran 
penggunaan kata. 
Proses penyaringan pasangan kalimat non-
paralel dianggap sebagai langkah pasca-proses dari 
proses data mining dwibahasa. Santos (2011) 
berupaya untuk membandingkan kalimat untuk 
korpora paralel didasarkan pada panjang kalimat, 
bersama dengan penyelarasan kosa kata secara 
otomatis. Pendekatan berbasis panjang bekerja 
sangat baik pada pasangan bahasa dengan korelasi 
tinggi dalam panjang kalimat, seperti bahasa 
Perancis dan Inggris.  
Yasuda dkk. (2008) mengembangkan metode 
pemilihan set pelatihan untuk sistem MPS Inggris-
Cina menggunakan skor perplexity. Skor perplexity 
dihitung untuk setiap kalimat dengan menggunakan 
probabilitas model bahasa dan jumlah kata dari 
kalimat. Perplexity pasangan kalimat paralel 
dianggap sebagai cara geometris dari perplexity 
kalimat sumber dan target. Mereka melatih sistem 
MPS dengan inisialisasi korpus in-domain awal dan 
pasangan terjemahan terpilih yang memiliki 
perplexity lebih kecil dari ambang. Metode mereka 
meningkatkan skor BLEU sebesar 1,76% 
dibandingkan dengan penggunaan korpus in-domain 
awal. 
Liu dan Zhou (2010) mengusulkan metode 
berbasis pembelajaran mesin untuk mengevaluasi 
kualitas penyelarasan. Fitur dan konstruksi linguistik 
yang diekstraksi dari kalimat disatukan bersama-
sama ke dalam vektor fitur untuk mengkarakterisasi 
dimensi yang berbeda dari kualitas penyelarasan. 
Mereka menggunakan Support Vector  Machines 
(SVM) untuk membedakan pasangan kalimat paralel 
yang berkualitas tinggi dan berkualitas rendah. Fitur 
dalam penelitian ini adalah jumlah kata yang salah 
eja, skor model bahasa untuk setiap kalimat bahasa 
Inggris, jumlah kata yang tidak terhubung yang 
disediakan oleh pengurai tata bahasa tautan dan 
ukuran ekivalensi terjemahan. Penjajaran kata 
diperoleh dengan menggunakan kamus dwibahasa 
yang komprehensif dan jumlah penjajaran kata 
dinormalisasi oleh panjang kalimat untuk 
mendapatkan pengukuran kesetaraan. Mereka 
melatih dengan pengklasifikasi SVM mereka pada 
40K set pelatihan yang diperiksa oleh annotator 
dwibahasa. Klasifikasi mereka dilaporkan memiliki 
tingkat ketelitian dan penarikan 0,88.  
Taghipour dkk. (2010) juga mengusulkan 
metode klasifikasi untuk membersihkan data paralel. 
Banyak fitur yang telah diuji dan digunakan untuk 
membangun model seperti probabilitas terjemahan 
berdasarkan model terjemahan IBM,  jumlah kata 
yang selaras nol, fitur berdasarkan panjang dan fitur 
berdasarkan model bahasa. Mereka memilih model 
entropi maksimum untuk proses klasifikasi dan 
mereka mencapai akurasi 98,3% pada paralel paralel 
48K Farsi-Inggris yang diperluas dengan noise 
buatan. 
Dalam studi Cui dkk. (2013) metode tanpa 
pengawasan yang dinamakan algoritma random 
walk, dilakukan untuk menghitung skor kepentingan 
setiap pasangan kalimat secara iteratif yang 
menunjukkan kualitasnya. Metode mereka 
menggunakan probabilitas terjemahan frasa 
berdasarkan Maximum Likelihood Estimation. 
Mereka menguji metode mereka pada berbagai 
korpus paralel Cina-Inggris dan akhirnya, metode 
mereka meningkatkan kinerja sistem sekitar 0,5 ~ 
1,0 nilai BLEU. 
Munteanu dan Marcu (2005) melatih 
pengklasifikasi maximum entropy untuk 
mengekstraksi data paralel dari korpus surat kabar 
non-paralel besar Cina, Arab dan Inggris. Mereka 
mulai dari kumpulan paralel 5K kalimat pasangan 
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untuk menghitung keberpihakan kata dan 
mengekstraksi nilai fitur. Pengklasifikasi mereka 
menggunakan fitur-fitur berikut: panjang kalimat 
serta perbedaan panjang dan rasio panjang, 
persentase kata di setiap sisi yang memiliki 
terjemahan di sisi lain dan fitur perataan yang 
diperoleh dari model perataan kata. Mereka 
menggunakan kamus yang dipelajari dari korpus 
paralel awal yang ukurannya 100K, 1M, 10M, 50M, 
dan 95M token. Nilai precision dan recall 
pengklasifikasinya masing-masing adalah 0,97 dan 
0,45 dengan data dari korpus domain-bahasa Arab-
Inggris sedangkan nilai precision 0,94 dan recall 
0,67 dengan korpus out-of-domain Arab-Inggris. 
Hoang dkk. (2012) menyajikan model untuk 
mengekstraksi pasangan kalimat paralel dari sumber 
korpus non-paralel di domain yang berbeda. Mereka 
menggabungkan penyaringan berbasis panjang, 
kondisi kognitif dan pengukuran kesamaan konten. 
Kesamaan berdasarkan konten mereka adalah 
kesamaan antara kalimat target dan terjemahannya 
dari kalimat sumber yang diperoleh oleh sistem 
MPS. Awalnya mereka melatih sistem MPS dengan 
korpus out-of-domain awal (50K) dan menggunakan 
sistem ini untuk kesamaan berdasarkan konten. 
Setelah itu, mereka menyaring domain yang 
sebanding dalam domain (958K). Jika pasangan 
kalimat kandidat melewati kondisi pengukuran 
kesamaan, mereka memperluas data latih mereka 
dengan pasangan kalimat paralel baru ini. Mereka 
melatih kembali sistem MPS dan mengulangi proses 
memperluas paralel paralel serta meningkatkan 
sistem MPS. Mereka memperluas 50K korpus 
paralel awal menjadi 95K setelah 5 iterasi dan 
mencapai untuk meningkatkan skor terjemahan 
BLEU dari 8,92 menjadi 24,07. 
Suatu pendekatan yang terkait dengan metode 
supervised training oleh Schwenk (2008) yang 
digunakan untuk menerjemahkan sejumlah besar 
teks monolingual, untuk menyaringnya dan 
menambahkannya ke data latih model terjemahan. 
Pendekatan lain yang memberikan bobot untuk 
setiap kalimat dalam bitext pelatihan diusulkan 
dalam Matsoukas dkk. (2009). Foster dkk. (2010) 
mendeskripsikan pendekatan baru untuk adaptasi 
MPS yang menentukan bobot pasangan frase 
domain sesuai dengan relevansinya dengan domain 
target. Axelrod dkk. (2011) mengusulkan metode 
untuk mengekstraksi kalimat dari korpus paralel 
umum berdomain besar dengan metode pemilihan 
data yang relevan dengan domain. 
Penelitian ini berfokus pada efek menggunakan 
teks paralel yang besar versus menggunakan korpus 
berkualitas tinggi yang difilter. Eksperimen 
dilakukan dengan mengambil objek bahasa Inggris 
ke Indonesia. 
 
 
 
2. METODE PENELITIAN 
Eksperimen ini menggunakan korpus paralel 
OPUS yang diambil dari subtitles film dan TV  
(Tiedemann, 2016). OPUS merupakan korpus 
paralel open source dimana semua data 
dikumpulkan secara otomatis, dan sebagai hasilnya, 
teks asli berkualitas rendah. Jumlah kalimat dari 
korpus paralel OPUS yang dipergunakan pada 
penelitian ini adalah sebesar 1,5 M pasang kalimat, 
korpus ini selanjutnya disebut Korpus A. Meskipun 
kalimat-kalimat dalam sumber-sumber ini 
seharusnya paralel, pemeriksaan cepat dari 
kumpulan data ini memperlihatkan adanya masalah 
penyelarasan kalimat yang serius seperti terlihat 
pada Gambar 1.  
Pasangan kalimat paralel dari setiap sumber 
telah diproses terlebih dahulu untuk mengatasi 
masalah keberpihakan dan mempertahankan tingkat 
kualitas penyejajaran dasar. Untuk mengeliminasi 
pasangan kalimat yang tampaknya tidak selaras 
dilakukan pemfilteran dengan menggunakan metode 
BLEU (bilingual evaluation understudy) (Sujaini, 
2018). Nilai n yang digunakan adalah sebesar 10% 
seperti yang dipergunakan pada penelitian Sujaini 
dan bijaksana (2014). Setelah melakukan 
pemfilteran, didapatkan 900K pasang kalimat yang 
selaras, korpus ini selanjutnya disebut Korpus B. 
Contoh korpus B seperti pada Gambar 2. 
 
 
Gambar 1. Potongan Korpus A 
 
Korpus A dan Korpus B digunakan untuk 
melatih sistem MPS terpisah menggunakan MOSES 
toolkit (Koehn dkk, 2007). Pada eksperimen ini, 
90% data kalimat digunakan untuk data latih yang 
dijadikan sistem MPS, sedangkan 10% sisanya 
dijadikan data uji.  
Penelitian ini menggunakan beberapa 
instrumen sebagai alat penelitian, yaitu:  
1. Moses: sebagai decoder,   
2. Giza++: sebagai alat latih model terjemahan, 
3. SRILM: sebagai alat latih model bahasa, dan   
4. BLEU: digunakan untuk penilaian hasil translasi 
(Papineni dkk., 2002).   
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Gambar 2. Potongan Korpus B 
 
Metode yang digunakan untuk menghasilkan 
MPS dengan korpus yang lebih berkualitas sampai 
pada evaluasi hasil translasi MPS yang telah 
dioptimasi adalah seperti ditunjukkan pada Gambar 
3. 
 
 
Gambar 3. Tahapan eksperimen 
 
 Model bahasa dan model terjemahan 
dihasilkan pada proses pelatihan 1 dengan 
melakukan pelatihan dengan menggunakan Korpus 
A. Selanjutnya, model-model tersebut digunakan 
pada decoder MOSES (Translasi 1). Seluruh kalimat 
yang ada pada bahasa sumber pada korpus A 
dijadikan masukan pada Translasi 1 dengan bahasa 
target sebagai referensi. Selanjutnya, pada proses 
Evaluasi 1, masing-masing nilai BLEU kalimat 
terjemahannya dihitung terhadap kalimat referensi. 
Semua kalimat yang memiliki nilai BLEU yang 
kurang dari 0,1 dieliminasi, sisanya  kalimat 
digunakan sebagai korpus paralel untuk mesin yang 
baru. Proses pelatihan 2 melakukan pelatihan untuk 
memperoleh model bahasa dan model terjemahan 
dengan menggunakan Korpus B hasil optimasi. 
Model-model tersebut digunakan pada decoder 
(Translasi 2). Selanjutnya, dilakukan proses Evaluasi 
2 untuk mengukur nilai BLEU dari mesin yang baru. 
Nilai BLEU didapat dari perhitungan dengan 
dimulai dengan menghitung Brevity Penalty (BP). 
BP dihitung dengan memilih referensi efektif 
dengan panjang token n-gram, dimana panjang token 
ditandai dengan r. Kemudian menghitung panjang 
total n-gram token terjemahan yang dilambangkan 
dengan c. Nilai BP kemudian dihitung berdasarkan 
persamaan (1) (Hadla dkk, 2015): 
 
𝐵𝑃 = {
1,          𝑐 > 𝑟
𝑒(1−
𝑟
𝑐
), 𝑐 ≤ 𝑟
 (1) 
Kemudian nilai BLEU dicari dengan persamaan (2). 
 
𝐵𝐿𝐸𝑈 = 𝐵𝑃 × 𝑒𝑥𝑝(∑ 𝑤𝑛 log 𝑝𝑛
𝑁
𝑛=1 ) (2) 
 
dimana : 
𝑤𝑛 = 1/N (pada eksperimen ini menggunakan nilai 
standar = 4), 𝑝m = Output terjemahan berupa jumlah 
n-gram yang sesuai dengan rujukan terjemahan dari 
intput dibagi jumlah n-gram hasil terjemahan. 
3. HASIL DAN PEMBAHASAN 
Pada Tabel 1, disajikan kinerja terjemahan dari 
masing-masing sistem. Ada perbedaan yang 
signifikan dalam kualitas terjemahan, kualitas mesin 
dari Korpus A meningkat sebesar (33,49-
31,21)/31,21 = 0,0731 atau 7,31%. 
 
Tabel 1. Evaluasi Sistem MPS untuk Korpus A dan B 
Korpus Data 
Training 
Data Uji Nilai BLEU 
(%) 
Korpus A 1.350 K 150 K 31.21 
Korpus B 810 K 90 K 33.49 
 
Pengamatan terperinci di dalam kumpulan data 
mengungkapkan fakta bahwa, bahkan setelah 
penyaringan, kumpulan data pada korpus B masih 
mengandung pasangan yang tidak selaras atau 
pasangan kalimat yang memiliki  kualitas 
terjemahan yang buruk. Meskipun kinerja sistem 
MPS dapat ditingkatkan dengan memasukkan data 
monolingual yang lebih besar untuk komponen 
model bahasa (language model), itu juga merupakan 
ide yang baik untuk menyaring pasangan kalimat 
yang berkualitas rendah untuk meningkatkan model 
terjemahan (translation model). Selain itu, jelas 
bahwa penyaringan yang efektif secara substansial 
mengurangi fase pelatihan MPS yang memakan 
waktu bahkan jika itu tidak berkontribusi dalam 
akurasi terjemahan. Jadi, sebuah pengklasifikasi 
yang dapat membedakan pasangan kalimat 
berkualitas tinggi dari yang berkualitas rendah di 
korpus paralel dianggap sebagai langkah pra-
pemrosesan yang menguntungkan. 
Beberapa percobaan dilakukan dengan 
menggunakan Korpus A yang berupa data mentah 
dan Korpus B yang telah difilter. Untuk melihat 
dampak dari ukuran korpus paralel, Eksperimen 
dilakukan dengan melakukan tes menggunakan 
ukuran korpus berbeda hingga 1,5M kalimat. Teks di 
Evaluasi 2
Translasi 2
Pelatihan 2
Evaluasi 1
Translasi 1
Pelatihan 1
SujainiPeningkatan Akurasi Mesin Penerjemah Bahasa Inggris - Indonesia …   475 
 
sisi bahasa Indonesia sebagai bahasa target 
digunakan untuk pelatihan model bahasa dan 10% 
dari masing-masing korpus digunakan sebagai set 
data uji. Skor BLEU dari output MPS diplot pada 
Gambar 4. 
 
 
Gambar 4. Skor BLEU berbagai variasi korpus 
 
Seperti yang diharapkan, argumen yang 
menyatakan semakin banyak data, semakin tinggi 
akurasi MPS terbukti valid. Ketika jumlah kalimat 
paralel ditingkatkan dari 100K menjadi 1500K, skor 
BLEU meningkat dari 12,34 menjadi 31,21 untuk 
seluruh korpus A. Kecenderungan dalam plot 
menunjukkan bahwa skor BLEU yang lebih tinggi 
dapat dicapai dengan pengenalan lebih banyak data 
paralel dari 1500K. Begitu juga pada korpus B yang 
sudah difilter, skor BLEU meningkat dari 15,32 
menjadi 33,49. 
Di sisi lain, Gambar 4 mengungkapkan fakta 
penting lainnya bahwa kinerja terjemahan yang lebih 
baik dapat diperoleh dengan data pelatihan yang 
sedikit tetapi berkualitas tinggi. Dengan hanya 
menggunakan 900/1.500 = 60% dari data pelatihan 
mentah, skor BLEU meningkat  sebesar  (33,49-
31,21)/31,21 = 7,31%  yang dapat dicapai dengan 
penyaringan berbasis kualitas. Pengurangan dalam 
ukuran data pelatihan juga mengarah pada 
pengurangan kompleksitas waktu fase pelatihan 
sistem MPS yang memerlukan proses yang 
kompleks dan memakan waktu selama beberapa hari 
atau minggu. 
4. KESIMPULAN 
Makalah  ini membahas masalah kualitas 
korpus bilingual di MPS. Percobaan menunjukkan 
bahwa metode penyaringan dapat digunakan untuk 
mengekstraksi pasangan kalimat yang tidak cocok 
dari korpus paralel yang berkualitas buruk dan 
pasangan yang tersisa masih dapat efektif dalam 
mencapai hasil setinggi hasil dari seluruh korpus 
mentah. Hasil penelitian ini juga menunjukkan 
bahwa masih ada kebutuhan untuk data paralel yang 
lebih banyak. 
Ketersediaan sumber daya paralel dalam 
pasangan bahasa Inggris-Indonesia jauh lebih 
terbatas daripada ketersediaan pasangan bahasa yang 
memiliki sumber daya yang andal dan besar. Oleh 
karena itu, diperlukan lebih banyak data paralel, 
namun sumber daya yang tidak dapat diandalkan 
seperti Wikipedia dan subtitle film tidak boleh 
ditambahkan secara langsung sebagai data pelatihan 
untuk sistem MPS. 
Metode penyaringan berguna dalam 
penggabungan sumber daya ini secara efektif dalam 
proses MPS. Walaupun hanya menggunakan 60% 
kalimat yang kualitas terjemahannya baik, MPS 
yang dibangun dapat meningkatkan kualitas sebesar 
7,31%. 
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