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Sums of normal endomorphisms. II 
By R. H. BRUCK in Madison (Wisconsin, U. S. A.)') 
Dedicated to L. Red ei on his sixtieth birthday 
1. Introduction. The subject of this paper is (associative) rings of 
endomorphisms. However, the ring elements are not endomorphisms of groups 
but of loops, and the reader will need some acquaintance with loop theory — as 
given, for example, in [1]. 
Let G be any loop and let be the multiplicative semigroup of all 
normal endomorphisms of G (for the definition, see [1], [2] or [3]). Also let 
9i be the loop additively generated by 31, where the operation is addition of 
single-valued mappings of G into G. In an earlier paper [3] of like title we 
found a necessary and sufficient condition (namely, power-associativity of G) 
in order that 9i should be an associative ring (in the ordinary sense) with 
respect to addition and multiplication of mappings. However, 3i, even when 
it is a ring, need not consist only of endomorphisms (though see Theorem 
6.1 below) and, a fortiori, need not be contained in 31. 
In the present paper we are primarily concerned with rings contained 
wholly within 9?. The following result is typical: 
The set 9i of all normal endomorphisms of the loop G contains a uni-
que maximal (associative) ring S, namely the set © of all 6 in 91 such that 
26 = 6 + 6 is also in 31. (Theorem 5.1.) 
Clearly the defining condition for 31 is a necessary condition that the 
element 6 of 31 be contained in a ring of elements of 31. On the way toward 
Theorem 5.1 we also prove the following (as a special case of Theorem 3.2): 
If 6, tp are in 31, a necessary and sufficient condition that 0 + <p be in 31 is 
that 2dcp be in 9't (that is, that 6cp be in ©.) 
When G is a group, the ring <S of Theorem 5.1 is the ring of centra-
lizing endomorphisms of G. When G is a loop, © contains the ring of 
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centralizing endomorphisms of G but can be much larger. Indeed, in § 4, as 
an essential part of our investigation, we consider the loops G for which 
<5 = 9?. One characterization of such loops (among several given in Theorem 
4.1) is in terms of the following two conditions: 
(i) The mapping x-*xix is a semi-normal endomorphism of G. 
(ii) The mapping x -> xl is a semi-normal endomorphism of G which 
maps G into C(G)r^Z2(G). 
(For the definitions of a semi-normal endomorphism, of the Moufang 
centre, C(G), and of the second centre, Z2(G), of a loop G, see [2].) 
It may be remarked that conditions (i), (ii) are satisfied, on the one 
hand, by the commutative Moufang loops which are centrally nilpotent of 
class at most two — a relatively restricted class, containing, however, all abelian 
groups — and, on the other hand, by the loops of exponent two — a large and 
as yet little known class of loops. (In this connection, see the remarks in 
§4.) The latter class of loops turns up in another way, which we shall now 
explain. 
Let W be the set of all strongly normal endomorphisms of the loop G. 
(For the definition and properties of 31', see [2]; we remark here that 92' is 
part, but not always all, of 9?, and that every element of N is a sum of two 
elements of 31'.) Theorem 5.1 (quoted above) has an exact counterpart 
for 31': 
The set 31' of all strongly normal endomorphisms of the loop G con-
tains a unique maximal (associative) ring ©', namely the set ©' of all 6 in 
91' such that 2d = 6 + 6 is also in 31'. (Theorem 5.2.) 
When ©' = 9?', then ©' = © = 91. A necessary and sufficient condition 
that <B' = 3l' for a loop G is (see Theorem 4.2) that 
(iii) the mapping x-*x2 of G is an endomorphism of G into its centre 
2 ( G ) . 
The condition (iii) implies, in particular, that G/Z(G) is a loop of 
exponent two. A construction (in terms of central extensions) of the loops G 
satisfying (iii) is given at the end of § 4 . 
The methods of the paper take account of other possibilities. For 
example, if G is a Moufang (and hence power-associative) loop, it is shown 
in [2] that the ring 9i of our second paragraph has the property that an 
endomorphism 6 of G is in 9i if and only if 6 is semi-normal. Thus, in the 
case of an arbitrary loop G, the question arises as to what endomorphisms 
of G can be generated by normal endomorphisms of G. As a start on this 
question, we determine necessary and sufficient conditions that the sum, 
6 + <p, of two normal endomorphisms 6, y of G should bean endomorphism 
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of G (Theorem 2.1) and should be semi-normal, weakly normal or normal 
(Theorem 3. 1): In each case, d + tp has the same "type" as 26(p. Thus, for 
example, the loops for -which the sum of every two normal endomorphisms is 
an endomorphism are precisely those satisfying the identical relation 
(1.1) (xyf = ^ f . 
And 6 + (p is an endomorphism of the loop G (for 6, cp normal endomor-
phisms of G) precisely when Gdcp satisfies the identical relation (1.1). 
Let us mention here a special class of loops satisfying (1.1). If the 
loop G is di-associative (that is, if every two elements of G generate a group) 
then (1.1) holds precisely when G is commutative. On the other hand, if G 
is commutative and di-associative, and if is the ring of our second 
paragraph, then consists entirely of endomorphisms (Theorem 6.1). But, 
without further hypotheses, we are unable to say much about the nature of 
the endomorphisms in 
At the present time we have no adequate tools for studying the class 
of all loops satisfying (1.1). Consequently, in §4 , we impose additional 
hypotheses. In Lemma 4.1 we assume that the mapping x —• x2 of the loop 
G is a semi-normal endomorphism. Then G is power-associative and the 
commutator-associator subloop, G', has exponent dividing six. If we assume 
still further (to give one of several equivalent conditions) that the mapping 
x—• x't is a semi-normal endomorphism, then (Lemma 4.3) every power-
mapping (n):x~*x" , is a semi-normal endomorphism of G. Moreover, (n) is 
centralizing if /2 = 0 mod 6, (n) is strongly normalo if n = 0 or 1 mod 3, 
and (n) has the same "type" as (2) if n = 2 mod 3. — All of these con-
clusions are true (in slightly stronger form) for arbitrary commutative Moufang 
loops but not (I believe) for arbitrary commutative di-associative loops. — 
The conditions that (2) be normal or strongly normal (given in Lemma 4.3) 
then lead to the characterizations, given above, of the loops G for which 
© = or ©' = 9i'. 
We shall end this introduction with an unsolved problem. It seems 
likely that if G is a (necessarily) power-associative loop all of whose power-
mappings are semi-normal endomorphisms, then the ring 9i generated by the 
normal endomorphisms consists entirely of endomorphisms, and probably of 
semi-normal endomorphisms. 
2. The word / , . We define the loop word /4 as follows: 
(2.1) (XX.2)(X3X<) = \(X,X^X.X,)] •MX,, X , Xt). 
As pointed out in [2], the word /4 is important in the study of sums 
of endomorphisms. Specifically, Lemma 3.1 of [2] can be phrased as follows: 
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L e m m a 2.1. Let 6, cp,\jj be single-valued mappings of a loop G into 
itself, such that 
(i) d + < p = r , 
(ii) some two of 6, r/>, ip are endomorphisms of G. 
A necessary and sufficient condition that the remaining mapping be an en-
domorphism of G is that « 
(2.2) f(xd, x<P, yd, y<P) = 1 
for all x, y in G. 
The word f is purely non-abelian but not normalized. (For the defini-
tion of these terms, see [2].) Our first step here is to express f4 in terms of 
normalized, purely non-abelian loop words. In addition to the commutator-
word, (X1,X2), and the associator-word, (X], X2, Xs), we need a second type 
of associator-word, A, and three additional words, gn,h?„k4. The definitions 
are as follows, in terms of an auxiliary word P : 
(2.3) X . X ^ l X . X ^ - i X ^ X ^ 
(2. 4) (XX2)X3 = [ ^ ( X X : ) ] • (X,, X-), 
(2. 5) (X2Xa) = [(X,X,)X,\ • A(X,, X,, X?), 
(2. 6) (XX2)X:t = {(X.XJX^X,, X*)-g*{X,, X , X,)}, 
(2. 7) X^XX,) = [X^XXMK- • W , Xit X)}, 
(2.8) f4(XuX2,Xs,X4) = 
= Xlt X-MX,X2, X4)-P(X,X2, X9, X4)], 
(2.9) P(XU X,, X,, X4) = A(X,XS, X4) • [h,{X„ X,, X\) • k,(X,, Xa, X,. X,)]. 
Here (2.8), (2.9) together express f4 in terms of the commutator and 
associator words and the words A,g3, h3, k4. That the commutator and associ-
ator words, together with A, are both purely non-abelian and normalized is 
evident from (2.3), (2.4), (2.5). From (2.6), (2.7), g3 and hs are certainly 
purely non-abelian. To see that they are normalized, we need only note that 
they vanish (i.e., take the value 1) when any one of XUX2,X3 is replaced 
by 1. Next we compare (2.1), (2.8). Since f4,g3 are purely non-abelian, so 
is P. Therefore, by (2.9), k4 is also purely non-abelian. To see that k4 is 
normalized, we proceed as follows: In (2.1) we replace X4, Xs,X2,Xi in turn 
by 1 and compare with (2.6), (2.4), (2.5), (2. 7) respectively, getting 
(2. 10) f4(X, X2, X,, 1) = (X2, XJ-gsiX, X2, X3), 
f4{XuX2, \, X4) = (Xj, X2, X4), /,(X,, 1, X3, X4) = A(Xlt Xa, X4), 
/4(1 > X>, Xs, X4) = (X2, X?) • h3(X2, X3, X4). 
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From (2.10) in (2.8) we get 
P(Xx,X2,X;u 1) = 1, 
P(X„X2,\,Xt)=\, 
<2-11) P(Xu \,X„X,) = A(XUX3,X4), 
P(\, X2, X,]t Xt) = h,{X2, X3, X,). 
And (2. 11), (2.9) show us that kA is normalized. To sum up: 
L e m m a 2.2. The commutator and associator words, and the words 
A,gH, h^, k, are normalized, purely non-abelian loop words, and /„ is expressible 
{by (2.8), (2. 9)) as a product in these words. 
R e m a r k . The words A,gt„h3,kA were found from /4 by applying the 
method, described in [3], of expressing a purely non-abelian word in terms 
of essentially normalized purely non-abelian words. 
Our first use of the formula just discussed is to prove the following: 
L e m m a 2.3. Let 6, cp be normal endomorphisms of the loop G. Then, 
for all x, y in G, 
(2.12) Mxd,x<p,yd,y<p)=f<(x,x,y,y)6ip, 
(2. 13) Mx, x, y,y)d =f (x, x, y, y) ff-, 
(2. 14) /4(x, x, y, y)dep = / 4 ( x , x, y, y)cp0. 
P r o o f . Since the formula obtained from (2.8), (2.9) by eliminating P 
is too long to be displayed conveniently, our proof will be given in slightly 
imprecise terms. These the reader should be able to interpret correctly. 
Substituting xd, xcp, yd, yep for Xx, X2, Xs, X4 respectively in (2.8), (2.9), 
we see that the left-hand side of (2.12) is a (precisely defined) product of 
the following: 
(x<p,y6) = {x,y)0tr, 
gs(xd, x<p, yd) = g,(x, x, y)ff2cp, 
(xd,xcp,y<p) = (x,x,y)d<p2, 
( 2 J 5 ) A(xO,yO,y<p) = A(x,y,y)P<p, 
hs{xcp, yd, yep) = ht(x, y, y)drp\ 
ki(x6, xtp, yd, y<p) = kA(x, x, y, y)0-(p2. 
To prove (2. 12) we need only show that, on the right-hand sides of 
the equations in (2.15), each of &2<p, 6<pz and 0V2 h a s the same effect as 
dep. The method is the same in each case, and we treat only one example. 
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The word W2 defined by 
W2(X, Y)=g,(X,X, Y) 
is normalized and purely non-abelian. Thus, since в is a normal endomor-
phism, we have, for all x, у in G, 
W,(x, у)в = W.2(xd, ув) = W,(x, y)6\ 
Similarly, since в and ep are normal endomorphisms, 
W,(x, у)в<р = W2(xd, yep) = W2(x, у)срв. 
This is enough — since the normal endomorphisms form a multiplicative 
semigroup — to indicate how to complete the proof of Lemma 2.3. 
The next lemma is mainly included as a simple application of Lemma 
2.3. We recall that a loop G is di-associative if, for every two elements x, у 
of G, the subloop generated by x and у is a group. 
L e m m a 2.4. Let в, ep be normal endomorphisms of the loop G such 
that the subloop Gdep is commutative and' di-associative. Then в + ср = q> + 6 
is an endomorphism of G. 
P r o o f . For any x in G, (хв, xep)==(x, х)в<р= 1; and this implies 
that в + (р = <р + в. By two applications of (2.12), 
/4(х0, Хер, ув, yep) =Мхвср, хвер, у вер, у вер) = 1, 
the last step following directly from (2.1) and the fact that хвер,ув<р lie in 
an abelian group. Consequently, by Lemma 2.1, в + ер is an endomorphism 
of G. 
We shall need two more lemmas concerning / 4 . 
L e m m a 2.5. If в is a normal endomorphism of the loop G, then 
(2.16) Мхв,хв,ув,гв)^Мхв,хв,у,г) 
for all x, y, z in G. 
P r o o f . The proof is very similar to that of Lemma 2.3. To save 
space, we list below the six terms of which the left-hand side of (2. 16) is 
a product, and transform these into six terms of which the right-hand side 
of (2.16) is a similar product: 
схв,ув)^(х,у)в = (хв,у), 
g3(xd, Хв, ув) =gs(x, X, у)в =g*(xe, хв, у), 
(хв, хв, гв) = (х, х,г)в= (хв, хв, z), 
( 2 • 1 А (хв, у в, гв) = А(х,у, г)в = А (хв, у, г), 
h3(xd, ув, гв) == hs(x, у, г)в = !ьл(хв, у, г), 
к4(хв, хв, ув, гв) = к4(х, х, у, г)в = к4(хв, хв, у, z). 
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Here we need to make some remarks. In each of the formulas (2.17), the 
left-hand term is equal to the middle term merely on the ground that d is 
an endomorphism of G. In the case of the first, fourth and fifth formulas of 
(2.17), we get from the middle term to the ringht-hand term by straight-
forward, use of the normality of d. For the second, third and sixth formulas 
a slight variation is necessary. If W2 is defined by 
W,(X, Y)=g,,(X,X, Y), 
then Wi is normalized and purely non-abelian. Hence 
g»(x, x, y)6 = W2(x, y)0 = W,(xO, y) =gi(xd, xd, y). 
Similarly in the remaining cases. This proves Lemma 2.5. 
At this point we recall that the Moufang centre, C(G), of a loop G, 
consists of all a in G such that 
( 2 . 1 8 ) (aa)(yz) = (ay)(az) 
for all y, z in G. It is shown in [2] that C(G) is a (commutative, Moufang) 
subloop of G and that C(G) has an important rôle in the theory of normal 
endomorphisms. 
L e m m a 2.6. Let 6 be a normal endomorphism of the loop G and 
let a be an element of G. Then each of the following statements implies the 
other: 
(i) ad lies in the Moufang centre C(Gd) of GO. 
(ii) ad lies in the Moufang centre C(G) of G. 
P r o o f . We note, in view of (2.1), that (2.18) is equivalent to 
(2.19) f4(a, a, y,z)=\. 
O n thé other hand, by L e m m a 2. 5, 
(2.20) f(ad, ad, yd, zd) =/4(a0, ad, y, z). 
Thus (i). holds precisely when the left side of (2.20) vanishes for all y, z 
in G; and (ii) holds precisely when the right side of (2.20) vanishes for all 
y, z in G. This completes the proof of Lemma 2.6. 
Now we are ready for some initial theorems. From Lemma 2 .3 we 
deduce the following: 
T h e o r e m 2.1. Let d,ip be normal endomorphisms of the loop G. Then 
each of the following statements implies the other two: 
(i) d + cp is an endomorphism of G. 
(ii) 2d(p = d(p + dq> is an endomorphism of G. 
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(iii) If cc, it are elements of the multiplicative semigroup generated by 
6, cp and the identity mapping of G, and if a/3 contains each of 6 and cp as 
a factor, then a + ¡3 is an endomorphism of G. 
P r o o f . The hypotheses on a and ¡3 in (iii) ensure that « and /? are 
normal endomorphisms of G. Hence, by Lemma 2.3, 
(2.21) fi(xa,x/3,ycc,y/3)=fi(x,x,y,y)a/3. 
Since a/3 is a product formed from 6 and cp, and contains each of 6 and (p 
as a factor, then, by Lemma 2. 3 again, 
A(x, x, y, y)a/3=f4(x, x, y, y)6cp. 
Therefore the left-hand side of (2.21) is independent of the particular choice 
of a and ¡3. In particular, cc = 6, ¡3= <p and a = fi=6cp are two admissible 
choices for a, /?; another is a— 1, / ? = <p6, for example. However, by Lemma 
2. 1, a necessary and sufficient condition that « + /? be an endomorphism of 
G is that 
f(xa, xP,ya,yP)= 1 
for all x,y in G. This completes the proof of Theorem 2.1. 
As a corollary of Theorem 2.1 we obtain the following: 
T h e o r e m 2.2. Let G be a loop, let 92 be the set of all normal 
endomorphisms of G, and let & be the set of all 6 in 9i such that 26 = 
= 6 + 6 is an endomorphism of G. Then each of the following statements 
implies all the others: 
(i) 6 is in S*. 
(ii) 6 is in 9i and 1 + 0 is an endomorphism of G. 
(iii) 
(iv) 910c<5*. 
(v) 0 C 9?, and 6 + cp,cp + 6 are endomorphisms of G for every 6 in 9i. 
P r o o f . Let d,cp be in 9i. By Theorem 2.1, if one of 6 + (p, cp + 6, 
26cp, 2cp6 is an endomorphism of G, all are. Taking <¡0 = 1, we see the 
equivalence of (i), (ii). We also see that each of (iii), (iv), (v) implies (i). 
Keeping cp general, we see that (i) implies (iii), (iv) and (v). This completes 
ihe proof of Theorem 2.2. 
There is still another corollary of interest: 
T h e o r e m 2. 3. Let G be a loop. Then a necessary and sufficient con-
dition that the sum of every two normal, endomorphisms of G be an endo-
morphism of G is that the square-mapping (2), defined by 
(2.22) x(2) = x\ all x£G, 
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be an endomorphism of G; that is, that G satisfy the identical relation 
(2.23) (xyf = x 2 f . 
P r o o f . In the notation of Theorem 2.2, S* = 9i if and only if the 
identity mapping 1 is in ©*. And 1 is in ©* if and only if the mapping (2) 
is an endomorphism of G. 
R e m a r k . If 6 is an endomorphism of a loop G, 
6(2) = (2)6 = 26. 
Hence the study of the ©* of Theorem 2.2 is equivalent to the study of 
those normal endomorphisms 6 of G with the property that the sum of every 
two normal endomorphisms of G6 is an endomorphism of G6. 
3. Normality of sums. In studying the question of "normality" of a 
given endomorphism 6 of a loop G, we have to consider . the validity of 
equations of the type 
(3.1) W„(xi6, x->, ..., x„)=Wn(xu xo, ..., x,,)6, 
required to hold for all x\,...,xn in G. Here WH is a normalized purely 
non-abelian word. For 6 to be normal, (3.1) must hold for all choices of 
Wa- For 6 to be weakly normal or semi-normal, (3. 1) must hold for choices 
of Wn prescribed by the definitions. (See [2].) 
In view of Theorems 2.1, 2.2, the next lemma seems natural. We 
suppose given a normalized, purely non-abelian word Wn. Then the word 
F = F n + i , defined by 
(3 2) Wn(XY,Zo, . . . , Z„) = 
= [Wn(X,Z2, ..., Z„)WH(Y,Zs,..., Z„)] F(X, Y,Zo, ..., Z„), 
is also normalized and purely non-abelian. 
L e m m a 3.1. Let 6, <p be normal endomorphisms of the loop G. Let 
a, ¡3 be elements of the multiplicative semigroup generated by 6, <p and the 
identity mapping of G, such that a(i contains both 6 and <p as factors. Then, 
for all x, z-2, ..., zn in G, 
Wn(x(a + z„) = 
= [ W„(x, 22, . . . , zH)(a + £)] [F(x, x,z2, ..., z„)6<p]. 
P r o o f . We recall that if a is any element of the commutator-associator 
subloop, G', of G, then 
a6 = aGP, ad(p = a<p6 
for all normal endomorphisms 0, q> of G. Again, if x,y,z>, •.., z„ are arbitrary 
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elements of G, the elements 
a = WH(x, Z2, ..., zn), b = F(x, y, z2, ...., z,) 
are in G'. Since 
a6= Wn(x, z2, ..., z„)6=Wn(x6, z26, . . z n 6 ) = a6", 
we see from (3. 2) that 
bd = bd'\ 
But, equally, since F = F n + \ , 
bd = b6"+l. 
Since one of n, n + 1 is even, and since 
b f f - ^ b t f , 
we deduce that 
bd = b(fl 
for every normal endomorphism 6. Thus also, if a, ft "are defined as in 
Lemma 3.1, 
baj3=bdy. 
As a particular case of this we have 
(3.4) F(xa, xft,z2, ••., zn) = F(x, x,z2, zH)«/? = F(x, x,z2, z„) dep. 
Now we substitute xu, x/3, z-2, ..., z„ for X, Y, Z2, ..., Zn respectively in (3,2), 
note that (xct)(xi3) = x(a + /3), and use (3.4). The result is (3.3). This com-
pletes the proof of Lemma 3.1. 
Combining Lemma 3.1 with Theorem 2.1, we get the following:. 
T h e o r e m 3.1. Let 6, <p be normal endomorphisms of the loop G. Let 
ct, ft be elements of the multiplicative semigroup generated by 8, cp and the 
identity mapping of G, such that afi contains both 6 and <p as factors. If any 
one of 6 + <p, 2d(p, cc + ¡3 is a semi-normal (or weakly normal, or normal) 
endomorphism of G, then all are. 
As a special case (cf. the proof of Theorem 2.2): 
T h e o r e m 3.2. Let 91 be the set of all normal endomorphisms of the 
loop G. Let P be any fixed one of the properties of being a semi-normal, 
weakly normal or normal endomorphism of G. Let B(P) be the set of all d 
in such that 26 = 6 + 6 has property P. Then each of the following state-
ments implies all the others: 
0 ) 0 € © ( P ) . 
(ii) 6£% and 1 +6 has property P< 
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(iii) 09ic=©(P). 
(iv) 9 i0c©(P) . 
(v) 6^31, and 6 -f (p, <p + 0 have property P for every tp £ 9?. 
As another special case (cf. the proof of Theorem 2.3): 
T h e o r e m 3. 3. Let G be a loop. If the square-mapping, (2), of G is 
•a semi-normal, weakly normal or normal endomorphism of G, then (and only 
then) the sum of every two normal endomorphisms of G has the corresponding 
property. 
4 . The square-mapping. Theorems 2.2, 2 .3 suggest that we consider 
next a loop satisfying the identical relation 
(4.1) (xyf = x 2 f , 
which means that the square-mapping (2): x—«-x2 is an endomorphism. 
However, we shall impose the stronger conditions appropriate to Theorems 
3.2, 3.3. 
L e m m a 4.1. Let the square-mapping (2) be a semi-normal endomor-
phism of the loop G. Then: 
(i) G is power-associative; 
(ii) the commutator-associator subloop G' has exponent dividing six; 
(iii) G satisfies the identical relations 
(4.2) (*a,J?) = (*,J')2 = l, 
<4. 3) (x2, y, x) = (x, y2, x) ==• (x, y, x2) = (x, y, xf = 1, 
<4.4) (x2, y, zf = (x, y2, zf = (x, y, z2f = (x, y, zf = 1. 
P r o o f . The main difficulty is the proof of (i), and for this we need 
neither (ii) nor the identity (4.4). Hence we begin by temporarily assuming 
{i). We recall that a loop is power-associative if each subloop which can be 
generated by one element is a (cyclic) group. 
Assume (i) and set 6 = (2). Then (see [2]) 6 and ff' coincide on G'. 
•Consequently, d1 = af> for each a in G'. Thus a ° = l , proving (ii). Since (2) 
is semi-normal and (x, y, z) is in G', formula (4.4) now follows immediately. 
Now we are ready to prove (i). For each x in G and for each integer 
n (positive, negative or zero) we define the right powers x" inductively by 
{4.5) x" = 1, x"x = x'i+1. 
In particular, x' = x, x2 = xx. To prove (4.2), we note that 
(x2, y) = (x, jif = (x2, f ) = (x2, yf = (x2, j/)(x2, y) 
and hence 
1 =(x2,y) = (x,y)2. 
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In view of (4. 2), 




(x, y, xf = (x\ f , x2) = (x\ y, x2)2 = 1. 
From this, (4.3) follows immediately. 
Next we need the formula 
(4. 6) x'lx2 = x"+2 
for every integer n. Since (4.6) is trivial for n = 0, we assume inductively 
that (4. 6) holds for some n. First we choose y so that 
By this with (4. 6), (4. 5), (4. 2), (4. 3), 
XNX" = xn+2 = xn + Ix = (yx-)x = (A-}1)* = x-(yx) = (yx)x-. 
Thus 
yx = x", y = X"-1. 
Hence (4.6) holds for « — 1. Again, by (4.5), (4.6), 
(X"X)X = X"+2 = X" X" = x" (xx), 
whence 
(x",x, x) = 1 
and, by (4. 3), 
(x", x-, x) == (xn, x, x1) = (x", x, x)- = 1 , 
The latter formulas, along with (4. 6), (4.2), yield 
x»+8 ^ X.i+2X = x-)x = X" (x-x) = x®(xx2) = (x"x)x2 = x , ,+1x2. 
Thus (4.6) also holds for n+ 1, and the inductive proof of (4.6) is complete. 
We observe that 
(4. 7) x-" = (x-)" 
is true for n = 0. Moreover, for every, n, 
-̂ 2)1̂ 2 -̂ 2(11+1)̂  
(x2)"x2 = (x2)"+1, 
by (4.6) and (4.5) respectively. Therefore (4.7) holds for every n. 
Since (2) is an endomorphism, the right-hand side of (4. 7) is a square. 
Thus 
(4.8) x2" = (xn)2, (x2n,y) = 1 
A 2 
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for all x, y in G and all integers n. By (4.8), 
(4.9) x"x = xx" 
when n is an even integer. When n = 2k+\, (4.8), (4.3) yield 
X"x = x2k+1x = (x2 ,x)x = (xx-')x = x(x2kx) = XX". 
Therefore (4.9) holds for all n. In particular, 
(4 .10 ) xr1x=\=xxr\ (x-'y^x. 
To begin with, we prove the next formula for non-negative n: 
(4.11) x"x_1 = xn'1. 
This is trivial for « = 0 ; true for n= 1 by (4.10); and true for n = 2 by 
(4.6) (with n = —1) and (4.2). We need these special cases for the proof. 
If (4. 11) holds for some n 2, then 
X»-1 = x , lx-1 = (x ' - 'xjx"1 = [x"-1^*-1)]^"-1 , X, X"1) = x"-1(x"-1, X, X-1). 
The associator clearly must be 1. Thus 
(x"-1, x2, x-i) = (x»-1, x, x-1)2 = 1 
and hence, by use of (4.6), 
xn+lx-l = = XH-1 = x n - l x = xn 
This proves (4.11) for all n ^ 0. From (4.11) we deduce the formula 
(4.12) (x-»)-»==x" 
as follows: Certainly (4.12) holds for n = 0. If (4.12) holds for some 
then (setting y = x~l for convenience) we use (4.12), (4.11) to get 
y-"-ly = y~n = x" = xn+1y, 
whence we see that (4.12) holds for « + 1. Hence (4.12) holds for all n ^ 0 . 
However, on replacing x in (4. 12) by its inverse, and using (4. 10), we get 
x-" = (x-1)", 
which shows that (4.12) also holds for all negative n. — At this point we 
could go back and prove (4.11) for all negative n, but we do not need to 
do so. 
Now we are ready to prove the main formula: 
(4.13) . X"1 x" = x"!+". 
When we say that (4.13) holds for n = k, we mean that (4.13) holds for 
n = k when m takes on all integral values. Certainly (4.13) holds for n = 0 
and n = 1. Moreover, (4.13) holds for n = 2 by (4.8). Thus we consider 
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some integer \ and assume inductively that (4.13) holds for 0 ^ n ^ 2 k . 
In particular, since k+\^2k, (4.13) holds for n = k, n = k+ 1. Thus, for 
every integer m, 
(xm xk)x = x",+kx = = X'" xk+i = x'" (xkx), 
so that (x'", xk, x) = 1 and therefore, by (4.8), on successive squaring, 
(xm, x2k, x) = 1 = (x'n, X2k, X2). 
By the latter formulas and the inductive assumption, 
XW X2M = xm(x2/.x) = (x'"x-k)x = X'"+2kX = X ^ 2 ^ 1 
and 
x,n ¿¡k+2 = xm (X2/,X2) - X2 = X'"+2kX2 = x'"+2,i+2. 
Therefore (4.13) holds for n = 2k-\-1, n = 2k + 2 and hence for every non-
negative n. To obtain (4.13) for negative n, we simply replace x in (4. 13) 
by X-1 and use (4.12). This completes the proof of (4.13). Since (4.13) 
implies (i), the proof of Lemma 4.1 is complete. 
In view of Theorem 3.3, it might seem natural to assume next that (2) 
is weakly normal. However, the following lemma suggests that a weaker 
hypothesis is more suitable. (We recall that the square of a weakly normal 
endomorphism is strongly normal; see [2], Corollary to Theorem 3.1.) 
L e m m a 4.2. If 6 is a semi-normal endomorphism of the loop G, each 
of the following statements implies the others: 
(i) (f- is a normal endomorphism of G. 
(ii) The complement, I = (61)', of 6\ is a semi-normal endomorphism 
of G. 
(iii) d1 is a strongly normal endomorphism of G. When (i), (ii), (iii) 
hold, 61 is a centralizing endomorphism of G. 
P r o o f . We use the results of [2]. If 62 is a normal endomorphism, 
then k is a normal (and hence semi-normal) endomorphism. Thus (i) implies 
(ii). We recall that 
62 + l= 1 == the identity mapping 
and hence 
6* + dJL = d. 
If 6 is a semi-normal endomorphism, and 6 coincide on the commutator-
associator subloop G'. Therefore 61 maps G' into 1. If / is also a semi-
normal endomorphism, then 61 is semi-normal. Since 61 maps G' into 1, it 
follows that 61 is a centralizing endomorphism. Then 62l is also centraliz-
ing; and this means that 62 is strongly normal. Thus (ii) implies (iii); and, 
a fortiori, (iii) implies (i). This completes the proof of Lemma 4.2. 
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Now, if G is power-associative, then for each integer n, we define the 
power-mapping (n) of G by 
(4.14) x(n) = x" 
for every x in G. 
L e m m a 4. 3. Let (2) be a semi-normal endomorphism of the loop G, 
and impose one of the following conditions: 
(a) (4) is a normal endomorphism of G. 
(b) (—3) is a semi-normal endomorphism of G. 
(c) (3) is a semi-normal endomorphism of G. 
Then all of (a) ,(b), (c) are satisfied. Indeed, (n) is a semi-normal endomorphism 
of G for every integer n. And more is true: 
(i) If / 2 = 0 mod 6, (n) is centralizing. 
(ii) If n= 0 or 1 mod3, (n) is strongly normal. 
(iii) If n = 2 mod 3, (n) is normal or strongly normal according as (2) 
is normal or strongly normal. 
(iv) A necessary and sufficient condition that (2) be strongly normal is 
that G2 a Z(G), where Z(G) is the centre of G. When (2) is strongly normal, 
(n) is strongly normal for every integer n. 
(v) A necessary and sufficient condition that (2) be normal is that 
G2c=C(G)nZ2(G), where C(G) is the Moufang centre and Z.,(G) is the 
second centre of G. When (2) is normal, (n) is normal for every integer n. 
P r o o f . Since the complement of (4) is (—3), the conditions (a), (b) 
are equivalent by Lemma 4. 2. In addition, if (a) or (b) holds, (2)(— 3) = (— 6) 
is a centralizing endomorphism. In this case, (6) is also a centralizing endo-
morphism. On the other hand, if (c) holds, then, in view of the identities 
(4.2), (4.4) of Lemma 4.1, (6) = (2)(3) is again a centralizing endomorphism. 
From this point on, we assume that (6) is a centralizing endomorphism. 
The following equations link together pairs of complementary mappings: 
(4.15) 1 = ( l ) + (0) = (4) + ( - 3 ) = (3) + ( - 2 ) = (2) + ( - l ) ; 
(4.16) (1)(0) = 0; (4)(—3) = (— 12); ( 3 ) ( - 2 ) = ( - 6 ) ; ( 2 ) ( - l ) = ( - 2 ) . 
And the next' equations show that certain mappings differ by a centralizing 
endomorphism: 
(4.17) (4) = ( - 2 ) + (6); (3) = (—3) + (6); (5) = ( - l ) + (6). 
If we assume (a) or (b), then (4) and (—3) are strongly normal endo-
morphisms (by Lemma 4.2). Thus, by (4.17), (3) is also a strongly normal 
endomorphism. If we assume (c), then, by hypotheses, (3) is a semi-normal 
endomorphism and hence, by (4. 17), (—3) is also a semi-normal endomor-
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phism; that is, (b) holds. Hence (a), (b), (c) are equivalent and we assume 
all three henceforth. Then, since (4) is strongly normal, (4.17) shows us that 
(—2) is also a strongly normal endomorphism. 
Since (1) and (4) are (strongly) normal endomorphisms, then, by 
Theorem 3 .3 and the fact that (2) is a semi-normal endomorphism, (5) = 
= ( l ) + (4) is a semi-normal endomorphism. By this and (4.17), (—1) is a 
semi-normal endomorphism. 
If n is any integer, there exist unique integers m, k such that 
(4.18) n = m + 6k, m = 0, ± 1 , ± 2 , 3. 
We have already seen that (m) is (at least) a semi-normal endomorphism for 
each admissible choice of m in (4.18). Moreover, (6k) is a centralizing endo-
morphism, since (6) is. Therefore 
(«) = (/«) + (6 k) 
is semi-normal, and (n) is normal or strongly normal according as (m) is. 
If n=0 mod 6, then m = 0. This proves (i). 
If n = 0 or 1 mod 3, then m = 0, 1, —2 or 3. Since (0), (1), (—2) 
and (3) are strongly normal endomorphisms, so is (n). This proves (ii). 
If n = 2 mod 3, then m== —1 or 2. By (4.15), (2) and (—1) are com-
plementary; thus if one is a normal or strongly normal endomorphism, so is 
the other. This proves (iii). 
Since (2) and (—1) are complementary and since (2)(—1) = (—'2), we 
see that (2) is strongly normal precisely when (—2) is centralizing. However, 
(—2) is centralizing precisely when (2) is centralizing. This proves (iv). On 
the other hand, since (—2) is, in any case, strongly normal, the criterion in 
[2] shows that (2) will be normal precisely when (—2) maps G into. 
C(G) n Z2(G). 
Since (2) and (—2) have the same image, this proves (v) and completes the 
proof of Lemma 4.3. 
T h e o r e m 4.1. Let 91 be the set of all normal endomorphisms of the 
loop G. Then each of the following conditions implies the other two: 
(i) 3? is an associative ring under addition and multiplication of mappings. 
(ii) The square-mapping (2) is a normal endomorphism of G. 
(iii) The power-mappings (2) and (3) = (2) + ( l ) are semi-normal endo-
morphisms of G, and (2) maps G into C ( G ) n Z 2 ( G ) . (Here C ( G ) is the 
Moufang centre and Z2(G) is the second centre of G.J 
When the conditions are satisfied, G is power-associative and 691 consists 
of centralizing endomorphisms of G. 
22 R. H. Bruck 
P r o o f . Clearly (i) implies (ii). If (ii) holds, certainly (2) is semi-
normal and (2)2 = (4) is normal. By Lemma 4 . 3 , if (2) is a semi-normal 
endomorphism, then (4) is a normal endomorphism precisely when (3) is a 
semi-normal endomorphism. Moreover, when (2) and (3) are semi-normal 
endomorphisms, a necessary and sufficient condition that (2) be normal is 
that (2) map G into C ( G ) n Z 2 ( G ) . Therefore (ii) and (iii) are equivalent. 
Next we assume (ii), (iii). Then, by Lemma 4.1, G is power-associative. 
However, by the main theorem of [3], power-associativity ensures that the 
additive loop generated by 92 is a ring We wish to show that 92 coincides 
with Let d,cp be in 92. By Lemma 4.3, since (2) is normal, so is (— 1). 
Thus the element 6—<p = d + (— l)(p of -ft is a sum of two elements 6, (— l )<jp 
of 92. Hence, by Theorem 3.3, 6—(p is in 92. This shows that 31 is closed 
under subtraction. Hence, by the definition of 92, 92 = 92. Thus (i) holds. 
That is, (i), (ii), (iii) are equivalent. When (i), (ii), (iii) hold, Lemma 4 .3 
tells us that (6) is a centralizing endomorphism. Hence 691 consists of cen-
tralizing endomorphisms, and the proof of Theorem 4.1 is complete. 
T h e o r e m 4.2. Each of the following statements about the loop G 
implies the other two: 
(i) The set 92' of all strongly normal endomorphisms of G is an associa-
tive ring under addition and multiplication of mappings. (Moreover, every 
normal endomorphism of G is strongly normal.) • 
(ii) The square-mapping (2) is a strongly normal endomorphism of G. 
(iii) The square-mapping (2) is a centralizing endomorphism of G. 
P r o o f . Each of (i), (iii) clearly implies (ii). If (ii) holds, then, a fortiori, 
(2) is a normal endomorphism. Hence, by Theorem 4 .1, the set 31 of normal 
endomorphisms of G is a ring. Moreover, by Lemma 4 . 3 , (iii) is precisely 
the condition that (2) be strongly normal. Thus (ii) and (iii) are equivalent. 
To show that (ii), (iii) imply (i), we proceed as follows: If 6 is in 92, with 
complement 6', then 6d' = cp where, according to the criterion of [2], cp is a 
strongly normal endomorphism which maps G into C ( G ) n Z2(G). Since C ( G ) 
is commutative Moufang, (3) induces a centralizing endomorphism of C (G) . 
Thus 3(p = (p(3) is a centralizing endomorphism of G. However, 2(/> = <jp(2) 
is a centralizing endomorphism of G, since (2) is. Thus cp = 3cp — 2</> is 
centralizing, and this means that 6 is strongly normal. Hence 92 = 91'. There-
fore we have (i). This completes the proof of Theorem 4 . 2 . 
If (2) is a centralizing endomorphism of a loop G, then G2 = G ( 2 ) is 
a normal subloop of G contained in the centre Z(G); and G / G 2 is a loop, 
say T, of exponent two. We may remark that, although groups of exponent 
two are abelian groups, no such statement can be made about loops of 
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exponent two. Indeed, the class of all loops of exponent two is a very large 
— and not too well explored — class containing, for example, the totally 
symmetric loops. The latter are co-extensive with Steiner triple systems. For 
various contructions of loops of exponent two, see [4] and [5]. 
The following construction reduces the study of loops whose strongly 
normal endomorphisms form a ring to the study of a fairly simple type of 
central extension: 
C o n s t r u c t i o n . Let 7 be any multiplicative loop of exponent two, 
let A be any additive abelian group, and let / be any function from TxT 
to A satisfying the conditions 
for all t, t' in T. Then let G = (T,A;f) be the set of all couples (t,a), T, 
a £ A, with equality componentwise and with multiplication defined by 
If we omit (4.20), G is the most general loop such that G 2 c:Z(G) and 
G/G2 is homomorphic to T (where G2 denotes the subloop — here normal 
in G — generated by all squares). The identity (4.20) is necessary and 
sufficient in order that the square-mapping of G be a (necessarily centraliz-
ing) endomorphism of G. 
We shall not dwell on the theory of these central extensions; cf., e.g., 
[6]. In a similar way we could construct all loops G satisfying the condi-
tions of Theorem 4.1. We first observe that, for such a loop G, G/Z(G) is 
of the type just constructed, and hence may be obtained from a loop (T, A\ f ) 
by a central extension. The conditions which must be imposed, however, are 
rather forbidding, in contrast to the simple condition (4.20). 
5. The general case. It will be convenient to begin with two lemmas: 
L e m m a 5.1. Let в be a normal endomorphism of the loop G, and 
let cp be an endomorphism of GO. Let P be any one of the properties (of 
endomorphisms) of being semi-normal, weakly normal, normal or centralizing. 
Then вер has property P relative to G if and only if cp has property P 
relative to GB. 
R e m a r k . The conclusion of Lemma 5. 1 becomes false (if the normal 
endomorphism в of G is not strongly normal) when P is taken to be the 
property of being strongly normal — as is clear when we choose cp to be the 
identity mapping of Gd. This choice of P is treated in Lemma 5. 2 below. 
(4.19) 
(4.20) 
f(t, i ) = o = / ( i , o > 
f{tr, tt') + 2/(/, О =f(t, t) + f ( f , f ) 
(4.21) (/, a)(t',a') = (tt',f(t, O + fl + ű'). 
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P r o o f . First let P be one of the properties pf being semi-normal, 
weakly normal or normal. Then there exists a class Й (depending on P ; see 
[2]) of normalized, purely non-abelian loop words such that вер has property 
P relative to G if and only if 
(5.1) W»{xi6(p, x2, ..., xn) = Wn{xi, x2, ..., х„)вср 
for each WH in 51 and all xit ...,x„ in G, whereas cp has property P relative 
to GO if and only if 
(5.2) Wn(xiecr, х2в, ..., xn6) = Wn(x 1в, х,в, ..., хпв) tp 
for each Wu in ft and all Xi, ...,xn in G. 
If (5.1) holds, we replace x2, ..., xn by x26, ..., xnQ, respectively, in 
(5.1). Then the left-hand side of (5.1) becomes the left-hand side of (5.2), 
whereas the right-hand side of (5.1) becomes 
Wn(xi,x 2в, ..., х„в)в(р= Wn{xid, х2в, ...,хнв)ср. 
Thus (5.1) implies (5.2). Conversely, if (5.2) holds, we replace x2, ..., x„ 
by х>в, . . . , x H 6 , respectively, in (5.2). Using, the facts that 
W„(z,x2, ..., xn) 
lies in the commutator-associator subloop G' and that the normal endomor-
phisms в and 0s coincide on G', we deduce this time that 
(5.3) WniXidcp, X2 j . . . , xn )в- = Wn(xi, x2, ..., x„) 6(p. 
Now we must prove that the left-hand sides of (5.3), (5.1) are equal. 
We prove this as follows: Since в is a normal endomorphism of G, 
then 02 and A = (02)' are strongly normal endomorphisms of G and 61 is a 
centralizing endomorphism of G. (Compare the proof of Lemma 4.2.) If x is 
in G, then, since cp is an endomorphism of G6, there exists at least one у 
in G such that хвгр = ув. Hence the element хвср1 = ув1 is in the centre 
of G; that is, the endomorphism в<р1 of G is centralizing. Therefore, if 
a= Wn{Xi6(p, x2, ..., x„), 
then 
aA= Wn{xi6<pl, x2l, ..., xnl) = 1 
and 
a = а (в1 + Я) = (а д1) (a I) = a 
This proves that (5.3) implies (5.1), and completes the proof that (5.1), 
(5. 2) are equivalent identities. 
There remains only the case that P is the property of being centralizing. 
However, an endomorphism of a loop H is centralizing precisely when it is 
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semi-normal and maps H' into 1. If one of dcp, cp is semi-normal, then both 
are (by the previous proof). Since, moreover, G'dcp = (Gd)'(p, dtp maps Gr 
into 1 precisely when rp maps {GO)' into 1. This completes the proof of 
Lemma 5.1. 
L e m m a 5.2. If 6 is a strongly normal endomorphism of a loop G 
and if cp is an endomorphism of GO, then dtp is a strongly normal endo-
morphism of G precisely when <p is a strongly normal endomorphism of GO. 
P r o o f . Since strongly normal endomorphisms are normal, we may 
assume, in view of Lemma 5.1, that dcp and cp are both normal. The element 
a of G is in G' if and only if ad is in (Gd) ' . Moreover, since d is a strongly 
normal endomorphism of G, ad = ad2 for every a in G'. Then, for a in G'r 
a (6(f) 6 = ad(dcp) = ad-cp = aO<p 
and 
a(8cpf = (ad)cp1. 
Hence (dcp)1 coincides with dcp on G' precisely when cp2 coincides with cp on 
(Gd)'. In view of the properties of normal endomorphisms, this is enough 
to prove Lemma 5. 2. 
T h e o r e m 5.1. Let 3c be the set of all normal endomorphisms of the 
loop G, and let © be the set of all d in 9c such that 26 = 0 + 6 is in i f . 
Then S is a ring. Moreover: 
. (i) 9i + © = © + 9l = 9i; 
(ii) 9i@ = ©9i = ©; 
(iii) G2© a C(G) n Zo(G), where C(G) is the Moufang centre and Z2(G) 
is the second centre of G. 
P r o o f . By Lemma 5.1, if d is in 9i, a necessary and sufficient con-
dition that 2d = d + d = d(2) be in is that the square-mapping (2) of G 
induce a normal endomorphism of Gd. Thus we are led to consider the 
class ii of all normal subloops H of G such that the square-mapping (2) of 
G induces a normal endomorphism of G/H. By Theorem 4.1, the G-normal 
subloop H will be in 5? if and only if the mappings (2) and (2) + ( l ) of G 
induce semi-normal endomorphisms of G/H and, moreover, 
G^H/Ha C(G/H) n Z2(G/H). 
Using these conditions, it is not hard to see that there exists a finite class, 
2, of loop words W». such that the G-normal subloop H is in St if and only 
if H contains W n (x u x2, . . . , x „ ) for each Wn in S and all jc1; . . . , x n in G. 
Now it should be clear that $ contains a minimal element, K=K(G). A s a 
consequence, the element d of is in © if and only if Kd= 1. 
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Hereafter, let 6 be in ©. By Theorem 4.1, applied to GO: 
(a) GO is power-associative; 
(b) (—1) is a normal endomorphism of GO. 
If cp, 1p are in 92 and x is in G, then 
(xd, Xcp) = (x, X)6(p= l, (xd, Xcp, Xlp) = (X, X, X) 6cpij) = 1 
t>y (a), and hence 
d + <p = <p + d, (6 + cP) + ,p = $ + (<?+ 
By Theorem 3.2, if cp is in 92, then 6 + cp = cp + 6 is in 92 and 6cp, 
<pd are.in 6 . This is enough to prove (i), (ii), if we recall that 31 contains 
the identity mapping of G and note that © contains the zero mapping of G. 
In addition, 
K(0 4-q>) = K0- Kcp == Kcp, 
so 6~\-cp is in © precisely when cp is. Hence we see that © is closed under 
an associative and commutative addition. Moreover, by (b) and Lemma 5.1, 
6* = 6(—1) is a normal endomorphism of G. Since 0*, like 0, maps K 
upon 1, and since 0 + 0* is the zero mapping of G, it is now clear that © 
is an additive abelian group. In view of (ii) and the fact that distributive 
Jaws are automatic for endomorphisms, we see finally that © is a ring. 
Again, G2d = Gd(2)cC(Gd)r\ZoXGd), by Theorem 4.1 applied to GO. 
By Lemma 2 . 6 , for any 6 in SR, G20aC(Gd) is equivalent to G2daC(G). 
Similarly, by simple calculations using commutators and associators G2da 
c Z 2 ( G 0 ) is equivalent to G 2 0 c Z 2 ( G ) . This proves (iii) and completes the 
proof of Theorem 5.1. 
T h e o r e m 5.2. Let be the set of all strongly normal endomor-
phisms of the loop G, and let ©' be the set of all 6 in such that 26 = 
= 6 + 6 is in 9!'. Then ©' is a ring. Moreover: 
(i) 9i' + ©' = ©' + 9i' = 91'. 
(ii) 9i'©' = ©'9i' = ©'. 
(iii) The element 6 of 91' is in <&' if and only if the following two con-
ditions are satisfied: 
<5.4) ft(x,x,y,y)6-^\ 
for all x, y in G, and 
(5.5) G26czZ(G), 
where Z(G) is the centre of G. 
P r o o f . Let 6 be in 91'. Then, by Lemma 5.2, 20 = 0(2) is a strongly 
normal endomorphism of G if and only if (2) induces a strongly normal 
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endomorphism of G6. By Theorem 4.2 applied to GO, (2) induces a strongly 
normal endomorphism of Gd if and only if (2) induces a centralizing endo-
morphism of GO. From the definition of /4 , (2) induces an endomorphism 
of Gd if and only if (5.4) holds for all x, у in G. And (2) maps Gd into 
its centre, Z(G6), if and only if G 2 0 c Z ( G 0 ) ; but, since в is (in particular) 
semi-normal, this latter condition is equivalent to (5.5). Therefore we have 
proved (iii). 
If в is in ©' and cp is in 9Г then вер and ерв are in 92' (see [2]). Also 
(5.4), (5.5) obviously hold with в replaced by вер or ерв. This is enough 
to prove (ii). 
At this point it will be convenient to note that if в and 26 are both 
in 92', then both are in 92. Hence ©' is a subset of ©. As a result, if в is 
in ©' and (p in in 92', then, by Theorem 5.1, в + ср = ср + в is in 9?. Also, 
by the preceding paragraph, вер and ерв are in ©'. Again (see [2]), вер and 
ерв differ by a centralizing endomorphism of G. Since, in addition, 2вер is 
a centralizing endomorphism (inasmuch as вер is in ©'), we conclude that 
(5.6) 6(р + (рв = 1 
where I is a centralizing endomorphism of G. Again (see [2]), since 6, cp 
are in 92', 
(5.7) • в 1 =^в + u, <fr = <f> + v 
where v are centralizing endomorphisms of G. Combining (5.6), (5.7) 
with the fact that &1, вер, ерв are in © 'c :©, we get 
(6 + epf = (в + cp) в + {в + ер) ер = 
= в2 + ер в + 6 ер -)- ер4- = 6 + ер + р 
where р = I -+- ,tt + v is a centralizing endomorphism of G. Now it is clear 
that the element в + ер of is in fact in 9i'. And this is enough to prove (i). 
Again let в be in ©'. Then G6 is power-associative and 9^'(Gd) is a 
ring. In particular, (—1) induces a strongly normal endomorphism of G6. 
Consequently, by Lemma 5.2, 6* = 6(—1) is in 9i'. Since 6* clearly satisfies 
the same conditions (5.4), (5.5) as 6, we see that в* is in ©'. Hence ©' 
contains the negatives of its elements. 
If 6,ep are in ©' then 6-\- cp is in 92' (as shown above). Moreover, since 
в and ep satisfy (5.4), (5.5), so does в + ер. Hence ©' is closed under addi-
tion. Now we have that S ' is an additive subgroup of ©. By this and (ii), 
©' is a subring of ©. And now the proof of Theorem 5.2 is complete. 
It will be noted that, in Theorem 5.2, we gave explicit necessary and 
sufficient conditions that в be in ©'. It would have been easy, in Theorem 
28 R. H. Bruck 
5.1, to give explicit necessary and sufficient conditions that 6 be in <5. We 
refrained from doing so merely because the conditions seemed too space-
consuming. 
6. Rings generated by normal endomorphisms. Up until this 
point we have been concerned mainly with rings consisting of normal endo-
morphisms. Here we indicate some other possibilities by proving the follow-
ing theorems: 
T h e o r e m 6.1. Let G be a commutative, di-associative loop, let 91 be 
the set of all normal endomorphisms of G, and let 91 be the additive loop 
generated by 91 under addition of mappings. Then 91 is a ring of endomor-
phisms of G. 
T h e o r e m 6.2. Let G be an arbitrary loop, let 92 be the set of all 
normal endomorphisms of G, let 92* be the set of all 6 in 92 such that GO 
is commutative and di-associative, and let 91* be the additive loop generated 
by 92* under addition of mappings. Then 91* is a ring of endomorphisms 
of G. Moreover, 9291* = 91*9i = 91*. 
P r o o f . Clearly Theorem 6.1 is a corollary of Theorem 6.2. Hence 
we need only prove Theorem 6.2. If <p is in 91*, there exists at least one 
loop word 
F,i = F„(Xi,Xi, ..., Xn) 
and elements d i t 6,>,'..., 0n of 92* such that 
(6.1) (p = F n {6 u 6 2 , . . . , 6n). 
Moreover (compare [3]), 
(6.2) x<p = Fn(x6i, xO-2, ..., x6n) 
for each x in G. 
From FH we define a loop word L2„ by 
^g F„(Xi Y\, X2 Y'i, ..., X„ Y„) = 
= [/•",!(Xi, ..., X„)F„(Yi, ..., F„)]Lo„(Xi, • • X„, Yi, ..., y„). 
Thus L2,i is a member of the free multiplicative group on the 2n free genera-
tors X\, ...,Xn, Y\, ..., Yu. Since L2n obviously vanishes on every abelian 
group, L2h is purely non-abelian. As a consequence, by the method in [3], 
L2n can be built up from normalized, purely non-abelian words of form 
(6.4) Wsu(Xil, :..,X!s,Yjl, ..., Yjt) 
on some but perhaps not all of the 2n generators. (Here one of s, t can be 
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zero.) Now let x, y be arbitrary elements of G, and substitute xdk for Xk, 
ydk for Yk, k— 1, 2 , . . n . From the fact that each 6k is in 92* and hence 
in 92, we deduce that (6.4) becomes 
(6.5) ' wsM{x, ....,x,v, ...,y)dil...dliiejr--ait. 
if 6 is the product of endomorphisms appearing in (6.5), then d is also 
in 92*. Hence, since the subloop generated by xd and yd is an abelian 
group, (6. 5) must be equal to the identity. As a consequence, 
(6.6) ¿2„(x0,, . . . , x6n,yd\, ..., y0,)=\ 
for all x, y in G. In view of (6.2), (6.3), (6.6), we have 
(xy)cp = (x(p) (y<p) 
for all x, y in G. This proves that each element cp of 92* is an endomor-
phism of G. 
Now let us assume temporarily that G is commutative and di-associa-. 
five, so that 92* = 92 and 92* = 9i. Since di-associativity implies power-
associativity, it follows from the main theorem of [3] that D2* = 9i is a ring. 
This completes the proof of Theorem 6. 1. 
In the general case of Theorem 6.2, we still have to prove that 92* is 
a ring. As a first step, we must show that the additive loop A = (92*,+) of 
92* is an abelian group. For this it is enough to show that if cp, given by 
(6.1), is in the commutator-associator subloop A' of A, then 9 = 0. How-
ever, if cp is in A', we can always suppose that F„ is in the commutator-
associator subloop of the free loop on Xi,...,X„. This means that F„ is 
purely non-abelian. But then, by a simplication of the proof of (6.6) — this 
time using only power-associativity — we get (cf. [3]) 
xcp=F„(xdu ..., xd„) = 1 
for all x in G. This means that A is an abelian group. 
Next let . . . , 6n be arbitrary elements of 92*, let <p be any element 
of 92*, given by (6.1), and let 6 be any element of 92. Then, using (6.2), 
we see that 
6cp = Fn(ddi, ...,66,,), tp6 = Fu(6y6,...,6Hd). 
In addition, all of the products 66,, 6,6 are easily seen to be in 92*. This 
is enough to prove that 9292* = 92*92 = 92*. In particular, 92*92* c= 92*. Next, 
for any fixed <p in 92*, let 9J2 be the set of all ip in 92* such that ipep is 
in 92*. We see readily that 9J2 is an additive subgroup of 92*; hence 992 = 92*. 
Therefore 92* is closed under multiplication. Since 9ft* consists wholly of endo-
morphisms, the distributive laws are automatic. Hence 92* is a ring, and the 
proof of Theorem 6.2 is complete. 
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