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Abstract
Let Fq denote the ﬁnite ﬁeld with q elements. For nonnegative integers n, k, let dq(n, k) denote the number of n× n Fq -matrices
having k as the sum of the dimensions of the eigenspaces (of the eigenvalues lying in Fq ). Let dq(n) = dq(n, 0), i.e., dq(n) denotes
the number of n × n Fq -matrices having no eigenvalues in Fq . The Eulerian generating function of dq(n) has been well studied in
the last 20 years [Kung, The cycle structure of a linear transformation over a ﬁnite ﬁeld, Linear Algebra Appl. 36 (1981) 141–155,
Neumann and Praeger, Derangements and eigenvalue-free elements in ﬁnite classical groups, J. London Math. Soc. (2) 58 (1998)
564–586 and Stong, Some asymptotic results on ﬁnite vector spaces, Adv. Appl. Math. 9(2) (1988) 167–199]. The main tools have
been the rational canonical form, nilpotent matrices, and a q-series identity of Euler. In this paper we take an elementary approach
to this problem, based on Möbius inversion, and ﬁnd the following bivariate generating function:
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1. Introduction
Let Fq denote the ﬁnite ﬁeld with q elements and let rq(n) denote the number of monic polynomials of degree n in
Fq [x] that have no root in Fq . Zsigmondy [21] proved in 1894 that rq(n)=∑tk=0 (−1)k ( qk ) qn−k , where t =min{q, n}.
Let d(n) denote the number of derangements on n letters, i.e., the number of permutations of n letters that have
no ﬁxed points. The problem of counting derangements has a long history, going back to Montmort in 1713, and
it is well known (see, for instance, Example 2.2.1 in Stanley [17] or Example 4 of Section 2.3 in Wilf [20]) that
d(n) =∑nk=0 (−1)n−k (nk ) k!.
Let dq(n) denote the number of n × n Fq -matrices whose characteristic polynomials have no root in Fq , i.e., dq(n)
denotes the number of n × n Fq -matrices that have no eigenvalue in Fq . Clearly, this is a natural counting coefﬁcient
to consider in view of Zsigmondy’s result. On the other hand, an eigenvalue-free n × n matrix does not ﬁx any one-
dimensional subspace of (Fq)n and thus dq(n) can be considered as a q-analog of d(n). We call an eigenvalue free
square Fq -matrix a q-derangement.
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The analogies between the three counting problems considered above are best brought out in the language of
generating functions. We use the symbol N for the set of nonnegative integers and P for the set of positive integers.
Let K denote a ﬁeld of characteristic 0. Given a function f : N → K deﬁne its exponential generating function by
Ef (x) =
∑
n0
f (n)
xn
n! ,
and deﬁne its Eulerian generating function by
Qf (x) =
∑
n0
f (n)
xn
q(
n
2 )(n)! ,
where (n)! = (1)(2) · · · (n) and (k) = 1 + q + q2 + · · · + qk−1. Our deﬁnition of the Eulerian generating function of
a sequence is different from that used in [9,17] but is convenient for our purposes. In general, if M = {M(n)}n0 is a
sequence consisting only of nonzero terms we deﬁne the generating function of f with denominator sequence M to be∑
n0
f (n)
xn
M(n)
.
Deﬁne the following power series
exp(x) =
∑
n0
xn
n! ,
expq(x) =
∑
n0
xn
(n)! ,
Monq(x) =
∑
n0
qnxn,
Perm(x) =
∑
n0
n!x
n
n! ,
Matq(x) =
∑
n0
qn
2 xn
q(
n
2 )(n)! .
We can think of Monq(x), Perm(x), and Matq(x) as, respectively, the ordinary, exponential, and Eulerian generating
functions for the number of monic polynomials of degree n, the number of permutations on n letters, and the number
of n × n Fq -matrices.
The formulas for rq(n) and d(n) given above can be stated in terms of generating functions as follows:∑
n0
rq(n)x
n = (1 − x)qMonq(x), (1)
∑
n0
d(n)
xn
n! = exp(−x)Perm(x). (2)
The following result is a corollary of our main theorem (Theorem 2 below).
Theorem 1.∑
n0
dq(n)
xn
q(
n
2 )(n)! =
(
expq(−x)
)qMatq(x).
We now discuss proof techniques, along with history, for the problem of counting q-derangements. Let us ﬁrst
consider formulas (1) and (2) above. There are two common ways of proving (2): either by specializing Pólya’s cycle
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index or by an inclusion–exclusion argument. Introducing a variable for each monic irreducible in Fq [x] and using
unique factorization in Fq [x] leads to a “cycle index”-type generating function for all monic polynomials in Fq [x] and
an appropriate specialization then easily yields (1). A simple inclusion–exclusion argument can also be given for (1).
Motivated by Pólya’s cycle index for the symmetric group, Kung [12] deﬁned a cycle index for the conjugation
action of GL(n, Fq) on itself. The cycle decomposition of a permutation is here replaced by the rational canonical form
of a matrix. This deﬁnition is easily extended to the conjugation action of GL(n, Fq) on all n × n Fq -matrices. For the
many applications of the vector space cycle index see the survey paper of Fulman [7]. In principle, Theorem 1 should
follow by an appropriate specialization of the cycle index. Let us see what is involved in this. We do not recall here
the deﬁnition of the vector space cycle index but instead note the following consequence of the main theorem on the
factorization of the cycle index (see [7,12,15,19]): let cq(n) denote the number of nilpotent n × n Fq -matrices. Then⎛
⎝∑
n0
dq(n)
xn
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2 )(n)!
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⎠
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⎞
⎠
q
= Matq(x). (3)
Now recall the following fundamental identity (see Corollary 2.2 in [1] or Section 3.15 in [17])
(expq(x))−1 =
∑
n0
(−1)nq( n2 ) x
n
(n)! =
∑
n0
(−1)nqn(n−1) x
n
q(
n
2 )(n)! .
Given identity (3) above, it now follows that proving Theorem 1 is equivalent to showing cq(n) = qn(n−1). This is
precisely the Fine–Herstein theorem [5], proved in 1958. We remark that the references cited here work in the space
of all nonsingular matrices (rather than all matrices) and use {#GL(n, Fq)}n0 as the denominator sequence for their
generating functions. This makes no signiﬁcant difference. For instance, Theorems 4.1 and 4.2 (taken together) in
Neumann and Praeger [15] and identity (5) in Stong [19], though stated differently, are in essence equivalent to our
Theorem 1.
In this paper, we count q-derangements directly, without recourse to nilpotents and the rational canonical form. Our
method generalizes the inclusion–exclusion proof of formulas (1) and (2) above. Our main result (Theorem 2 below)
is a natural bivariate generalization of Theorem 1.As is clear from the discussion in the preceding paragraph, Theorem
1 (with the present proof) together with (3) above, yields the Fine–Herstein theorem as a corollary.
For nonnegative integers n, k, deﬁne dq(n, k) to be the number of n × n Fq -matrices having k as the sum of the
dimensions of the eigenspaces (of the eigenvalues lying in Fq ). Note that dq(n) = dq(n, 0). In Section 3 we show that
Theorem 2.
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Substituting y = 0 we get Theorem 1.
Our proof of Theorem 2 proceeds in three steps: ﬁrst we give a combinatorial interpretation to multiplication of
Eulerian generating functions. Then, using Möbius inversion, we write down a formula for dq(n, k). Finally, using
the combinatorial interpretation, we extract the coefﬁcient of ykxn/q(
n
2 )(n)! on the right-hand side and show that it is
equal to dq(n, k).
2. Eulerian generating functions
In this section, we give a combinatorial interpretation to multiplication of Eulerian generating functions. Multiplica-
tion and composition of generating functions can be studied from several different perspectives (see [2–4,6,8–10,13,14,
17,18,20]). We follow the approach (for exponential generating functions) given in Chapter 5, Section 1 of [18].
Eulerian generating functions can be thought of as q-analogs of exponential generating functions. There are two
natural choices for the denominator sequence of Eulerian generating functions. If we consider multiplication of ex-
ponential generating functions from the point of view of binomial posets then the natural choice of the denominator
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sequence for the q-analog is {(n)!}n0 (see Section 3.15 of [17]). On the other hand, if we consider multiplication of
exponential generating functions from the point of view of species theory (Section 1.3 in [3] and Section 5.1 in [18])
then, for the q-analog, we get the denominator sequence {q( n2 )(n)!}n0.
LetV be a ﬁnite-dimensional vector space over Fq . A weak ordered partition ofV is a sequence = (V1, V2, . . . , Vk)
of subspaces of V such that V = V1V2 · · ·Vk (direct sum). Note that this allows some of the Vi’s to be the zero
subspace. The tuple (c1, c2, . . . , ck), where ci = dim Vi is said to be the type of  and we say that  has k blocks. We
write Ok(V ) for the set of all weak ordered partitions of V into k blocks. Let W1 ⊆ V be a subspace. By a complement
of W1 in V we mean a subspace W2 of V such that V = W1W2.
Lemma 3. Let V be an n-dimensional vector space over Fq and let W ⊆ V be a subspace of dimension k. Then the
number of complements of W is qk(n−k).
Proof. The number of linearly independent sequences (v1, v2, . . . , vn−k) such that V =W Span({v1, . . . , vn−k}) is
(qn − qk)(qn − qk+1) · · · (qn − qn−1). It follows that the number of complements of W is given by
(qn − qk)(qn − qk+1) · · · (qn − qn−1)
(qn−k − 1)(qn−k − q) · · · (qn−k − qn−k−1) = q
k(n−k)
,
completing the proof. 
Lemma 4. Let V be an n-dimensional vector space over Fq and let c = (c1, . . . , ck) ∈ Nk with∑i ci = n. Then the
number of  ∈ Ok(V ) with type () = c is given by
q(
n
2 )(n)!
q
( c1
2
)
(c1)! · · · q
( ck
2
)
(ck)!
.
Proof. Weuse thewell-known result that the number of k-dimensional subspaces ofV is given by
(n
k
)=(n)!/(k)!(n−k)!
(Proposition 1.3.18 in [17]). To choose = (V1, V2, . . . , Vk) ∈ Ok(V ) with type() = c, we proceed as follows: ﬁrst
choose V1 of dimension c1. Then choose a complement of V1. In this complement, choose V2 of dimension c2. And so
on. It follows that the number of elements in Ok(V ) of type c is(
n
c1
)
× qc1(n−c1) ×
(
n − c1
c2
)
× qc2(n−c1−c2) × · · · ×
(
n − c1 − · · · − ck−1
ck
)
× qck(n−c1−···−ck).
This expression is easily seen to be equal to the expression given in the statement of the lemma. 
Theorem 5. Fix k ∈ P and functions f1, f2, . . . , fk : N → K . Deﬁne a new function h : N → K by
h(dim V ) =
∑
f1(dim V1)f2(dim V2) · · · fk(dim Vk),
where the sum is over all (V1, . . . , Vk) ∈ Ok(V ) . Then the Eulerian generating function of h is given by
Qh(x) = Qf1(x)Qf2(x) · · ·Qfk (x).
Proof. This is immediate from Lemma 4. 
Though not required for the problem considered in the next section, for completeness we now give the composition
formula. By a partition of a ﬁnite-dimensional vector space V over Fq we mean a set {V1, V2, . . . , Vk} of nonzero
subspaces such that V = V1V2 · · ·Vk . Let (V ) denote the set of all partitions of V.
Theorem 6. Given functions f : P → K and g : N → K with g(0) = 1, deﬁne a new function h : N → K by
h(0) = 1 and
h(dim V ) =
∑
={V1,...,Vk}
f (dim V1)f (dim V2) · · · f (dim Vk)g(k), dim V > 0,
2138 M.K. Srinivasan / Discrete Mathematics 306 (2006) 2134–2140
where the sum ranges over all  ∈ (V ). Then
Qh(x) = Eg(Qf (x)).
We omit the proof as it is virtually identical to the proof of Theorem 5.1.4 in [18]. It is also a special case of the
composition formula for exponential structures (see [16]). For another perspective on this formula and some applications
see [2,13,14].
3. Square matrices with no eigenvalue in Fq
Let V be a ﬁnite-dimensional vector space over Fq and let  : V → V be a linear map. For  ∈ Fq , the subspace
S(, ) = {v ∈ V : (v) = v} is called the -invariant subspace of . Note that this could be the zero subspace.
For notational convenience, for the rest of this section we ﬁx a bijection  : [q] → Fq , where [q] = {1, 2, . . . , q}.
Before discussing eigenvalue free matrices, we ﬁrst consider the case of diagonalizable matrices. For a nonnegative
integer n, deﬁne
Dq(n) = number of diagonalizable n × n Fq -matrices.
We have the following Eulerian generating function for the sequence {Dq(n)}n0:
Theorem 7.
∑
n0
Dq(n)
xn
q(
n
2 )(n)! =
⎛
⎝∑
n0
xn
q(
n
2 )(n)!
⎞
⎠
q
.
Proof. LetVbe aﬁnite-dimensional vector space overFq . There is a bijection between diagonalizable operators onV and
Oq(V ): with a diagonalizable linear map  : V → V associate the sequence(S(,(1)), . . . , S(,(q))) ∈ Oq(V ).
The result now follows from Theorem 5, applied to the constant functions
f1, f2, . . . , fq : N → K ,
where fi(n) = 1, for all i and n. 
Diagonalizable n × n matrices are one end of a spectrum, the other end being n × n matrices having no eigenvalue.
We now relate these two families of matrices through Möbius inversion on an appropriate poset. Speciﬁcally, we deﬁne
a rank-n graded poset and two functions F and G related by Möbius inversion on this poset, such that the following
holds: the sum of the values of F at the rank-n elements equals Dq(n) and the value of G at the minimum element is
dq(n). More generally, dq(n, k) is the sum of the values of G at the rank-k elements.
Let Bq(n) denote the poset of subspaces (under inclusion) of an n-dimensional vector space over Fq . Let V be a
ﬁnite-dimensional vector space over Fq . Deﬁne a poset P(V ), whose underlying set is
P(V ) =
∐
W
Oq(W),
where the (disjoint) union is over all subspaces W of V and where (V1, V2, . . . , Vq)(W1,W2, . . . ,Wq) if and only if
Vi ⊆ Wi , for all i. It is easily seen that P(V ) is a rank-n graded poset with rank function given by rank (V1, . . . , Vq)=∑q
i=1 r(Vi) (we denote the dimension of a vector space V by r(V )). We denote by Pk(V ) the set of elements of P(V )
of rank k. The Möbius function of P(V ) is readily calculated. Given (V1, . . . , Vq)(W1, . . . ,Wq) it is easy to see that
the interval [(V1, . . . , Vq), (W1, . . . ,Wq)] is order isomorphic to
Bq(r(W1) − r(V1)) × Bq(r(W2) − r(V2)) × · · · × Bq(r(Wq) − r(Vq)).
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It follows by the Product theorem (Proposition 3.8.2 in [17]) and Hall’s theorem [11] on the Möbius function of Bq(n)
(Example 3.10.2 in [17]) that the Möbius function of P(V ) is given by: for (V1, . . . , Vq)(W1, . . . ,Wq)
((V1, . . . , Vq), (W1, . . . ,Wq)) =
q∏
i=1
(−1)r(Wi)−r(Vi )q
(
r(Wi )−r(Vi )
2
)
.
Let dim V = n. Deﬁne functions F : P(V ) → K and G : P(V ) → K as follows:
F((V1, . . . , Vq)) = #{ : V → V :  is Fq -linear and Vi ⊆ S(,(i)), for all i ∈ [q]},
G((V1, . . . , Vq)) = #{ : V → V :  is Fq -linear and Vi = S(,(i)), for all i ∈ [q]}.
A little reﬂection shows that
F((V1, . . . , Vq)) = qn(n−
∑q
i=1 r(Vi )),
F((V1, . . . , Vq)) =
∑
G((W1, . . . ,Wq)),
where the sum is over all (W1, . . . ,Wq) ∈ P(V ) satisfying (V1, . . . , Vq)(W1, . . . ,Wq).
It follows by the Möbius inversion formula that
dq(n, k) =
∑
(V1,...,Vq )∈Pk(V )
G((V1, . . . , Vq))
=
∑
(V1,...,Vq )∈Pk(V )
∑
(W1,...,Wq) (V1,...,Vq )
{
q∏
i=1
(−1)r(Wi)−r(Vi )q
(
r(Wi )−r(Vi )
2
)}
q
n
(
n−∑qj=1 r(Wj ))
.
Interchanging the order of summation we see that dq(n, k) is equal to
∑
(W1,...,Wq)∈P(V )
⎧⎨
⎩
∑
(W1,...,Wq) (V1,...,Vq )∈Pk(V )
q∏
i=1
(−1)r(Wi)−r(Vi )q
(
r(Wi )−r(Vi )
2
)⎫⎬
⎭ qn
(
n−∑qj=1 r(Wj ))
.
Before giving the proof of Theorem 2, we recall the following formula, which is a version of the q-binomial theorem
(for a proof, see the solution to Exercise 45a of Chapter 3 of [17]).
Lemma 8. Let W be a ﬁnite-dimensional vector space over Fq . Then
∑
U
(−1)r(W)−r(U)q
(
r(W)−r(U)
2
)
yr(U) = (y − 1)(y − q) · · · (y − qr(W)−1),
where the sum is over all subspaces U of W.
Proof of Theorem 2. LetV be an n-dimensional vector space over Fq .We can think of the right-hand side as a product
of q + 1 Eulerian generating functions (in x). Thus, from Theorem 5, we see that the coefﬁcient of xn/q( n2 )(n)! in the
rhs is given by
∑
(W1,...,Wq+1)∈Oq+1(V )
(
q∏
i=1
{(y − 1)(y − q) · · · (y − qr(Wi)−1)}
)
qr(Wq+1)
2
.
Now r(Wq+1) = n −∑qj=1r(Wj ). For ﬁxed W1, . . . ,Wq , the number of choices for Wq+1, by Lemma 3, is qt , where
t = (∑qj=1r(Wj ))(n −∑qj=1r(Wj )). Since
qr(Wq+1)
2
qt = qn(n−
∑q
j=1r(Wj )),
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we see that the expression above can be rewritten as
∑
(W1,...,Wq)∈P(V )
(
q∏
i=1
{(y − 1)(y − q) · · · (y − qr(Wi)−1)}
)
q
n
(
n−∑qj=1r(Wj ))
.
Applying Lemma 8, the expression above can be further rewritten as
∑
(W1,...,Wq)∈P(V )
⎛
⎝ q∏
i=1
⎧⎨
⎩
∑
Vi⊆Wi
(−1)r(Wi)−r(Vi )q
(
r(Wi )−r(Vi )
2
)
yr(Vi)
⎫⎬
⎭
⎞
⎠ qn(n−∑qj=1r(Wj )).
The coefﬁcient of yk in the expression above is now easily seen to equal the formula for dq(n, k) displayed before
Lemma 8. That completes the proof. 
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