Near-infrared spectroscopy is used to quantify the subcutaneous adipose tissue thickness ͑ATT͒ over five muscle groups ͑vastus medialis, vastus lateralis, gastrocnemius, ventral forearm and biceps brachii muscle͒ of healthy volunteers ͑n=20͒. The optical lipid signal ͑OLS͒ was obtained from the second derivative of broad band attenuation spectra and the lipid absorption peak ͑ = 930 nm͒. Ultrasound and MR imaging as well as mechanical calliper readings were taken as reference methods. The data show that the OLS is a good predictor for ATT ͑ Ͻ 16 mm͒ with absolute and relative errors of Ͻ0.8 mm and Ͻ24%, respectively. The optical method compares favourably with calliper reading. The finding of a non-linear relationship of optical signal vs. ultrasound is explained by a theoretical two-layer model based on the diffusion approximation for the transport of photons. The crosstalk between the OLS and tissue hemoglobin concentration changes during an incremental cycling exercise was found to be small, indicating the robustness of OLS. Furthermore, the effect of ATT on spatially-resolved spectroscopy measurements is shown to decrease the calculated muscle hemoglobin concentration and to increase oxygen saturation.
Introduction
Near-infrared spectroscopy ͑NIRS͒ has been used for a number of years as a noninvasive tool for the quantification of muscular oxygenation ͑e.g., see reviews in Refs. 1-3͒. It relies on the low absorption of biological tissue for wavelengths in the range 600 to 1000 nm, which permits a photon penetration deep enough to probe muscular tissue and therefore supplies information of hemoglobin ͑and myoglobin͒ concentration and its oxygenation during exercise. Different methodological approaches have been followed to quantify hemoglobin concentration based on continuous wave, time-, or frequency-domain spectroscopy at a number of wavelengths in conjunction with models for the transport of photons in tissue ͑e.g., Refs. 4 and 5͒. Most NIRS monitoring systems are based on a few source and detector positions only, and therefore it is difficult to discern, measure, or discriminate between different tissue sections. Consequently, the underlying models to convert spectroscopic data into hemoglobin concentrations assume a homogeneous tissue with bulk optical properties of absorption and scattering. It is obvious that for muscular tissue this assumption is wrong, and skin and especially subcutaneous fat has to be taken into account. Experimentally, it has been pointed out before that the calculated hemoglobin changes correlate with the adipose tissue thickness ͑ATT͒, i.e., the subcutaneous fat layer that consists predominantly of lipid. [6] [7] [8] The effect of layered structures on reflectance data has been described and analyzed by experiments using tissue simulating phantoms and mathematical models. [9] [10] [11] [12] [13] [14] [15] The broader purpose of this work is to provide the background for improvement of NIRS methodology. Here we expand on a preliminary report 16 with the objective to quantify the lipid content of the subcutaneous layer ͑ATT͒, and a description within a theoretical model. In a second step this knowledge of the ATT can be applied for a correction of NIRS algorithms for the conversion of spectroscopic data into hemoglobin concentrations of muscular tissue. 17 This is, however, beyond the scope of this work.
NIRS has been applied before for the quantification of body lipid content, with focus either on subcutaneous fat, on total body fat, or selected tissues. Conway, Norris, and Bodwell 18 demonstrated that lipid in tissue can be quantified by analysis of its absorption peak close to 930 nm in broadband attenuation spectra, and that this correlates with total body fat. A commercial optical body fat analyzer ͑Futrex 5000 and 6100, Futrex Incorporated Hagerstown, Maryland͒ has been developed based on the attenuation data at two or six wavelengths in the NIR region, and promises to calculate total body fat. Studies have been published to evaluate its performance either for ATT or whole body fat measurements. Fuller, Dewit, and Wells 19 compared skin fold thickness with optical signals and concluded that the data were insufficient to fully decide the usefulness of the Futrex system. Kalantar-Zadeh et al. 20 compared NIRS lipid signals as measured by the Futrex 5000 with skin folds on the biceps and found poor correlation ͑correlation coefficient R = 0.55͒. Another study showed that the same system performed not better than skin fold or ultrasound measurements in the assessment of either subcutaneous or total body fat. 21 Furthermore, the system was evaluated to estimate total body fat with the conclusion that the skin fold data ͑calliper͒ is more accurate as a predictor. 22 On a similar line, Schreiner et al. 23 found that the device offers little advantage in reliability over conventional measures ͑weight, size, height, etc.͒ for an estimation of the body mass index ͑BMI͒. Hicks et al. 24 reported that body fat is reliably estimated in only two of three subjects. In another study it was concluded that the Futrex 6100 produced unacceptable data quality for percent body fat estimations. 25 There are more reports published with similar outcomes on this ambitious goal to use the optical signal as a predictor of total body lipid content. [26] [27] [28] [29] A different optical device has been developed based on reflectance measurements at three distances with one wavelength ͑660 nm͒, and a better correlation of optical data with body fat and electrical impedance data was found. [30] [31] [32] Other thorough spectroscopic approaches based on timedomain or diffuse optical imaging focused on the simultaneous quantification of lipid and hemoglobin or water in tissue. [33] [34] [35] For a full understanding of optical fat measurement, the transport of photons in highly scattering media like tissue has to be considered and included. The theoretical analysis of the effect of layered structures on optical data has been dealt with in a number of publications ͑e.g., Refs. 7, 10, 36, and 37͒. Most of this work utilizes Monte Carlo simulations ͑MCS͒ for the calculation of photon reflectance, absorption, or optical path length depending on tissue geometry and the optical properties ͑absorption coefficient a , transport scattering coefficient s Ј, refractive index n͒. To overcome the long computational time inherent to MCS, Kienle et al. 38, 39 developed an analytical solution for the reflectance of a homogeneous two-layer structure.
In this work we readdress the quantification of ATT by near-infrared spectroscopy and try to tie this topic up both from the experimental and model perspective. The outline of this work is as follows: We show by comparison and correlation with ultrasound, standard calliper readings, and magnetic rasonance imaging ͑MRI͒ that ATT can be predicted with optical means. To that end we compare optical data acquired over five different muscle groups of healthy subjects. A theoretical model of layered structures for the light transport in tissue is exploited to predict the lipid signal in the optical spectra, and to explain the observed nonlinear relationship of optical and reference data. In addition, this model allows the sensitivity and errors to be estimated depending on the source-detector distance of the optical measurement and the tissue optical properties. For NIRS monitoring of muscle oxygenation, two further aspects are important that are analyzed both in experiment and model. We show that the crosstalk of the optical lipid signal with hemoglobin changes in the tissue is small, and further report on the influence of the ATT on the measured hemoglobin parameters.
Methods
The spectroscopy system is based on a Peltier-cooled slowscan charge-coupled device ͑CCD͒ camera ͑Spec-10, Roper Scientific, Princeton Instruments, Trenton, New Jersey͒ with a 1340ϫ 400 pixel detector array and 16-bit resolution in combination with a spectrometer ͑SP-150, Acton Research, Acton, Massachusetts͒ with a diffraction grating of 300 grooves/ mm and a blaze wavelength of 750 nm, resulting in an overall detection range between 550 and 1000 nm. Six lightdetecting fiber bundles of 1 mm diam were arranged in a line separated by ⌬ = 2.5 mm at a mean distance =35 mm from the light delivering bundle ͑5 mm diam͒. The detection bundles were connected to the input slit of the spectrometer with a separation of 0.5 mm to clearly separate the six independent spectra recorded. The output of a standard 50-W halogen light source was focused with a condensor optic into the light-delivering-fiber bundle. An integrating sphere of 8 in. diam ͑IS-080-SF, Labsphere Incorporated, Estacada, Or-egon͒ served as a normalization standard. The acquisition rate was typically 0.4 Hz. A pixel binning of 10 was set for the horizontal ͑wavelength͒ axis of the CCD chip, while for its vertical axis the binning was selected to include the pixels illuminated by each fibre. Count rates were typically in the range of 5000 s −1 pixel −1 ͑including binning͒ for each fiber. Data acquisition and on-line analysis of the spectra was programmed in Labview 7.1 ͑National Instruments Incorporated, Austin, Texas͒ based on the driver package SITK ͑Roper Scientific, USA͒ giving full control of all camera functions as well as an on-line evaluation. All raw spectra were stored for additional and independent off-line data evaluation in Matlab ͑Version R2006b; Mathworks Incorporated, Natick, Massa-chusetts͒. The wavelength dependence of the recorded reflected light intensities I i ͑index i =1 to 6 signifying the de-tector͒ was corrected by the reference spectra I ref,i ͑͒ recorded with the integrating sphere and converted into attenuation spectra,
The resolution of the spectrometer system was about 10 nm. For the quantification of the lipid content, the attenuation spectra ͓unit is optical density ͑OD͔͒ for the distances =29, 31.5, and 34 mm were averaged. The larger source-detector distances of 36.5, 39, and 41.5 mm were ignored, as in some cases the lower light intensity resulted in larger errors of the optical lipid signal ͑OLS͒.
Optical reflectance spectra, ultrasound measurements, and calliper skin fold readings were collected from 20 volunteers ͑10 male; age 26 ͑ Ϯ 2.7͒ yrs, height 181 ͑ Ϯ 8͒ cm, body weight 76 ͑ Ϯ 6͒ kg; and 10 female, age 24 ͑ Ϯ 2.7͒ yrs, height 171 ͑ Ϯ 8͒ cm, body weight 63 ͑ Ϯ 7͒ kg͒. For each volunteer, data were sampled on the skin over five muscle groups ͑gastrocnemius, musculus vastus lateralis, musculus vastus medialis, forearm muscle, and biceps branchii muscle͒, both on left and right hemispheres. Additionally, the forearm readings were repeated with the arm held in a vertical position over the head to induce changes in hemoglobin concentration. This gave a total of 240 samples from 200 sites. The optical spectra were collected for about 60 sec and averaged. Optical spectra and ultrasound images ͑SonoSite 180, 5-MHz Linear Transducer, SonoSite Incorporated, Bothell, Washington͒ were taken from the same sites. As the pressure of the ultrasound transducer might affect the lipid thickness reading, the ultrasound-measured ATT US thickness was taken from three independent images and averaged. Calliper measurements were taken from the skin fold thickness at the sites of light interrogation with a standard calliper ͑Slim Guide Skinfold Caliper, Creative Health Products, Plymouth, Michigan͒, with calliper skin thickness ͑CST͒ being half these values. All calliper readings were taken by the same person, with the volunteers seated in a relaxed position with a 90-deg flexion at the knee joint and the arm resting on a table. From the 200 sample sites and 240 readings, 182 calliper readings could be obtained. For the remaining positions ͑58 corresponding to 24.2%͒, the tissue elasticity was not high enough to allow a reading with the mechanical calliper. These 58 sites separate for the different muscles groups: forearm 0, biceps brachii 0, vastus lateralis 17, vastus medialis 22, and gastrocnemius 19 ͑with 40 sites per muscle group͒. To check this high failure rate, a second, independent calliper reading was taken in selected volunteers, which did not improve the data.
MRI images of three subjects ͓age 27 ͑ Ϯ 3.2͒ yrs, height 170 ͑ Ϯ 8͒ cm, body weight 63 ͑ Ϯ 14͒ kg͔ were obtained using a MR scanner operating at 0.5 T field strength ͑T5 II, Philips, Netherlands͒. A spin-echo sequence ͑TR= 600 ms, TE= 20 ms͒ was employed to acquire 16 images of 5-mm slice thickness. To that purpose, the thigh and calf of volunteers was placed into a dedicated knee-receive-coil. Vitamin E pills served as anatomical markers for the placement of the optical fibers. The adipose thickness ATT MR was read by visual inspection of the MRIs images and compared with the OLS. Six to nine measurements were taken for both thigh and calf, giving a total of 46 measurements for three subjects.
Additionally, 18 datasets from 8 volunteers ͓4 male, age 29.3 ͑ Ϯ 5.4͒ yrs, height 187 ͑ Ϯ 11͒ cm, body weight 75 ͑ Ϯ 9.0͒ kg; 4 female, age 29.5 ͑ Ϯ 10.3͒ yrs, height 168 ͑ Ϯ 3͒ cm, body weight 63 ͑ Ϯ 6͒ kg͔ acquired during incremental cycling exercise under hypoxic conditions were reanalyzed ͑for details see Geraskin et al. 40 ͒. In this study, the thigh ͑vastus lateralis muscle͒ was monitored for four hours with three periods of incremental cycling power ͑steps of ⌬P =30 W up to maximal power͒ under normoxic or altitude conditions of 2000 and 4000 m ͑oxygen concentrations of 21.0, 15.4, and 11.9% in the inhaled air͒. Maximal exercise power and hypoxic conditions resulted in large changes in hemoglobin concentrations and a strong desaturation, and therefore this served to test for possible crosstalk from hemoglobin absorption to the optical lipid measurements. For these volunteers, ultrasound ATT US was measured as well ͑Vivid 3, 739 L Superficial, General Electric͒.
All subjects provided their informed consent and were aware that they were free to terminate the testing at any time without consequence for doing so.
In Figs. 1͑a͒ and 1͑b͒, ultrasound images from two volunteers are shown that were measured over the vastus lateralis muscle. The adipose tissue layer is revealed as a region of low signal over the muscular tissue with its more complex structure in the images. In Fig. 1͑c͒ , two attenuation spectra are depicted, measured for the same tissues shown in Figs. 1͑a͒ and 1͑b͒ by averaging the attenuation for source-detector distances at = 29.0, 31.5, and 34.0 mm. In the spectra, the prominent absorption of deoxygenated hemoglobin deoxyHb ͑ Ϸ 760 nm͒ and water ͑ Ϸ 970 nm͒ are apparent. The strong peak close to 930 nm coincides with the absorption of pure lipid 41 ͓dashed line in Fig. 1͑c͔͒ . As the adipose tissue has a low water content, the water absorption band is more pronounced for the tissue with smaller ATT.
The first objective is to estimate the tissue lipid content from the optical spectra. To this end the second derivative of the attenuation spectra with respect to the wavelength was calculated and smoothed over an effective bandwidth of 3 nm. In Fig. 1͑d͒ this is shown for the spectra of Fig. 1͑c͒ . In these spectra, the signal of the lipid absorption is the prominent feature, and the optical lipid signal OLS is taken as the magnitude of these spectra at 930 nm. To account for noise in the spectra, the magnitude within a bandpass of 7 nm was considered: Fig. 1 Ultrasound images of the tissue over the vastus laterals muscle with lipid layers marked by arrows ͑a͒ with a thickness ATT US = 3 mm and ͑b͒ ATT US = 11.4 mm. ͑c͒ Attenuation spectra normalized at 800 nm measured for the tissue shown in ͑a͒ and ͑b͒. For comparison, the absorption spectrum of pure lipid 41 ͑right-hand scale͒ is shown. ͑d͒ Second differential with respect to of the spectra in ͑c͒. The optical lipid signal OLS is here defined as the magnitude of ‫ץ‬ 2 A / ‫ץ‬ 2 at 930 nm.
OLS is given in units of OD· nm −2 . The derivative spectrum is less sensitive to variations in tissue absorption that are not attributed to lipid, and therefore crosstalk from other tissue absorbers ͑mainly water and hemoglobin͒ is reduced. In an independent approach, the lipid signal was estimated from the area of the derivative spectra: however, this proved to be less reliable with increased variations and residue when compared with ultrasound, and was therefore discarded. For the calculation of the oxygenation parameters, the spatially resolved spectroscopy ͑SRS͒ approach was followed, which calculates tissue absorption spectra a ͑͒ from the slope of attenuation ⌬A with source-detector distance ⌬. 42-44,40
The transport scattering coefficient s Ј͑͒ is unknown but can be approximated from literature values. 45 For a wavelength range 720 nmϽϽ860 nm, these absorption coefficient spectra were converted into hemoglobin concentrations for oxyHb and deoxyHb via matrix inversion by assuming that the absorption is dominated by hemoglobin with extinction coefficients, 46 referring to the hemoglobin molecule. The total hemoglobin concentration ͑tHb= oxyHb+ deoxyHb͒ and oxygen saturation SO 2 = oxyHb/ tHb were subsequently calculated.
Modeling
To study and describe the reflectance of the tissue, the reflectance was modeled for a two-layered structure, where the upper layer mimics the adipose tissue ͑thickness ATT ഛ 16 mm͒ and the lower layer represents muscle ͑infinite thickness͒. The main difficulty for any model is the selection of the appropriate absorption and scattering properties, expressed by a and s Ј.
In-vitro measurements by Simpson et al. 47 showed values of s Ј in the range of 2 mm −1 for skin, 1. 41 provided, the absorption spectra of purified lipid ͓see Fig. 1͑c͔͒ , which coincides well with in-vitro data. 47 Matcher, Cope, and Delpy 45 obtained absorption coefficients of about 0.023 ͑ Ϯ 0.004͒ mm −1 for the bulk tissue of the forearm and 0.017 ͑ Ϯ 0.005͒ mm −1 for calf at 800 nm. This is in line with other work. 34, 50 Based on these literature values, the following parameters were chosen for the simulations, with a and s Ј set independently for muscle ͑index M͒ and lipid ͑index L͒ layers:
a,M = 0.005, 0.01, and 0.02 mm −1 , and s,M Ј = 0.7, 1.0, and 1.3 mm −1 . The same scattering properties were used for the lipid layer ͑ s,L Ј ͒. The wavelength-dependent absorption coefficient of the lipid layer a,L was taken from the spectra of pure lipid a,lipid ͓Fig. 1͑c͔͒, assuming that the adipose tissue layer is pure lipid. 41 To account for additional chromophores, an additional offset a,Loffset between 0.0 and 0.006 mm −1 in steps of 0.002 mm −1 was included: a,L = a,lipid + a,Loffset . Therefore, all parameters besides a,L were assumed to be wavelength independent. The refractive index was set to n = 1.4 for both layers. Reflectance was calculated for sourcedetector distances up to 45 mm.
To compare the experimental OLS data with the simulations, reflectance spectra were calculated for the range 850 to 970 nm by inclusion of the spectra a,lipid ͑͒. These spectra were converted into attenuation spectra and analyzed as described for the experimental attenuation data, i.e., the second derivative with respect to wavelength was computed with the OLS obtained in analogy to Eq. ͑2͒. To mimic the finite spectral resolution of the experimental setup ͑about 10 nm͒, the simulated attenuation spectra were smoothed with a gliding average filter. Initially, a Monte Carlo model was employed for this calculation, which is rather computationally time consuming when reflectance spectra were required. 51 Finally, all calculations were done with an analytical solution for the two-layer model based on diffusion approximation. 38, 39 For this purpose, an executable program was kindly provided by Kienle. 52 For a limited set of tissue parameters, the agreement of Monte Carlo and the analytical method was confirmed.
Results

Experimental Lipid Measurements
In Figs. 2-4, the correlation plots of the optical lipid signal OLS with ultrasound ATT US , calliper skin thickness ͑CST͒, and MRI-based ATT MR are shown with ATT in the range from Ͻ1 to 16 mm. In Fig. 2͑a͒ , each point represents data from a single subject with different symbols for the five muscle groups. There is a clear nonlinear relationship between OLS and ATT US . For the estimation of prediction accuracy in the optical estimation of ATT, the data of Fig. 2͑a͒ were fitted by the function Fig. 2͑a͒ . To estimate the prediction errors, two values were considered. The mean magnitude of the residuum
which gives an approximation of the absolute error, and the relative deviation
For the data of Fig. 2͑a͒ , this analysis gave a = 0.84 mm and r = 28%.
To allow a comparison with published work, the correlation coefficient R was evaluated: when ATT US was directly correlated with OLS, R = 0.92 was obtained. Taking the nonlinearity into account by scaling ATT US by Eq. ͑4͒ including p 1 and p 2 , gave R = 0.95.
When averaging the experimental data for each of the five muscle groups, the mean values ͑ Ϯ SD͒ shown in Fig. 2͑b͒ were obtained. There is a clear difference in mean ATT value for the different muscles with large intersubject variations. As can be expected, for the thigh ͑vastus lateralis and vastus medialis͒, the ATT is larger than for the calf ͑gastrocnemius͒ and the arm. The fitted line from the data of Fig. 2͑a͒ correlates well with these mean values. The explanation for the nonlinear relationship between ATT US and OLS can be found in the optical path length in the lipid layer, which depends both on its thickness and the underlying muscular tissue. A detailed analysis is presented next within the theoretical model. The error bars given at the lower and upper end of the ATT US range of Fig. 2͑a͒ are based on experimental uncertainties in determining the ultrasound and OLS ͑see next for details͒. The same OLS data were correlated with calliper skin thickness ͑CST͒, which is shown in Fig. 3 . CST is limited to the range ഛ7 mm, and as said in Sec. 2, no reading could be obtained for 24.2% of the samples. We have no explanation for this failure rate, but suspect that it is due to limitations in the calliper instrumentation and the underlying approach.
For a limited number of measurements, CST is small ͑ Ͻ 1 mm͒ with corresponding high OLS values. Again the data were fitted according to Eq. ͑4͒ ͑with p 1 = 5.429· 10 −3 OD· nm −2 and p 2 = 0.1876 mm −1 ͒ giving the histogram of the residuum shown in the insert. The prediction errors are a = 1.2 mm and r = 93%.
When taking a calliper reading it must be assumed that the sum of both skin and adipose tissue is measured. Therefore it seems obvious that an offset has to be included that takes into account the skin thickness. Equation ͑4͒ was therefore modified to include a third fitting parameter as offset, OLS = p 1 · ͓1 − exp ͑−p 2 ·REF−p 3 ͒ ͔. When fitting this function to the experimental data, no marked difference was obtained in terms of residuum and prediction errors a and r . Calliper CST and ATT US were correlated ͑data not shown͒, and assuming that both measurements depend linearly on the lipid layer, a linear regression was fitted, giving prediction errors a = 1.2 mm and r = 43% ͑again, for the 75.8% of the samples where a reading could be obtained͒. To permit a better comparison of the methods, the optical lipid signal and ultrasound readings were evaluated ͑OLS versus ATT US ͒ for the same limited dataset, giving prediction errors of a = 0.7 mm and r = 31%.
For the separate experimental dataset based on MRI, the correlation with OLS is shown in Fig. 4 . An example MRI is shown in the insert where the nine vitamin E markers can be seen, and the approximate measurement positions for the optical spectra are numbered ͑O1 to O9͒. The regions rich in lipid are revealed by high signal intensity. The smallest ATT MR values ͑2 mm͒ are larger than for the ATT US data, as all measurements were taken from the leg ͓compare with Fig.  2͑b͔͒ . Fitting the data according to Eq. ͑4͒ ͑REF= ATT MR ͒ gives parameters p 1 = 7.443· 10 −3 OD· nm −2 and p 2 = 0.0979 mm −1 . The prediction errors are a = 0.9 mm and r = 16%. The results of the prediction errors are summarized in Table 1 .
Estimation of Errors
The prediction error a of ATT based on the OLS is on the order of 0.7 to 1.2 mm, which brings up the question of experimental limitations for each measurement modality. The ATT US values were generated by an analysis of three readings taken from three different images, with the mean of these three readings taken as ATT US for each sample. The standard deviation of the three readings was also calculated, which had a mean of 0.26 mm when averaging over all samples. Similarly, for the optical attenuation spectra of the three detectors, the OLS was calculated independently with the mean plotted in Figs. 2-4 . The standard deviation of OLS for the three detectors was evaluated for each measurement site that had a mean value of 4.14· 10 −4 OD· nm −2 . These two mean values of the standard deviations represent a lower limit for the attainable residuum. In Fig. 2͑a͒ , these inherent experimental errors are plotted for two arbitrary points at the lower and upper ATT US range of the fitted curve. It was tested whether this is the dominant error with the hypothesis that a larger standard deviation of the three independent measurements is correlated with a larger residuum. To this end, the standard deviation in the three OLS values was correlated with the residuum of Fig. 2͑a͒ for all 240 samples. Similarly, the standard deviation of the three ultrasound readings was correlated with the residuum. These plots ͑data not shown͒ showed no clear correlation and therefore gave no indication that the residuum for the data of Fig. 2͑a͒ is predominantly due to these experimental limitations.
The main limitation of the calliper readings is likely to be due to differences in tissue structure and composition that determine the mechanical properties, which is beyond the validation or assessment outlined here. The limited CST range ͑ Ͻ 7 mm͒ makes it difficult to compare the findings of CST versus ATT US and OLS versus ATT US . When taking ATT readings from the MRIs, similar errors for the ultrasound images resulted. Additional errors are likely to have occurred as the subjects had to be repositioned after taking MRIs in the MR coil to readings of optical spectra.
Crosstalk of Optical Lipid Signal with
Hemoglobin A further concern is that the hemoglobin concentration and oxygenation saturation of both the adipose and the muscle tissue influence the OLS due to variations in the tissue attenuation spectra. To clarify this point experimentally, data acquired during an exercise protocol were reanalyzed. In Fig. 5 , data from a four-hour period is shown monitoring oxygenation during incremental cycle exercise periods. The optical lipid signal has a mean value OLS= 0.0027 OD· nm −2 with variations of about Ϯ5%. The incremental exercise resulted in strong alterations of blood flow and oxygenation ͑for details see Geraskin et al. 40 ͒ and subsequently in large attenuation changes. The time course of attenuation at 760 nm ͑see Fig. 5͒ varies by about 0.35 OD ͑corresponding to more than a factor of 2 in intensity͒ and 0.25 OD for = 930 nm. For three points in times t 1 , t 2 , and t 3 at various phases ͑power loads͒ of the first exercise period, the attenuation spectra are shown in the insert. There is no apparent correlation of OLS and attenuation. Similar variations in OLS were observed in 18 other datasets acquired during the same exercise paradigm ͓mean of ATT US 5.5 ͑ Ϯ 3.5͒ mm͔. The mean of the coefficient R for the correlation between OLS and A͑760 nm͒ was 0.37 ͑ Ϯ 0.20͒. The coefficient of variation CV in OLS averaged over these 18 long datasets was 3.8 ͑ Ϯ 2.9͒%. Based on the fitted line shown in Fig. 2 , this variation of 3.8% in OLS corresponds to an uncertainty in ATT of about 0.17 mm ͑at ATT= 4 mm͒. This number can be taken as an upper limit for the crosstalk of hemoglobin and OLS. With a similar intent to check for a crosstalk of different blood concentrations, the measurement on the forearm were done twice with the arm in a lower position ͑about the height of the heart͒ and by holding the arm upward. When comparing the OLS readings during upper and lower positions, no significant difference in the OLS was observed.
Influence of Adipose Tissue Thickness on Hemoglobin and SO 2
For the 240 measurements, the hemoglobin parameters oxyHb, deoxyHb, tHb, and SO 2 were plotted as a function of ATT US ͑Fig. 6͒, separately for each muscle group. There is a clear decrease in the concentrations and an increase in SO 2 with increasing ATT US for all sites. This trend is different in quality, as expressed by the correlation coefficient and in the slope for the different muscle groups. The correlation of tHb and ATT US is strongest for values derived from vastus lateralis and vastus medialis ͑R = 0.93 and 0.79, respectively͒, while weak for the forearm. Similarly, the correlation of SO 2 and ATT US is best for the large muscle groups of the thigh and lowest for the forearm.
Comparison with Tissue Model
The tissue model was employed to further shed light on the experimental findings with the objectives to explain the magnitude of the OLS and its nonlinear relationship with ATT, its dependence on source-detector distance , and to estimate the influence of the optical properties of the tissue ͑ s Ј, a ͒. Furthermore, the experimental condition of a finite bandwidth of the spectrometer has to be evaluated. Here the two-layer model described in Sec. 2 was employed with the upper and lower layer being lipid and muscle. In Fig. 7͑a͒ the calculated optical lipid signal is plotted as a function of ATT with fixed,
wavelength independent values a,M = 0.01 nm −1 , s,L Ј =1 mm −1 , and s,M Ј =1 mm −1 . The absorption of the lipid layer a,L is assumed to be that of pure lipid. It is apparent that the source-detector distance has a strong influence on OLS. When ATT is small compared to , OLS increases approximately linearly with ATT, while for ATT Ͼ / 3 it levels off. The form of this function reflects the dependence of OLS on the photon penetration into the tissue ͑depth sensitivity profile͒, which increases with . As a consequence, when a lipid thickness of above 10 mm needs to be determined, a source-detector distance of ജ25 mm is advisable. With a similar argument, optical measurements of thicker adipose layers are likely to have larger absolute errors when is not appropriate.
To better compare the modeled functions with the experimental conditions, all further analysis was done by averaging the OLS signals for a detector geometry from =29 to 34 mm. This is shown in Fig. 7͑b͒ , where the influence of the transport scattering coefficient is scrutinized. Scattering of lipid was varied between s,L Ј = 0.7 mm −1 and 1.3 mm −1 , with the higher scattering giving a larger OLS. Again, this is explicable by the photon path length in lipid that scales with scattering. This is different from the muscle layer, where the effect of variations from s,M Ј = 0.7 to 1.3 mm −1 is small, with the higher muscle scattering giving a slightly higher OLS. Unsurprisingly, the effect of muscle scattering is smallest for large ATT, as the relative photon path length in the muscle layer gets smaller with larger ATT.
The influence of the absorption coefficient a on OLS is depicted in Fig. 8 , where it is assumed that the absorption of the lipid layer is that of pure lipid added by a wavelength independent offset. The largest offset chosen here ͑0.006 mm −1 ͒ is in the range of the likely muscle absorption coefficient and is much higher than what can be expected for adipose tissue. For this offset, the change in OLS is about 13% at the highest ATT.
For a comparison of the experimental findings shown in Figs. 1-5 , the model was modified to take into account the finite resolution of the optical spectrometer employed for the measurement of the attenuation spectra. To simulate this resolution, the modeled tissue reflectance spectra were smoothed by a gliding average filter with bandwidths of 1, 10, 15, and 20 nm ͓Fig. 8͑b͔͒. To assess the agreement between experimental data and model, the most likely scattering and absorption properties have to be included. Here the following values were assumed: s,M Ј = 0.7 mm −1 , s,L Ј = 0.7 mm −1 , and a,Loffset = 0.002 mm −1 . Though these values are somewhat arbitrary, a vindication is given in Sec. 2. Furthermore, the absorption coefficient of the muscle layer was varied by a factor of 4 ͑ a = 0.005-0.02 mm −1 ͒. From the traces of Fig.  8͑b͒ , it is apparent that the effect of a,M on the OLS versus ATT relationship is small, which again is explicable by the small photon path length in muscle. The larger bandwidth considerably reduces the OLS signal as the lipid absorption feature at 930 nm ͓compare with Fig. 1͑c͔͒ is smoothed. To allow a comparison with the experimental data, the 240 OLS values shown in Fig. 2͑a͒ were grouped according to their corresponding ATT US values, with equally spaced intervals of 1 mm. For each interval, the mean ͑ Ϯ SD͒ of the experimental OLS values are plotted in Fig. 8͑b͒ . There is an overall agreement between the experimental data ͑spectrometer bandwidth Ϸ10 nm͒ and the model ͑for the modeled bandwidth =10 nm͒. However, it must be added that the uncertainties in the true scattering parameters of the lipid tissue have a large effect on the model predictions.
Discussion
With the work presented here, we follow and extend an earlier investigation by Conway, Norris, and Bodwell 18 and use the lipid absorption peak at about 930 nm by analysis of the second derivative of the attenuation spectra. A direct comparison with the data by Conway, Norris, and Bodwell is not feasible, as they compared the lipid signal with total body fat data rather than ATT, and details of their setup ͑e.g., bandwidth, source-detector distance͒ are not given. The reason for using the derivative of the spectra is that the background attenuation and crosstalk with other chromophores is reduced. Here we evaluated the ATT over five of the main skeletal muscle groups commonly studied with NIRS.
Correlation of optical lipid signal with ultrasound, calliper, and magnetic reasonance imaging. Our results show a strong correlation between the OLS and ultrasound measurement of ATT, indicating that the optical measure is a good indicator for ATT ͑Fig. 2͒. Though this might not be surprising, as lipid content is obviously linked to absorption, the significance of this finding is in the simplicity of the analysis, as no assumptions are made about the optical properties of tissue, the measurement geometry, the volume probed, or the hemoglobin content and oxygenation. OLS was found to be nonlinearly correlated with ATT ͑as measured by ultrasound, MRI, or calliper; Figs. 2-4 and Table 1͒ , and this was confirmed by a theoretical, two-layer model ͑Figs. 7 and 8͒. When fitting an exponential equation ͓Eq. ͑4͔͒ to the experimental data comparing OLS and ultrasound data ͑Fig. 2͒, a prediction error of ATT based on OLS was estimated to be about 0.84 mm or 28% when ATT data up to 16 mm were considered. This is comparable to optical versus MRI data ͑Fig. 4͒, though this is based on a different and smaller experimental dataset. Calliper readings were taken from the same sites as the ultrasound and OLS data: however, the elasticity and mechanical structure of skin prevented measurements to be obtained in about a quarter of the positions. For the remaining sites prediction errors and correlations with ultrasound data were larger than for OLS ͑Fig. 3 and Table 1͒ .
One source for errors is in the experimental inaccuracies both in determining ATT from ultrasound images and OLS from the optical attenuation spectra. These errors ͓experimental error bars in Fig. 2͑a͔͒ might explain a large part of the residuum. In conclusion, the data suggest that calliper readings are not found to be a reliable approach for the purpose of ATT determination, while OLS is a good predictor. This finding is in contrast to published work where a poor correlation of ATT and optical signal measured with a com-mercial system was reported. [19] [20] [21] Here we can only speculate explanations, though there are a few noteworthy points. First, a likely explanation for the published rather poor correlation is the smaller source-detector distance of the instrument, which limits the sensitivity ͑compare Figs. 7 and 8͒. Second, the relationship between NIRS OLS signal and the other measurement modalities is nonlinear, and therefore the assessment of the validity on a standard ͑linear͒ correlation coefficient, as done in the literature, is flawed and a first approximation only. Third, to our knowledge there is no systematic published study validating the technical aspects like choice of wavelength, bandwidth, source-detector distance, and spectroscopic analysis.
Small crosstalk with hemoglobin. The crosstalk with hemoglobin changes was found to be small ͑Fig. 5͒, even when large variations of muscle oxygenation and hemoglobin concentration were induced by an exercise up to the maximal exercise power. The experimental data showed a coefficient of variation in OLS of about 4% over a time period of four hours and low correlation with hemoglobin oxygen saturation or attenuation. This low crosstalk with underlying absorption of both lipid and muscle tissue was confirmed in the model ͑Figs. 7 and 8͒. This is comprehensible, as any absorption change with small wavelength variations at the lipid peak is removed by the second-derivative approach. This aspect is reassuring, as no simultaneous determination of hemoglobin is required and therefore the wavelengths might be restricted to a range of around 900 to 950 nm. Furthermore, in NIRS instrumentation, the optical ATT measurement can be done independently of hemoglobin measurements, which are usually based on wavelengths in the 700 to 850-nm range.
Source-detector geometry. The model presented in Fig.  7͑a͒ suggests that the source-detector distance should be at least twice the intended range of ATT measurements. For the experimental data of our study, the largest ATT US was 16 mm and therefore at the limit of detectability with the equipment employed. From the six detector positions of the experimental system, only three were used. As for the three with larger distances ͑36.5, 39.0, and 41.5 mm͒, the signal was low and therefore the noise level high. The data indicate that for smaller ATT values, a smaller source-detector distance might be sufficient, and it seems advisable to adapt to the ATT range. In the spectrometer setup employed here, the signal-tonoise ratio is rather critical, as the light intensity drops by about one order of magnitude for an increase of ⌬ =10 mm, and the quantum efficiency of the CCD detector is fairly low for Ͼ900 nm. Furthermore, the nonlinearity of the OLS versus ATT relationship derived in the model is a direct outcome of the depth dependence of photon distribution, and it suggests that the prediction errors of ATT are larger for large ATT.
Dependence of tHb and SO 2 on adipose tissue thickness.
For the body sites examined, the total hemoglobin concentration was found to decrease with ATT ͑Fig. 6͒. The physical explanation is the limited penetration depth into muscular tissue and its decrease with ATT. As the hemoglobin concentration of lipid is lower than for muscle, the apparent concentration as calculated by SRS is reduced. Similarly, SO 2 was found to increase with ATT ͑Fig. 6͒. These findings are similar to earlier results, though in the literature changes in hemoglobin or oxygen consumption and their dependence on ATT were evaluated. [6] [7] [8] In our data, the correlation of tHb with ATT was highest for the vastus lateralis and vastus medialis. The likely explanation is that these muscle groups are largest, and therefore the two-layer model is approximately valid. In the smaller muscles ͑forearm or biceps͒, the volume probed by the light might extend through the muscle to the bone, which might have different oxygenation parameters.
Comparison with a two-layer model. The comparison of the experimental data with the two-layer model ͑Fig. 7͒ relies on assumptions of a simplified model, i.e., mainly the absorption and scattering properties. As outlined in Sec. 2, literature values differ widely depending on the tissue interrogated, the experimental technique employed, and the analysis method used. In the model, the influence of s,M Ј was tested and found to be small ͓Fig. 7͑b͔͒, which underpins the experimental findings of a low crosstalk with hemoglobin. Further concern is variations in the absorption coefficient of the adipose tissue, as no direct measurement is attempted here. A fair assumption is that the blood content of adipose tissue is considerably lower than that of muscular tissue, and therefore the contribution of hemoglobin to the absorption is insignificant. Its influence on the model was tested by adding an offset in a ͓Fig.
7͑a͔͒, which is probably larger than the real value. The effect on the OLS versus ATT relationship was found to be small for small ATT, with increasing weight for larger ATT. Differences in the absorption coefficient of the muscle layer ͓Fig. 7͑b͔͒ were comparatively minute.
There are a number of obvious limitations to the model. First, the melanin absorption is neglected, which could be modeled as a third layer. Preliminary data from Monte Carlo simulations suggest the relative unimportance of this topic. Second, the layers were assumed to be homogeneous. Any nonhomogeneity might be modeled by Monte Carlo simulations, 36 though this would be futile without known geometry and exact optical properties. Third, for some smaller muscle groups, the photon penetration might reach beyond the muscle, and therefore a further layer simulating bone is needed. Furthermore, the scattering coefficient was assumed to be wavelength independent, though it drops by about −0.5· 10 −3 to − 1.0· 10 −3 mm −1 / nm. 34, 45 In a limited number of simulations, this effect was tested and found to be negligible. Another simplification and assumption is that the adipose tissue layer consists purely of lipid. Any deviation from this rough estimate does not affect the OLS versus ATT relationship but the model description.
Conclusion
From our data it can be concluded that NIR spectroscopy does provide the means to measure adipose tissue thickness, and this is shown for different body sites. This finding is in contrast to other studies in the literature and might be due to an appropriate experimental approach based on broadband spectroscopy. When taking ultrasound as a reference standard, the optical lipid signal compares favorably with calliper skin fold estimates and is comparable to MRI. The likely error is Ͻ30% or Ͻ0.8 mm. It must be stressed, however, that these findings are derived from a relatively young ͑mean age about 25 yrs͒ and healthy population, which might limit the conclusion for a broader population cross section. The optical lipid signal as a function of ATT can be described within a model of layered geometry, which provides advice on the appropriate source-detector geometry.
The significance of this finding depends on the objective. When aiming at ATT as the sole measurement parameter, ultrasound systems might be advisable, especially as recent systems are portable and lightweight. Though the spectroscopy system employed here is rather complex for widespread use, the potential advantage of optical systems is in size and simplicity. The main benefit of optical ATT quantification unfolds when combined with NIRS monitoring of hemoglobin, i.e., an all-optical system seems feasible for the monitoring of muscle oxygenation with an algorithm corrected for subcutaneous fat. So our vision is to merge recently developed algorithms that rely on the knowledge of ATT with the ATT measurement as described here. 9, 16, [53] [54] [55] 
