This paper addresses the difficulty of the previously developed Adaptive Response Surface Method (ARSM) for high-dimensional design problems. The ARSM was developed to search for the global design optimum for computation-intensive design problems. This method utilizes Central Composite Design (CCD), which results in an exponentially increasing number of required design experiments. In addition, the ARSM generates a complete new set of CCD samples in a gradually reduced design space. These two factors greatly undermine the efficiency of the ARSM. In this work, Latin Hypercube Design (LHD) is utilized to generate saturated design experiments. Because of the use of LHD, historical design experiments can be inherited in later iterations. As a result, ARSM only requires a limited number of design experiments even for high-dimensional design problems. The improved ARSM is tested using a group of standard test problems and then applied to an engineering design problem. In both testing and design application, significant improvement in the efficiency of ARSM is realized. The improved ARSM demonstrates strong potential to be a practical global optimization tool for computationintensive design problems. Inheriting LHD samples, as a general sampling strategy, can be integrated into other approximation-based design optimization methodologies.
Introduction
As today's engineering design problems become more complex, many sophisticated analysis and simulation software tools are used for design study. These analysis and simulation processes are usually computation-intensive, which take considerable time and bring high computation cost to the product design. To optimize a design, conventional direct search or gradient-based optimization methods iterate those analysis and simulation processes sequentially to search for the optimum. In contrast, Response Surface Method (RSM) plans a group of design alternatives and performs the design analysis and simulation simultaneously on these design alternatives.
Then an approximation model, called a response surface, is constructed. Consequently, design optimization does not involve those computation-intensive processes but rather an explicitly formulated and usually simple response surface. The total computation cost can therefore be reduced. RSM also has other engineering advantages such as supporting parallel computation, accommodating both continuous and integer design variables, and estimating parameter sensitivities [1] .
Literature Review
With the aim to reduce the computation cost for computation-intensive design problems, current RSM related research is roughly along three directions. The first direction is on the identification and development of a group of design alternatives for approximation, or experimental designs, that can provide maximum information with minimum number of design experiments. Among various groups of developed experimental designs, the Central Composite Design (CCD) has been widely used. However, the number of points in CCD increases exponentially with the number of design variables, which proves to be inefficient for highdimensional design problems. Though there are small composite designs (SCD) that consist of a faction of CCD points, the SCD has significant difficulty in estimating linear and interaction coefficients [2] . Chen [3] designed a nonstandard CCD method and positive results have been achieved. Besides CCD, alphabetical optimal designs, especially D-optimal designs, are also widely used [4] [5] [6] [7] [8] [9] . Myers and Montgomery [2] identified the pitfalls of the D-optimality designs, which have only model-dependent D-efficiency and do not address prediction variance.
Moreover, for second-order models, the D-criterion often does not allow any (or many) center runs. This often leaves large variance in the design center. As computer experiments involve mostly systematic error rather than random errors as in physical experiments, Sacks et al. [10] stated that in the presence of systematic rather than random error, a good experimental design tends to fill the design space rather than to concentrate on the boundary. They also stated that standard designs, e.g. CCD and D-optimality designs, can be inefficient or even inappropriate for deterministic computer codes. Simpson et al. [11] confirmed that a consensus among researchers is that experimental designs for deterministic computer analyses should be space filling. Space filling methods include orthogonal arrays [12, 13] and various Latin Hypercube Designs [14] [15] [16] [17] [18] .
The second direction of RSM related research is on developing better response surface models.
Besides the commonly used polynomial functions, Sacks et al. [10, 19] a stochastic model, called Kriging, to treat the deterministic computer response as a realization of a random function with respect to the actual system response. Neural networks have also been applied in generating the response surfaces for system approximation. Other types of models include Rational Basis Functions (RBF), Multivariate Adaptive Regression Splines (MARS), and inductive learning. A combination of polynomial functions and artificial neural networks has also been archived in [20] . So far there is no conclusion about which model is definitely superior to the others.
However, much more insight on various models has been gained recently [11, [21] [22] [23] [24] [25] . Among various models, Kriging and second-order polynomials are the most intensively studied. The general consensus is that the Kriging model is more accurate for nonlinear problems but difficult to obtain and use. On the contrary, the polynomial model is easy to construct, clear on parameter sensitivity, and cheap to work with but is less accurate than the Kriging model [23, 25] .
The third direction of research aims at developing methods that can iteratively improve the accuracy of the response surface modeling [26] . The early work of Box and Draper [27] proposed a method to gradually refine the response surface to better capture the real function.
Chen [3] intended to develop some heuristics to lead the surface refinement to a smaller design space. The variable-complexity response surface modeling method uses analyses of varying fidelity to reduce the design space to the region of interest. This method has been successfully used in various structural designs [7] . Wujek and Renaud [29, 30] compared a number of move-limit strategies that all focus on controlling the function approximation in a more "meaningful" design space.
Besides the three direct RSM-related research streams, RSM has also been intensively used in robust design and multidisciplinary design [3, [31] [32] [33] [34] , to name a few).
The author and his colleagues have developed a so-called Adaptive Response Surface Method (ARSM), which was in the third direction of RSM-related research [35] . At each iteration, ARSM discards portions of the design space that correspond to function values larger than a given threshold value. Thus, the design space reduces gradually to the neighborhood of the global design optimum. Such a space reduction method is characterized by its systematic consideration of the interrelationship between design variables. One major limitation of ARSM is that the number of required design experiments increases exponentially with the number of design variables. In addition, at each iteration, ARSM requires a completely new set of CCD points, i.e., design experiments at previous iterations cannot be inherited. These two limitations are largely imposed by the use of CCD in the ARSM. This work identifies the Latin Hypercube Design (LHD) as a substitute of CCD and modifies the process of ARSM to overcome these two limitations.
Latin Hypercube Designs
Latin Hypercube Sampling, or Latin Hypercube Design (LHD), was first introduced by McKay et al. [14] . This method was found to be more accurate than random sampling and stratified sampling to estimate the means, variances and distribution functions of an output. Moreover, it ensures that each of the input variables has all portions of its range represented. It can cope with many input variables and is computationally cheap to generate. LHD was developed in the statistics community [14] [15] [16] [17] [18] . It began to gain attention in engineering design since its first use in computer experiments by Sacks et al. [10, 19] .
In practice, Latin Hypercube Design samples can be obtained as follows. The range of each design input variable is divided into n intervals, and one observation on the input variable is made in each interval using random sampling with each interval. Thus, there are n observations on each of the d input variables. One of the observations on x 1 is randomly selected (each observation is equally likely to be selected), matched with a randomly selected observation on x 2 , and so on through x d . These collectively constitute a design alternative X 1 . One of the remaining observations on x 1 is then matched at random with one of the remaining observations on x 2 , and so on, to get X 2 . A similar procedure is followed for X 3 , …, X n , which exhausts all observations and results in n LHD sample points [15] . [17] . In this work, all the distribution functions, F, are assumed to be uniform.
Mathematically
Latin Hypercube Design has a few distinctive features that are desirable for ARSM:
1. LHD provides more information within a design space. As illustrated before, this feature is desired for the approximation of computer experiments that bear mainly the system error rather than the random error. The other widely used space-filling sampling method is Orthogonal Array (OA). OA can generate a sample with better space-filling property than LHD. However, the generation of an OA sample is more complicated than LHD [12, 13] . In addition, OA demands strict level classification for each variable, which might bring difficulty in real design. In real design, not all combinations of variable level lead to realistic design solutions, and some may cause the crash of the analysis or simulation, which is not uncommon in finite element analysis. In that case, the engineers must manually adjust variables to an appropriate number, deviating from one of the defined levels. Thus the property of OA might be undermined. The same situation might happen to LHD. But LHD allows the variable adjustment to a certain degree without undermining the property of a LHD sample, as long as the new point still falls into the same variable interval as before.
Moreover, in this work, LHD sample points will be inherited between design iterations to increase the efficiency of ARSM, but how to inherit an OA is a new challenge. Because the flexibility, ease of construction, and good space-filling property of LHD, this work will use LHD instead of OA as the sampling method.
2. LHD provides uniform random sampling. They treat every design variable as equally important and ensures uniformly distributed sampling in a given design space. Thus, no interrelationship between design variables is pre-assumed in LHD.
3. The size of a LHD sample is controllable. The sample size is determined by the designer, who is usually constrained by the budget, time, or other conditions. When the number of points is equal to the number of model coefficients, we refer to this group of designs as being "saturated". A saturated group of samples represents the minimum requirement to fit a second-order model. LHD provides the capability to generate a saturated design because the sample size is controllable.
Besides the above-listed three features, LHD allows the design inheritance, which will be discussed in more detail later. For various optimal LHDs, (e.g. minimax, minimum integrated mean square error, maximum entropy, and orthogonal), there is no consensus on which criterion is better. In addition, the identification of any set of optimal LHD sample is an optimization problem and thus requires extra computation. Thus, this work uses only the simplest LHD.
Further study may help to identify a type of optimal LHD that can justify the extra computational effort.
A Brief Overview of ARSM
ARSM is developed for design optimization involving computation-intensive processes for the evaluation of objective and constraint functions. A standard non-linear optimization problem is usually formulated as
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where the tilde symbol means surrogates for corresponding functions in Eqs. (2) - (4). ARSM uses the model defined by Eqs. (6) - (9) for design optimization. ARSM is based on the Response Surface Method, in which the design space is systematically reduced according to a given threshold output function value. Assume we are minimizing a design objective with respect to a number of design variables. As shown in Figure 1 , given design variables, objectives, constraints, and the initial design space, experimental designs (points in the design space) are generated according to a formal planning strategy, e.g. CCD.
Values of the objective function are evaluated through the computation intensive analysis and simulation processes. The quadratic response surface model, or surrogate, is fitted to the data using the least square method. When constraints are considered, a global optimization algorithm than the values at all other experimental designs, the point is added to the set of experimental designs for the following iteration because the point represents a promising search direction. All experimental designs and the accepted model optimum are recorded in a design library. Then a threshold value of the objective function is chosen. The design space that leads to objective function values larger than the threshold is then discarded. In ARSM, the second highest value of the objective function in the set of experimental designs is chosen as the threshold. If this second highest value cannot help to reduce the design space, the next highest value of the design function will be used, and so on. The optimization process will terminate if a satisfactory design emerges in the design library or the difference between the lower limit and the upper limit of each design variable is smaller than a given small number. 
Identification of the Reduced Design Space
, can be obtained by optimizing x k with respect to all other design variables. Rearranging the response surface model given in Eq. (10) gives a quadratic function in x k , with respect to other design variables in the coefficients as in Eq. (11),
which can be written as
The two solutions of x k , 1
, k x and 2
, k x , are given by
The reduced range of x k is identified by finding the minimum and maximum of x k with respect to all other design variables within their bounds, ] , [
. Two subsidiary optimization problems are formulated as:
subject to
where x l,i and x u,i are, respectively, the lower and upper limits of x i from the previous model.
For the upper limit of
These optimization problems involve non-linear objective functions that have no guaranteed unimodality. The simulated annealing global optimization method is thus applied for their solutions [36] . Though there are 2n subsidiary optimization processes involved in the space reduction process, the time for each optimization is usually less than one tenth of a second on a UNIX workstation. Compared to the possible hours of computation time for each computationintensive process, the total time for space reduction is negligible.
Limitations of ARSM
As discussed in [35] , the required number of design experiments, and thus the computationintensive processes, increases exponentially with the number of design variables. Therefore the current ARSM is only efficient for small-scale design problems. This limitation is imposed by the use of CCD. The other limitation is that in a reduced design space, a completely new set of CCD points is generated in order to maintain the structure of a CCD sample. Because CCD points are defined by the design space alone, the design points are different for a different design space. In ARSM, a dilemma is whether to maintain the structure of CCD, i.e., generating a complete new set of points according to the reduced design space, or to inherit previous design experiments. ARSM chose the former. In this work, due to the use of Latin Hypercube Design, the above two limitations are overcome. That is, the number of design experiments increases at a much reduced rate for high-dimensional design problems, and the design experiments can be inherited due to the random nature of the Latin Hypercube Design.
ARSM Using Inherited LHD Points
This work addresses the improvements over the ARSM archived in [35] . For clarity, the modified ARSM is referred as the improved ARSM and the one developed before is referred as the previous ARSM for the later sections of the paper. Figure 2 shows the flowchart of the improved ARSM, which is similar to that of the previous ARSM shown in Figure 1 . For the ease of comparison, features unique to the improved ARSM are boldfaced. As we can see from the figure, the main stream of data flow remains the same. The difference lies on the generations of experimental designs. At the beginning of the optimization process, saturated LHD points are generated instead of the CCD points. The model optimum is added to the design library and inherited as long as it falls into the reduced design space. Existing design experiments that fall into the reduced design space will also be inherited for the next iteration. If the total number of inherited points is less than the number of model coefficients or the inherited points do not form a LHD sample, new LHD points will be generated. The new set of design experiments will then be used to fit a new response surface and the optimization process continues. The termination criteria remain the same as those of the previous ARSM. As the ARSM iteratively constructs surrogates, a new set of experimental designs is formed at each iteration. In this work, some of the design points from the previous iteration will be inherited as long as they fall into the new reduced design space. To generate additional points to form a new sampling set with the inherited ones, two methods have been tested in this work.
Method I is to simply generate new LHD points so that the total number of points will be equal to the number of coefficients. The new set of points generated will then become a combination of the inherited points and the new LHD points. Such a combination, however, usually does not form a LHD sample. To maintain the uniform distribution property of a LHD sample, the second To illustrate the second method, let us look an example with two variables x 1 and x 2 . Assume at the second iteration of ARSM, three points fall in the new design space as shown in Figure 3 .
For two design variables, the number of coefficients for the second polynomial function defined by Eq. (10) is six. Therefore, six intervals for each variable are assumed. Those intervals represented by the inherited points are shaded in Figure 3 . In this example, if shaded areas are removed from the figure, the underrepresented variable intervals will form a blank space with three intervals for each variable. That indicates three LHD points are needed to fill in the new space to form a LHD sample. Thus, three LHD points are generated independently as shown in Figure 4 . ) It is not unusual that two or more inherited points might fall into the same variable interval in the new design space because of the re-defining of intervals in every new space. As one can see in Figure 6 , assuming the four dots represent four LHD points in the original space and the new space is represented by the box with thick lines, there are two points fall into the reduced space.
These two, however, fall into the same interval for x 2 ' in the new space. As a result, the number of underrepresented intervals for each variable is not equal. Instead of deleting one of the points, which is a piece of valuable information obtained through computation-intensive processes, this work decides to generate points to represent all the intervals for the variable with the largest number of underrepresented intervals. For the case shown in Figure 6 , the number of new points should be three. When mapping points to the real design space, a random number is generated as the new position of the to-be-mapped point along the variables with less number of underrepresented intervals. For example, in Figure 7 , assuming four points represented by black dots are inherited points, the position of Point P along the x 1 direction should be in the fourth underrepresented interval, which is between 5 and 6 in the real design space. However, since for variable x 2 the number of underrepresented intervals is only three, all the intervals of x 2 can be represented after replacing the other three new points. In this case, a random number between 0 and 6 is generated, which indicates the position along the x 2 position for Point P. In Figure 7 the fourth interval is randomly chosen and P is mapped to Point P m . Notice in this case, the resultant sample has seven points instead of six. The above-illustrated process can be easily extended to multiple variables and automated through computer programming. The inheritance Method I, which generates random points without maintaining a LHD sample after the first iteration, can always keep the number of sample points at a minimum level, such as a saturated design. This is because the inheritance Method I always generates the right new random LHD points to ensure the total number of inherited designs is equal to the required number of saturated designs. Though a LHD sample is not maintained by using Method I, a random sample can be formed at each iteration. Because the inherited LHD points come from essentially a controlled random sampling method, they are still random in nature even in a reduced design space. When combined with the new random LHD points, the inherited random points form a statistically random sample. Nevertheless, the new sample is less uniformly distributed than a LHD sample. The inheritance Method II, which maintains a LHD sample with a slight redundancy at each iteration, can ensure a set of well-distributed sample points at the expense of some extra points. For one of the test problems to be discussed in a later section, the Goldstein and Price function, the sampling points at iteration 8 for both methods are shown in Figure 8 . In the figure, the letter 'I' indicates inherited points from the previous iteration; the letter 'N' indicates a new point generated at the current iteration. As one can see in Figure 8 The consequence of the two inheritance methods to the optimization results will be compared in later sections.
Improvements to ARSM
By using Latin Hypercube Design, ARSM has been improved from three aspects. These aspects are described in detail in the following subsections.
Inherited Designs versus A New Set of CCD Points
The previous ARSM generates a complete new set of CCD points at each iteration to maintain the structure of a CCD sample. This method is not economical as the design experiments are not inherited from the previous iterations. Given the LHD method, such an inheritance becomes possible. Also because of the inheritance, more design iterations become affordable, and potentially, a more accurate optimum can be identified.
Inheritance of the Last Model Optimum
In the previous ARSM, the last optimum obtained from optimizing the response surface is kept for the next iteration only if it leads to a lower actual objective function value than the function values of all the other design points. The reason is that at each iteration the CCD points are at the boundaries and only one is at the center. Adding an extra point in the space implies that more emphasis is put to the region around the point against other areas of the design space. As a result, the fitted response surface model will be biased and the design optimization will be led toward that particular region. Therefore, unless the model optimum is really the best solution so far, inheriting this point will likely lead the search astray. In the improved ARSM, LHD points are scattered evenly or randomly within the design space. The inheritance of the last model optimum, even though it is not the best solution so far, will only add one more random point in the space and will not bias the model fitting or lead the search astray. Thus in the improved ARSM, the last optimum was always kept for the next iteration, as long as it falls in the reduced design space. The inheritance of the last optimum ensures that all of the information obtained through computation-intensive processes is utilized to improve the model approximation for the ensuing design iterations.
Controllable Number of Experimental Designs
To be able to construct a second-order response surface model as in Eq. (10) In summary, ARSM can be improved in efficiency from the above-described aspects. The testing of the improved ARSM against a number of well-known optimization problems and the application of the ARSM to a design problem further confirms the improvements.
Testing the ARSM
The improved ARSM has been tested with a number of widely accepted test problems for global optimization algorithms [37] [38] [39] [40] [41] . The test problems are listed below where n represents the number of variables.
• Goldstein and Price function (GP), n = 2. (19) • Branin function (BR), n = 2. 
π π π (20) • Generalized polynomial function (GF), n = 2. (23) • Rastrigin function (RS), n = 2. (24) • Geometric container function (GC), n = 3. (25) subject to (26) • Hartman function (HN), n = 6. (27) where, The test results are compared with those obtained by the previous ARSM [35] . The improved ARSM with two inheritance methods are also compared and tabulated in Table 1 . The third column of Table 1 lists the number of local minima of each test function within its given design space; the fourth column lists the analytical global optimum for each test problem. When comparing the improved ARSM with two inheritance methods, one can see from Table 1 that the improved ARSM with Method II demonstrates higher potential to reach the real global optimum. For functions GP, BR, SC, GF, and GC, the ARSM with Method II identifies the real optimum with negligible error. The improved accuracy of the ARSM with Method II over Method I indicates the quality of the response surface is dependent on the sample quality. This observation is confirmed by [23] . The number of iterations required by the ARSM with Method II is generally more than that of the ARSM with Method I. This is largely due to the need to ensure that the sample of designs at each iteration is a LHD sample for the ARSM with Method II.
It is to be noted that the test problems listed in this work are special problems selected to test global optimization algorithms. Their objective function values can vary significantly and involve many local minima in the design space. For example, the GP function rises up to higher than 10 9 and has four local minima in the region [-2 2] . Those test problems are difficult to solve for local-optimization methods such as conventional direct search or gradient-based methods.
ARSM was developed as a global optimization algorithm for computation-intensive design problems. Thus, the improved ARSM was compared with the previous ARSM on the premise of being a global optimization method. Even though for a two-variable optimization problem, a local-optimization method might converge with a small number of function evaluations, the obtained optimum will be a local minimum. Some deterministic global optimization methods do not require gradient information and explicitly expressed objective functions such as Jones'
DIRECT [42] algorithm. These methods may perform as comparatively well as the improved ARSM, but these methods are sequential in nature and thus lack the engineering advantages of ARSM such as the parallel computation. The following section will show how the improved ARSM is applied to a design problem.
A Design Example
The capability of the improved ARSM in solving real engineering design problem is demonstrated with the aid of a simple beam design problem involving four design variables.
This problem is modified from the original problem recorded in [43] . The objective of this design problem is to minimize the vertical deflection of an I-beam ( Figure 9 ) that will simultaneously satisfy the cross-section area and stress constraints under given loads. Various parameter values for the problem are:
• Allowable bending stress of the beam = 6 kN/cm 2 .
• Young's Modulus of Elasticity (E) = 2x10 4 kN/cm 2 .
• Maximal bending forces P = 600 kN and Q = 50 kN.
• Length of the beam (L) = 200 cm 
The problem formulated above is a simple non-linear constrained problem. It could be solved with a variety of optimization methods. Now let us assume the objective function defined by Eq. (possibly the global optimum). As a global optimization strategy that is independent on the starting point, the number of function evaluations required by the improved ARSM is even much smaller than that by Matlab™. The improved ARSM outperforms the previous ARSM in terms of both the minimum objective function value and the efficiency, i.e., the number of objective function evaluations. It is also observed that for the improved ARSM method, a few new points are added at each iteration, since many previous design points can be inherited. As a result, the optimization result improves slowly and thus needs more design iterations than the previous ARSM method, for which a complete new set of points are generated. As shown in the example, the improved ARSM method requires 15 iterations to reach the optimum, whereas the previous ARSM method only needs 8 iterations. If the maximum amount of parallel computation or, the minimum optimization time, is desired, the increase of number of design iterations may be of concern.
Discussion
The work aims to improve the efficiency of the Adaptive Response Surface Method (ARSM) by virtue of the Latin Hypercube Design. From the test problems and the design example, one can see that the improved ARSM is more efficient that the previous ARSM, for either inheritance method. For the ARSM with Method II, the algorithm reached very high accuracy with fewer function evaluations than that of the previous ARSM.
Applicability of the ARSM to Various Functions
In (Wang et al. 2001) , it is mentioned that ARSM works well for overall-convex functions. It should be clarified that ARSM works better in general than the conventional response surface method (RSM) for non-concave functions instead of overall-convex functions. That is to say, no matter how complicated the function is, as long as there is a convex section in the design space, ARSM has high potential to identify that section and locate the optimum. This observation is taken from the testing of highly complicated functions  mostly non-convex  as described in the Testing the ARSM section. For pure concave functions, ARSM performs the same as the conventional RSM, because the optimum is at the boundary and the design space cannot be reduced. The improved ARSM includes a small utility function to identify concave functions.
This utility function makes ARSM applicable to all types of functions, even though ARSM bears no advantages over conventional RSM for pure concave functions.
Constrained Optimization Problems
The ARSM solves constrained optimization problems as defined in Eqs. (6) - (9) . In that model, constrains can be given explicitly or be approximated by surrogates. If constraints are computationally expensive, they can be approximated at each design iteration, similar to the objective function. If constrains are explicitly given or are of first-order or second-order for which accurate surrogates are easy to obtain, the optimum found from ARSM by using the model defined in Eqs. (6) - (9) is guaranteed to satisfy the constraints described in Eqs. Further research is needed to improve the space reduction strategy to consider the objective as well as constraint functions.
Though significant improvements have been made on ARSM, the selection of the threshold value (cutting plane) is still ad hoc. Another observation of the improved ARSM is that if the cutting is too conservative, most previous design points can then be inherited. Thus, few new points are added for the next iteration. If only one or two points are added to the design group at each iteration, the optimization result improves slowly. Therefore, an appropriate trade-off between the aggressiveness of the cutting and the process speed is to be developed. From the author's experience, a 5~10% reduction on either bound of any of the variables indicates that an appropriate threshold was chosen and such a reduction should be accepted for the next iteration.
Conclusion
The other move-limits methods in which the design space is varied. It can also be used for step-bystep sampling in a same design space to gradually improve the approximation accuracy. As a general sampling method, it might find more applications in approximation-based design optimization.
