Abstract. We give an elementary proof of the existence of an asymptotic expansion in powers of k of the Bergman kernel associated to L k , where L is a positive line bundle. We also give an algoritm for computing the coecients in the expansion.
Introduction
Let L be a positive hermitian holomorphic line bundle over a complex manifold X. Then i/2 times the curvature form ∂∂φ, of L denes a Käh-ler metric on X, that induces a scalar product on the space of global sections with values in L. The orthogonal projection P from L 2 (X, L) onto H 0 (X, L), the subspace of holomorphic sections, is the Bergman projection. Its kernel with respect to the scalar product is the Bergman kernel K of H 0 (X, L); it is a section of L ⊗ L over X × X. It can also be characterized as a reproducing kernel for the Hilbert space H 0 (X, L), i.e (1.1)
α(x) = (α, K x ) 1 for any element α of H 0 (X, L), where K x = K(·, x) is identied with a holomorphic section of L ⊗ L x , where L x denotes the ber of L over x. The restriction of K to the diagonal is a section of L ⊗ L and we let B(x) = |K(x, x)| be its pointwise norm.
We will study asymptotic properties of the Bergman kernel for L k . All objects introduced above will be dened with respect to the line bundle
Our main result is a simple proof of the existence of an asymptotic expansion of the Bergman kernel in powers of k, and an algorithm for computing the coecients in this expansion. The existence of an expansion is well known, see [14] and [4] . In [14] and [4] it is proved using an asymptotic formula, due to Boutet de Monvel and Sjöstrand, for the boundary behaviour of the Bergman-Szegö kernel for a strictly pseudoconvex domain, [3] , extending an earlier result of C Feerman, [5] , to include also the o-diagonal behaviour. The main point of the approach in the present paper is that it is actually simpler to construct an asymptotic formula directly. Even though the inspiration for the construction comes from the calculus of Fourier integral operators with complex phase, the arguments in this paper are elementary. We also believe that our construction gives an ecient method to compute the coecients in the expansion. 1 We are abusing notation here: the scalar product (·, ·) on H 0 (X, L) determines a pairing of K x with any element of H 0 (X, L), yielding an element of L x .
1
The method of proof uses localization near an arbitrary point of X. Local holomorphic sections to L k in a small coordinate neighbourhood , U , are just holomorphic functions on U , and the local norm is a weighted where φ is a strictly plurisubharmonic function. Using the ideas from [12] we then compute local asymptotic Bergman kernels on U . These are holomorphic kernel functions, and the scalar product with such a kernel function reproduces the values of holomorphic functions on U up to an error that is small as k tends to innity. Assuming the bundle is globally positive it is then quite easy to see that the global Bergman kernel must be asymptotically equal to the local kernels.
Many essential ideas of our approach were already contained in the book [12] written by the third authour. Here we use them in order to nd a short derivation of the Bergman kernel asymptotics. For the closely related problem of nding the Bergman kernel for exponentially weighted spaces of holomorphic functions, this was done by A. Melin and the third author [11] , but in the present paper we replace a square root procedure used in that paper by a more direct procedure, which we think is more convenient for the actual computations of the coecients in the asymptotic expansions. There are also close relations to the subject of weighted integral formulas in complex analysis [2] . We have tried to make the presentation almost self-contained, hoping that it may serve as an elementary introduction to certain micro-local techniques with applications to complex analysis and dierential geometry.
The local asymptotic Bergman kernel
The local situation is as follows. Fix a point in X. We may choose local holomorhic coordinates x centered at the point and a holomorphic trivialization s of L such that (2.1)
where φ is a smooth real valued function. L is positive if and only if all local functions φ arising this way are strictly plurisubharmonic. We will call φ 0 (x) = |x| 2 the model ber metric, since it may be identied with the ber metric of a line bundle of constant curvature on C n . The Kähler form, ω, of the metric on our base manifold X is given by i/2 times the curvature form of L,
The induced volume form on X is equal to ω n := ω n /n!. We will start with the case when φ is analytic. In section 2.6 we will deal with the general case when φ is only smooth. First, we will motivate the construction of a local asymptotic Bergman kernel. In the model case the Bergman function B k is identically equal to (k/π) n . In fact, this is also well-known to be true asymptotically for any globally positive L when k tends to innity. In other words,
Now, if we polarize this formula and add lower order terms we end up with the following ansatz:
and where b 0 (x) = π −n . Writing the reproducing property 1.1 out in terms of the ansatz 2.2 for K suggests that for all locally dened holomorphic functions u
After this formal motivation we now turn to the construction of local asymptotic Bergman kernels. In the sequel we x our coordinate neighbourhood to be the unit ball of C n . Let χ be a smooth function supported in the unit ball and equal to one on the ball of radius 1/2. We will say that K k is a reproducing kernel mod O(e −δk ) for H kφ if for any xed x in some neighbourhood of the origin we have that for any local holomorphic function u k , (2.4)
uniformly in some neighbourhood of the origin. Furthermore, if K k,x is holomorphic we say that K k,x is a Bergman kernel mod O(e −δk ).
Given a positive integer N, Bergman and reproducing kernels mod
2.1. Local reproducing kernels mod e −δk . Let φ be a strictly plurisubharmonic function in the unit ball.
Let u be a holomorphic function in the ball such that
The class of all such function is denoted H kφ (B). We shall rst show that (cf [12] ) integrals of the form (2.5)
dene reproducing kernels mod e −δk for suitably choosen contours
Here we think of x as being xed (close to the origin) and let y range over the unit ball, so that Λ is a 2n-dimensional submanifold of B y × C n θ , and c n = i n (−1) n(n+1)/2 = i −n 2 is a constant of modulus 1 chosen so that c n dȳ ∧ dy is a positive form. Let us say that such a contour is good if uniformly on Λ for x in some neighbourhood of the origin and |y| ≤ 1
Thus, e g θ =ȳ denes a good contour if φ(x) = |x| 2 .
Proposition 2.1. For any good contour,
for x in some xed neighbourhood of 0 if u is an element of H kφ (B).
Proof. For λ a real variable between 0 and ∞, we let
and denote by η = η k the dierential form
Our presumptive reproducing formula is the integral, I 0 , of η over Λ 0 and it is easy to see that the limit of tends to a Dirac measure at x as s tends to innity.) The dierence between I 0 and I s is by Stokes formula
where h is the homotopy map
This equals 0 if |y| < 1/2, and since θ is good we have the estimate
If |x| is, say smaller than 1/4, |x − y| ≥ 1/4 when dη is dierent from 0, so we get
|u(y)|e
with a smaller δ. By the Cauchy inequality the rst integral in the right hand side is dominated by
Since the last integral is bounded by a constant independent of k we get the desired estimate.
Thus we have a family of reproducing kernels mod e −δk
. When φ = |y| 2 and θ =ȳ the kernel in the representation is also holomorphic so we even have an asymptotic Bergman kernel mod e −δk
. To achieve the same thing for general weights we need to introduce a bit more exibility in the construction by allowing a more general class of amplitudes in the integral.
For this we consider dierential forms
. By dθ j we mean the wedge product of all the dierentials dθ i except dθ j , with a sign chosen so that dθ j ∧ dθ j = dθ. We assume that A has an asymptotic expansion of order 0
By this we mean that for any
uniformly as k goes to innity. We assume also that the coecients are holomorphic (in the smooth case almost holomorphic) for x, y and θ of norm smaller than 2. Let
where D θ = ∂/∂θ. We will say that a function a arising in this way is a negligible amplitude. In the applications we will also need to consider nite order approximations to amplitude functions. Let
and similarily
is a negligible amplitude modulo an error term which is O(1/k N +1 ).
Proposition 2.2. For any good contour Λ and any negligible amplitude a,
for all x in a suciently small neighbourhood of the origin if u is an element of H kφ (B). Moreover
Proof. For the rst statement we need to verify that the contribution from a is exponentially small as k tends to innity. But
Again, the last integrand vanishes for |y| < 1/2 and is, since Λ is good, dominated by a constant times
The last integral is therefore smaller than
so the rst formula is proved. The second formula follows since by the remark immediately preceeding the proposition, a
is a good amplitude modulo an error of order 1/k
The condition that an amplitude function a can be written in the form (2.6) can be given in an equivalent very useful way. For this we will use the innite order dierential operator
This is basically the classical operator that appears in the theory of pseudodierential operators when we want to replace an amplitude a(x, y, θ) by an amplitude b(x, θ) independent of y, see [7] . We let S act on (n−1)-forms A as above componentwise. We say that Sa = b for a and b admitting asymptotic expansions if all the coecients of the powers (1/k) m in the expansion obtained by applying S to a formally equal the corresponding coecients in the expansion of b. No convergence of any kind is implied. That Sa equals b to order N means that the same thing holds for m ≤ N . Note also that since formally
we have that 
Proof. Note rst that S commutes with D θ and that
It follows that (2.8)
so that if a admits a representation a = ∇A, then Sa must vanish for x = y. Similarily, if
it follows that Sa (N ) | y=x = 0 to order N . Conversely, assume Sa| y=x = 0 . Then Sa = (x − y) · B for some form B. But (2.8) implies that
and (2.6) holds with A = 1/kS −1 B. If the equation Sa| y=x = 0 only holds to order N , then
to order N . Hence ) to order N , so (2.7) holds with A
.
2.2. The phase. Let us now see how to choose the contour Λ to get the phase function, in the ansatz 2.3. In this section we still assume that the plurisubharmonic function φ is real analytic and let ψ(x, y) be the unique holomorphic function of 2n variables such that
By looking at the Taylor expansions of ψ and φ one can verify that (2.9)
for x and y suciently small. Following an idea of Kuranishi, see [8] , [6] , we now nd a holomorphic function of 3n variables, θ(x, y, z) that solves the division problem (2.10)
This can be done in many ways, but any choice of θ satises
To x ideas, we take
with ∂ denoting the dierential of ψ with respect to the rst n variables.
is a nonsingular matrix. Therefore
denes a biholomorphic change of coordinates near the origin. After rescaling we may assume that ψ is dened and satises (2.8) and that the above change of coordinates is well dened when |x|, |y| and |z| are all smaller than 2. We now dene Λ by
Thus, on Λ, θ is a holomorphic function of x, y andȳ and by (2.9) Λ is a good contour in the sense of the previous section. By Proposition 2.2 we therefore get the following proposition, where we use the notation β for the standard Kähler form in C n , β = i/2 dy j ∧ dȳ j . 
with a = a(x, y, θ(x, y,ȳ). Moreover
3. The amplitude. In order to get an asymptotic Bergman kernel from (2.10) we need to choose the amplitude a so that
with B analytic. Polarizing in the y-variable, i e replacingȳ by z, this means that
where B is a analytic and independent of y. Consider this as an equation between functions of the variables x, y and θ. Let
Since ψ y = θ when y = x we have that ∆ 0 = 1 for y = x. We need a to be representable in the form (2.6) which by the previous lemma means that Sa = 0 for y = x. Equivalently, S(1 + a) = 1 for y = x, so we must solve (2.12)
for y = x. This equation should hold in the sense of formal power series which means that the coecient of 1/k 0 must equal 1, whereas the coefcient of each power 1/k m must vanish for m > 0. In the computations x is held xed and z = z(y, θ). The rst equation is (2.13)
This means that b 0 (x, z(x, θ)) = 1, for all θ which implies that b 0 is identically equal to 1.
The second condition is (2.14)
Since we already know that b 0 = 1 this means that
which again determines b 1 uniquely. Continuing in this way, using the recursive formula
for m > 0 we can determine all the coecients b m , and hence a. Then Sa| y=x = 0 so Sa (N ) | y=x = 0 to order N , and the next proposition follows from Propositions 2.4 and 2.3. 
is an asymptotic Bergman kernel mod O(k −(N +1) ).
2.4.
Computing b 1 . Let us rst recall how to express some Riemannian curvature notions in Hermitian geometry. The Hermitian metric twoform ω := H ij dy i ∧dy j determines a connection η on the complex tangent bundle T X with connection matrix (with respect to a holomorphic frame) (2.17)
The curvature is the matrix valued two-form ∂η and the scalar curvature s is ΛTr∂η where Λ is contraction with the metric form ω. Hence, in coordinates centered at x where H(0) = I the scalar curvature s at 0 is given by (2.18)
considering η as matrix. We now turn to the computation of the coecient b 1 in the expansion 2.16. By the denition of θ we have that
Dierentiating with respect to z gives where E is a holomorphic vector bundle with a hermitian metric G (see also [9] ). First observe that u(x) is now, locally, a holomorphic vector and the Bergman kernel may be identied with a matrix K(x, y) such that u(x) = K(x, y)G(y, y)u(y)ψ yy e −kψ(y,y)) dȳ ∧ dy (compare 2.3). To determine K one now uses the ansatz
Then the condition on the amplitude function becomes (2.22)
where a now is a matrix valued form , i.e. ∆ 0 in section 2.3 is replaced by the matrix
where
G is the connection matrix of E. Hence, the equation 2.21 is replaced by
The same calculation as before then shows that the matrix b 1 (0, 0) is given by
where Θ E := ∂η E is the curvature matrix of E and Λ denotes contraction with the metric two-form ω.
, dened with respect a general volume form µ n . Then the function G := µ n /ω n denes a hermitian metric on the trivial line bundle E and the asymptotics of K k can then be obtained as above.
Smooth metrics.
Denote by ψ any almost holomorphic extension of φ from ∆ = {y =x}, i.e. an extension such that the anti-holomorphic derivatives vanish to innite order on ∆. We may also assume that ψ(x, y) = ψ(y, x). That ψ is almost holomorphic means (2.23)
for any N (we will also write the RHS in above as O(|x −ȳ| ∞ )). Note that by 2.23 the weighted norm of ∂(e kψ ) may be estimated by k times (2.24)
where we have also used (2.9). Let now
so that (2.26)
Then the smooth map corresponding to (x, y, z) → (x, y, θ) is locally smoothly invertible for the same reason as in the analytic case, since θ z = 0 when x = y = z. Dene the algebra A of all functions almost holomorphic when x = y = z as the set of smooth functions, f , of x y and z, such that
We also dene the vanishing ideal I ∞ as the set of smooth functions f such that
when z =ȳ. Hence, if f belongs to A then (the coecients of)∂f will belong to I ∞ . Note that ψ(x + t(x − y), z) is in A for each xed t. Hence θ is in A and θ * is in I ∞ , so that 2.26 gives (2.27)
Suppose that L is smooth. Then there exists an asymptotic reproducing kernel
where b i is a polynomial in the derivatives ∂ α x ∂ β y ψ(x, y) of the almost holomorphic extension ψ of φ. In particular, (2. 29)
uniformly in x and y for any given α.
Proof. We go through the steps in the proof of the analytic case and indicate the necessary modications. First we determine the coecients b m (x, z) in the same way as in the analytic case, i e by xing x and solving
Here S has the same meaning as before and in particular contains only derivatives with respect to θ and no derivatives with respect toθ. The dierence is that ∆ 0 is no longer analytic so B will not be holomorphic, but it will still belong to A since ∆ 0 does.
We next need to consider lemma 2.3 with a ∈ A. Then we get that Here ∇ also has the same meaning as before and contains only a derivative with respect to θ and no derivative with respect toθ. Then Proposition 2.2 holds as before except that there will be one extra contribution in the application of Stokes theorem coming from∂ θ A. Sincē ∂ θ A vanishes to innite order when x = y, it gives a contribution to the integral which is O(1/k N ) for any N by (2.24).
We therefore get from Proposition 2.2 a reproducing kernel of the form claimed in (2.28) except that the phase function equals
with ρ in A. To see that this error is negligible we note that by (2.24)
Integrating this between 0 and 1 we see that the two phase functions are indeed equivalent modulo an error of O(k −∞ ).
The global Bergman kernel
In this section we will show that, if the curvature of L is positive everywhere on X, then the global Bergman kernel
where L x is the ber of L over x. Given any two vector spaces E and F, the scalar product on L extends uniquely to a pairing (3.1)
linear over E and anti-linear over F. In terms of this pairing K y has the global reproducing property
This also implies that K(x, y) = K(y, x) and that (3.4)
K(x, x) is a section toL ⊗ L. Its norm as a section to this bundle is the Bergman function, which in a local frame with respect to which the metric on L is given by e −φ equals
Notice also that by the Cauchy inequality we have an extremal characterization of the Bergman function:
where the supremum is taken over all holomorphic sections to L of norm not greater than 1. We now denote by K k the Bergman kernel associated to L k , and write B k for the associated Bergman function. It follows from the extremal characterization of the Bergman function and the submeanvalue inequality for a holomorphic section s over a small ball with radius roughly
uniformly on X (see e g [1] ). Let now K (N )
x (y) be the local Bergman kernel of propositions 2.5-2.6, where the coecients b m are given by (2.15),
By construction, the coecients b m (x, z) are holomorphic if the metric on L -locally represented by φ -is real analytic. In case φ is only smooth the b m s are almost holomorphic, meaning that If the distance d(x, y) is suciently small, then (3.6) where χ is a cut-o function equal to 1 in a neighbourhood of x which is large enough to contain y. Fixing x and applying Proposition 2.5 to u k = K k,x gives 3.7 with the error term Since the scalar product in this expression is the Bergman projection, Since χ equals 1 near y it follows from (2.9) and the explicit form of K (N ) k,y that the rst term is dominated by e −δk e k(φ(·)/2+φ(y)/2) .
The second term vanishes identically in the analytic case. In the smooth case∂K Altogether∂u k,y is therefore bounded by (3.7), so by the Hörmander But, since the estimate on∂u k,y is even uniform, we get by an argument involving the Cauchy integral formula in a ball around x of radius roughly
that u k,y satises a pointwise estimate Combining this estimate for u k,y (x) with (3.6) we nally get Since K k is hermitian ( i e K k (x, y) = K k (y, x)) this proves the proposition except for the statement on convergence of derivatives. In the analytic case the convergence of derivatives is, by the Cauchy estimates, an automatic consequence of the uniform convergence, since the kernels are holomorphic in x andȳ. In the smooth case, we have that This implies that the Cauchy estimates still hold for the dierence between K k and K (N ) k , up to an error which is O(1/k ∞ ), and so we get the convergence of derivatives even in the smooth case.
