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Resumen:
El objetivo de este trabajo es hacer un estudio de las propiedades cualitativas
de cierta clase de ecuaciones en diferencias de Volterra, se muestran algunos
criterios de estabilidad, acotacio´n y periodicidad para las soluciones, una de
las principales formas atrave´s da cual haremos tal ana´lisis es mediante el uso
de funciones auxiliares apropiadas, las cuales son conocidas como funciones
de Lyapunov.
Tambien se muestran algunos me´todos de aproximacio´n nume´rica para
las soluciones de ecuaciones integrales de volterra y se estudia el error al
aplicar el me´todo de cuadratura de newton cotes, que nos conduce a una
ecuacio´n en diferencias de Volterra para el error, tamb´ıen se muestran algunos
otros me´todos como aproximacio´n con polinomios ortogonales, polinomios de
Bernstein y splines lineales y la simulacio´n nume´rica correspondiente usando
matlab.
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Abstract:
The objective of this work is do a study of the qualitative properties of cer-
tain kind of Volterra difference equations. We will show some criteria of
stability, boundedness and periodicity for the solutions, One of the principal
forms for means of whom we will do such analysis is using auxiliary function
appropriate which is known and calls Lyapunov function.
We will also show some methods of numerical approximation for solutions
Volterra integral equations, we will study the error when using the method of
quadrature of Newton cotes, this conducts us a Volterra difference equation
for the error. We will also show methods approximation with orthogonal
polynomials, polynomials of Bernstein and linear splines and the correspon-
dent numerical simulation using matlab. .
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INTRODUCCIO´N
El nombre de ecuacio´n integral aparece en 1888 en un articulo sobre ecua-
ciones parciales el´ıpticas del cient´ıfico alema´n Paul Dubois Reymond.
El nombre ”Ecuacio´n Integral de Volterra”fue acun˜ada por primera vez
por el matema´tico rumano Train Lalesco en 1908. La terminologia ecuacio´n
integral de primera (segunda, tercera) especie fue primeramente usada por el
matema´tico alema´n David Hilbert en conexio´n con sus estudios de ecuaciones
integrales de Fredholm.
Los origenes de la teor´ıa cualitativa de las ecuaciones integrales con lim-
ite de integracio´n superior variable se remontan al siglo 19, el matema´tico
noruego Niel Hendrik Abel en sus publicaciones en 1823 y en 1826 considera
el problema siguiente: Una part´ıcula puntual se mueve bajo la accio´n de la
fuerza de la gravedad y describe una curva suave en un plano vertical ξ − η,
se pide determinar esta curva de modo que la part´ıcula puntual que comienza
su movimiento sin velocidad inicial en un punto de la curva cuya ordenada
es x, luego alcance el eje ξ al cabo de un tiempo t = f1(x), donde f1(x) es
una funcion dada.
El muestra que este problema puede ser descrito por una ecuacio´n integral
de primera especie de la forma:∫ x
0
(x− s)−αy(s)ds = f(x)
donde la funcio´n incognita es y(x) con α = 1
2
y f(x) = cf1(x) con c constante,
el entonces prueba que para el caso general : α ∈< 0, 1 >, la solucio´n de esta
ecuacio´n es dada por la formula de inversio´n:
y(x) = cα
d
dx
(∫ x
0
(x− s)α−1f(s)ds
)
donde cα = sin(απ) =
1
Γ(α)Γ(1− α)
En 1896 el matema´tico italiano Vito Volterra publica su teor´ıa general
de inversio´n de ecuaciones integrales de primera especie, e´l transformo´ la
ecuacio´n integral de primera especie:∫ t
0
k(t, s)y(s)ds = f(t), t ∈ [0, T ] , f(0) = 0
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en una ecuacio´n integral de segunda especie donde el nu´cleo y la funcio´n de
forzamiento son respectivamente:
k˜(t, s) = −∂k(t, s)
∂t
.
1
k(t, t)
f˜(t) =
f ′(t)
k(t, t)
Si k(t, t) 6= 0 en I y si las derivadas de k y f son continuas entonces la u´nica
solucio´n de la ecuacio´n anterior es dado por la formula de inversio´n.
y(x) = f(x) +
∫ x
0
R˜(x, s)f(s)ds
Para x ∈ I, donde R˜(t, s) es llamado la resolvente del nu´cleo de k˜(t, s) y
es definido en terminos de los nu´cleos iterados k˜n de k˜.
Volterra prueba que esta sucesion k˜n, converge absoluta y uniformemente
en Dom(k˜) para cualquier nucleo k.
Si bien el resultado de Volterra fue nuevo, su me´todo no fue enteramente
nuevo. En su tesis de 1894, el matema´tico france´s Joel Le Roux ya hab´ıa
estudiado el problema de invertir la ecuacio´n integral anterior, usando el
mismo acercamiento. Tambie´n las ecuaciones integrales de segunda especie
con l´ımite de integracio´n variable estuvieron presentes en los trabajos de
Liouville en 1837.
La nocio´n de los nu´cleos iterados y la series de Neumann asociadas fueron
primeramente usada por matema´tico france´s Joseph Caque en 1864. Gener-
aliza´ndo estas ideas Liouville, estudio´ la solucio´n de la ecuacio´n diferencial
lineal de orden (p+ 1)
yp+1 =
p∑
j=0
Aj(t)y
j + A(t)
que la reescribio como una ecuacio´n integral de Volterra de segundo especie
con el nu´cleo dado por:
k(t, s) =
p∑
j=0
Aj(s)(t− s)p−j
(p− j)!
En otro articulo en el an˜o 1896 Volterra extendio sus ideas para la ecuacio´n
integral lineal de primera especie con nu´cleo de´bilmente singular. Usando el
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acercamiento empleado por Abel para establecer la fo´rmula de inversio´n, e´l
mostro´ que la ecuacion:∫ t
0
(t− s)−αk(t, s)y(s)ds = f(t), t ∈ [0, T ] , 0 < α < 1
Puede ser transformado en una ecuacio´n de primera especie con nucleo reg-
ular, para cua´l aplico la teor´ıa de su primer trabajo. Los siguientes dos
articulos de Volterra de 1896 se relacionan con el ana´lisis de ecuaciones in-
tegrales de tercera especie. En los siguientes cuarenta an˜os se consolido los
trabajos de Volterra, durante este tiempo la etapa central pertenecio´ al estu-
dio de ecuaciones integrales de Volterra y sus implicaciones en el desarrollo
del analisis funcional. Desde mas o menos 1960 se ha renovado el intere´s en
las propiedades cualitativas y asinto´ticas de las soluciones de las ecuaciones
de Volterra.
Es bien sabido que un problema de Cauchy para una ecuacio´n diferencial
ordinaria equivale a una ecuacio´n integral de Volterra. As´ı, varios me´todos
(nume´ricos) para la aproximacio´n a las soluciones de un PVI pueden ser
aplicados a la resolucio´n de ecuaciones integrales
Probablemente lo que mas ampliamente se acostumbra a estudiar son las
clase de metodos de Runge-Kutta para los problemas de valor inicial de ecua-
ciones diferenciales ordinarias; estos me´todos fueron introducidos al inicio del
siglo 20. La teoria moderna de esta clase de metodos es debido a J.C.Butcher
por los an˜os de 1960, al mismo tiempo, P.Pouzet y B.A.Bel’tyukov extien-
den la idea de Runge-Kutta en diferentes formas a la ecuacion integral de
Volterra de segunda especie con nucleo acotado.
A finales de 1970 y a inicios de 1980 un analisis sistematico de los meto-
dos de Runge-Kutta para las ecuaciones integrales de segunda especie fue
desarrollado por H.Brunner ,E.Hairer and S.Norsett entre otros.
En muchos problemas cient´ıficos y de ingeniera las ecuaciones integrales
de Volterra esta´n presentes y ha atra´ıdo mucho la atencio´n de hallar me´todos
anal´ıticos y nume´ricos para su solucio´n. Entre las aplicaciones de las ecua-
ciones integrales de Volterra tenemos por ejemplo: dina´mica demogra´fica,
difusio´n de epidemias, dispositivos semiconductores, superfluidez, problemas
inversos, etc.
En las u´ltimas de´cadas las ecuaciones en diferencias de Volterra han sido ob-
jeto de intensas investigaciones. Esto se debe a dos razones principales. Una
de ellas consiste en las relaciones y analog´ıas existentes entre estas ecuaciones
y ecuaciones sobre las cuales el conocimiento teo´rico esta´ consolidado, como
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ecuaciones diferenciales, integrales e integro-diferenciales. otra causa del in-
tere´s es su gran utilidades en el modelaje de diversos problemas espec´ıficos en
a´reas tales como: meca´nica de flu´idos, biof´ısica, o´ptica, modelado biome´dico,
ecolog´ıa, (dina´mica de la poblacio´n), problemas del control, biomeca´nica, epi-
demias y esquemas de aproximacio´n nume´rica para ecuaciones integrales y
integro-diferenciales de volterra, etc.
La mayor parte de ecuaciones integrales e integro-diferenciais de Volterra
que aparecen en las aplicaciones no pueden ser resueltas anal´ıticamente. En
esos casos, para obtener una aproximacio´n a la solucio´n exacta, es preciso
recurrir a me´todos nume´ricos para discretizar aquellas ecuaciones.
El trabajo se organiza como sigue: en la primera parte introducimos
las ecuaciones integrales de volterra , mostramos condiciones de existencia
y unicidad de soluciones y propiedades de estas, tambien se menciona los
aspectos mas relevantes sobre ecuaciones en diferencias que seran extendidad
de alguna manera en el capitulo II.
En la segunda parte consideraremos las ecuaciones en diferencia de Volter-
ra de segunda especie, se consideraran dos tipos: tipo convolucion, de no
convolucion se estudia las acotaciones, la periodicidad, y la estabilidad para
sus soluciones. En la tercera parte consideramos la discretizacion de las
ecuaciones integrales de de Volterra mostrando me´todos para su solucio´n
nume´rica e implementaremos estos metodos en programas usando matlab.
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CAPITULO I
1.- PRELIMINARES
1.1.- Ecuaciones integrales de Volterra
Sea I = [0, T ] un intervalo con T > 0 y consideremos el triangulo
S = {(t, s)/0 ≤ s ≤ t ≤ T} la ecuacio´n integral de Volterra (EIV) para la
funcio´n desconocida y es de la forma:
θ(t)y(t) = g(t) +
∫ t
0
k(t, s, y(s))ds t ∈ I
donde θ, g : I → R , k : S × R→ R son funciones dadas.
Donde k es llamado nu´cleo de la ecuacio´n y la funcio´n θ determina la
clasificacio´n de la EIV.
• EIV de primera especie, si θ es ide´nticamente nula en tal caso se reduce
a:
−g(t) =
∫ t
0
k(t, s, y(s))ds t ∈ I
• EIV de segunda especie. Si θ(t) 6= 0 para todo t ∈ I en tal caso se
puede escribir como:
y(t) = g(t) +
∫ t
0
k(t, s, y(s))ds t ∈ I
• EIV de tercera especie, si θ es una funcio´n continua que posee un nu-
mero finito de ceros en I.
• Una EIV es llamada lineal si su nu´cleo es de la forma:
k(t, s, y) = k(t, s)y
• Es llamada de convolucio´n si es de la forma:
k(t, s, y) = k(t− s, y)
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• Es llamada de Hammerstein si es de la forma:
k(t, s, y) = k(t, s).g(s, y)
• Es llamada de Abel si es de la forma:
k(t, s, y) = (t− s)−αγ(t, s, y), 0 < α < 1
Donde γ es una funcio´n diferenciable en S × R
El siguiente teorema nos da condiciones suficientes para la existencia y uni-
cidad de la solucio´n para la EIV lineal
Teorema 1.1.- Consideremos la EIV lineal
y(t) = g(t) +
∫ t
0
k(t, s)y(s)ds t ∈ I (1)
Si k y g son continuas en S e I respectivamente entonces la ecuacio´n integral
(1) posee una u´nica solucio´n continua en I.
Prueba
Para cada n = 0, 1, 2.... definamos:
yn(t) = g(t) +
∫ t
0
k(t, s)yn−1(s)ds (2)
con y0(t) = g(t)
Debido a la continuidad de g y k, yn es continua en I para n = 0, 1, 2....
definamos para cada n = 0, 2....
φn(t) = yn(t)− yn−1(t) (3)
con φ0(t) = g(t)
Claramente cada φn es continua en I
Apartir de (3) se obtiene
yn(t) =
n∑
i=0
φi(t)
Sustituyendo en (2), n por n− 1 y restando de (2) obtenemos
φn(t) =
∫ t
0
k(t, s)φn−1(s)ds
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Como k y g son continuas sobre los compactos S, I respectivamente existen
constantes positivas C1 y C2 tal que
|g(t)| ≤ C1 para toda t ∈ I
|k(t, s)| ≤ C2 para todo (t, s) ∈ S
Ahora veamos por induccio´n que:
|φn(t)| ≤ C1(C2t)
n
n!
para toda t ∈ I
Para n = 0 es obvio, supongamos va´lida para n = m veamos que es va´lido
para n = m+ 1
|φm+1(t)| =
∣∣∣∣∫ t
0
k(t, s)φm(s)ds
∣∣∣∣ ≤ ∫ t
0
|k(t, s)φm(s)| ds
≤ C1(C2)
m+1
m!
∫ t
0
smds =
C1(C2)
m+1
m!
tm+1
m+ 1
=
C1(C2t)
m+1
(m+ 1)!
luego
∑∞
i=0 φn(t) es normalmente converguente, luego uniformemente con-
verguente, por lo tanto {yn} converge uniformemente a una funcio´n continua
y : [0, T ]→ R, se tiene que :
y(t) =
∞∑
i=0
φi(t)
Veamos que y es solucio´n de (1) en efecto:∫ t
0
k(t, s)y(s)ds =
∫ t
0
k(t, s)
∞∑
i=0
φi(s)ds
=
∞∑
i=0
∫ t
0
k(t, s)φi(s)ds =
∞∑
i=0
φi+1(t)
=
∞∑
i=0
φi(t)− g(t)
= y(t)− g(t)
ahora mostraremos que y es la u´nica solucio´n continua que satisface la ecuacio´n
sobre [0, T ]
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Supongamos que exista otra solucio´n continua y˜ de (1) sobre [0, T ], en-
tonces:
y(t)− y˜(t) =
∫ t
0
k(t, s) [y(t)− y˜(t)] ds (4)
Como y − y˜ es continua existe una constante M > 0 tal que
|y(t)− y˜(t)| ≤M, para toda t ∈ I
Sustituyendo esto en (4) obtenemos
|y(t)− y˜(t)| ≤MC2t, para toda t ∈ I
Por induccio´n tenemos para toda n = 0, 1, ..
|y(t)− y˜(t)| ≤ M(C2t)
n
n!
, para toda t ∈ I
como el lado derecho converge a 0 para todo t cuando n → +∞ de esto se
desprende que:
y(t) = y˜(t), para todo t ∈ I
Esto prueba el teorema.
Observaciones
• Toda solucio´n integrable de (1) bajo las condiciones del teorema (1.1)
es continua: en efecto sea h una funcio´n integrable solucio´n de (1) y sea
f la u´nica solucio´n continua de (1) puesto que h es integrable entonces
es acotada, obviamente f tambien lo es, luego f − h es acotada luego
seguimos los mismos pasos desde (4) para obtener f(t) = h(t) para
t ∈ [0, T ]
• Un caso ma´s general se puede obtener de la siguiente manera: Sean p(t)
y q(t) funciones continuas en [0, T ] que verifican 0 ≤ p(t) ≤ q(t) ≤ t
bajo las condiciones del teorema la ecuacio´n
f(t) = g(t) +
∫ q(t)
p(t)
k(t, s)f(s)ds, t ∈ [0, T ]
posee una u´nica solucio´n continua
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Ahora expresaremos la solucio´n de la EIV en te´rminos de la resolvente
La resolvente del nu´cleo
Con las hipotesis del teorema anterior; en su demostracio´n definimos las
funciones φn como:
φn(t) =
∫ t
0
k(t, s)φn−1(s)ds
con φ0(t) = g(t)
Se puede dar otra apariencia a las funciones φn de la siguiente manera
φn(t) =
∫ t
0
kn(t, s)g(s)ds, para n = 1, 2, ...
Donde
kn(t, s) =
∫ t
s
k(t, τ)kn−1(τ, s)dτ (5)
con k1(t, s) = k(t, s)
par Los ki(t, s) son llamados nu´cleos iterados.
Si |k(t, s)| ≤ C2 en S se sigue por induccio´n en (5) que:
|kn(t, s)| ≤ C
2
2(t− s)n−1
(n− 1)! , para n = 1, 2, ...
Se deduce que :
Γ(t, s) =
∞∑
i=1
ki(t, s)
es una serie que converge uniformemente para 0 ≤ s ≤ t ≤ T , esta funcio´n es
llamada la resolvente del nu´cleo para k(t, s), la resolvente del nu´cleo satisface
tambie´n una ecuacio´n integral, como muestra el siguiente teorema.
Teorema 1.2.- Si k es continua en S, la resolvente del nu´cleo satisface
la ecuacio´n:
Γ(t, s) = k(t, s) +
∫ t
s
Γ(τ, s)k(t, τ)dτ, para 0 ≤ s ≤ t ≤ T
Prueba
La prueba se deduce de la definicio´n de la resolvente ver [12].
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El siguiente teorema expresa la solucio´n de la ecuacio´n lineal en te´rminos
de la resolvente del nu´cleo.
Teorema 1.3.- Si k, g son continuas en S e I respectivamente entonces
la u´nica solucio´n continua de (1) es dada por:
y(t) = g(t) +
∫ t
0
Γ(t, s)g(s)ds
Prueba
La prueba se deduce de la definicio´n de la resolvente ver [12].
Ejemplo 1.1
Hallar la solucio´n de la ecuacio´n integral:
y(t) = et
2
+
∫ t
0
et
2−s2y(s)ds
Hallamos los nu´cleos iterados
k1(t, s) = e
t2−s2
k2(t, s) = e
t2−s2(t− s)
k3(t, s) = e
t2−s2 (t− s)2
2
Asi por induccio´n tenemos que
kn(t, s) = e
t2−s2 (t− s)n−1
(n− 1)!
Luego
Γ(t, s) =
∞∑
i=1
et
2−s2 (t− s)i−1
(i− 1)! = e
t2−s2et−s
luego segu´n el teorema (1.3) se tiene :
y(t) = et
2
+
∫ t
0
et
2−s2et−ses
2
ds = −et2 + et2+t
Definio´n 1.1
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Si el nu´cleo de la EIV es funcio´n de t− s u´nicamente i.e
k(t, s) = k(t− s)
entonces k es llamado un nu´cleo en diferencias.
Teorema 1.4.- Si k es un nu´cleo en diferencias, y k(t), g(t) son continuas
entonces la u´nica solucio´n de (1) es dada por
f(t) = g(t) +
∫ t
0
R(t− s)g(s)ds (6)
donde la resolvente del nu´cleo R(t) es solucio´n de
R(t) = k(t) +
∫ t
0
k(t− s)R(s)ds (7)
Prueba
No´tese que con las condiciones anteriores k(t− s) es continua, sea R(t) la
u´nica solucio´n continua de (7) veamos que f(t) definida por (6) es solucio´n
de (1) con nu´cleo k(t− s).∫ t
0
k(t− s)f(s)ds =
∫ t
0
k(t− s)
{
g(s) +
∫ s
0
R(s− τ)g(τ)dτ
}
ds
=
∫ t
0
k(t− s)g(s)ds+
∫ t
0
{∫ s
0
k(t− s)R(s− τ)g(τ)dτ
}
ds
Cambiando el orden de integracio´n en la segunda integral tenemos∫ t
0
k(t−s)f(s)ds =
∫ t
0
k(t−s)g(s)ds+
∫ t
0
{∫ t
τ
k(t− s)R(s− τ)ds
}
g(τ)dτ
Luego haciendo el cambio de variable s− τ = u en la integral dentro del
corchete para obtener∫ t
τ
k(t− s)R(s− τ)ds =
∫ t−τ
0
k(t− u− τ)R(u)du = R(t− τ)− k(t− τ)
la ultima igualdad esta dada por (7) finalmente tenemos∫ t
0
k(t− s)f(s)ds =
∫ t
0
k(t− s)g(s)ds+
∫ t
0
{R(t− τ)− k(t− τ)} g(τ)dτ
=
∫ t
0
R(t− τ)g(τ)dτ = f(t)− g(t)
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Donde la u´ltima igualdad se desprende de (6). Esto concluye la prueba.
Teorema 1.5.- Consideremos la EIV no lineal. Si g es continua en I y
k continua en S y satisface la condicio´n de Lipschitz en la tercera variable i.e
|k(t, s, y)− k(t, s, z)| ≤ L |y − z|
donde L > 0 es independiente de t, s, y, z, entonces la ecuacio´n integral no
lineal posee una u´nica solucio´n continua en I
Para la demostracio´n usaremos un corolario del teorema del punto fijo de
Banach
Sea (M,d) un espacio me´trico completo. Si F : M → M es continua y
existe un n0 ≥ 1 entero tal que F n0 es una contraccio´n entonces existe un
u´nico punto x0 ∈M tal que x0 es un punto fijo atractor de F
Demostracio´n del teorema:
Consideremos el espacio me´trico C([0, T ] ,R), con la me´trica inducida por
la norma:
‖f‖ = max
x∈[0,T ]
|f(x)|
y consideremos la aplicacio´n:
F : C([0, T ] ,R)→ C([0, T ] ,R), f → F (f)
donde F (f) es definida como:
F (f)(t) = g(t) +
∫ t
0
k(t, s, f(s))ds, t ∈ [0, T ]
Claramente F (f) es continua.
Vamos a probar que existe m ≥ 1 tal que Fm es una contraccio´n. denote-
mos con E = C([0, T ] ,R)
Sean u y v elementos de E y sea t ∈ [0, T ]
Afirmamos que para toda n ≥ 1:
‖F n(u)− F n(v)‖ ≤ L
nF n
n!
‖u− v‖ (8)
En efecto:
Para n = 1 tenemos que:
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|F (u)(t)− F (v)(t)| =
∣∣∣∣∫ t
0
{k(t, s, u(s))− k(t, s, v(s))} ds
∣∣∣∣
≤ L
∫ t
0
|u(s)− v(s)|
≤ L ‖u− v‖ t ≤ L ‖u− v‖T
de donde se tiene que:
‖F (u)− F (v)‖ ≤ LT ‖u− v‖
y F es continua por ser Lipchitziana.
Supongamos valido para n = m veamos su validez veamos su validez para
n = m+ 1∣∣Fm+1(u)(t)− Fm+1(v)(t)∣∣ = |F (Fm(u))(t)− F (Fm)(v)(t)|
=
∣∣∣∣∫ t
0
{k(t, s, Fm(u)(s))− k(t, s, Fm(v)(s))} ds
∣∣∣∣
≤
∫ t
0
L |Tm(u)(s)− Tm(v)(s)|
≤
∫ t
0
L
Lmsm
m!
‖u− v‖ ds
≤ L
m+1Tm+1
(m+ 1)!
‖u− v‖ , para t ∈ [0, T ]
Entonces se tiene∥∥Fm+1(u)− Fm+1(v)∥∥ ≤ Lm+1Tm+1
(m+ 1)!
‖u− v‖
De donde se tiene (8), luego puesto que la sucesio´n (L
nTn
n!
) converge a 0
existe un n0 tal que
Ln0Tn0
n0!
< 1 entonces F n0 es una contraccio´n de donde
obtenemos la conclusi o´n del teorema
Ejemplo 1.2
Considere la ecuacio´n integral :
f(t) = 1 +
∫ t
0
sin(t− s)
1 + f 2(s)
ds
21
Se tiene que g es continua en I (para cualquier T > 0), veamos que k satisface
la condicio´n de Lipzchitz en la tercera variable, sean y, z entonces :
|k(t, s, y)− k(t, s, z)| =
∣∣∣∣sin(t− s)1 + y2 − sin(t− s)1 + z2
∣∣∣∣
≤
∣∣∣∣ y2 − z2(1 + y2)(1 + z2)
∣∣∣∣ ≤ ∣∣∣∣(y − z) y + z(1 + y2)(1 + z2)
∣∣∣∣
≤ 2 |y − z|
puesto que se verifican las siguientes desigualdades
|y| ≤ (1 + y2)(1 + z2)
|z| ≤ (1 + y2)(1 + z2)
luego la ecuacio´n posee una u´nica solucio´n continua.
El siguiente teorema guarda analog´ıa con el cla´sico teorema de compara-
cio´n de series, y sirve para poder acotar la solucio´n de una ecuacio´n integral.
Teorema 1.6.- Asumamos que el nu´cleo k(t, s) de la EIV lineal es abso-
lutamente integrable con respecto a s para toda 0 ≤ t ≤ T y que la ecuacio´n
(1) posee una solucio´n continua. Asumamos ademas que existen funciones
G(t) y K(t, s) que satisfacen:
|g(t)| < G(t), para 0 ≤ t ≤ T
|k(t, s)| < K(t, s) para 0 ≤ s ≤ t ≤ T
y tal que la ecuacio´n integral
Y (t) = G(t) +
∫ t
0
K(t, s)Y (s)ds (9)
pose´e solucio´n continua Y (t) para 0 ≤ t ≤ T .
Entonces
|y(t)| < Y (t) para 0 ≤ t ≤ T
Prueba:
Como y(t) es solucio´n de la EIV lineal (1) tenemos que
|y(t)| ≤ |g(t)|+
∫ t
0
|k(t, s)| |y(s)| ds < G(t) +
∫ t
0
K(t, s) |y(s)| ds
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substrayendo de (9) obtenemos para 0 ≤ t ≤ T :
Y (t)− |y(t)| >
∫ t
0
K(t, s) {Y (s)− |y(s)|} ds
De donde Y (0)− |y(0)| > 0 luego existe un entorno 〈0, δ〉 tal que Y (t)−
|y(t)| > 0. Sea el conjunto {t : t ∈ [δ, T ], Y (t)− |y(t)| = 0} que es com-
pacto, si no fuera vacio sea t∗ = min {t : t ∈ [δ, T ], Y (t)− |y(t)| = 0} en-
tonces Y (t∗)− |y(t∗)| = 0; ma´s∫ t∗
0
K(t∗, s) {Y (s)− |y(s)|} ds > 0
luego no existe tal t∗ por lo tanto Y (t) > |y(t)| para 0 ≤ t ≤ T
Ejemplo 1.3
Sea y solucio´n de la EIV lineal dada por:
y(t) = g(t) +
∫ t
0
k(t, s)y(s)ds
si g y k son acotados por
|k(t, s)| < K, |g(t)| < G
Consideremos la ecuacio´n:
Y (t) = c+
∫ t
0
KY (s)ds
cuya solucio´n es ceKt. Entonces por el teorema tenemos que:
|y(t)| < ceKt para 0 ≤ t ≤ T
Transformada de Laplace
Una de las herramientas para resolver ecuaciones integrales lineales de
tipo convolucion es la transformada de Laplace
Recordemos la definicio´n de convolucio´n para dos funciones:
(f1 ∗ f2) =
∫ t
0
f1(t− s)f2(s)ds
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La transformada de Laplace de una funcio´n f(t) de orden exponencial es
denotada con f ∗ y definida por:
f ∗(w) = ℓ(f)(w) =
∫ ∞
0
e−wtf(t)dt
donde w es un nu´mero complejo. Esta definicio´n es dada siempre que la
integral converja, que por lo general ocurre en un semiplano de la forma
Re(w) ≥ w0 para algu´n w0.
La transformada inversa de Laplace de la funcio´n u(w) es definido por:
ℓ−1(u)(t) =
1
2πi
∫ a+i∞
a−i∞
ewtu(w)dw
Se verifica que:
ℓ−1(f ∗)(t) = f(t)
El nu´mero real a es tal que todas las singularidades de f ∗ yacen al lado
izquierdo del camino de integracio´n
Teorema 1.7.- Si f1 y f2 son funciones absolutamente integrables sobre
[0;T ]. Si ademas ℓ(f1) ,ℓ(f2) son absolutamente convergentes para Re(w) ≥
w0 entonces
ℓ(f1 ∗ f2) = ℓ(f1).ℓ(f2)
para Re(w) ≥ w0
Consideremos la ecuacio´n integral de tipo convolucio´n lineal
f(t) = g(t) +
∫ t
0
k(t− s)f(s)ds
Por las definiciones dadas esta ecuacio´n puede escribirse en la forma:
f = g + k ∗ f
aplicando a ambos mienbros el operador de Laplace, utilizando la linealidad,
el teorema (1.7) y despejando f ∗ obtenemos:
f ∗ =
g∗
1− k∗
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y aplicando la transformada inversa obtenemos:
f = ℓ−1
(
g∗
1− k∗
)
Ejemplo 1.4
Hallar la solucio´n de la EIV dada por:
f(t) = 1 +
∫ t
0
eα(t−s)f(s)ds
Para este ejemplo tenemos que
g∗ = 1/w; k∗ =
1
w − α
luego:
f ∗ =
w − α
w(w − α− 1)
de donde se tiene que:
f ∗ =
1
w
− 1
(α+ 1)w
+
1
(α+ 1)(w − α− 1)
tomando la transformada inversa tenemos que:
f(t) = 1− 1
α+ 1
+
1
α+ 1
et(α+1)
En esta seccio´n enunciamos los resultados principales sobre ecuaciones
en diferencias que en el Cap´ıtulo (2) sera´n generalizadas en cierto modo;
tambie´n se podra´ ver la analog´ıa en muchos ocasiones con las ecuaciones
diferenciales lineales
1.2.- Ecuaciones en diferencias
La forma de una ecuacio´n en diferencias lineal de orden k no homoge´nea
es dada por
y(n+ k) + p1(n)y(n+ k − 1) + . . .+ pk(n)y(n) = g(n) (10)
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Donde pi, g son sucesiones dadas definidas para n ≥ n0 y pk(n) 6= 0 para
todo n ≥ n0. Si g es ide´nticamente nula la ecuacio´n se llama homoge´nea,
podemos reescribir esta ecuacio´n en la forma:
y(n+ k) = −p1(n)y(n+ k − 1)− . . .− pk(n)y(n) + g(n)
Por ejemplo si n0 = 0 se obtiene y(k) en terminos de los k valores
y(k−1), y(k−2)..., y(0), que se pueden tener como dados; de manera expl´ıcita
tenemos que:
y(k) = −p1(0)y(k − 1)− . . .− pk(0)y(0) + g(0)
Una vez calculado el valor de y(k) podemos calcular y(k+1) reemplazando
n = 1 esto nas da:
y(k + 1) = −p1(1)y(k)− . . .− pk(1)y(1) + g(1)
Repitiendo este proceso es posible obtener el valor de y(n) para todo
n ≥ k conociendo solo los k valores anteriores.
Ejemplo 1.5
Consideremos la ecuacio´n en diferencias lineal de tercer orden
y(n+ 3) =
n
n+ 1
y(n+ 2)− ny(n+ 1) + 3y(n) + n
Dados los valores y(1) = 0, y(2) = −1, y(3) = 1, podemos obtener todos
los valores para n ≥ 4
Asi tomando n = 1 nosotros tenemos:
y(4) = 1
2
y(3)− y(2) + 3y(1) + 1 = 5
2
Tomando n = 2
y(5) = 2
2
y(4)− y(3) + 3y(2) + 2 = −4
3
y asi sucesivamente.
De manera formal una solucio´n para la ecuacio´n en diferencias lineal (10)
es una sucesio´n {y(n)}∞n0 que satisface la ecuacio´n para n ≥ n0.
Tambien para la ecuacio´n (10) definimos el correspondiente problema de
valores iniciales.{
y(n+ k) + p1(n)y(n+ k − 1) + . . .+ pk(n)y(n) = g(n)
y(n0) = a0, y(n0 + 1) = a1, . . . , y(n0 + k − 1) = ak−1 (11)
donde los ai son numeros reales dados.
Teorema 1.8.- El problema de valores iniciales (11) posee una u´nica
solucio´n definida para n ≥ n0
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Prueba
Ver [2].
A continuacio´n enunciaremos algunos resultados importantes sobre la
teor´ıa de las ecuaciones en diferencias lineales homoge´neas, consideremos
la ecuacio´n de orden k:
y(n+ k) + p1(n)y(n+ k − 1) + . . .+ pk(n)y(n) = 0 (12)
Con Sn0(R
m) denotaremos en espacio vectorial de todas las sucesiones
definidas para n ≥ n0 con valores en Rm
Sea S el conjunto de soluciones de (12) para n ≥ n0 con las operaciones
+, . definidas como :
(i) (x+ y)(n) = x(n) + y(n) para toda x, y ∈ S ,n ≥ n0
(ii) (ax)(n) = ax(n),n ≥ n0, para x ∈ S , a constante
Con estas operaciones se tiene que (S,+, .) es un subespacio vectorial real
de Sn0(R
m).
Definicio´n 1.2
El conjunto X = {x1, x2...xr} ⊆ Sn0(Rm) es llamado linealmente depen-
dientes para n ≥ n0 si existen constantes a1, a2.......ar no todas cero tal que:
a1x1(n) + ...+ arxr(n) = 0 para, n ≥ n0
Caso contrario diremos que es linealmente independiente.
Ejemplo 1.6
Las sucesiones (7n), (n7n), (n37n) son linealmente independientes para
n ≥ 1 en efecto
Si a7n + bn7n + cn37n = 0, dividiendo esta igualdad entre 7n se obtiene
a+bn+cn3 = 0, si no todos los escalares fueran 0 obtendr´ıamos un polinomio
de grado a lo ma´s 3 que se anula en infinitos puntos lo cual es absurdo.
Definicio´n 1.3
Un conjunto de k soluciones linealmente independientes de (12) es llamado
un conjunto fundamental de soluciones de (12).
La siguiente definicio´n nos proporciona un me´todo pra´ctico para compro-
bar la independencia lineal de sucesiones.
Definicio´n 1.4
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Definimos el casoratian de las sucesiones x1, x2..., xr ∈ Sn0(Rm) como la
sucesio´n dada por:
W (n) = det

x1(n) x2(n) . . . xr(n)
x1(n+ 1) x2(n+ 1) . . . xr(n+ 1)
...
... . . .
...
x1(n+ r − 1) x2(n+ r − 1) . . . xr(n+ r − 1)

El ca´lculo del casoratian, para un conjunto de soluciones de (12), se puede
realizar de manera pra´ctica por medio de:
Lema 1.1(Lema de Abel)
Si x1, x2, ..., xk son soluciones de la ecuacio´n homoge´nea (12) para n ≥ n0
y sea W (n) su Casoratian, entonces para n ≥ n0:
W (n) = (−1)k(n−n0)
(
n−1∏
i=n0
pk(i)
)
W (n0)
Prueba
La prueba se basa en propiedades de determinates, para el caso n = 3 ver
[2].
Corolario 1.1
Si pk(n) 6= 0 para todo n ≥ n0; entonces W (n) 6= 0 para todo n ≥ n0 si y
solo si W (n0) 6= 0
Prueba. Ver [2].
Corolario 1.2
El conjunto X = {x1, x2..., xk} es un conjunto fundamental de soluciones
de (12) para n ≥ n0 si y solo si W (n0) 6= 0
Prueba. Ver [2].
Teorema 1.9.- (Teorema fundamental). Si pk(n) 6= 0 para todo n ≥ n0
entonces (12) posee un conjunto fundamental de soluciones para n ≥ n0
Prueba.Ver [2].
Por otro lado si X = {x1, x2..., xk} es un conjunto fundamental de soluciones
de (12) y sea x(n) una solucio´n cualesquiera de (12) entonces existen con-
stantes a1, a2, ..., ak tal que:
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x(n) =
k∑
i=1
aixk(n)
Teorema 1.10 .- La terna (S,+, .) es un espacio vectorial de dimensio´n
k
Prueba.Ver [2].
Ecuaciones en diferencias lineales no homoge´neas
Consideremos la ecuacio´n:
y(n+ k) + p1(n)y(n+ k − 1) + . . .+ pk(n)y(n) = g(n) (13)
Donde pk(n) 6= 0 para todo n ≥ n0.
El teorema siguiente nos asegura la existencia de soluciones de (13) y nos
da la forma que poseen.
Teorema 1.11 .- La solucio´n general y(n) de (13) puede escribirse como:
y(n) = yp(n) + yc(n)
Donde yp(n) es una solucio´n particular de la ecuacio´n no homogenea y la solu-
cio´n complementaria yc(n) es solucio´n general de la ecuacio´n en diferencias
homoge´na asociada y viene dada en la forma:
yc(n) =
k∑
i=1
cixi(n)
Donde {x1;x2.......xk} forman una base de S.
Prueba. Ver [2].
El ca´lculo de la solucio´n particular para cierta clase de funciones g(n) se
pueden obtener usando los me´todos de coeficientes indeterminados y variacio´n
de para´metros.
Ejemplo 1.7
Consideremos la ecuacio´n en diferencias no homoge´nea:
y(n+ 2) + 3y(n+ 1)− 10y(n) = (n+ 1)3n
29
Las ra´ıces caracter´ısticas de la ecuacio´n homoge´nea asociada λ2+3λ−10 = 0
son λ = −5 , λ = 2 luego la solucio´n general de la ecuacio´n homoge´nea sera:
yc(n) = c12
n + c2(−5)n
Por el me´todo de coeficientes indeterminados obtenemos que la solucio´n
particular tiene la forma
yp(n) = An+B3
n
Sustituyendo esta funcio´n en la ecuacio´n obtenemos los valores de A y B
A = 1/8 y B = −19/64
luego la solucio´n general viene dada por:
y(n) = c12
n + c2(−5)n + n
8
− 19
64
3n
Sistema de Ecuaciones en diferencias
Consideremos el siguiente sistema de m ecuaciones en diferencias lineales
de primer orden con coeficientes constantes
x1(n+ 1) = a11x1(n) + a12x3(n) . . . +a1mxm(n)
x2(n+ 1) = a21x2(n) + a22x3(n) . . . +a2mxm(n)
... . . .
...
xm(n+ 1) = am1x2(n) + am2x3(n) . . . +ammxm(n)
Este sistema puede ser escrito en forma matricial
x(n+ 1) = Ax(n)
Donde x(n) = (x1(n), x2(n), ......, xm(n)) y A = (aij) i, j = 1...m es una
matriz real de orden m×m no singular. En el caso que A no depende de n
el sistema se llama autonomo.
Si para algun n0 ≥ 0 se especifica su valor x(n0) = x0 el sistema con esta
condicio´n se llama un problema de valor inicial.
Por una simple iteracio´n podemos deducir que la solucio´n del PVI viene
dado por:
x(n, n0, x0) = A
n−n0x0 para n ≥ n0
Donde A0 = I es la matriz identidad de orden m×m. Un sistema de la
forma :
x(n+ 1) = A(n)x(n) (14)
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Donde A(n) es una funcio´n matricial no singular para cada n, es llamado
no auto´nomo homoge´neo. El correspondiente sistema no homoge´neo con
condicion inicial es dado por :
x(n+ 1) = A(n)x(n) + g(n); x(n0) = x0 (15)
Donde g(n), x0 ∈ Rm
Los siguientes resultados establecen la existencia y unicidad de la solucio´n
de (14).
Teorema 1.12 .- Para cada x0 ∈ Rm y n0 ∈ N, existe una u´nica solucio´n
x(n, n0, x0) de (14) que satisaface x(n, n0, x0) = x0 y es dada por:
x(n, n0, x0) =
[
n−1∏
i=n0
A(i)
]
x0
Prueba. Ver [12].
Sea Φ(n) la matriz de orden m × m cuyas columnas son soluciones de
(14) que lo denotaremos por:
Φ(n) = [x1(n), x2(n), ..., xm(n)]
Entonces es inmediato ver que Φ(n) satisface la ecuacio´n en diferencias sigu-
iente:
Φ(n+ 1) = A(n)Φ(n) (16)
Ademas si x1(n), x2(n), ..., xm(n) son l.i para n ≥ n0 si y solo si detΦ(n) 6=
0 para n ≥ n0
Definicio´n 1.5 .- Si Φ(n) es una matriz no singular para n ≥ n0 y
satisface la ecuacio´n (16) entonces es llamada matriz fundamental para el
sistema de ecuaciones en diferencias (14).
Teorema 1.12 .- La ecuacion matricial (16) posee una u´nica solucio´n
φ(n) satisfaciendo φ(n0) = I que la denotaremos con Φ(n, n0)
Prueba. Ver [12].
Corolario 1.3 .- La u´nica solucio´n x(n, n0, x0) de (14) satisfaciendo
x(n0, n0, x0) = x0es dada por:
x(n, n0, y0) = Φ(n, n0)x0
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Si x1, x2, ..., xk son soluciones de (14) entonces la sucesio´n
y(n) =
m∑
i=1
cixi(n)
es tambien solucio´n de (14) donde los ci son constantes reales arbitrarias.
De los resultados anteriores se deduce que {xi(n)/1 ≤ i ≤ m} es un con-
junto de soluciones l.i de (14) entonces toda solucio´n y(n) de (14) se escribe
como
x(n) =
∑m
i=1 cixi(n)
para ciertas constantes reales ci.
Esta ultima ecuacio´n se puede escribir en terminos de la matriz fundamental
como:
y(n) = Φ(n)C
Donde Φ(n) es una matriz fundamental y C es un vector columa en Rm
Teorema 1.13 .- Toda solucio´n x(n) de (15) se puede escribirse en la
forma :
x(n) = Φ(n)C + xp(n)
Donde C es un vector columna en Rm y xp(n) es una solucio´n particular de
la ecuacio´n (15)
Prueba. Ver [2].
Lema 1.2 .- La solucio´n particular de (15) es dada como :
xp(n) =
n−1∑
i=n0
Φ(n, i+ 1)g(i)
con xp(n0) = 0
Prueba. Ver [2].
Teorema 1.14 .- (Variacio´n de para´metros) La u´nica solucio´n del prob-
lema de valor inicial:
y(n+ 1) = A(n)y(n) + g(n)
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,y(n0) = y0 viene dada por :
y(n, n0, y0) = Φ(n, n0)y0 +
n−1∑
i=n0
Φ(n, i+ 1)g(i)
De manera ma´s explicita se tiene que:
y(n, n0, y0) = (
n−1∏
j=n0
A(j))y0 +
n−1∑
i=n0
(
n−1∏
j=i+1
A(j))
Prueba. Ver [12].
Ejemplo 1.8 Consideremos el siguiente sistema:
y(n+ 1) = A(n)y(n) + g(n)
Donde :
A(n) =
(
3 1
0 1
)
,
g(n) =
(
6n
9
)
y(0) =
(
1
1
)
Usando el algoritmo de putzer obtenemos que :
An =
(
3n n3n−1
0 3n
)
para todo n ∈ N, luego por el teorema 1.14 tenemos que y(n) viene dada
por:
y(n) =
(
3n n3n−1
0 3n
)(
1
1
)
+
n−1∑
i=0
(
3n−i−1 (n− i− 1)3n−i−2
0 3n−r−1
)(
6i
9
)
=
(
3n + n3n−1
3n
)
+
n−1∑
i=0
(
3n−12i + (n− i− 1)3n−i
3n−i+1
)
=
(
3n + n3n−1
3n
)
+
(
(6n/3− 3n−1 + (21− 3n+1(3− 2n))/4
(3n+2 − 9)/2
)
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Estabilidad para ecuaciones en diferencias
Consideremos la ecuacio´n vectorial en diferencias con condicio´n inicial:
y(n+ 1) = g(n, y(n)) y(n0) = y0 (17)
Donde y(n) ∈ Rm y g : Z+0 × Rm → Rm es una funcio´n continua en x.
Un punto x∗ es llamado punto de equilibrio de (17) si :
g(n, x∗) = x∗ n ≥ n0
Definicio´n 1.6 .- El punto de equilibrio x∗ es llamado:
• Estable si dado ǫ > 0 y n0 ∈ Z+0 existe δ = δ(ǫ, n0) tal que ‖y0 − x∗‖ < δ
implica
‖y(n, n0, y0)− x∗‖ ≤ ǫ
Para n ≥ n0
• Uniformemente estable si δ es independiente de la eleccio´n de n0
• Atractor si existe η = η(n0) tal que si ‖y0 − x∗‖ ≤ η impica:
lim
n→∞
y(n, n0, y0) = x
∗
• Uniformemente atractor si η no depende de la eleccio´n de n0
• Asinto´ticamente estable si es estable y atractor
• Asinto´ticamente uniformemente estable si es uniformemente estable y
uniformemente atractor
El siguiente teorema expresa la estabilidad de (14) en te´rminos de su matriz
fundamental
Teorema 1.15 .- Consideremos el sistema (14) respecto a la solucio´n
nula tenemos
1. Estable si y solo si existe una constante positiva M tal que
‖Φ(n)‖ ≤M
para n ≥ n0 ≥ 0
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2. Uniformemente estable si y solo si existe una constante positiva M tal
que
‖Φ(n,m)‖ ≤M para n ≥ m ≥ n0
3. Asintoticamnete estable si y solo si
lim
n→∞
‖Φ(n)‖ = 0
4. Uniformente asinto´ticamente estable si y solo si existe una constante
positiva M y ρ ∈ 〈0, 1〉 tal que
‖Φ(n,m)‖ ≤Mρn−m para n ≥ m ≥ n0
Prueba. Ver [2]
A continuacio´n damos un simple criterio para poder determinar la esta-
bilidad uniforme y estabilidad asinto´ticamente uniforme
Teorema 1.16 .- Se tienen los siguientes resultados
• Si
m∑
i=1
|aij(n)| ≤ 1
Para 1 ≤ j ≤ m, n ≥ n0 entonces la solucio´n cero de (14) es uniforme-
mente estable .
• Si
m∑
i=1
|aij(n)| ≤ 1− c
Con c ∈ 〈0, 1〉, 1 ≤ j ≤ m,n ≥ n0, entonces la solucio´n cero de (14) es
uniformemente asinto´ticamente estable.
Prueba. Ver [2]
Para analizar la estabilidad del sistema no lineal
x(n+ 1) = f(x(n)) (18)
en un punto de equilibrio se recurre en muchas ocasiones a una cierta clase
de funciones llamadas funciones de liapunov :
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Estabilidad segun Liapunov
Sea V : Rm → R, la variacio´n de V relativa al sistema (18) esta definida
por:
∆V (x) = V (f(x))− V (x)
sobre las soluciones de (18) se tiene:
∆V (x(n)) = V (f(x(n)))− V (x(n)) = V (x(n+ 1))− V (x(n))
Si ∆V (x) ≤ 0 entonces se dice que V es no creciente sobre las soluciones de
(18).
Una funcio´n V : G→ R es llamada funcio´n de Liapunov para (18) en G
si verifica :
i)V es cont´ınua sobre G
ii)∆V (x) ≤ 0 siempre que x, f(x) ∈ G
Una funcio´n V : Rm → R es llamada definida positiva en x∗ si:
i)V (x∗) = 0
ii)V (x) > 0 para x ∈ B(x∗, γ) para algun γ > 0
Teorema 1.17 (Teorema de estabilidad de Lipunov).Si V es una funcio´n
de liapunov para (18) en un vecindad H del punto de equilibrio x∗ y V es
definida positiva con respecto a x∗ entonces es x∗ estable. Si adema´s de esto
ocurre que ∆V (x) < 0 siempre que x, f(x) ∈ H para x 6= x∗, entonces x∗
es asinto´ticamente estable. Si en adicio´n a esto se tiene que G = H = Rm
y V (x) → ∞ cuando ‖x‖ → ∞ entonces x∗ es globalmente asinto´ticamente
estable.
Prueba. Ver [2].
Ejemplo 1.9 Considere el siguiente sistema vectorial
x(n+ 1) =
(
cos(θn) −sen(θn)
sen(θn) cos(θn)
)
x(n)
Sea la funcio´n cont´ınua : V : R2 → R dada por V (x, y) = x2 + y2
tenemos que sobre las soluciones :
∆V (x, y) = V (f(x, y))−V (x, y) = (xcos(θn)−ysen(θn))2+(xsen(θn)+ycos(θn))2−x2−y2 = 0
Puesto que V es definida positiva para (0, 0) se concluye que el origen es
estable.
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1.3.-La Z-Transformada
La Z-transformada es una herramienta u´til en teor´ıa de control en tiempo
discreto y su papel es ana´logo al que juega la transformada de Laplace en
tiempo continuo.
La Z-transforma es conveniente para las ecuaciones en diferencias lineales
y los sistemas discretos.
La importancia de la Z-Transformada radica en que permite reducir ecua-
ciones en diferencias o ecuaciones recursivas con coeficientes constantes a
ecuaciones algebraicas lineales.
La Z-Transformada es una aplicacio´n entre un espacio de sucesiones (fun-
ciones discretas) y un espacio de funciones Anal´ıticas (desarrollables en serie
de Laurent).
La funcio´n que los liga es la serie de Laurent cuyos coeficientes son los
elementos de la sucesio´n de origen.
Definicio´n 1.7 La Z-Transformada (unilateral) de la sucesio´n (x(n))
esa definida por la funcio´n compleja:
x˜(z) = Z(x(n)) =
∞∑
j=0
x(j)z−j
Donde z es un numero complejo, el conjunto de valores de z para los cuales
la serie converge es llamado regio´n de convergencia.
Sea a ∈ C denotemos con A(a, r,+∞) = {z ∈ C : |z − a| > r} para r ≥ 0
Lema 1.3 Sea (x(n)) una sucesio´n de nu´meros complejos y r = lim sup n
√
|x(n)|
entonces:
1. La serie
∑∞
n=0 x(n)(z − a)−n es absolutamente converguente en cada
punto de la corona A(a, r,+∞) y convergue uniformemente en los sub-
conjuntos compactos de A(a, r,+∞)
2. En el disco D(a, r) la serie no convergue.
3. la funcio´n f definida en A(a, r,+∞) por
f(z) =
∞∑
n=0
x(n)(z − a)−n
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es analitica.
Entre todas la propiedades de la Z-Transformada destacamos:
Linealidad
Si ˜x(z) y ˜y(z) representan las Z-Transaformada de las sucesiones (xn) y (yn)
respectivamente con radios de convergencia R1, R2 respectivamente, entonces
si α y β son numeros complejos se tiene:
Z (αx (n) + βy (n)) = αx˜+ βy˜
Convolucio´n
La convolucio´n de las suceciones (xn) y (yn) se define como la sucesio´n:
x(n) ∗ y(n) =
n∑
i=0
x(n− i)y(i) =
n∑
i=0
x(n)y(n− i)
Se tine que:
x˜ ∗ y(z) = x˜(z)y˜(z)
Traslacio´n en el dominio de tiempo
Sea k > 0 un numero entero y la sucesio´n {x(n)}∞n=0, definamos la sucesio´n
y(n) = x(n− k), con y(−i) = 0 para i = 1, 2, .., k entonces :
y˜(z) = z−kx˜(z)
Si y(n) = x(n+ k) entonces
y˜(z) = zkx˜(z)− zkx(0)− zk−1x(1)− zk−2x(2)....− zx(k − 1)
Si y(n) = anx(n) con a 6= 0 entonces
y˜(z) = x˜( z
a
)
Teorema de valor inicial
lim
|z|→∞
x˜(z) = x(0)
Teorema del valor final
x(∞) = lim
n→∞
x(n) = lim
z→1
(z − 1)x˜(z)
Ejemplo 1.10 Si x = (a, a, .., a, ...) entonces
x˜(z) = az
z−1 con regio´n de convergencia |z| > 1
Ejemplo 1.11 Si x = (1, 2, 22, .........) entonces
x˜(z) = z
z−2 ,con regio´n de convergencia |z| > 2
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Transformada Z inversa
Es u´til obtener transformadas Z inversas de funciones de variable com-
pleja F (z), es decir, sucesiones que verifican:
x˜(z) = Z(xn) = F (z) y (xn) = Z
−1(F (z)).
Para calcular la transformada inversa de una funcio´n F (z) basta calcular el
desarrollo en serie de Laurent centrada en cero de manera que tenga un anillo
de convergencia de la forma {z ∈ C : |Z| ≥ r} para algun r ≥ 0
Ejemplo 1.12 Si F (z) = 1
z−1 entonces desarrollando en serie de Laurent
tenemos:
1
z − 1 =
1
z
1
1− 1
z
=
1
z
∞∑
n=0
1
zn+1
si |z| > 1. Entonces la sucesion es: x(n) = Z−1( 1
z−1) = (0, 1, 1, ........).
Observacion La forma usual (no en todos los casos) de la Transformada
Z es la siguiente:
x˜(z) =
b0 + b1z
−1 + .....+ bmz−m
1 + a1z−1 + .....+ anz−n
1.4.-Algunos resultados ba´sicos de ana´lisis funcional y ana´lisis
complejo
Definicio´n 1.8 Un conjunto M en un espacio con producto interno X es
llamado ortogonal si sus elementos son dos a dos ortogonales, M es llamado
ortonormal si:
〈x1, x2〉 =
{
0 si x1 6= x2
1 si x1 = x2
En el caso que M sea numerable podemos escribirlo como una suce-
sio´n (xn)n∈N y podemos llamarla sucesio´n ortogonal o ortonormal respectiva-
mente. De manera, ana´loga se puede definir conjunto ortogonal o ortonormal
para el caso general (xi)i∈I .
Si {x1, x2..., xn} es ortogonal entonces se verifica la relacio´n de pitagoras:
‖x1 + x2 + ...+ xn‖2 = ‖x1‖2 + ...+ ‖xn‖2
Todo conjunto ortogonal es un conjunto linealmente independiente.(numerable
o no numerable)
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Si (e1, e2, .....) es una sucesio´n ortonormal en un espacio con producto interno
y si x ∈ span {e1, e2, ..en} para un n fijo, entonces :
x =
n∑
i=1
〈x, ei〉 ei
Sea x ∈ X y sea y ∈ Yn = span {e1, e2, ..en} con y =
∑n
k=1 〈x, ek〉 ek y sea
z = x − y entonces es facil comprobar que: z⊥y luego por la relacio´n de
pitagoras tenemos:
‖z‖2 = ‖x‖2 − ‖y‖2 = ‖x‖2 −
n∑
i=1
|〈x, ei〉|2
para n = 1, 2... de donde obtenemos:
n∑
i=1
|〈x, ei〉|2 ≤ ‖x‖2
Teorema 1.18 (Desigualdad de bessel)Si (en) es una sucesion ortonormal
en un espacio con producto interno X entonces para todo x ∈ X se tiene:
∞∑
i=1
|〈x, ei〉|2 ≤ ‖x‖2
Prueba. Ver [10].
Teorema 1.19 ( Proceso de gram-schmitd ) Dada una sucesio´n lineal-
mente independiente {x1, x2, ..xn} se puede obtener una sucesio´n ortornormal
{e1, e2, ..en} que verifica:
span {x1, .., xn} = span {e1, .., en}
Prueba. Ver [10].
Dada una sucesio´n ortonormal (en) en un espacio de Hilbert H consider-
emos la serie ∞∑
i=1
αiei (19)
La serie convergue a s ∈ H si la sucesio´n de sumas parciales (sn = α1e1 +
...+ αnen) convergue a s esto es ‖sn − s‖ → 0
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Un conjunto ortonormal (en) es una base de Hilbert de un espacio de
Hilbert X si para todo x ∈ X existen li ∈ R tal que
x =
∞∑
i=0
liei
Teorema 1.20 Dada una sucesio´n ortonormal (en) en un espacio de Hilbert
H entonces:
1. La serie (19) convergue si y solo si la siguiente serie convergue:
∞∑
i=1
|αi|2
2. si la serie en (19) convergue a x entonces se tiene que αi = 〈x, ei〉
3. Para todo x ∈ H se tiene que :
∞∑
i=1
〈x, ei〉 ei <∞
no necesariamente a x.
4. Si x ∈ span((en)) entonces
∞∑
i=1
〈x, ei〉 ei = x
Prueba. Ver [10].
Definicio´n 1.9 Un conjunto total en un espacio normado X es un sub-
conjunto M ⊆ X tal que:
span(M) = X
En todo espacio de Hilbert no trivial H existe un conjunto ortonormal total.
Teorema 1.21 Sea X un espacio de Hilbert y (en) un conjunto ortonor-
mal entonces son equivalente:
1. (en) es una base de Hilbert para X
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2. (en) es un conjunto total ortonormal en X
3. Para todo x ∈ X se tiene que x =∑∞i=1 〈ei, x〉 ei
4. Para todo x ∈ X se tiene
∞∑
i=1
|〈x, ei〉|2 = ‖x‖2
Prueba. Ver [10].
Teorema 1.23 Sea H un espacio de Hilbert entonces:
1. Si H es separable (posee un subconjunto numerable denso en H) todo
conjunto ortonormal en H es numerable
2. Si H contiene una sucesio´n ortonormal que es total en H entonces H
es separable
Prueba. Ver [10].
Teorema 1.24 Sea A ⊆ C una regio´n y f una funcio´n analitica no
identicamente nula. Denotemos con Zf el conjunto de ceros de f ,i.e
Zf = f
−1(0). Entonces:
1) Zf es un conjunto discreto
2)Para cualquier conjunto compacto K ⊆ A, K ∩ Zf es finito o vacio.
Prueba. Ver [11].
Teorema 1.25(Teorema de Laurent) Sea 0 ≤ r1 < r2 y z0 ∈ C, consid-
eremos la regio´n A = {z : r1 < |z − z0| < r2}, si f es analitica en la regio´n A
entonces f se puede representar en la forma:
f(z) =
∞∑
n=0
a(n)(z − z0)n +
∞∑
n=1
b(n)
(z − z0)n
Donde ambas series converguen absolutamente en A y uniformemente en
todo corona concentrica cerrada en A
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Si γ es un circulo con centro en z0 y radio r con r1 < r < r2 entonces los
coeficientes son dados por:
a(n) =
1
2πi
∫
γ
f(ξ)
(ξ − z0)n+1dξ n = 0, 1, 2...
b(n) =
1
2πi
∫
γ
f(ξ)(ξ − z0)n−1dξ n = 1, 2...
Prueba. Ver [11].
Definicio´n 1.10 Se llama residuo de f en z0 al coeficiente b1 en su
desarrollo en serie de Laurent de f en z0.
Teorema 1.26(Teroema de Residuos) SeaA una regio´n y sean z1, z2, ..., zn ∈
A n puntos distintos. Sea f analitica en A−{z1, z2, ..., zn}. Sea γ una curva
cerrada en A que encierra en su interior los puntos zi entonces∫
γ
f(z)dz = 2πi
n∑
i=1
Res(f, zi)
Prueba. Ver [11].
En lo sucesivo desginaremos con Zn0 el conjunto Zn0 = {n : n ≥ n0}
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CAPITULO II
2.- ECUACIONES EN DIFERENCIAS DE VOLTERRA
Las ecuaciones en diferencias de Volterra (EDV), pueden ser vistas como
una generalizacio´n de las ecuaciones en diferencias. As´ı como en una ecuacio´n
en diferencias, la solucio´n de una EDV es una sucesio´n, con algunos te´rminos
in´ıciales dados; en una EDV en la mayoria de casos, el momento presente
depende de e´l y de todos los te´rminos anteriores. Las (EDV) tienen diversas
formas, entre algunas de ellas tenemos:
x(n) =
n∑
i=n0
k(n, i)x(i) + g(n) n ≥ n0 ≥ 0 (20)
Donde k : Zn0 × Zn0 → Rm y g : Zn0 → Rm
esta EDV lineal puede ser considerada el ana´logo en versio´n discreta de la
ecuacio´n integral lineal de Volterra de segunda especie:
x(t) =
∫ t
t0
k(t, s)x(s)ds+ g(t) para t ≥ t0
Tambie´n :
x(n+ 1) = c(n)x(n) +
n∑
i=n0
k(n, i)x(i) + g(n) (21)
Donde c : Zn0 → Rm y k : Zn0 × Zn0 → Rm esta ecuacio´n puede ser con-
siderada el ana´logo en versio´n discreta de la ecuacio´n integrodiferencial de
Volterra:
x′(t) = c(t)x(t) +
∫ t
t0
k(t, s)x(s)ds+ g(t) para t ≥ t0
Esta ecuacio´n es utilizada ampliamente en modelos de dina´mica de poblacio´n
ver [16]
Tambien podemos mencionar a las EDV no lineales, suma infinita lineal, de
memoria no acotada respectivamente:
x(n+ 1) = g(n, x(n)) +
n∑
i=n0
K(n, i, x(i))
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x(n) = f(n) +
∞∑
i=n0
K(n, i)x(i)
x(n) = f(n) +
n0∑
i=−∞
K(n, i)x(i)
Las dos primeras ecuaciones pueden ser consideradas como casos partic-
ulares de la ecuacio´n:
x(n+ 1) = H(n, x(n0), ..., x(n)) n ≥ n0 (22)
Con x(n0) dado, donde H : Zn0 × Sn0(Rm)→ Rm y satisface la condicio´n:
H(n, (x(n))) = H(n, x(n0), ..., x(n), ........) = H(n, x(n0), ..., x(n)) n ≥ n0
esto es, H(n, (x(n))) no depende de los terminos x(j) para j ≥ n+ 1.
La solucio´n de la ecuacio´n (22) sera denotado con x(n, n0, x(n0)), cuando no
haya posibilidad de confusio´n lo representaremos simplemente por x(n)
Un punto x ∈ Rm es un punto de equilibrio o estacionario de (22) si :
H(n, (x)) = H(n, x, ..., x) = x para toda n ≥ n0
En este trabajo sin pe´rdida de generalidad consideraremos ecuaciones que
tienen como punto de equilibrio a la sucesio´n constante (0) i.eH(n, 0, ...., 0) =
0 para n ≥ n0, caso contrario definimos una ecuacio´n equivalente cuyo punto
de equilibrio sea 0 en efecto consideremos :
F (n, y(n)) = H(n, x− y(n))− x
entonces (0) es punto de equilibrio de F .
Para cada x ∈ Rm, podemos considerar la sucesio´n constante (x)n≥n0
y para cada n ≥ n0 fijo consideremos la funcio´n f : Rm → Rm dada por
fn(x) = H(n, (x)) esta observacio´n la utilizaremos en un teorema posterior.
Si la solucio´n de una EDV asociada a cierta condicio´n inicial tiene como
solucio´n a una solucio´n constante entonces se dice que dicha condicio´n inicial
es un punto de equilibrio(o punto cr´ıtico o estacionario) de la EDV y la
respectiva solucio´n es una solucio´n de equilibrio de la EDV.
Si para valores in´ıciales pro´ximos a la solucio´n de equilibrio, las soluciones
permanecen pro´ximas a la solucio´n de equilibrio, entonces se dice que esta
solucio´n de equilibrio es estable.
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Si adema´s, existe una vecindad del punto de equilibrio tales que las solu-
ciones de la EDV con datos in´ıciales en esa vecindad, dan soluciones que
converjan a la solucio´n de equilibrio entonces la solucio´n de equilibrio es
asinto´ticamente estable.
Definicio´n 2.1
Se dice que la sucesio´n nula de (22) es:
1. Estable si para cada ǫ > 0 existe un δ(ǫ) > 0 tal que,
‖x(n0)‖ < δ ⇒ ‖x(n, n0, x(n0))‖ < ǫ ∀n ≥ n0
Ver figura [1]
2. Asinto´ticamente estable si es estable y existe un conjunto abierto A ⊆
Rm conteniendo al origen, tal que limn→∞ x(n, n0, x(n0)) = 0 , cualquiera
sea la condicio´n inicial x(n0) ∈ A (atractor). Ver figura [2]
En el caso que A = Rm diremos que la solucio´n nula tiene estabilidad
asintoticamente global.
Figura 1:
La solucio´n de una ecuacio´n en diferencias, es una sucesio´n cuyos te´rminos
pueden ser obtenidos recursivamente; esta peculiaridad de las ecuaciones en
diferencias nos permite usar el computador, para obtener tantos te´rminos
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Figura 2:
como queramos de la solucio´n, en muchas aplicaciones esto es suficiente para
conseguir la informacio´n que deseamos, mas la posibilidad de obtener tantos
te´rminos cuanto queramos de la solucio´n no nos da una fo´rmula para la solu-
cio´n, existen cuestiones de cara´cter cualitativo que no pueden ser respondidas
por el computador, por mas grande que sea el numero de te´rminos obtenidos
de la solucio´n.
Para responder a las cuestiones de cara´cter cualitativo, en esta seccio´n
vamos en busca de estas propiedades como: estabilidad, periodicidad y acota-
ciones.
En esta seccio´n se hace un estudio de algunas EDV con respecto a la esta-
bilidad, acotaciones y la existencia de soluciones perio´dicas .
Sin perdida de generalidad podemos tomar cuando sea necesario n0 = 0
2.1.-Ecuacio´n en diferencias de Volterra de tipo convolucio´n caso
escalar
Consideremos la EDV escalar de tipo convolucio´n de la forma:
x(n+ 1) = cx(n) +
n∑
i=0
k(n− i)x(i) c ∈ R (23)
Esta ecuacio´n es el ana´logo en versio´n discreta de la ecuacio´n integrodiferen-
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cial de Volterra de tipo convolucio´n
x′(t) = cx(t) +
∫ t
0
k(t− s)x(s)
y un caso particular de la ecuacio´n (21).
Elaydi (ver [2]) usa la Z-transformada para resolver y analizar la estabilidad
de la solucio´n nula de (23) de la siguiente manera:
Utilizando la definicio´n de convolucio´n podemos reescribir (23) en la for-
ma:
x(n+ 1) = cx(n) + k(n) ∗ x(n)
Aplicando la Z-transformada a ambos miembros de esta ecuacio´n obtenemos:
zx˜(z)− zx(0) = cx˜(z) + k˜(z)x˜(z)
entonces despejando x˜(z) obtenemos
x˜(z) =
zx(0)
z − c− k˜(z) (24)
Tomando la Z-transformada inversa a esta ultima ecuacio´n podemos obtener
la solucio´n de (23).
Ejemplo 2.1
Consideremos la EDV escalar de tipo convolucion dada por:
x(n+ 1) = x(n) +
n∑
i=0
k(n− i)x(i) x(0) = x0
donde: (k(n)) = (0, 2, 22, 23, ...)
Para x0 6= 0 tomando la Z-transformada a ambos mienbros de esta igual-
dad y despejando x˜(z) obtenemos :
x˜(z) =
(z − 2)x0
(z − 3)
utilizando fracciones parciales y tomando Z-transformada inversa obtenemos:
x(n) = (3n−1)x0 para n ≥ 1.
Ejemplo 2.2
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Hallar la solucio´n de la EDV dada por:
x(n+ 1) = 1−
n∑
i=0
en−ix(i) x(0) = x0
Tomando la Z-transformada a ambos miembros de la ecuacio´n y despejando
x˜(z) obtenemos:
x˜(z) =
(z − e)(1 + x0(z − 1))
(z − 1)(z − e+ 1)
para |z| > e
utilizando fracciones parciales tenemos que:
x˜(z) =
1− e
(z − 1)(2− e) +
1
(2− e)(z − e+ 1) +
x0z
z − e+ 1 −
ex0
z − e+ 1
Tomando Z-transformada inversa y por la linealidad obtenemos
(x(n)) = (x0,
1− e
2− e+(
1
2− e)+x0(e−1)−ex0,
1− e
2− e+(
1
2− e)(e−1)+x0(e−1)
2−ex0(e−1),
1− e
2− e + (
1
2− e)(e− 1)
2 + x0(e− 1)3 − ex0(e− 1)2, ........)
de donde deducimos que :
x(n) =
1− e
2− e + (
1
2− e − x0)(e− 1)
n−1
para n > 0
Elaydi ([2]) considera la funcio´n compleja g(z) = z − c− k˜(z) dada en (24),
esta funcio´n es de mucha utilidad al analizar la estabilidad de la solucio´n
nula para la ecuacio´n (23).
El siguiente lema proporciona informacio´n sobre la localizacio´n de ceros
de la funcio´n g
Lema 2.1
Los ceros de g(z) = z − c − k˜(z) todos yacen en la regio´n |z| < A para
algu´n A > 0. Por otra parte si (k(n)) ∈ l1 entonces g solo posee una cantidad
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finita de ceros que satisfacen |z| ≥ 1 .
Prueba
Supongamos que el conjunto de ceros es no acotado y no vacio, entonces
para toda n ≥ 1, exista zn cero de g tal que |zn| ≥ n y |zn| > |zn−1|, de este
modo de obtiene una sucesio´n (zn) de ceros de g que verifican:
lim
n→∞
|zn| = +∞
por otra parte como zn es cero de g tenemos que:
|zn − c| =
∣∣∣k˜(zn)∣∣∣
Tomando el limite para n → ∞ a ambos miembros y utlizando el teorema
del valor inicial se obtiene ∞+ = |k(0)| lo cual es una contradiccio´n.
La condicio´n de k(n) ∈ l1 implica que k˜(z) converge absolutamente para
|z| > 1, pues k˜(1) =∑∞n=0 k(n) <∞ esto se deduce del teorema de Abel que
dice :
Si una serie de potencias converge para un valor z0 entonces la serie converge
absolutamente para todo z tal que |z| < |z0|
Ahora k˜(z) convergue en alguna regio´n de la forma |z| > r para algu´n
r ≤ 1 donde es analitica, ademas como k(n) ∈ l1 tambien es analitica para
|z| = 1, asi g(z) es analitica en la regio´n 1 ≤ |z| ≤ A que es compacto y esta
contenido en su dominio concluimos que solo puede tener una cantidad finita
de ceros en dicha regio´n, esto prueba el lema.
Ver figura [3]
Observacio´n La condicio´n k(n) ∈ l1 puede ser omitida en caso g solo tenga
Figura 3:
una cantidad finita de ceros, esto sucede por ejemplo cuando g es una funcio´n
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racional.
Como x˜(z) = x(0)zg−1(z) utilizando la formula integral de cauchy se sigue
que:
x(n) =
1
2πi
∮
γ
x˜(z)zn−1dz
donde γ es un circulo con centro en el origen y que contiene a los ceros de g
dicho circulo existe por el lema anterior, luego
x(n) =
1
2πi
∮
γ
x(0)g−1(z)zndz
Por el teorema de los residuos se tiene que:
x(n) = x(0)( suma de residuos de g−1(z)zn)
Denotemos con Rs(n) el residuo de z
ng−1(z) en zs cero de g.
Donde z1, z2, .. son los ceros de g
Si zs es un cero de g de orden k entonces zs es un polo de orden k de
g−1(z).
Desarrollando zng−1(z) en serie de Laurent en un entorno punteado de zs
donde g−1 sea anal´ıtica tenemos
g−1(z) =
∞∑
j=−k
gj(z − zs)j
Por otro lado
zn = [(z − zs)− zs]n =
n∑
i=0
(n
i
)
zn−is (z − zs)i
Sea Rs(n) el residuo de z
ng−1(z) en zs entonces Rs(n)=coeficiente de
(z − zs)−1 en el desarrollo de zng−1(z) en serie de Laurent.
Tenemos que:
zng−1(z) =
∞∑
j=−k
n∑
i=0
(n
i
)
zn−is gj(z − zs)i+j
de donde deducimos que el coeficiente de (z − zs)−1 es:
g−k
(
n
k − 1
)
(zs)
n−k+1+g−k+1
(
n
k − 2
)
(zs)
n−k+2....+g−1
(
n
0
)
(zs)
n entonces:
x(n) = x(0)
∑
s
ps(n)(zs)
n (25)
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donde ps(n) = g−k
(
n
k − 1
)
(zs)
−k+1 + g−k+1
(
n
k − 2
)
(zs)
−k+2.... + g−1
(
n
0
)
que es un polinomio en n de grado a lo mas k − 1
Notese que si zs es un polo de orden 1 entonces Rs(n) = g−1(zs)n
Ejemplo 2.3
Consideremos la ecuacio´n de tipo convolucio´n de volterra dado por:
x(n+ 1) =
−1
4
x(n) +
n∑
r=0
(
1
2
)r−nx(r)
Tomando z-transformada ambos lados de la ecuacio´n y despejando x(z),
tenemos
x(z) =
zx(0)
z + 1
4
− z
z−2
En este caso tenemos que g(z) = z + 1
4
− z
z−2 y sus raices son z1 =
11+
√
153
8
y
z2 =
11−√153
8
que son polos simples de 1
g(z)
calculamos el residuo en el primer
polo asi tenemos:
g−1 = lim
z→z1
(z − z1) 1
g(z)
=
−5 +√153
2
√
153
para el otro polo tenemos
g−1 = lim
z→z2
(z − z2) 1
g(z)
=
5 +
√
153
2
√
153
luego la solucio´n es
x(n) = x(0)
(
(
−5 +√153
2
√
153
)
(
11 +
√
153
8
)n
+ (
5 +
√
153
2
√
153
)
(
11−√153
8
)n)
La formula (25) posee una importante consecuencia dada por:
Teorema 2.1.- La solucio´n cero de (23) es estable si y solo si las siguientes
condiciones ocurren :
i) g(z) 6= 0 para todo |z| > 1
ii) Si zr es un cero de g(z) de modulo 1 entonces el residuo de z
ng−1(z) en
zr es acotado cuando n→∞
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Prueba
Notese primero que si z ∈ C con |z| < 1 entonces para toda k ∈ Z+0 se
tiene que
lim
n→∞
znnk = 0
Se concluye que si p(n) es un polinomio entonces
lim
n→∞
znp(n) = 0
Primero probaremos la condicio´n necesaria, por i los ceros de g satisafacen
|z| ≤ 1; si zs es un cero de g de orden k con |zs| < 1 entonces por la obser-
vacio´n Rs(n) es acotada, asi su contribucio´n a la solucio´n x(n) es acotada ,
mas aun tiende a 0.
Ahora si |zs| = 1 por la condicio´n ii) los residuos Rs(n) son acotados para
n → ∞ esta contribucio´n a la solucio´n x(n) es acotada, entonces |x(n)| ≤
L |x(0)| para algun L > 0 es claro que esto implica que la solucio´n nula es
estable.
Para la condicio´n suficiente supongamos que exista un zs cero de g con |zs| >
1 entonces la contribucio´n de este cero ala solucio´n no seria acotada asi la
solucio´n x(n) no seria estable, en el caso |zr| = 1, para que su contribucio´n
a la solucio´n sea acotada tine que suceder que |Rs(n)| = |ps(n)| sea acotado
esto termina la prueba.
Es inmediato ver que si zs es un cero simple su residuo es acotado.
Corolario 2.1 .- La solucio´n cero de (23) es asintoticamente estable si y
solo si:
g(z) = z − C − K˜(z) 6= 0
para todo |z| ≥ 1
Prueba
Primero veamos la condicio´n necesaria; en este caso todos los ceros de g
satisfacen |zr| < 1 por el teorema anterior la solucio´n nula es estable ademas
cada contribucio´n tiende a cero luego la solucio´n en (23) tiende a cero. La
condicio´n suficiente se desprende del teorema anterior.
Ejemplo 2.4 Consideremos la EDV dada por:
x(n+ 1) = 2x(n)− 12
n∑
i=0
(n− i)x(i)
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con x(0) = x0 tomando z-transformada a ambos miembros de esta ecuacio´n
identificamos que g(z) viene dada por :
g(z) =
(z + 1)(z + (5+
√
33
2
))(z − (5−
√
33
2
))
(z − 1)2
De donde se observa que g se anula en puntos con |z| > 1, luego la solucio´n
nula no es asintoticamente estable.
Ejemplo 2.4
Consideremos la EDV dada por:
x(n+ 1) = −x(n) +
n∑
i=0
(
1
4
)(n−i)x(i)
con x(0) = x0 tomando z-transformada a ambos miembros de esta ecuacio´n
identificamos que g(z) viene dada por :
g(z) =
z2 − z
4
− 1
4
z − 1
4
De donde se observa que g se anula en 0.6404 y −0.3904 luego la solucio´n
nula es asintoticamente estable.
Para valores proximos a 0 digamos x(0) = 0.5, x(0) = 0.1, la solucio´n tiende
a 0. Ver figura [4]
Iteracio´n x(0)=0.5 x(0)=0.1
150 2.7375x10−30 5.4750x10−31
300 2.5343x10−59 5.0686x10−60
En la pra´ctica hallar los ceros de una funcio´n compleja puede ser una
tarea muy complicada, y en consecuencia probar la estabilidad se tornar´ıa
dificultoso, los siguientes resultados dan condiciones suficientes para la esta-
bilidad sin recurrir a hallar los ceros de la funcio´n g.
Criterios expl´ıcitos para la estabilidad de la EDV de tipo convolu-
cio´n
Elaydi ver [2] da un resultado que da condiciones mas explicitas sobre la
estabilidad de la solucio´n nula para la ecuacio´n (23) enunciando el siguiente
teorema:
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Figura 4: ”Solucio´n de la ecuacio´n en diferencias”
Teorema 2.2 .- Supongamos que k(n) no cambia de signo para toda
n ≥ 0 y ademas
|c|+
∣∣∣∣∣
∞∑
n=0
k(n)
∣∣∣∣∣ < 1
entonces la solucio´n cero de (23) es asintoticamente estable.
Prueba
Consideremos la sucesio´n S(n) = ν−1k(n) donde
ν =
∞∑
n=0
k(n)
entonces se tiene
1 =
∞∑
n=0
S(n)
entonces S˜(1) = 1 y
∣∣∣S˜(z)∣∣∣ ≤ 1 si |z| ≥ 1 puesto que S(n) > 0, con esto g
puede escribirse en la forma
g(z) = z − c− νS˜(z)
Para demostrar la estabilidad asinto´tica de la solucio´n nula de (23) sera
suficiente demostrar que g no posee ceros con |z| ≥ 1.
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Supongamos que exista z0 cero de g que satisface |z0| ≥ 1 entonces obten-
emos :
|z0 − c| =
∣∣∣νS˜(z0)∣∣∣ ≤ ν
de esta ultima desigualdad y de la hipotesis se obtiene.
|z0| ≤ |c|+ |ν| < 1
lo cual es una contradiccio´n esto termina la prueba.
Ejemplo 2.5 Consideremos la EDV:
x(n+ 1) = −1
3
x(n) +
n∑
i=0
(n− i)2
4n−i(n− i)!x(i)
Para esta ecuacio´n tenemos :c = −1
4
,k(n) = n
2
4nn!
.Se tiene que
∞∑
i=0
i2
2ii!
= ((
1
4
)2 +
1
4
)e1/4 = 0.4013
luego :∣∣−1
3
∣∣+ |0.3596| = 0.7346 < 1
luego la solucio´n cero es asintoticamente estable.
La figura [5] muestra el comportamiento de la solucio´n para algunas condi-
ciones iniciales dadas.
Elaydi deja como pregunta abierta si el reciproco es verdadero o falso, el
siguiente ejemplo muestra que el reciproco del teorema anterior es falso para
esto consideremos la EDV :
x(n+ 1) = −x(n) +
n∑
i=0
(
n− i+ 1
4n−i
)
x(i)
De donde c = −1 ,k(n) = n+1
4n
.
Consideremos
ρ =
∞∑
n=0
n+ 1
4n
Por el criterio de la razo´n es fa´cil ver esta serie es convergente, puesto que es
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Figura 5: ”Solucio´n de la ecuacio´n en diferencias”
una serie de te´rminos no negativos se deduce que ρ > 0 luego |c|+ |ρ| > 1.
Calculemos por otro lado k˜(z); por definicio´n:
k˜(z) =
∞∑
i=0
i+ 1
4i
z−i
de donde obtenemos :
k˜(z) =
16z2
(4z − 1)2
para |z| > 1
4
entonces
g(z) =
(z + 1)(4z − 1)2 − 16z2
(4z − 1)2
Sea
h(z) = (z + 1)(4z − 1)2 − 16z2 Se tine que :
h(−1) = −16 < 0 h(0) = 1 > 0 , h(1
2
) = −5
2
< 0 h(1) = 2 > 0 entonces
existen puntos z1 ∈ 〈−1, 0〉, z2 ∈
〈
0, 1
2
〉
,z3 ∈
〈
1
2
, 1
〉
tales que.
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g(zi) = 0 para i = 1, 2, 3, luego g(z) 6= 0 para |z| ≥ 1, en efecto las raices de
h son:
z1 = 0.9065− 0.0000i ; z2 = −0.5353− 0.0000i z3 = 0.1288 + 0.0000i
El siguiente teorema muestra algunos criterios para la no estabilidad de la
solucio´n nula estos criterios se pueden ver como una versio´n parcial del re-
ciproco del teorema anterior.
Teorema 2.3 Supongamos que k(n) no cambia de signo para toda n ≥ 0
si una de las siguientes condiciones ocurre :
1. c+
∑∞
n=0 k(n) ≥ 1
2. c+
∑∞
n=0 k(n) ≤ −1 y k(n) > 0 para algu´n n ≥ 0
3. c+
∑∞
n=0 k(n) < −1 y k(n > 0 para algu´n n ≥ 0 y∑∞
n=0 k(n) es suficientemente pequen˜o
entonces la solucio´n cero de (23) no es asintoticamente estable
Prueba
Probaremos la parte 1
Consideremos la sucesio´n S(n) = ν−1k(n) donde
∞∑
n=0
k(n) = ν 6= 0
entonces se tiene
1 =
∞∑
n=0
S(n)
Si c+ ν = 1 entonces g(1) = 1− c− k˜(1) = 1− c− νS˜(1) = 0, entonces por
el corolario (2.1) la solucio´n nula de (23) no es asintoticamente estable, en el
otro caso si c+ ν > 1 entonces c+ ν = 1 + δ para algu´n δ > 0, se presentan
dos casos segu´n el signo de ν.
a)Si ν < 0 entonces c > 0, consideremos γ el circulo de centro en c y radio
r = |ν|+ δ
2
ver figura (6).
De c+ ν = 1+ δ se tiene que c = 1+ δ + |ν|, por otro lado si z ∈ γ entonces
|z − c| = |ν|+ δ
2
de donde se tiene que 1 < |z| por otro lado
∣∣∣νS˜(z)∣∣∣ ≤ |ν| <
|z − c|.
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Sea h(z) = νS˜(z), f(z) = z − c entonces sobre γ tenemos que |h(z)| <
|f(z)| entonces por el teorema de Rouche f(z) y g(z) = f(z) − h(z) =
z − c − k˜(z) poseen el mismo numero de ceros en el interior de γ como f
posee como cero a z = c entonces existe zr en el interior de γ para el cual
g(zr) = 0 y ademas |zr| > 1 y por el corolario (2.1) la solucio´n nula de (23)
no es asintoticamente estable.
b)Ahora supongamos que ν > 0 como c + ν > 1 se tiene que g(1) = 1 −
c − ν < 0 por otra parte;
∣∣∣S˜(c+ ν)∣∣∣ = |∑∞n=0 S(n)(c+ ν)−1| ≤ 1 entonces
g(c + ν) = c + ν − c − k˜(c + ν) = ν − νS˜(c + ν) ≥ 0 y puesto que g(1) < 0
entonces existe un zr ∈ (1, c+ ν] tal que g(zr) = 0 esto completa la prueba.
Ejemplo 2.6 Consideremos la EDV:
x(n+ 1) = −4x(n) +
n∑
i=0
(
4n−i
(n− i)!)x(i)
Para esta ecuacio´n tenemos :c = −4, k(n) = 4n
n!
. Se tiene que
∞∑
i=0
(
4n
n!
) = e4
luego la solucio´n cero no es asintoticamente estable.
Figura 6:
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2.3.-Sistemas de EDV
Consideremos el sistema m-dimensional de tipo convolucio´n:
x(n+ 1) = Cx(n) +
n∑
i=0
K(n− i)x(i) (26)
Donde C ∈ Rm×m, {K(n)}n≥0 ⊆ Rmxm y asumamos K(n) ∈ l1, ie∑∞
j=0 |B(j)| <∞ .
La z-transformada de una sucesio´n en Rm y de una sucesio´n matricial en
Rmxm, son definidas como:
x˜(n) = (x˜1(n), x˜2(n), ...., x˜p(n))
K˜(n) = (k˜ij(n)) respectivamente.
Las propiedades de la Z-transformada escalar se extiende com facilidad al
caso de vectores y matrices.
Tomando la z-transformada a ambos lados de (26) tenemos :
zx˜(z)− zx(0) = Cx˜(z) + k˜(z)x˜(z) entonces :
x˜(z) = x(0)zg−1(z) donde g(z) = zI − C − k˜(z)
Para la ecuacion (26) su matriz resolvente Γ(n) se define como la u´nica
solucio´n de la ecuacio´n en diferencias matricial:
Γ(n+ 1) = CΓ(n) +
n∑
i=0
K(n− i)Γ(i) (27)
con Γ(0) = I
Tomando la z-transformada a la ecuacio´n (27) obtenemos:
zΓ˜(z)− zΓ(0) = CΓ˜(z) + K˜(z)Γ˜(z)
Despejando Γ˜(z) obtenemos:
Γ˜(z) = zG−1(z) |z| > µ
para algun µ > 0 .
La matriz resolvente Γ(n) y la z-transformada no permiten hallar en forma
explicita la solucio´n del sistema perturbado, en efecto consideremos la EDV:
y(n+ 1) = Cy(n) +
n∑
i=0
K(n− i)y(i) + g(n)
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Tomando la z-transformada obtenemos:
zy˜(z)− zy(0) = Cy˜(z) + K˜(z) ∗ y˜(z) + g˜(z)
Entonces despejando y˜(z) obtenemos:
y˜(z) = G−1(z)(zy(0) + g˜(z)), |z| > µ
y˜(z) = R˜(z)
z
(zy(0) + g˜(z)), |z| > µ reemplazando
y˜(z) = Γ˜(z)y(0) + Γ˜(z)g˜(z)
z
; |z| > µ
Tomando la z-transformada inversa obtenemos:
y(n) = Γ(n)y(0) +
n−1∑
i=0
Γ(n− i− 1)g(i) (28)
La formula (28) es llamada: formula de variacio´n de parametros del sistema
perturbado.
Elaydi da un resultado sobre estabilidad para la ecuacio´n (26) similar al
corolario 2.1.Ver [2]
Consideremos el sistema de EDV de tipo no convolucio´n
x(n+ 1) = C(n)x(n) +
n∑
i=0
K(n, i)x(i) (29)
y el correspondiente sistema perturbado
x(n+ 1) = C(n)x(n) +
n∑
i=0
K(n, i)x(i) + g(n) (30)
Donde x(n) ∈ Rm, C(n), K(n, i) son funciones matriciales de orden m ×m
definidas en Z0 y Z0 × Z0 respectivamente y g : Z0 → Rm
Se define la matriz resolvente del sistema (29), como la matriz Γ(n, p) de
orden m×m que es la u´nica solucio´n de la ecuacio´n en diferencias matricial:
Γ(n+ 1, p) = C(n)Γ(n, p) +
n∑
i=p
K(n, i)Γ(i, p) n ≥ p
con Γ(p, p) = I, Γ(n, s) = 0 si n < s
Usando la matriz resolvente Γ(n, p) podemos establecer la siguiente formula
de variacio´n de para´metros
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Teorema 2.4 La u´nica solucio´n de la EDV (30) que satisface x(0) = x0
denotada por es x(n, 0, x0) es dada por:
x(n, 0, x0) = Γ(n, 0)x0 +
n−1∑
i=0
Γ(n, i+ 1)g(i) (31)
Prueba
Mostraremos que la sucesio´n dada por (31) es solucio´n de (30), tenemos
que
x(n+ 1) = Γ(n+ 1, 0)x0 +
n∑
i=0
Γ(n+ 1, i+ 1)g(i) =[
C(n)Γ(n, 0) +
n∑
i=0
K(n, i)Γ(i, 0)
]
x0+
n−1∑
i=0
[
C(n)Γ(n, i+ 1) +
n∑
τ=i+1
K(n, τ)Γ(τ, i+ 1)
]
g(i)+g(n) =
C(n)
[
Γ(n, 0)x0 +
n−1∑
i=0
Γ(n, i+ 1)g(i)
]
+
n∑
i=0
K(n, i)Γ(i, 0)x0+
n−1∑
i=0
n∑
τ=i+1
K(n, τ)Γ(τ, i+1)g(i)+g(n) =
C(n)x(n)+g(n)+
n∑
i=0
K(n, i)Γ(i, 0)x0+
n−1∑
i=0
K(n, n)Γ(n, i+1)g(i)+
n−1∑
i=0
n−1∑
τ=i+1
K(n, τ)Γ(τ, i+1)g(i)
utilizando el teorema de Fubini en la doble sumatoria tenemos que:
x(n+1) = C(n)x(n)+g(n)+K(n, n)
n−1∑
τ=0
Γ(n, τ+1)g(τ)+
n∑
i=0
K(n, i)Γ(i, 0)x0+
n−1∑
i=1
i−1∑
τ=0
K(n, i)Γ(i, τ + 1)g(τ) =
C(n)x(n) +
n∑
i=0
K(n, i)
[
i−1∑
τ=0
K(i, τ + 1) + Γ(τ, 0)
]
+ g(n) =
= C(n)x(n) +
n∑
i=0
K(n, i)x(i) + g(n)
Ejemplo 2.7 Consideremos el siguiente sistema bidimensional.
y(n+ 1) = Cy(n) +
n∑
i=0
K(n, i)y(i) + g(n) y(0) = 0
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Donde
C =
( −5 0
0 −3
)
,K(n, i) =
(
4n, 0
0 2n
)
, g(n) =
(
n
0
)
Hallando la matriz rersolvente Γ(n) obtenemos:
Γ(n) =
(
(
√
20
n−1
)
[
(−2 +√5) + (−1)n(2 +√5)] 0
0 (
√
6
n−1
)
[√
6−2
2
+ (−1)n
√
6+2
2
] )
Luego por la formula de variacio´n de parametros la solucion viene dada por:
y(n, 0, 0) =
 (−2 +√5)(√20n) [ (n−1) 1√20 n+1(1−√20)2 ]
0

2.2.-Estabilidad v´ıa el me´todo de Lyapunov
Una herramienta auxiliar para estudiar la estabilidad de la EDV (22) es
usando funciones V : Zn0 × Sn0(Rm)→ R no negativas que satisfacen
V = (n, (x(n))) = V (n, x(n0), ..., x(n), ...) = V (n, x(n0), ..., x(n)) esto es
para cada n ≥ n0, V no depende de los terminos x(j) para j > n y
v(n, 0, 0..., 0) = 0 y en algunos casos V (n, x(n0), ..., x(n), ...) = V (n, x(n))
Debido a las analog´ıas entre estas funciones y las funciones de Lyapunov, uti-
lizadas para investigar estabilidad de ecuaciones diferenciales, estas funciones
son tambie´n llamadas funciones de Lyapunov.
Dada una EDV, sobre cuya solucio´n deseamos obtener alguna informa-
cion cualitativa, exibiremos una funcio´n V asociada a la EDV, que tenga
propiedades convenientes, de tal modo que de la existencia de tal funcio´n V
podamos inferir algunas propiedades cualitativas de las solucio´n de la EDV.
Exibiremos una funcio´n V , mas no construiremos tal funcio´n, el problema
de encontrar tales funciones auxiliares no son abordados en ese trabajo.
Llamaremos K-funcio´n a una funcio´n w continua en [0;∞), no decreciente,
con w(0) = 0 y w(x) > 0, para cada x > 0.
El proximo teorema nos da condiciones suficientes para la estabilidad
asintotica global de la solucio´n nula de (22) y es el fundamento para los
teoremas posteriores, sin perdida de generalidad considararemos n0 = 0.
Teorema 2.5.- Para que la solucio´n nula de (22) tenga estabilidad asin-
totica global es suficiente que exista una funcio´n V : Z0 × S(Rm)→ R y dos
K-funciones: w1 y w2 de modo que las siguientes condiciones sean satisfechas:
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i) w1(|x(n)|) ≤ V (n, x(0), ..., x(n)), para (x(n)) ∈ S(Rm)
ii) V (0; y) es continua en y = 0 y V (n, 0, 0....0) = 0 para toda n ≥ 0
iii) ∆V ((x(n))) = V (n + 1;x(0), ..., x(n), x(n + 1)) − V (n, x(0), ..., x(n)) ≤
−w2(|xn|) sobre las soluciones (x(n)) de (22).
Prueba
Primero veamos que la solucio´n nula es estable.
Para esto sea ǫ > 0 debemos encontar un δ > 0 tal que si |x(0)| < δ
implica que |x(n)| < ǫ
Como ǫ > 0 entonces w1(ǫ) > 0; como V (0, y) : R
m → R es continua en y = 0
entonces existe δ > 0 tal que si |y| < δ entonces |V (0, y)− V (0, 0)| < w1(ǫ)
ademas como V (n, 0) = 0 y V es no negativa entonces V (0, y) < w1(ǫ), ahora
sea x(0) ∈ Rm con |x(0)| < δ entonces V (0, x(0)) < w1(ǫ) de la condicion iii
se deduce que V (n;x(0); ..., x(n)) ≤ V (0, x(0)) < w1(ǫ) para n ≥ 0 entonces
y de la condicio´n i deducimos que w1(|x(n)|) ≤ w1(ǫ) para n ≥ 0 como w1 es
no decreciente entonces si |x(0)| < δ implica |x(n)| < ǫ.
Ahora vamos aprobar que la solucio´n nula tiene estabilidad asintotica-
mente global esto es si x(0) ∈ Rm entonces limn→∞ x(n, 0, x(0)) = 0
Supongamos por el absurdo que existe x(0) ∈ Rm tal que limn→∞ x(n) 6= 0
entonces existe una subsucesio´n (x(nk)) de (x(n)) y ǫ0 > 0 tal que |x(nk)| > ǫ0
para k ≥ 0, como w2 es no decreciente obtenemos :w2(|x(nk)|) ≥ w2(ǫ0) > 0
para k ≥ 0, por otro lado sobre las soluciones (x(n)) de (22) tenemos:
w2(|x(n)|) ≤ V (n;x(0); ..., x(n))−V (n+1;x(0), ..., x(n), x(n+1)) toman-
do la suma ambos mienbros de 0 a p tenemos que:
p∑
n=0
w2(|x(n)|) ≤
p∑
n=0
[V (n;x(0); ..., x(n))− V (n+ 1, x(0), .., x(n), x(n+ 1))] =
V (0, x(0))− V (p+ 1, x(0), .., x(p+ 1)) ≤ V (0, x(0))
tomando limite cuando p → ∞ se tiene que ∑∞n=0w2(|x(n)|) converge en-
tonces limn→∞w2(|x(n)|) = 0 lo cual es una contradiccio´n con w2(|x(nk)|) ≥
w2(ǫ0) > 0, esto concluye el teorema.
Como una aplicacio´n del teorema anterior tenemos el siguiente resultado.
Teorema 2.6.- La solucion nula de (23) es globalmente asintoticamente
estable si
|c|+
∞∑
j=0
|k(j)| ≤ 1
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Prueba
Definamos para cada n ≥ 1 y x ∈ S(Rm) el funcional V definido en
Z0 × S(Rm) como:
V (n, x) = |x(n)|+
n−1∑
r=0
∞∑
s=n
|k(s− r)| |x(r)|
V (0, y) = |y|
Claramente V (0, y) es continua en y = 0, tambien V (n, 0, 0..0..) = 0 para
n ≥ 0 asi la hipotesis ii del teorema anterior es satisfecha, la hipotesis i
del teorema anterior es satisfecha tomando w1(y) = y, veamos la hipotesis
iii, para esto es suficiente mostrar la existencia de una K-funcio´n w2 tal que
∆V (x) = Vn+1(x)− Vn(x) ≤ −w2(|x(n)|) para toda n ≥ 0
Si x es solucio´n de (22) se tiene que para n ≥ 1 fijo arbitrario :
∆V ((x(n))) =
∣∣∣∣∣cx(n) +
n∑
j=0
k(n− j)x(j)
∣∣∣∣∣+
n∑
r=0
∞∑
s=n+1
|k(s− r)| |x(r)|−|x(n)|−
n−1∑
r=0
∞∑
s=n
|k(s− r)| |x(r)
utilizando la desigualdad triangular en el valor absoluto de la expresio´n an-
terior y teniendo en cuenta que
n∑
r=0
∞∑
s=n+1
|k(s− r)| |x(r)|−
n−1∑
r=0
∞∑
s=n
|k(s− r)| |x(r)| =
∞∑
s=n+1
|k(s− n)| |x(n)|−
n−1∑
r=0
|k(n− r)| |x(r)|
se tiene que:
∆V ((x(n))) ≤
(
|c|+
∞∑
j=0
|k(j)| − 1
)
|x(n)| para toda n ≥ 1
Por otro lado de la definicion de V y de la ecuacio´n (23) es inmediato verificar
que V (1, x(0), x(1))− V (0, x(0)) ≤ |x(0)|
(
|c|+∑∞j=0 |k(j)| − 1) entonces
∆V ((x(n))) ≤
(
|c|+
∞∑
j=0
|k(j)| − 1
)
|x(n)| para toda n ≥ 0
Entonces tomando w2(y) =
(
1− |c| −∑∞j=0 |k(j)|) y, se cumple la condicio´n
iii luego la solucio´n nula es globalmente asintoticamente estable.
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Ejemplo 2.8 Consideremos la ecuacio´n en diferencias de volterra dada
por
x(n+ 1) =
1
5
x(n) +
n∑
j=0
(n− j + 1)(−1/3)n−jx(j)
Se tiene que c = 1
5
y
∑∞
j=0(j + 1)(−1/3)j = 0.5625 , luego por el teorema la
solucio´n cero es globalmente asintoticamente estable. La figura (7) muestra
las soluciones de esta ecuacio´n para algunas condiciones iniciales.
Iteracio´n x(0)=20 x(0)=25 x(0)=1 x(0)=5
300 4.7611x10−60 5.9514x10−60 2.3806x10−61 1.1903x10−60
Figura 7:
El siguiente teorema nos da condiciones suficientes para la estabilidad
asintotica global de la ecuacio´n (29) este resultado guarda analogia con el
teorema (1.16) , consideraremos la norma de la suma.
Teorema 2.7 Asumamos que
∑∞
s=n |kij(s, r)| <∞ para todo 1 ≤ n,
1 ≤ i, j ≤ n y 0 ≤ r ≤ n y sea bij(n) =
∑∞
s=n |kji(s, n)|. La solucio´n cero de
66
(29) es globalmente asinto´ticamente estable si al menos una de las siguientes
condiciones ocurre:
i)
m∑
j=1
(|cji(n)|+ bij(n)) ≤ 1− c para toda 1 ≤ i ≤ m
ii)
m∑
i=1
(|cij(n)|+ bji(n)) ≤ 1− c para toda 1 ≤ j ≤ m
para algun c ∈ 〈0, 1〉
Prueba
Suponga que ocurre i definamos para cada n ≥ 1 y x ∈ S(Rm).
V (n, x) =
m∑
i=1
[
|xi(n)|+
m∑
j=1
n−1∑
r=0
∞∑
s=n
|kij(s, r)| |xj(r)|
]
para toda 1 ≤ n
V (0, y) = c |y|
Y tomemos las K-funciones como w1(t) = t y w2(t) = ct, con esta eleccio´n
claramente la condicio´n i del teorema (2.5) se verifica, de la definicio´n de V
es inmediato ver que se satisface ii, veamos la condicio´n iii, para x ∈ S(Rm)
solucio´n de (29) se tiene :
Vn(x) =
m∑
i=1
[
|xi(n+ 1)|+
m∑
j=1
n∑
r=0
∞∑
s=n+1
|kij(s, r)| |xj(r)|
]
−
m∑
i=1
[
|xi(n)|+
m∑
j=1
n−1∑
r=0
∞∑
s=n
|kij(s, r)| |xj(r)|
]
ahora de (29) tenemos que:
xi(n+ 1) =
m∑
j=1
cij(n)xj(n) +
n∑
r=0
m∑
j=1
kij(n, r)xj(r) (31)
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por otro lado
n∑
r=0
∞∑
s=n+1
|kij(s, r)| |xj(r)| −
n−1∑
r=0
∞∑
s=n
|kij(s, r)| |xj(r)| =
∞∑
s=n+1
|kij(s, n)| |xj(n)| −
n−1∑
r=0
|kij(n, r)| |xj(r)|
=
∞∑
s=n
|kij(s, n)| |xj(n)| −
n∑
r=0
|kij(n, r)| |xj(r)|
(32)
Utilizando la desigualdad triangular en (31) y sustituyendo esto junto a
(32) en ∆Vn(x) obtenemos
∆V (x) ≤
m∑
i=1
[
m∑
j=1
|cij(n)| |xj(n)| − |xi(n)|+
m∑
j=1
∞∑
s=n
|kij(s, n)| |xj(n)|
]
=
m∑
i=1
[
m∑
j=1
|cji(n)| |xi(n)| − |xi(n)|+
m∑
j=1
∞∑
s=n
|kji(s, n)| |xi(n)|
]
=
m∑
i=1
[
m∑
j=1
|cji(n)| |xi(n)| − |xi(n)|+
m∑
j=1
bij(n) |xi(n)|
]
=
m∑
i=1
[
m∑
j=1
(|cji(n)|+ bij(n))− 1
]
|xi(n)| ≤ −c |x(n)| para todo n ≥ 1
Para n = 0 tenemos:
V (1, x(0), x(1))− V (0, x(0)) = |x(1)|+
m∑
i=1
m∑
j=1
∞∑
s=1
|kij(s, 0)| |xj(0)| − c |x(0)|
utilizando al ecuacio´n para obtener x(1) en terminos de x(0) y utilizando
nuevamente la norma de la suma se deduce:
V (1, x(0), x(1))− V (0, x(0)) ≤ −c |x(0)|
luego
∆Vn(x) ≤ −c |x(n)| = −w2(|x(n)|) para toda n ≥ 0
esto implica que la solucio´n nula de (29) es globalmente asintoticamente
estable.
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Ejemplo 2.9.-
Consideremos el sistema :
x(n+ 1) = Cx(n) +
n∑
j=0
K(n, j)x(j)
Donde:
C =
( −1
7
0
1
8
−1
10
)
, K(n, j) =
(
0 3−n+j−1
1
4(n−j+1)(n−j+2) 5
−n+j−1
)
entonces tenemos
∞∑
s=n
k11(s, r) = 0,
∞∑
s=n
k12(s, r) =
∞∑
s=n
3−s+r−1 = 3r−1
∞∑
s=n
(
1
3
)s <∞
,
∞∑
s=n
k22(s, r) =
∞∑
s=n
5−s+r−1 = 5r−1
∞∑
s=n
(
1
5
)s <∞
∞∑
s=n
k21(s, r) =
∞∑
s=n
1
4(s− r + 1)(s− r + 2) =
1
4
∞∑
s=n
(
1
s− r + 1 −
1
s− r + 2
)
=
1
4
1
(n− r + 1) <∞
Ahora calularemos bij(n)
b11(n) = 0, b22(n) =
∞∑
s=n
∣∣5−s+n−1∣∣ = ∞∑
s=0
∣∣5−s−1∣∣ = 1
4
b21(n) =
∞∑
s=n
∣∣3−s+n−1∣∣ = ∞∑
s=0
∣∣3−s−1∣∣ = 1
2
b12(n) =
∞∑
s=n
∣∣∣∣ 14(s− n+ 1)(s− n+ 2)
∣∣∣∣ = ∞∑
s=0
1
4(s+ 1)(s+ 2)
=
1
4
Ahora veamos que se verifica la condicio´n:
2∑
j=1
(|cji(n)|+ bij) < 1− c para i = 1, 2
Para i = 1
|c11(n)|+ b11 + |c21(n)|+ b12 = 2956 < 1
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para i = 2
|c12(n)|+ b21 + |c22(n)|+ b22 = 1720 < 1
luego la solucio´n nula es globalmente asintoticamente estable
Tomando la condicio´n inicial (4, 6) obtenemos la figura (8).
Figura 8: ”solucion de la ecuacion en diferencias”
Consideremos la ecuacio´n en diferencias de Volterra dada por:
y(n) = g(n) +
n∑
j=0
K(n, j)y(j) (33)
Donde g : Z0 → Rm×m, K : Z0 × Z0 → Rm esta ecuacio´n es de importancia
pues aparece al discretizar el error al aplicar el me´todo de newton cotes a la
solucio´n numerica de una ecuacio´n integral.
La matriz resolvente para la ecuacio´n se define como la matriz R(m,n)
que satisface:
R(m,n) = I +
n∑
j=m
K(n, j)R(m, j)
Com R(n+ 1, n) = I.
Se comprueba facilmente por sustitucio´n directa que la solucio´n de (33)
es dado por:
y(n) = g(n)−
n∑
j=0
(R(j + 1, n)−R(j, n))g(j) n ≥ 0 (34)
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2.4.- Periodicidad de las EDV
Consideremos la EDV lineal:
x(n+ 1) = C(n)x(n) +
n∑
i=0
K(n, i)x(i) + g(n) x(0) = x0 (35)
La periodicidad de las soluciones de una EDV es una de las propiedades mas
importantes en el estudio cualitativo de las EDV, consideremos la ecuacio´n :
z(n+ 1) = C(n)z(n) +
n∑
i=−∞
K(n, i)z(i) + g(n) (36)
notese que la ecuacio´n (35) es un caso particular de (36) con K(n, i) = 0
para i ≤ −1.
En esta seccio´n daremos condiciones suficientes para la existencia de una
solucio´n N-periodica para la ecuacio´n (36) i.e z(n + N) = z(n) para n ∈ Z,
que esta ligada con la existencia de soluciones acotadas de (35).
Asumamos que:
H1
∞∑
i=0
|K(n, n− i)| =
n∑
i=−∞
K(n, i) <∞ para cada n ∈ Z+0
Asumamos tambien que se satisfacen las siguientes condiciones:
K(n, j) ≡ 0 para j > n, C(n +N) = C(n), K(n +N,m +M) = K(n,m) y
g(n+N) = g(n) para toda m,n ∈ Z y para algun entero N > 0.
LLamaremos funcio´n inicial a una funcio´n φ : Z− → Rm
Definicio´n 2.2.- Una solucio´n z(n, 0, φ) de (36) es una sucesio´n que sat-
isface (36) para toda n ≥ 0 y z(n) = φ(n) para n ∈ Z−
Asumiremos que todas las funciones iniciales consideradas son acotadas. De
esta forma la existencia y unicidad del problema de valores iniciales para la
ecuacio´n (36) es facilmente verificada.
Lema 2.2.- Si (x(n)) es una solucio´n acotada de (35) entonces existe una
u´nica correspondiente solucio´n (z(n)) de (36) tal que para cada m ∈ Z, z(m)
es el limite de alguna subsucesion de (x(n))
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Prueba
Sea x(n) una solucio´n acotada de (35), consideremos la subsucesion (x(rN))∞r=0
que es acotada entonces existe una subsucesio´n (x(ri0N))
∞
i=0 que converge a
un punto en Rm llamemoslo z(0); existe una subsucesio´n (ri1N) de (ri0N)
de tal forma que (x(1 + ri1N))y (x(−1 + ri1N)) convergen a los puntos z(1)
z(−1) respectivamente de manera inductiva podemos mostrar que para todo
entero no negativo n las sucesiones
(
x
(±(n− 1) + ri(n−1)N)) convergen a
dos puntos z(n − 1) y z(−(n − 1)) respectivamente y (x (±(n) + ri(n)N))
converge a z(n) y z(−n) respectivamente donde {rin} es una subsucesio´n
de
{
ri(n−1)
}
Ahora mostraremos que la sucesio´n {z(n)}∞−∞ asi definida es solucio´n de
(36), notese que esta sucesio´n es acotada puesto que sus puntos son puntos
limites de una sucesio´n acotada de este modo el segundo miembro de (36)
esta bien definido.
En (35) reemplazamos n por n+ ri(n+1)N asi tenemos :
x
(
n+ 1 + ri(n+1)N
)
= C
(
n+ ri(n+1)N
)
x
(
n+ ri(n+1)N
)
+
n+ri(n+1)N∑
j=0
K
(
n+ ri(n+1)N, j
)
x(j)+
g
(
n+ ri(n+1)N
)
Usando las condiciones obtenemos:
x
(
n+ 1 + ri(n+1)N
)
= C(n)x
(
n+ ri(n+1)N
)
+
n∑
j=−ri(n+1)N
K (n, j)x
(
j + ri(n+1)N
)
+g(n)
Tomando limite a ambos miembros de esta ultima igualdad cuando i → ∞
y puesto que
lim
i→∞
ri(n+1) =∞
el lado derecho converge a z(n+1) y el lado izquierdo de la igualdad converge
a
C(n)z(n) +
n∑
j=−∞
K(n, j)z(j) + g(n)
Puesto que
{
ri(n+1)
}
es una subsucesion {rin} esto concluye la prueba
A continuacio´n damos un lema sobre la periodicidad de la matriz resol-
vente
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Lema 2.3.- Si C(n + N) = C(n), K(n + N,m + M) = K(n,m) y
g(n+N) = g(n) para toda m,n ∈ Z y para algu´n entero N > 0 entonces
Γ(n+N,m+N) = Γ(n,m)
Prueba
La prueba se sigue de la definicio´n de matriz resolvente.
Asumamos las siguientes condiciones:
H2 lim
m→∞
Γ(m,n) = 0 n ∈ Z+0 para cada n ∈ Z+0
H3
∞∑
i=0
|Γ(n, n− i)| <∞ i ∈ Z0 para cada n ∈ Z+0
Con estas hipotesis demostraremos el siguiente lema tecnico que nos servira
para el teorema posterior
Lema 2.4.- Con las hipotesis establecidas se tiene:
i)supn∈Z+0
∑∞
r=0 |K(n, n− r)| = supn∈Z+0
∑n
r=−∞ |K(n, r)| <∞ y
supn∈Z+0
∑n
r=0 |K(n, r)| <∞
ii) Para todo ǫ > 0 existe un numero r0 = r0(ǫ) ∈ Z+ tal que para toda
n ∈ Z+0 se tiene
∑∞
r=r0
|K(n, n− r)| =∑n−r0r=−∞ |K(n, r)| < ǫ
iii)supn∈Z+0
∑∞
r=0 |Γ(n, n− r)| = supn∈Z+0
∑n
r=−∞ |Γ(n, r)| <∞ y
supn∈Z+0
∑n
r=0 |Γ(n, r)| <∞
iv)Para todo ǫ > 0 existe un numero r0 = r0(ǫ) ∈ Z+ tal que para toda
n ∈ Z+0 se tiene
∑∞
r=r0
|Γ(n, n− r)| =∑n−r0r=−∞ |Γ(n, r)| < ǫ
Prueba
Probemos i y ii
Para cada n ≥ 0, se tiene n = s+ lN donde 0 ≤ s ≤ N − 1, l ∈ Z+ como
K(n,m) = K(n + N,m + N) para toda m,n ∈ Z se tiene |K(n, n− r)| =
|K(s+ lN, s+ lN − r)| = |K(s, s− r)| entonces
supn∈Z+0
∞∑
r=0
|K(n, n− r)| = max0≤s≤N−1
∞∑
r=0
|K(s, s− r)|
Veamos ii
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Sea ǫ > 0 y 0 ≤ s ≤ N − 1 se sigue de H1 que existe un r0 = r0(ǫ) ∈ Z+
tal que para toda s se tiene que
∑∞
r=r0
|K(s, s− r)| < ǫ por otra parte para
cada n ≥ 0, n = s+ lN donde 0 ≤ s ≤ N − 1,l ∈ Z+ entonces
∞∑
r=r0
|K(n, n− r)| =
∞∑
r=r0
|K(s, s− r)| < ǫ
Teorema 2.8.- Supongamos valida H1 , H2 y H2, entonces (36) posee
una u´nica solucio´n N-perio´dica dada por :
z(n) =
n∑
m=−∞
Γ(n,m+ 1)g(m)
Prueba
Usando la formula de variacio´n de parametros (31) y la parte iii del lema
tecnico las soluciones de (35) son acotadas, luego por el lema anterior existe
una sucesio´n (z(n)) con la propiedad de que para cada n; z(n) es el limite
se una subsucesio´n (x (n+ rinN)), de (x(n)), en la formula de variacio´n de
parametros (31) sustituyendo n por n+ rinN obtenemos :
x (n+ rinN) = Γ(n+ rinN, 0)x0 +
n+rinN−1∑
m=0
Γ(n+ rinN,m+ 1)g(m) =
x (n+ rinN) = Γ(n+rinN, 0)x0+
n−1∑
m=−rinN
Γ(n+rinN,m+rinN+1)g(m+rinN) =
x (n+ rinN) = Γ(n+ rinN, 0)x0 +
n−1∑
m=−rinN
Γ(n,m+ 1)g(m)
Tomando el limite para i→∞ obtenemos
z(n) =
n−1∑
m=−∞
Γ(n,m+ 1)g(m)
De esta igualdad es inmediato observar que z(n) es N-perio´dica
Ahora restar mostrar que z(n) es la u´nica solucio´n N-periodica .
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Por el absurdo supongamos que exista otra solucio´n N-periodica zˆ(n),
consideremos la sucesio´n ϕ(n) = z(n) − zˆ(n) es claro ver que esta sucesio´n
es tambien periodica y por lo tanto acotada y satisface la ecuacio´n:
ϕ(n+ 1) = C(n)ϕ(n) +
n∑
i=0
K(n, i)ϕ(i) +
−1∑
i=−∞
K(n, i)ϕ(i)
Por la formula de variacion de parametros la solucion vine dada por:
ϕ(n) = Γ(n, 0)ϕ(0) +
n−1∑
r=0
Γ(n, r + 1)
[ −1∑
j=−∞
K(r, j)ϕ(j)
]
=
Γ(n, 0)ϕ(0) +
n−1∑
r=0
Γ(n, r + 1)
[ ∞∑
j=r+1
K(r, r − j)ϕ(r − j)
]
luego
|ϕ(n)| ≤ |Γ(n, 0)| |ϕ(0)|+B
n−1∑
r=0
|Γ(n, r + 1)| .
∞∑
j=r+1
|K(r, r − j)|
Donde B = sup {ϕ(n) : n ∈ Z}, el primer miembro de la parte derecha con-
verge a 0 veamos que el segundo miembro convergue a 0
por la parte i del lema tecnico se tiene supn∈Z+0
∑∞
r=0 |K(n, n− r)| = C, Aho-
ra por la parte ii del lema tecnico se tiene que dado ǫ > 0 existe un r0(ǫ) ∈ Z+0
tal que
∑∞
r=r0
|K(n, n− r)| < ǫ para toda n ∈ Z+0 , asi para n > r0
B
n−1∑
r=0
|Γ(n, r + 1)| .
∞∑
j=r+1
|K(r, r − j)| = B
r0−1∑
r=0
|Γ(n, r + 1)| .
∞∑
j=r+1
|K(r, r − j)|+
B
n−1∑
r=r0
|Γ(n, r + 1)| .
∞∑
j=r+1
|K(r, r − j)| ≤ BC
r0−1∑
r=0
|Γ(n, r + 1)|+
B
n−1∑
r=r0
|Γ(n, r + 1)| .
∞∑
j=r0+1
|K(r, r − j)|
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Por la hipotesisH2 tenemos que
∑r0−1
r=0 |Γ(n, r + 1)| < ǫ para n > r1, tambien
por la parte iii del lema tecnico supn∈Z+0
∑n
r=0 |Γ(n, r)| = T < ∞, asi para
n > max {r0, r1} se tiene que
B
n−1∑
r=0
|Γ(n, r + 1)| .
∞∑
j=r+1
|K(r, r − j)| < BCǫ+BTǫ
Asi obtenemos que
lim
n→∞
ϕ(n) = 0
como ϕ(n) es perio´dica se deduce que es identicamente nula entonces z(n) =
zˆ(n)
2.5.-Acotaciones de las EDV
Una propiedad importante es la acotacio´n de las soluciones de las EDV,
de hecho el error entre los valores aproximados por medio de un me´todo
de cuadratura y los valores exactos de soluciones de ecuaciones integrales
satisfacen una ecuacio´n discreta de volterra que define el error global para el
me´todo y sirve para verificar la estabilidad del me´todo.
Definicio´n 2.3
Consideremos la ecuacio´n x(n+ 1) = H(n, x(n0), ..., x(n)) para n ≥ n0 y
x(n0) = x0 diremos que la ecuacio´n es :
i) Acotada si para toda n0 ∈ Z0 y r > 0 existe un numero α(n0, r) tal que
|x(n) = x(n, n0, x0)| < α(n0, r) para toda n ≥ n0 y |x0| ≤ r
ii) Uniformemente acotada con respecto al momento inicial n0 si α(n0, r) =
α(r) esto es si la constante de acotacio´n no depende del momento inicial n0 .
De la definicio´n es inmediato verificar que acotacio´n uniforme implica
acotacion; el siguiente ejemplo muestra que lo contrario no siempre es ver-
dadero:
Consideremos la EDV bidimensional dada por :
x(n+ 1) =
(
(n+1)3
(n+2)3
0
(n+1)2
n+2
1
)
x(n) +
(
0 0
0 1
(n+1)2
)
x0
Donde x0 = x(n0) =
(
x01
x02
)
. Por la formula de variacio´n de parametros la
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solucio´n de (35) viene dada por:
x(n) = R(n, n0)x(0) +
n−1∑
i=n0
R(n, i+ 1)g(i)
R(n, n0)x(0) +
n∑
i=n0+1
R(n, i)g(i− 1)
Ahora calculamos R(n, n0) hallando la solucio´n de la respectiva ecuacio´n
homoge´nea; si escribimos x(n) =
(
x1(n)
x2(n)
)
la ecuacio´n homoge´nea viene
dada por: x1(n+ 1) = x1(n) (n+1)
3
(n+2)3
y x2(n+ 1) = x2(n) + x1(n) (n+1)
2
n+2
Utilizando el teorema (1.14) obtenemos que:
x1(n) =
n−1∏
i=n0
(i+ 1)3
(i+ 2)3
x01 =
(n0 + 1)
3
n+ 1
x01
luego:
x2(n+1) = x2(n)+ (n0+1)
3
(n+2)(n+1)
x01 con x
2(n0) = x02 por la formula de variacio´n
de parametros para esta ultima ecuacio´n y teniendo en cuenta que R(n, n0) =
I tenemos que:
x2(n) = x02 + x01
n−1∑
i=n0
(n0 + 1)
3
(i+ 2)(i+ 1)
De donde obtenemos .
x2(n) = x02 +
[
(n0 + 1)
2 − (n0+1)3
n+1
]
x01 Luego la solucio´n del sistema homo-
geneo viene dado por:
x(n) =
(
x1(n)
x2(n)
)
=
(
(n0+1)3
(n+1)3
0
(n0 + 1)
2 − (n0+1)3
(n+1)
1
)(
x01
x02
)
Luego por unicidad tenemos que:
R(n, n0) =
(
(n0+1)3
(n+1)3
0
(n0 + 1)
2 − (n0+1)3
(n+1)
1
)
, R(n0, n0) = I
luego:
x(n, n0, x0) =
(
(n0+1)3
(n+1)3
0
(n0 + 1)
2 − (n0+1)3
(n+1)
1
)(
x01
x02
)
+
n∑
i=n0+1
R(n, i)g(i− 1)
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Veamos que x(n) es acotada en efecto:
Puesto que las suceciones componente de R(n, n0) son acotadas en n
existe M(n0) > 0 tal que ‖R(n, n0)‖ ≤ M(n0) para toda n ≥ n0 ; por otro
lado:
n∑
i=n0+1
R(n, i)g(i− 1) =
n∑
i=n0
(
0
x01
i2
)
de donde se obtiene: ∣∣∣∣∣
n∑
i=n0+1
R(n, i)g(i− 1)
∣∣∣∣∣ ≤ π2x01
luego el lado derecho se puede acotar por:
M(n0) |x(0)|+π2 |x01| luego si |x0| ≤ r podemos tomar α(n0, r) = r(M(n0)+
π2), esto prueba que es acotada, mas la componente R21(n, n0) no es acotada
en n0 en efecto si p ∈ Z+ entonces limn0→∞R21(pn0, n0) = ∞+ luego no es
uniformemente acotada.
El siguiente teorema muestra que para el caso particular de la ecuacio´n
lineal homogenea.
y(n+ 1) =
n∑
i=n0
K(n, i)y(i) n ≥ n0 (37)
estabilidad es equivalente a acotacio´n.
Teorema 2.9.- Para la EDV lineal homoge´nea (37), una condicio´n nece-
saria y suficiente para ser acotada (uniformemente acotada)es la estabilidad
(estabilidad uniforme)respectivamente.
Prueba
Asumamos que es estable entonces por definicio´n de estabilidad, dado ǫ > 0
y n0 ∈ N existe δ(ǫ, n0) > 0 tal que para toda y0 con ‖y0‖ < δ(ǫ, n0) implica
‖y(n, n0, y0)‖ < ǫ para todo n ≥ n0; notemos que para toda c > 0 se tiene
que:
y(n, n0, cy0) = cy(n, n0, y0).
Tomemos un ǫ > 0 fijo correspondientemente un δ(ǫ, n0) > 0 y tomem-
os un r arbitrario nosotros tenemos que probar lo siguiente que existe un
α(n0, r) > 0 tal que |y(n, n0, y0)| < α(n0, r) para toda n ≥ n0 y ‖y0‖ ≤
r.Tomemos α(n0, r) =
rǫ
δ(ǫ,n0)
> 0 entonces si ‖y0‖ ≤ r entonces ǫα ‖y0‖ =
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∥∥ ǫy0
α
∥∥ < δ(ǫ, n0) entonces ∥∥y(n, n0, ǫy0α )∥∥ < ǫ para todo n ≥ n0 ,por la obser-
vacion anterior∥∥ ǫ
α
y(n, n0, y0)
∥∥ < ǫ de donde se tiene que |y(n, n0, y0)| < α(n0, r) para todo
n ≥ n0
Supongamos ahora que el sistema es acotado entonces se tiene dado ǫ > 0
, n0 ∈ Z+ existe un α(n0, ǫ) > 0 tal que ‖R(n, n0)‖ ≤ α(n0, ǫ)/ǫ (esto se
deduce de la formula de variacio´n de parametros y de la definicio´n de norma
de matrices) para todo n ≥ n0 y siempre que ‖x(n0)‖ < ǫ. Sea δ = ǫ2/α(n0, ǫ)
si x(n0) ∈ B [0, δ] se tiene:
|x(n, n0, x0)| = |R(n, n0)x(n0)| ≤ α(n0,ǫ)ǫ |x(n0)| < ǫ esto significa la condicio´n
de estabilidad.
El uso de funcionales de Lyapunov nos permite tambien obtener resulta-
dos para la acotacio´n de soluciones de las EDV.
Teorema 2.10 Para que el sistema x(n + 1) = H(n, x(n0), ...x(n)) ,
n ≥ n0 sea acotado es suficiente que existan una funcion V y una K-funcion
w tal que:
i)V (n, x(n0), ...x(n)) ≥ w(|x(n)|) para todo x(n) ∈ Rm , n ≥ n0
ii)∆V (n, x(n0), ....., x(n)) ≤ 0 sobre las soluciones de la EDV
iii) limy→∞w(y) =∞
iv) V (n0, .) es una funcio´n que lleva conjuntos limitados de R
m en conjuntos
limitados de R
Prueba
Sea n0 ∈ Z, y r > 0 y un valor inicial x(n0) satisfaciendo |x(n0)| < r
debemos de mostrar que existe α(n0, r) > 0 tal que |x(n)| ≤ α(n0, r) para
toda n ≥ n0 donde x(n) = x(n, n0, x(n0)). De la hipotesis ii y luego i
deducimos que : w(|x(n)|) ≤ V (n0, x(n0)) para n ≥ n0 por iv tenemos
que existe α(n0, r) tal que V (n0, x(n0)) < w(α(n0, r)) luego w(|x(n)|) <
w(α(n0, r)) entonces |x(n)| ≤ α(n0, r)) para n ≥ n0
En el siguiente teorema, le agregamos una condicion mas al teorema anterior,
para poder lograr acotacio´n uniforme.
Teorema 2.11 En las condiciones del teorema anterior si ademas existe
una K-funcion w1 tal que V (n0, x(n0)) ≤ w1(|x(n0)|) entonces la solucio´n de
la EDV es uniformemente limitado.
Prueba
Sea r > 0 y x(n0) ∈ R con |x(n0)| < r debemos de probar que ex-
iste α = α(r) > 0 tal que |x(n)| ≤ α para todo n ≥ n0 donde x(n) =
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x(n, n0, x(n0)) como w1 es no decreciente entonces como |x(n0)| < r en-
tonces w1(|x(n0))| < w1(r) como limy→∞w(y) =∞ entonces existe α(r) > 0
tal que w(α) > w1(r) de manera ana´loga al teorema anterior tenemos que
w(|x(n)|) ≤ V (n0, x(n0)) ≤ w1(|x(n0)|) < w(α) para n ≥ n0 entonces se
tiene |x(n)| ≤ α.
Ahora damos un nuevo teorema para acotacio´n de las soluciones de la
EDV que es consecuencia de los teoremas anteriores.
Teorema 2.12 Consideremos el sistema en Rm
x(n+ 1) =
n∑
i=0
K(n, i)x(i) + g(n) (38)
para n ≥ n0
si 2 |g(n+ 1)| ≤ |g(n)| para n ≥ n0 y si
m∑
i=0
bji(n) ≤ 1
para 1 ≤ j ≤ m
entonces la soluciones son acotadas
Prueba
Definamos el funcional de Lyapunov dado por
V (n, x) =
m∑
i=1
[
|xi(n)|+
m∑
j=1
n−1∑
r=n0
∞∑
s=n
|kij(s, r)| |xj(r)|
]
+|g(n− 1)| n ≥ n0+1
y V (n0, y) = |y|+ 2 |g(n0)|
y sea w(y) = y
Claramente se cumple i,iii,iv , veamos que ocurre ii
Para x solucio´n de (38):
∆Vn(x) =
m∑
i=1
[
|xi(n+ 1)|+
m∑
j=1
n∑
r=n0
∞∑
s=n+1
|kij(s, r)| |xj(r)|
]
−
m∑
i=1
[
|xi(n)|+
m∑
j=1
n−1∑
r=0
∞∑
s=n
|kij(s, r)| |xj(r)|
]
+ |g(n) |− |g(n− 1)|
80
de (38) tenemos que:
xi(n+ 1) =
n∑
r=n0
m∑
j=1
kij(n, r)xj(r) + gi(n) (39)
por otro lado
n∑
r=n0
∞∑
s=n+1
|kij(s, r)| |xj(r)|−
n−1∑
r=n0
∞∑
s=n
|kij(s, r)| |xj(r)| =
∞∑
s=n
|kij(s, n)| |xj(n)|−
n∑
r=n0
|kij(n, r)| |xj(r)|
(40)
utilizando la desigualdad triangular en (39) y sutituyendo esto y (40) en
Vn(x) obtenemos
∆V (x) ≤
d∑
i=1
[
|gi(n)| − |xi(n)|+
d∑
j=1
∞∑
s=n
|kji(s, n)| |xj(n)|
]
+|g(n) |− |g(n− 1)| = 2 |g(n)| −
|g(n− 1)|+
d∑
i=1
[
− |xi(n)|+
d∑
j=1
bji(n) |xi(n)|
]
=
d∑
i=1
[
d∑
j=1
bji(n)− 1
]
|xi(n)|+2 |g(n)|−|g(n− 1)|
entonces:
∆Vn(x) ≤ 0
para n ≥ n0 + 1, ahora para n = n0 se tiene:
V (n0+1, x(n0), x(n0+1))−V (n0, x(n0+1)) = |x(n0 + 1)|+
k∑
i=1
k∑
j=1
∞∑
s=n0+1
|kij(s, n0)| |xj(n0)|
+ |g(n0)| − |x(n0)| − 2g(n0) =
|k(n0, n0)x(n0)|+
k∑
i=1
k∑
j=1
∞∑
s=n0+1
|kij(s, n0)| |xj(n0)| − |x(n0)| =
|k(n0, n0)x(n0)|+
k∑
i=1
k∑
j=1
|xj(n0)|
[ ∞∑
s=n0
|kij(s, n0)| − |kij(n0, n0)|
]
−|x(n0)| =
k∑
i=1
k∑
j=1
|xj(n0)| bij(n0)− |x(n0)| =
k∑
j=1
|xj(n0)|
[
k∑
i=1
bji(n0)− 1
]
≤ 0
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Luego el teorema esta probado.
Ejemplo 2.10
Consideremos :g(n) = ( 1
3n
, 2
5n
) y K(n) =
(
4−n−1 0
1
(n+1)n
5−n−1
)
con
K21(0) = −1/2
entonces tenemos
b12 = 0 ;
b12 =
∞∑
n=0
∣∣3−n−1∣∣ = 1
2
b21 =
∞∑
n=0
∣∣∣∣ 1(n+ 1)n
∣∣∣∣ = 12
b22 =
∞∑
n=0
∣∣5−n−1∣∣ = 1
4
verificando la condicio´n:
2∑
j=1
[bij] ≤ 1
para i = 1, 2
Para i = 1
b11 + b12 < 1
para i = 2
b21 + b22 < 1
luego la solucio´n es acotada.
El siguiente grafico muestra la solucio´n con condicio´n inicial (2,−1), para
100 valores.
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2.6.- Una aplicacio´n a la epidemologia
Con x(n) denotemos la fraccio´n de individuos susceptibles de una cierta
poblacio´n despue´s de n dias de haberse iniciado una epidemia. Sea a(k) > 0
la fraccio´n de individuos infectados durantes los k primeros dias, Kocic, V.L.,
and G.Ladas dan un modelo de la dinamica de la epidemia dada por la
ecuacio´n:
ln(
1
x(n+ 1)
) =
n∑
j=0
a(j)(1 + ǫ− x(n− j))
con x(0) = 1 y ǫ > 0 pequen˜o
Notese que x(n) ∈ [0, 1] n ≥ 0
Podemos transformar esta ecuacio´n en una ecuacio´n tipo volterra, haciendo
x(n) = e−y(n), sustituyendo esto en la ecuacio´n y utilizando propiedades de
sumatorias obtenemos:
y(n+ 1) =
n∑
j=0
(1 + ǫ− e−y(j))a(n− j)
Como x(n) ∈ [0, 1] n ≥ 0 entonces y(n) ≥ 0
Puesto que durante los primeros dias de la epidemia x(n) es proximo a 1 (casi
toda la poblacio´n suceptible x(n) ≤ 1) y por lo tanto y(n) es muy cercano a
0, asi se puede proponer una relacio´n lineal alrededor del cero :
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x(n) ≈ 1− y(n) Asi podemos sustituir e−y(j) por 1− y(j) asi obtenemos :
y(n+ 1) =
n∑
j=0
(ǫ+ y(j))a(n− j)
con y(0) = 0, es una ecuacio´n escalar de tipo convolucio´n
Tomando la z-transformada a ambos miembros de esta ultima ecuacio´n y
despejando y˜(z) obtenemos
y˜(z) =
a˜(z)ǫz
(z − 1)(z − a˜(z))
dependiendo de la forma de a˜(z) el calculo de y(n) se hace mas simple.
Por ejemplo si suponemos a(n) = can entonces tenemos a˜(z) = cz
z−a entonces
y˜(z) =
ǫcz
(z − 1)(z − (a+ c)) =
ǫc
1− a− c
[
1
z − 1 −
a+ c
z − (a+ c)
]
Tomando la transformada inversa tenemos:
y(n) =
ǫc
1− (a+ c) [1− (a+ c)
n]
Si a+ c < 1 entonces lim y(n) = ǫc
1−(a+c) asi la epidemia no alcanzara propor-
ciones epidemicas.
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CAPITULO III
1.- DISCRETIZACION DE LAS EIV
Consideremos la ecuacio´n integral de volterra de segunda especie :
f(t) = g(t) +
∫ t
t0
k(t, s, f(s))ds t ∈ [t0;T ] (42)
T finito, bajo las condiciones del teorema (1.5).
3.1.- Me´todos de Newton Cotes
Consideremos una particio´n del intervalo [t0, T ], con los nodos tl = t0+lh,
h = (T − t0)/N , l = 0, 1, 2....N , hagamos t = tn en (42), la aplicacio´n de un
me´todo de cuadratura como las de Newton Cotes aplicado a la integral, de
la ecuacio´n integral (42) nos conduce a una ecuacio´n para Fn, aproximacio´n
a f(tn) dada por:
Fn = gn + h
n∑
l=0
wn,lk(tn, tl, Fl) N ≥ n ≥ n0 (43)
Donde n0 ∈ N, F0, F1,...,Fn0−1, son dados, gn = g(tn), y wn,l son los pesos
del me´todo de cuadratura aplicado.
Si
∑n
l=0wn,l ≤ M para todo n0 ≤ n ≤ N la ecuacio´n (43) posee una u´nica
solucio´n Fn siempre que Mh <
1
L
, en efecto:
Consideremos el espacio metrico X = (R, ||) y consideremos para cada
n ≥ n0 la aplicacio´n Tn de X en X definida como:
Tn(x) = gn + h
n∑
l=0
wn,lk(tn, tl, x)
si x, y ∈ R tenemos
|Tn(x)− Tn(y)| = |h
∑n
l=0wn,l(k(tn, tl, x)− k(tn, tl, y))| ≤ h
∑n
l=0 |wn,l|L |x− y| ≤
hML |x− y|
Asi de la condicio´n Mh < 1
L
, Tn es una contraccio´n y luego existe una u´nica
solucio´n Fn para cada n0 ≤ n ≤ N
La regla del Trapecio
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Supongamos que para un taman˜o de paso h > 0 conocemos el valor de la
solucio´n en los puntos ti para i = 0, 1, 2..., n − 1, una aproximacio´n a f(tn)
dada por Fn puede ser calculada con la ecuacio´n (43) usando los valores del
integrando en los puntos ti para i = 0, 1, ..., n− 1 y resolviendo esta ecuacio´n
para Fn.
Por ejemplo aplicando la regla trapezoidal al integrando en (43) obten-
emos:
Fn = g(tn) + h
{
1
2
k(tn, t0, F0) +
n−1∑
i=1
k(tn, ti, Fi) +
1
2
k(tn, tn, Fn)
}
(44)
Con F0 = g(t0) para n0 ≤ n ≤ N . En el caso lineal se puede despejar Fn de
(44) y calcularlo de manera explicita.
Me´todo de Simpsom
El uso de las formulas de Newton Cotes introducen algunas restricciones
puesto que cada regla envuelve alguna resticcio´n sobre el numero de nodos .
Por ejemplo para usar la regla de simpsom 1/3 necesitamos un numero
par de intervalos, mientras que para la regla de simpsom 3/8 necesitamos
que el numero de intervalos sea un multiplo de 3.
Podemos combinar 2 de estas tres reglas de cuadruturas basicas y asi
poder tener una ecuacio´n para Fn de la forma (43) para un n cualquiera.
Por ejemplo podemos usar la regla del trapecio para n impar y simpsom
para n par; por otro lado si combinamos la regla de Simpson 1/3 y 3/8 los
pesos en (43) son los siguientes:
Si n es par tenemos los pesos:
wn,0 = wn,n =
1
3
wn,2i =
2
3
para i = 1, .., n
2
− 1
wn,2i+1 =
4
3
para i = 0, 1, .., n
2
− 1
Si n es impar tenemos los pesos:
wn,0 =
3
8
wn,1 = wn,2 =
9
8
wn,3 =
17
24
− 1
3
δn,3
wn,2i =
4
3
para i = 2, 3..., (n− 1)/2
wn,2i+1 =
2
3
para i = 2, 3..., (n− 3)/2
wn,n =
1
3
para n ≥ 5
Utilizando esta fusio´n de las reglas de simpsom 1/3 y 3/8 obtenemos la
ecuacio´n para Fn
Asi para n par se tiene:
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Fn = gn+
1
3
h
{
k(tn, t0, F0) + 2
∑n
2
−1
l=0 k(tn, t2l, F2l) + 4
∑n
2
−1
l=0 k(tn, t2l+1, F2l+1) + k(tn, tn, Fn)
}
Mientras que para n ≥ 5 impar tenemos:
Fn = gn + h
[
3
8
k(tn, t0, F0) +
9
8
k(tn, t1, F1) +
9
8
k(tn, t2, F2) +
17
24
k(tn, t3, F3) +
4
3
n−1
2∑
l=1
k(tn, t2l, F2l)
+
2
3
n−3
2∑
l=2
k(tn, t2l+1, F2l+1) +
1
3
k(tn, tn, Fn)
Donde F0 y F1 son dados, en el caso que solo se de F0, F1 puede ser calculado
utilizando la regla del trapecio
Ejemplos nume´ricos
Ejemplo 3.1
Consideremos la siguiente ecuacio´n integral:
f(t) = exp(−t) + 2t+
∫ t
0
es−tf(s)ds para 0 ≤ t ≤ 1
cuya solucio´n exacta es : f(t) = t2 + 2t+ 1
Figura 9: ”Ejemplo 3.1:Aproximacio´n por el me´todo del trapezio:”
La tabla siguiente muestra el error en algunos nodos para diferentes taman˜o
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de paso h.
t(i) h=0.1 h=0.05 h=0.025
0.1 0.10974540 0.00241087 0.00059481
0.2 0.00923953 0.00224578 0.00055354
0.3 0.00852535 0.00206734 0.00050893
0.4 0.00775601 0.00187514 0.00046089
0.5 0.00692984 0.00166876 0.00040931
0.6 0.00604518 0.00144779 0.00035408
0.7 0.00510034 0.00121181 0.00029510
0.8 0.00409365 0.00096040 0.00023226
0.9 0.00302343 0.00069315 0.00016547
1.0 0.00188802 0.00040963 0.00009461
Ejemplo 3.2
Consideremos la siguiente ecuacio´n integral:
f(t) = 1 +
∫ t
0
sin(t− s)f(s)ds para 0 ≤ t ≤ 2
Cuya solucio´n exacta es f(t) = 1 + t
2
2
Figura 10: ”Ejemplo 3.2:Aproximacio´n por el me´todo simpson”
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La tabla siguiente muestra el error en algunos nodos para diferentes taman˜o
de paso h.
t(i) h=0.1 h=0.05 h=0.025
0.2 0.00013307 0.00000012 0.00000001
0.4 0.00000777 0.00000038 0.00000001
0.6 0.00001566 0.00000065 0.00000003
0.8 0.00002392 0.00000096 0.00000004
1.0 0.00004356 0.00000129 0.00000005
1.2 0.00004166 0.00000164 0.00000007
1.4 0.00007104 0.00000202 0.00000008
1.6 0.00006148 0.00000242 0.00000010
1.8 0.00009652 0.00000283 0.00000011
2.0 0.00008330 0.00000325 0.00000013
Ejemplo 3.3
Consideremos la siguiente ecuacio´n integral:
f(t) = 1− t− t
2
2
+
∫ t
0
(t− s)f(s)ds para 0 ≤ t ≤ 2
Cuya solucio´n exacta es : f(t) = 1− sinh(t)
La tabla siguiente muestra el error en algunos nodos para diferentes taman˜o
de paso h.
t(i) h=0.1 h=0.05 h=0.025
0.10000000 0.10516675 0.00017092 0.00051427
0.30000000 0.00238354 0.00086224 0.00196555
0.50000000 0.00487236 0.00158461 0.00370449
0.70000000 0.00757985 0.00236424 0.00599226
0.90000000 0.01062586 0.00322970 0.00918176
1.10000000 0.01414339 0.00421315 0.00000000
1.30000000 0.01828376 0.00535161 0.00000000
1.50000000 0.02322257 0.00668855 0.00000000
1.70000000 0.02916658 0.00827558 0.00000000
1.90000000 0.03636197 0.01017462 0.00000000
De los ejemplos anteriores nos preguntamos si al elevar el orden de integracio´n
para aproximar la integral en (43) conduce a una mejor aproximacio´n Fn.
En las l´ıneas siguientes demostraremos que esta conjetura es cierta bajo
ciertas condiciones.
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Figura 11: ”Ejemplo 3.3:Aproximacio´n por el me´todo 1/3+3/8 de simpson”
Ana´lisis del error. Convergencia de la solucio´n aproximada
El me´todo nume´rico obtenido al usar una regla de cuadratura de la forma
(43) determina una solucio´n aproximada con un posible error en los puntos
de discretizacio´n ti.
Para estudiar estos errores consideraremos el conjunto de valores :
ξi = Fi − f(ti) para i = 0, 1, 2.....N
El cual llamaremos la discretizacio´n del error.
Nuestro intere´s radica en el comportamiento de estos errores de discretiza-
cion como funcio´n del taman˜o de paso h.
Para ciertos h > 0 el intervalo [0, T ] es dividido exactamente en N partes
enteras de tal modo que Nh = T . Es evidente que si h → 0 ⇔ N → ∞+,
los valores de h que satisfagan: h ≤ T y N = T
h
sea entero, los llamaremos
valores admisibles.
En lo sucesivo denotaremos con limh para indicar limh→0 para h tomando
solo valores admisibles.
Definicio´n 3.1
Un metodo de la forma (43) es llamado un me´todo de aproximacio´n con-
90
vergente (Para una ecuacio´n o clase de ecuaciones de la forma (42)) si:
lim
h
(
max
0≤i≤N
|ξi|
)
= 0
Definicio´n 3.2
Si para todo valor admisible de h, exsite un numero finito M independi-
ente de h tal que
max
0≤i≤N
|ξi| ≤Mhp
y si p es el entero positivo mas grande para el cual esta desigualdad ocurre
entonces p es llamado el orden de convergencia del me´todo.
Definicio´n 3.3
Sea f la solucio´n de (42) entonces la funcio´n :
δ(h, tn) =
∫ tn
0
k(tn, s, f(s))ds− h
n∑
i=0
wn,ik(tn, ti, f(ti))
se denomina el error de consistencia local para (43)
El error de consistencia local es una medida de la forma en que la regla de
integracio´n usada representa a la integral de la ecuacio´n integral en cada
iteracio´n.
Definicio´n 3.4
Si para alguna clase de ecuaciones de la forma (42) digamos Λ se tiene
que para todo elemento de Λ :
lim
h
max
0≤n≤N
|δ(h, tn)| = 0
entonces el me´todo de aproximacio´n es llamado consistente para la clase de
ecuaciones en Λ .
Definicio´n 3.5
Si para toda ecuacio´n en Λ existe una constante M independiente de h y
que depende generalmente de k y f tal que :
max
0≤n≤N
|δ(h, tn)| ≤Mhp
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y p es el entreo positivo mas grande para el cual esta desiguladad ocurre en-
tonces el me´todo es llamado consistente de orden p para la clase de ecuaciones
Λ.
Para poder estudiar la convergencia del metodo numerico (43), probamos
el siguiente teorema te´cnico respecto a sucesiones.
Teorema 3.1 Consideremos la sucesion ξ0, ξ1, ..., ξi, . . . que satisface :
|ξn| ≤ A
n−1∑
i=0
|ξi|+Bn
para n = r, r + 1, . . . donde A > 0, |Bn| ≤ B,
∑r−1
i=0 |ξi| ≤ η entonces
|ξn| ≤ (1 +A)n−r(Aη +B)
para n = r, r + 1, ...
Prueba
Probaremos esta proposicio´n por induccio´n generalizada:
Para h = r esto es valido, en efecto de la hipotesis se deduce que:
|ξr| ≤ A
∑r−1
i=0 |ξi|+Br ≤ Aη +B
Supongamos valido para h = n ≥ r y veamos que es valido para h = n+1,
tenemos que:
|ξn+1| ≤ A
n∑
i=0
|ξi|+Bn+1 ≤ A
n∑
i=0
|ξi|+B ≤ A
(
r−1∑
i=0
|ξi|+ |ξr|+ |ξr+1| ...+ |ξn|
)
+B
≤ A(η + (Aη +B) + (Aη +B)(1 +A) + (Aη +B)(1 +A)2 + ...+ (Aη +B)(1 +A)n−r) +B =
A(η + (Aη +B)(1 + (1 +A) + (1 +A)2 + ...+ (1 +A)n−r)) +B =
A(η + (Aη +B)(
(1 +A)n+1−r − 1
A
)) +B = (1 +A)n+1−r(Aη +B)
Esto concluye la prueba.
Observacion: se puede deducir que :|ξn| ≤ (Aη + B)eAn,en efecto se
tiene que si x ≥ 0 entonces 1 + x ≤ ex entonces se tiene que
1 + A ≤ eA
y para n ≥ r se tine que:
(1 +A)n−r ≤ eAn
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multiplicando por (Aη +B) obtenemos el resultado.
Ahora enunciaremos un resultado importante sobre la convergencia re-
specto a los me´todos de la forma (43) que resulta una aplicacio´n del teorema
anterior. Por simplicidad asumiremos en algunos casos t0 = 0
Teorema 3.2 Consideremos la solucio´n aproximada de (42) dada por
(43) y asumamos que:
i) La solucio´n f(t) de (42) y el nu´cleo k(s, t, u) son tales que el me´todo de
aproximacio´n (43) es consistente de orden p con (42)
ii) Los pesos son acotados es decir:
supn,i |wn,i| ≤W
iii)Los errores iniciales Fi − f(ti) = ξi ,i = 0, 1...r − 1 tienden a cero cuando
h → 0, como r esta fijado, de acuerdo al me´todo establecido esto implica
que:
lim
h→0
r−1∑
i=0
|ξi| = 0
entonces; el me´todo es un me´todo de aproximacio´n convergente, y en ausencia
de errores iniciales el orden de convergencia es por lo menos p.
Prueba
Haciendo t = tn en (42) resulta:
f(tn) = g(tn) +
∫ tn
0
k(tn, s, f(s))ds
donde 0 ≤ tn ≤ T , sustrayendo esta igualdad de (43) miembro a miembro se
obtiene:
ξn = h
n∑
i=0
wn,i {k(tn, ti, Fi)− k(tn, ti, f(ti))} − δ(h, tn) (45)
para n = r, r + 1, .... donde
δ(h, tn) =
∫ tn
0
k(tn, s, f(s))ds− h
n∑
i=0
wn,ik(tn, ti, Fi)
con esto obtenemos
|ξn| ≤ h
n∑
i=0
|wn,i| |k(tn, ti, Fi)− k(tn, ti, f(ti)|+ |δ(h, tn)|
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Usando la condicio´n de Lipchitz para k, la condicio´n ii y eligiendo 0 < h <
1
LW
se tiene que:
|ξn| ≤ hL
n∑
i=0
|wn,i| |ξi|+ |δ(h, tn)| = hLW
n∑
i=0
|ξi|+ |δ(h, tn)|
= hWL
n−1∑
i=0
|ξi|+ hWL |ξn|+ |δ(h, tn)|
entonces:
|ξn| ≤ hWL
(1− hWL)
n−1∑
i=0
|ξi|+ |δ(h, tn)|
(1− hWL)
para n = r, r + 1....
Ahora aplicamos el teorema (3.1) con
0 < A = hWL
1−hWL , Bn =
|δ(h,tn)|
1−hWL
Primero veamos que existe B > 0 tal que
|Bn| ≤ B para n = 0, ...N
Por i el me´todo de aproximacio´n es consistente de orden p con (42) entonces
existe C > 0 (no dependiente de h, por lo general depende de k y g) tal que:
max
0≤n≤N
|δ(h, tn)| ≤ Chp
entonces |δ(h,tn)|
1−hWL ≤ Ch
p
1−hWL de esto se tiene la existencia de B. Por otro lado
por hipotesis
lim
h→0
r−1∑
i=0
|Fi − f(ti)| = lim
h→0
r−1∑
i=0
|ξi| = 0
Sea η > 0 entonces existe δ1 > 0 tal que |h| < δ1 entonces
∑r−1
i=0 |ξi| ≤ η
Sea 0 < h ≤ min{δ1, 1WL}
entonces por la observacio´n del teorema (3.1)
Tomando A = hWL
(1−hWL) ,B =
Chp
1−hWL se tiene
|ξn| ≤ ( Ch
p
1− hWL + η
hWL
(1− hWL))e
hWL
(1−hWL)n
puesto que hn = tn ≤ L tenemos que
max
0≤n≤N
|ξn| ≤ (Chp + η hWL
(1− hWL))e
WL2
(1−hWL) (46)
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tomando limite h→ 0 a esta ultima desigualdad obtenemos:
limhmax0≤n≤N |ξn| = 0
Si no existen errores iniciales podemos considerar η = 0 en ese caso de
(46) se observa que el orden es alo menos p.
El uso principal de este resultado esta´ en la informacio´n cualitativa que
lleva.
Esto nos da algu´n entendimiento profundo inicial en la efectividad esperada
de los me´todos de la forma (43); tratar de acotar el error en (45) puede no
ser muy facil y provechoso, pues se requeriria conocer algunas propiedades de
la funcio´n f(t) o del nucleo, dema´s aun si ξn puede ser acotado los resultados
pueden ser no tan buenos, podriamos obtener varios o´rdenes de magnitud
mayor que el error real.
Ejemplo 3.4
El me´todo del trapecio dado en (44) es un me´todo de aproximacio´n con-
vergente de orden 2 desde que f y k son suficientemente diferenciables; en
efecto: Para cada n = 1, 2...N los pesos vienen dados por:
wn0 =
1
2
,wni = 1 para i = 1..n−1 y wnn = 1 luego se cumple las hipo´tesis
ii del teorema.
Para r = 1 el error inicial es cero puesto que f(t0) = g(t0) = F0, luego se
cumple iii
Para verificar la hipotesis i del teorema podemos definir para cada n ≥ 1 la
funcio´n yn(s) = k(tn, s, f(s)) y utilizar el teorema :
Si y′′ es continua en [a; b], si T es el valor de la regla trapezoidal
a y(t) en ese intervalo con una particio´n uniformemente espaciada,
h , entonces existe ξ en [a; b] tal que
I − T = −b− a
12
h2f
′′
(ξ)
Tenemos que el error de discretizacio´n viene dado por:
δ(h, tn) =
∫ tn
0
yn(s)ds− h
{
1
2
yn(t0) +
n∑
i=1
yn(ti) +
1
2
yn(tn)
}
asi existe un ξn ∈ [0; tn] tal que
δ(h, tn) = − tn
12
h2f
′′
(ξn)
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para n = 1, 2...N entonces tomando C = maxx∈[0,L]
∣∣f ′′(x)∣∣ si f ′′(ξn)
obtenemos ;
|δ(h, tn)| ≤ Ch2
notese que C depende de f luego el me´todo es consistente de orden 2; luego
por el teorema el me´todo es convergente de orden 2.
De igual forma se puede probar que el me´todo simspom 1/3 + 3/8 son
consistentes de orden 4 en consecuencia, en ausencia de errores iniciales el
me´todo es convergente de orden 4.
3.3.- Acotacio´n del me´todo directo de cuadratura
Los me´todos de newton cotes aplicados a la ecuacio´n integral (42) para
el caso lineal nos proporciona en la ecuacio´n (45) una ecuacio´n en diferencias
de Volterra para el error, dada por
en = h
n∑
i=0
wn,ik(tn, ti)ei − δ(h, tn) n ≥ n0 (47)
En esta seccio´n daremos una condicio´n suficiente para obtener una cota para
el error dado por las formulas de newton cotes.
Asumamos que |δ(h, tn)| ≤ T para n ≥ n0.
La ecuacio´n (47) se puede reescribir en la forma
en = h
n∑
i=n0
an,iei − g(n) n ≥ n0 ≥ 1 (48)
Donde g(n) = −δ(h, tn)+
∑n0−1
i=0 wn,ik(tn, ti)ei y an,i = wn,ik(tn, ti) y tomem-
os g(n) ≤ gˆ para toda n ≥ n0
Teorema 3.3.- Asumamos en (42) para el caso lineal que:
i) k(t, s) ≤ 0, t ≥ t0, t0 ≤ s ≤ t
ii) ∂k(t,s)
∂t
≥ 0, t ≥ t0, t0 ≤ s ≤ t
iii) |k(t, s)| ≤ φ(t)
iv) φ′(t) ≤ 0
v)
∫∞
t0
φ(t)dt = l∗ <∞
vi) hφ(t0) ≤ c1 ≤ 1
Entonces el error global del me´todo de cuadratura directo satisface para
n ≥ n0:
|en| ≤ gˆ(1 + 2l∗)
96
Prueba Consideremos los pesos dados por el me´todo del trapecio, de manera
ana´loga se puede probar para los demas casos
en este caso tenemos que:
an,i =
{
hkn,i si 1 ≤ i ≤ n− 1
h
2
kn,n si i = n
Sea ti fijo; por hipotesis
∂k(t,s)
∂t
≥ 0, asi si tn+1 ≥ tn para n ≥ 0 se tiene
kn+1,i ≥ kn,i tomando i = n tenemos hkn+1,n ≥ hkn,n entonces −hkn+1,n ≤
−hkn,n entonces |hkn+1,n| ≤ |hkn,n| luego |an+1,n| ≤ h |kn,n| de esto y de v se
tiene que
∞∑
j=1
|aj+1,j| ≤ h
∞∑
j=1
|kj,j| ≤
∫ ∞
t0
φ(t)dt = l∗
ahora veamos que h
2
|kn,n| < 1 en efecto como φ′(t) ≤ 0 entonces φ es no
creciente entonces φ(t) ≤ φ(t0), de iii tenemos que |kn,n| ≤ φ(tn) ≤ φ(t0)
entonces h
2
|kn,n| ≤ h2φ(t0) ≤ 1 asi se tiene que
hkn+1,n − h
2
kn,n ≥ h
2
kn,n > −1
entonces
an+1,n − an,n ≥ −1
Aplicando el teorema (2.2) en [13] tenemos que la matriz fundamental satis-
face la siguiente relacio´n:
n∑
m=1
|R(m+ 1, n)−R(m,n)| ≤ 2l∗
De (35) tenemos :
e(n) = g(n)−
n∑
j=n0
(R(j + 1, n)−R(j + 1, n))g(j)
Para n ≥ n0 aplicando la desigualdad triangular a esta ultima ecuacio´n
tenemos:
|en| ≤ gˆ(1 + 2l∗)
Ejemplo 3.5
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Consideremos la ecuacio´n integral
f(t) = t2(1 +
π
8
)− t+ 1− t
2
2
arctg(
1
t
) +
∫ t
1
f(s)
t2 + s2
ds 1 ≤ t ≤ 3
El nucleo es k(t, s) = 1
t2+s2
, t0 = 1 y tomemos φ(t) = t
−2 todas la condiciones
del teorema anterior son satisfechas con l∗ = 1
2
, la solucion exacta de esta
ecuacio´n es f(t) = t2 por otro lado tenemos que |δ(h, tn)| ≤ 12h2 y tomando
n0 = 1 se tiene para toda 0 < h < 1 que
|en| ≤ 1
2
h2(2) = h2 n ≥ n0
Ejemplo 3.6
En [15] Doriano-Boris Pougaza presentan un modelo demogra´fico estable
determinista en tiempo continuo, lo cual se plasma en una ecuacio´n integral
de tipo convolucio´n
k(t) =
∫ t
0
k(x)g(t− x)dx+H(t)
So´lo se incluye a las mujeres en este modelo, esta ecuacio´n es conocida co-
mo un modelo demogra´fico ba´sico de un solo sexo de Lotka. Donde k(t)
representa el numero de nacimientos de mujeres.
La teor´ıa demogra´fica estable, es un me´todo indirecto de estimacio´n de-
mogra´fica, lo cual hace uso de informacio´n parcial y suposiciones razonables.
Un ejemplo tipico del uso de este me´todo es el de deducir la mortalidad en
poblaciones donde los nacimientos y las muertes no son muy bien registradas.
El modela los datos usando una curva de distribucio´n de Pearson,en este
caso considera para el caso del proceso de nacimiento:
g(t) = H(t) = 1
2
t2e−t. La solucio´n exacta se halla facilmente utilizando los
argumentos dados en el capitulo 1,asi se tiene:
k(t) = 1
3
− e− 32 t
[
1
3
cos(
√
3t
2
) + 1√
3
sin(
√
3t
2
)
]
Espectativa del nu´mero de Nacimiento por hembra cada mes
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Figura 12: ”Aproximacio´n por el Me´todo del trapecio ”
tiempo t expectativa de nacimiento fi
0.00000000 0.00000000
1.10000000 0.20587216
1.98000000 0.30647258
2.64000000 0.32919488
3.74000000 0.33475334
4.62000000 0.33397388
5.72000000 0.33342367
6.60000000 0.33333480
7.70000000 0.33332827
8.58000000 0.33333163
9.68000000 0.33333317
10.0000000 0.333333284674235
Al comienzo observamos que el nacimiento esperado fluctua; pero empieza a
converger en el tiempo t = 10. De la tabla, los nacimientos para cada clase
de edad se considera a la poblacio´n sobre un per´ıodo de un mes , 1/12 de
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cada an˜o despue´s de un nu´mero de espacios de tiempo que la proporcio´n de
individuos alcanza un equilibrio: Un modelo demogra´fico estable y para t
grande tenemos k(t) ≈ 0.33333333,
3.4.-Aproximacio´n de ecuaciones integrales de volterra con Splines
lineales
El objetivo de esta seccio´n es buscar una funcio´n p lineal por tramos
aproximacio´n a la solucio´n de (42) .
En cada intervalo [ti, ti+1] i = 0, 1, 2..., n− 1 definimos p como:
p(t) = 1
h
[(ti+1 − t)fi + (t− ti)fi+1], para ti ≤ t ≤ ti+1 claramente p(t) es
continua en [t0, T ], en (42) remplazamos p(t) por la solucio´n f(t) y haciendo
t = tj+1 tenemos:
p(tj+1) =
∫ tj+1
t0
k(tj+1, s, p(s))ds+ g(tj+1) (49)
Si denotamos con p(ti) = fi la igualdad anterior adquiere la forma:
fj+1 =
∫ tj+1
tj
k(tj+1, s,
1
h
[(tj+1 − s)fj + (t− tj)fj+1])ds+ rj+1 j ≥ 0 (50)
Donde rj+1 no depende de fj+1, rj+1 viene dado por:
rj+1 =
j−1∑
i=0
∫ ti+1
ti
k(tj+1, s,
1
h
[(ti+1 − s)fi + (t− ti)fi+1])ds+ g(tj+1)
r1 = g(t1)
Consideremos
Fj(z) =
∫ tj+1
tj
k(tj+1, s,
1
h
[(tj+1 − s)fj + (t− tj)z])ds+ rj+1 (51)
para j = 0, 1, n− 1
luego la ecuacio´n (50) puede escribirse como:
fj+1 = Fj(fj+1) (52)
como k satisface la condicio´n de Lipchitz obtenemos:
|Fj(z)− Fj(u)| ≤ 12Lh |z − u| esta desigualdad se convierte en una contracio´n
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siempre que h < 2
L
si esta condicio´n es satisfecha, la ecuacio´n posee un u´nico
punto fijo para cada iteracio´n.
Como la condicio´n inicial f(t0) = f0 = g(t0) es dada; los valores de f1, f2, . . .
son obtenidos sucesivamente por (50).
En el caso de que la ecuacio´n integral sea lineal podemos escribir la
ecuacio´n de manera expl´ıcita para fj+1 en efecto tenemos que:
fj+1 =
∫ tj+1
tj
k(tj+1, s)
1
h
[(tj+1 − s)fj + (s− tj)fj+1] ds+ rj+1
Despejando fj+1 obtenemos la formula expl´ıcita:
fj+1 =
αfj + rj+1
1− β
donde α y β son independientes de los fj y vienen dados como
α =
1
h
∫ tj+1
tj
k(tj+1, s)(tj+1 − s)ds
β =
1
h
∫ tj+1
tj
k(tj+1, s)(s− tj)ds
Si f es diferenciable una estimacio´n a f ′(t) puede ser dada por la derivada
de p(t) esto es:
p′(t) = 1
h
(fi+1 − fi) = f ′i para ti ≤ t < ti+1, con i = 0, .., n− 1.
Sea f(t) la solucio´n exacta de (42) definimos la funcio´n del error de dis-
cretizacio´n:
e(t) = f(t) − p(t) donde p(t) es la funcio´n spline lineal aproximacio´n a
f(t),notese que e(t) no es diferenciable en los ti .
Asumamos que f(t) ∈ C2([t0, T ]) como p(t) es lineal por tramos se tine que
p′′(t) = 0 para ti < t < ti+1, i = 0, 1, 2...n− 1
Definimos para cada i = 0, 1, 2...n
e′(ti) = f ′(ti)− f ′i
con esto y utilizando el teorema de expansio´n de taylor para f(t) y restando
miembro a miembro con :
−p(t) = −fi − t− ti
h
fi+1 +
t− ti
h
fi
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para ti ≤ t ≤ ti+1 obtenemos :
e(t) = e(ti) + (t− ti)e′(ti) + (t− ti)
2
2
f ′′(ξt) (53)
donde ti < ξt < t ≤ ti+1
Desarrollando en serie de taylor f ′(t) en t = ti y restando mienbro a
miembro con:
p′(t) =
1
h
(fi+1 − fi) = f ′i
para ti ≤ t < ti+1 obtenemos
e′(t) = e′(ti) + (t− ti)f ′′(ηt) (54)
para ti < ηt < t < ti+1.
Hacemos t = ti+1 en (53) y denotando ξ por ξt y luego despejando e
′(ti)
obtenemos:
e′(ti) =
e(ti+1)− e(ti)
h
− hf
′′(ξ)
2
(55)
para ti < ξ < ti+1
sustituyendo (55) en (53) obtenemos :
e(t) =
[(ti+1 − ti)e(ti) + (t− ti)e(ti+1)− (t− ti)e(ti)]
h
+
(t− ti) [(t− ti)f ′′(ξt)− f ′′(ξ)h]
2
luego :
e(t) =
[(ti+1 − t)e(ti) + (t− ti)e(ti+1)]
h
+
(t− ti) [(t− ti)f ′′(ηt)− f ′′(ξ)h]
2
(56)
para ti ≤ t < ti+1
Definamos : N(t) = maxs∈[t0,t] |f ′′(s)|
De (56) obtenemos:
|e(t)| ≤ |e(ti)|+ |e(ti+1)|+N(ti+1)h2 (57)
para ti ≤ t < ti+1
Puesto que ambos f(t) y p(t) satisfacen la ecuacio´n integral (42) en t = ti,
restando obtenemos:
e(ti) =
i−1∑
j=0
∫ tj+1
tj
[k(ti, s, f(s))− k(ti, s, p(s))] ds (58)
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esto implica
|e(ti)| ≤
i−1∑
j=0
∫ tj+1
tj
L |e(s)| ds ≤
i−1∑
j=0
∫ tj+1
tj
L(|e(tj)|+|e(tj+1)|+N(tj+1)h2)ds =
i−1∑
j=0
hL(|e(tj)|+|e(tj+1)|+N(tj+1)h2)
pasando Lhe(ti) al primer miembro de esta desigualdad y dividiendo entre
1− Lh siempre que 1 > Lh obtenemos:
|e(ti)| ≤ 2Lh
1− Lh
i−1∑
j=0
|e(tj)|+ Lih
3
1− LhN(ti) (59)
con e(t0) = 0, una acotacio´n para |e(ti)| se puede obtener por el teorema
(3.1).
Este resultado lo enunciaremos en el siguiente teorema:
Teorema 3.4 Si la ecuacio´n (42) satisface el teorema (1.5) y asumamos
que f(t) ∈ C2 [t0, T ] y sea N(t) = maxs∈[t0,t] |f ′′(s)| entonces el error de
discretizacio´n del me´todo satisface:
|e(ti)| ≤
(
Lh2
1− LhN(ti)(ti − t0)
)
exp
(
2L
1− Lh(ti − t0)
)
(60)
Para i = 0, 1, 2...n siempre que h < 1
L
Prueba
En (59) basta usar el teorema (3.1) tomando r = 1, A = 2lh
1−Lh , B(i) =
iLh3
1−lhN(ti), η = 0.
Del teorema es inmediato ver que el me´todo es exacto, si la solucio´n es
una funcio´n lineal.
Para la acotacio´n de la funcio´n error e(t) sobre el intervalo [t0, T ] tenemos
el siguiente colorario:
Corolario 3.1
En las condiciones del teorema anterior existe una constante C > 0 tal
que para cada t ∈ [t0, T ] se cumple:
|e(t)| ≤ Ch2
|e′(t)| ≤ Ch
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Prueba
De (60), puesto que ti − t0 = ih es inmediato ver que:
|e(ti)| = O(h2)
entonces se tiene:
|e(ti)| ≤M1h2, 0 < h < min
{
δ(M1),
1
L
}
(61)
Ahora utilizando (57) y (61) obtenemos
|e(t)| ≤M1h2 +M1h2 +Nh2 = C1h2
de (61) y (55) obtenemos
|e′(ti)| ≤M2h
De (54) tenemos
|e′(t)| ≤ C2h
para t ∈ [t0, T ], tomando C = max {C1, C2} obtenemos el resultado.
Hemos demostrado que el error de aproximacio´n de la derivada es de
orden h para todo t ∈ [ti, ti+1], i = 1, 2... en esta parte podemos demostrar
bajo condiciones adicionales que el error es de orden h2 en el punto medio de
cada intervalo.
Para esto asumamos que f(t) ∈ C3 [t0, T ], de forma analoga a (52) y (53)
expandimos e(t) como e′(t) en serie de taylor alrededor de t = ti obtenemos
para t ∈ [ti, ti+1] :
e(t) = e(ti) + (t− ti)e′(ti) + 1
2
(t− ti)2f ′′(ti) + 1
6
(t− ti)3f ′′′(ξt) (62)
donde ti < ξt < t tambien
e′(t) = e′(ti) + (t− ti)f ′′(ti) + 1
2
(t− ti)2f ′′′(ηt) (63)
con ti < ηt < t
Haciendo t = ti+1 en (62) y tomando ξti+1 = ξ y resolviendo la ecuacio´n para
e′(ti) y luego sustitiyendo en (62) obtenemos:
e(t) =
1
h
[(ti+1 − t)e(ti) + (t− ti)e(ti+1)] + φ(t) (64)
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donde:
φ(t) = (t− ti)(t− ti+1)f
′′(ti)
2
+
[
(t− ti)2f ′′′(ξt)− h2f ′′′(ξ)
] (t− ti)
6
donde ti < ξ < t
Asumamos que el nu´cleo k(t, s, y) posee derivadas primeras y segundas
continuas y acotadas con respecto a la tercera variable en t0 ≤ s ≤ t ≤ T
bajo esta condicio´n podemos desarrollar en serie de taylor alrededor de f(s)
de la siguiente manera:
k(ti, s, p(s)) = k(ti, s, f(s))− ky(ti, s, f(s))e(s) + 12kyy(ti, s, f ∗(s))e(s)2
luego
k(ti, s, f(s))− k(ti, s, p(s)) = ky(ti, s, f(s))e(s)− 12kyy(ti, s, f ∗(s))e(s)2
donde f ∗(s) esta entre f(s) y p(s)
usando el corolario (3.1) y desde que las derivadas estan acotadas se tiene:
k(ti, s, f(s))− k(ti, s, p(s)) = ky(ti, s, f(s))e(s) +O(h4) (65)
Sustituyendo (65) en la ecuacio´n (58) obtenemos:
e(ti) =
i−1∑
j=0
∫ tj+1
tj
ky(ti, s, f(s))e(s)ds+O(h
4) (66)
Tomando la diferencia entre las dos ecuaciones al reemplazar i por k y k+1
en (66) obtenemos:
e(tk+1)− e(tk) =
k−1∑
j=0
∫ tj+1
tj
[ky(tk+1, s, f(s))− ky(tk, s, f(s))] e(s)ds+
∫ tk+1
tk
ky(tk+1, s, f(s))e(s)ds
+O(h4)
Si asumimos que ky(t, s, y) satisface la condicio´n de lipchitz en la primera
variable:
|ky(t∗, s, y)− ky(t¯, s, y)| ≤ L1 |x∗ − x¯| donde t0 ≤ t∗, t¯ ≤ T
De esta ultima ecuacio´n y usando el corolario (3.1) concluimos que:
|e(tk+1)− e(tk)| ≤ L1h
k−1∑
j=0
∫ tj+1
tj
|e(s)| ds+O(h3)
esto implica por el colorario (3.1) que:
|e(tk+1)− e(tk)| = O(h3) (67)
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Luego tomando la derivada en la ecuacio´n (64) y haciendo i = k obtenemos:
e′(t) = 1
h
(e(tk+1)− e(tk)) + f ′′(tk)(t− tk − h2 ) +O(h2)
tomando t = tk +
h
2
en esta ultima ecuacio´n y usando (67) concluimos que:∣∣∣∣e′(tk + h2 ) = O(h2)
∣∣∣∣ (68)
estos resultados lo enunciamos en el siguiente teorema
Teorema 3.5 En las condiciones del teorema (3.4) si asumimos ademas
que f ∈ C3[t0;T ] y k(t, s, y) posee primera y segunda derivada acotadas con
respecto a y, ademas ky(t, s, y) satisface la condicio´n de lipchitz en la primera
variable entonces existe un C > 0 tal que para cada k = 0, 1, 2..∣∣∣∣f ′(tk + h2 )− p′(tk + h2 )
∣∣∣∣ ≤ Ch2 (69)
Prueba
La prueba sigue de (68).
Corolario 3.2 Si las condiciones del teorema (3.5) son satisfechas y
definimos
p¯(tk) =
1
2
[
p′(tk − h2 ) + p′(tk + h2 )
]
para k = 1, 2, 3... entonces existe una cos-
ntante C tal que:
|f ′(tk)− p¯(tk)| ≤ Ch2 (70)
Prueba
De (68) tenemos que
~p(tk) =
1
2
[
p′(tk − h
2
) + p′(tk +
h
2
)
]
=
1
2
[
f ′(tk − h
2
) + f ′(tk +
h
2
)
]
+O(h2)
(71)
como f ∈ C3[t0;T ], desarrollando en serie de taylor f ′ en tk y haciendo luego
t = tk − h2 y luego en t = tk + h2 se tiene:
f ′(tk − h
2
) = f ′(tk)− h
2
f ′′(tk) +
1
8
h2f ′′′(ξ1)
para tk − h2 < ξ1 < tk
f ′(tk +
h
2
) = f ′(tk) +
h
2
f ′′(tk) +
1
8
h2f ′′′(ξ2)
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para tk < ξ2 < tk +
h
2
Sumando estas 2 ultimas igualdades obtenemos :
f ′(tk − h2 ) + f ′(tk + h2 )
2
= f ′(tk) +O(h2)
asi de (71) se tiene:
p¯(tk) = f
′(tk) +O(h2)
esto concluye la prueba.
Este corolario manifiesta que podemos obtener una estimacio´n muy mejo-
rada de la derivada en los nodos tomando este igual al te´rmino medio de las
pendientes de la funcio´n lineal de aproximacio´n en los puntos medios de dos
intervalos en la que el nodo es el punto medio.
Ejemplos nume´ricos
Ejemplo 3.5
Consideremos la siguiente ecuacio´n integral de volterra :
f(t) = 1− t− 3
2
t2 +
t3
2
+
∫ t
0
1 + t
1 + s
f(s)ds
para 0 ≤ t ≤ 1 cuya solucio´n exacta es f(t) = 1− t2
El nucleo de la ecuacio´n es k(t, s, y) = 1+t
1+s
y es inmediato verificar que este
nucelo es lipchitiz en la tercera variable y que ky(t, s, y) satisface la misma
condicio´n en la primera variable desde que 0 ≤ s ≤ t ≤ T
Aproximacio´n para h = 0.01
t(i) fi f(t(i)) error p’(i) p¯(i) f’(t(i))
0.00 1.00000000 1.00000000 0.00000000 -0.10184184 0.00000000 -0.00000000
0.20 0.95959447 0.96000000 0.00040553 -0.50262874 -0.40242108 -0.40000000
0.40 0.83902209 0.84000000 0.00097791 -0.90362026 -0.80335767 -0.80000000
0.60 0.63823878 0.64000000 0.00176122 -1.30488246 -1.20454767 -1.20000000
0.80 0.35718658 0.36000000 0.00281342 -1.70649577 -1.60606764 -1.60000000
0.90 0.18653700 0.19000000 0.00346300 -1.90746443 -1.80698010 -1.80000000
1.00 -0.00420944 0.00000000 0.00420944 0.00000000 0.00000000 -2.00000000
Aproximacio´n para h = 0.05
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Figura 13: ”Ejemplo 3.5:Aproximacio´n por splines lineales”
´
t(i) fi f(t(i)) error p’(i) p¯(i) f’(t(i))
0.00 1.00000000 1.00000000 0.00000000 -0.05043801 0.00000000 -0.00000000
0.20 0.95989874 0.96000000 0.00010126 -0.45062887 -0.40060300 -0.40000000
0.40 0.83975585 0.84000000 0.00024415 -0.85086883 -0.80083612 -0.80000000
0.60 0.63956036 0.64000000 0.00043964 -1.25117396 -1.20113227 -1.20000000
0.80 0.35929783 0.36000000 0.00070217 -1.65156377 -1.60151046 -1.60000000
0.90 0.18913578 0.19000000 0.00086422 -1.85179777 -1.80173747 -1.80000000
1.00 -0.00105041 0.00000000 0.00105041 0.00000000 0.00000000 -2.00000000
Aproximacio´n para h = 0.025
t(i) fi f(t(i)) error p’(i) p¯(i) f’(t(i))
0.00 1.00000000 1.00000000 0.00000000 -0.02510680 0.00000000 -0.00000000
0.10 0.98998850 0.99000000 0.00001150 -0.22512904 -0.20012615 -0.20000000
0.20 0.95997469 0.96000000 0.00002531 -0.42515384 -0.40015061 -0.40000000
0.40 0.83993898 0.84000000 0.00006102 -0.82521291 -0.80020882 -0.80000000
0.60 0.63989013 0.64000000 0.00010987 -1.22528798 -1.20028278 -1.20000000
0.80 0.35982453 0.36000000 0.00017547 -1.62538387 -1.60037721 -1.60000000
0.90 0.18978404 0.19000000 0.00021596 -1.82544143 -1.80043390 -1.80000000
1.00 -0.00026248 0.00000000 0.00026248 0.00000000 0.00000000 -2.00000000
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Ejemplo 3.6
Consideremos la siguiente ecuacio´n integral de volterra :
f(t) = 1 + t2 − t3 +
∫ t
0
2st
1 + s2
f(s)ds
para 0 ≤ t ≤ 1 cuya solucio´n exacta es f(t) = 1 + t2
El nucleo de la ecuacio´n es k(t, s, y) = 2st
1+s2
y es inmediato verificar que este
nucelo es lipchitiz en la tercera variable y que ky(t, s, y) satisface la misma
condicio´n en la primera variable desde que 0 ≤ s ≤ t ≤ T
Aproximacio´n para h = 0.1
Figura 14: ”Ejemplo 3.6:Aproximacio´n por splines lineales:”
109
t(i) fi f(t(i)) error p’(i) p¯(i) f’(t(i))
0.00 1.00000000 1.00000000 0.00000000 0.10001661 0.00000000 0.00000000
0.10 1.01000166 1.01000000 -0.00000166 0.30011474 0.20006568 0.20000000
0.30 1.09004361 1.09000000 -0.00004361 0.70057898 0.60044188 0.60000000
0.50 1.25019478 1.25000000 -0.00019478 1.10136713 1.00114990 1.00000000
0.70 1.49052058 1.49000000 -0.00052058 1.50251980 1.40220535 1.40000000
0.90 1.81110028 1.81000000 -0.00110028 1.90419437 1.80373581 1.80000000
1.00 2.00151972 2.00000000 -0.00151972 0.00000000 0.00000000 2.00000000
Aproximacio´n para h = 0.05
t(i) fi f(t(i)) error p’(i) p¯(i) f’(t(i))
0.00 1.00000000 1.00000000 0.00000000 0.02500007 0.00000000 0.00000000
0.10 1.01000010 1.01000000 -0.00000010 0.22500393 0.20000316 0.20000000
0.30 1.09000272 1.09000000 -0.00000272 0.62502892 0.60002678 0.60000000
0.50 1.25001215 1.25000000 -0.00001215 1.02507426 1.00007088 1.00000000
0.70 1.49003246 1.49000000 -0.00003246 1.42514120 1.40013632 1.40000000
0.90 1.81006857 1.81000000 -0.00006857 1.82523805 1.80023094 1.80000000
1.00 2.00009469 2.00000000 -0.00009469 0.00000000 0.00000000 2.00000000
3.5.-Aproximacio´n de ecuaciones integrales mediante polinomios
de Berstein
Una base distinta de la canon´ıca del espacio Pn de todos los polinomios
con coeficientes reales de grado menor o igual a n nos la proporcionan los
polinomios ba´sicos de berstein los mismos que se emplean en teor´ıa de la
aproximacio´n para demostrar el teorema de weistrass de aproximacio´n uni-
forme de funciones continuas por polinomios; su construccio´n parte de la
fo´rmula del binomio:
(x+ y)n =
n∑
i=0
(n
i
)
xn−iyi
Tomando x = t− a y = b− t obtenemos:
1 =
n∑
i=0
(n
i
) (t− a)n−i(b− t)i
(b− a)n
los polinomios :
bni (t) =
(n
i
) (t− a)n−i(b− t)i
(b− a)n
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para i = 0, 1, 2...n
Son llamados los polinomios basicos de Berstein (Sergei Natanovich Bern-
stein), sobre [a; b] y cada uno de estos polinomios es de grado n. Estos
polinomios forman una base de Pn y las coordenadas de cada polinomio en
esta base son llamados coeficientes de Bezier.
Weierstrass demostro el an˜o 1885 que toda funcio´n f ∈ C([a; b];R) puede
aproximarse tanto como se quiera por un polinomio, esto es, dado ǫ > 0
existe un polinomio p tal que ‖p− f‖∞ < ǫ; la demostracion que dio, de este
importante resultado fue hecha tambien por Berstein en el an˜o 1912 y tiene
la ventaja de ser constructiva. La demostracio´n original de Weierstrass no es
constructiva, es decir, dada la funcio´n f demuestra que existe una sucesio´n
de polinomios {pk} que convergen uniformemente a f , sin explicitar la forma
de estos polinomios.
Definicio´n 3.5 Dada una funcio´n f ∈ C([a; b];R) se llama polinomio de
Berstein de grado k asociado a la funcio´n f , al polinomio:
Bk(t) =
k∑
i=0
f(
i(b− a)
k
+ a)bki (t)
Entre las propiedades ma´s importantes de los polinomios ba´sicos de berstein
para t ∈ [a, b] tenemos:
1. bki (t) ≥ 0, i = 0, 1, 2..., k
2.
∑k
i=0 b
k
i (t) = 1
3.
∑k
i=0
i
k
bki (t) = t
4. bki (t) = b
k−i
i (t), i = 0, 1, 2..., k
Teorema 3.6 Dada una funcio´n continua f ∈ C([a; b];R) la sucesio´n de
polinomios {Bk} converge uniformemente a f
Prueba
Ver [14]
Consideremos la ecuacio´n integral de primera especie dada por
g(t) =
∫ t
a
k(t, s)f(s)ds (71)
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Para a ≤ t ≤ b, donde f(t) es una funcio´n desconocida a determinar; k(t, s)
es una funcio´n continua y g(t) es una funcio´n continua.
Una aproximacio´n a la solucio´n de (71) se puede obtener con los poli-
nomios ba´sicos de Berstein sobre [a, b] de la forma:
f(t) ≈
n∑
i=0
cib
n
i (t) (72)
Donde los ci son constantes desconocidadas a determinar i = 0, 1, 2, 3...n
Sustituimos (72) en (71) e imponemos la condicio´n de igualdad para hallar
los ci, asi obtenemos :
n∑
i=0
ciαi(t) = g(t) (73)
Donde
αi(t) =
∫ t
a
k(t, s)bni (s)ds
ahora tomemos t = tj j = 0, 1, ..., n estos tj son puntos en (a, b) y son elegidos
sugeridos por la definicion (3.5) con a < t0 < t1 < ... < tn−1 < tn < b donde
t0 es tomado pro´ximo a a y tn es tomado pro´ximo a b. Tomando los otros
puntos t = tj y reemplazandolos sucesivamente en (73) obtenemos as´ı un
sistema lineal:
n∑
i=0
ciαij = gj j = 0, 1, ..n
Donde: αij = αi(tj),gj = g(tj) con i, j = 0, 1...., n y
El sistema lineal es resuelto hallandose los valores de los cj y asi reemplazarlos
en (72) para obtener asi una aproximacio´n polinomial a la solucio´n de (71).
Ahora consideremos una ecuacio´n integral de segunda especie lineal:
f(t) = g(t) +
∫ t
t0
k(t, s)f(s)ds (74)
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Si f(t) es dado como en (72), sustituyendo en (74) obtenemos:
n∑
i=0
cib
n
i (t) = g(t) +
∫ t
t0
k(t, s)(
n∑
i=0
cib
n
i (s))ds
n∑
i=0
cib
n
i (t)−
∫ t
t0
k(t, s)(
n∑
i=0
cib
n
i (s))ds = g(t)
n∑
i=0
ci
(
bni (t)−
∫ t
t0
k(t, s)bni (s)ds
)
= g(t)
n∑
i=0
ciLi(t) = g(t)
Donde
Li(t) = b
n
i (t)−
∫ t
t0
k(t, s)bni (s)ds
i = 0, 1, . . . , n, si tomamos los tj apropiados como en el caso anterior obten-
emos:
n∑
i=0
cilij = gj j = 0, 1, ..., n
, donde lij = Li(tj);y gj = g(tj)
Resolviendo el sistema para los cj y obtener asi una aproximacio´n poli-
nomial a la funcio´n desconocida f(t)
Ejemplo nu´mericos
Ejemplo 3.7 Consideremos la ecuacio´n integral de primera especie:∫ t
0
f(t)
t2 + s2
ds = t
cuya solucio´n exacta es:
f(t) = 4
4−π t
2
Aplicando el me´todo ilustrado necesitamos resolver el sistema
n∑
i=0
ciαij = gj
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Para j = 0, 1.., n y gj = g(tj) donde
αij =
∫ tj
0
bi,n(s)
t2j + s
2
ds
y elijamos t0 = 10
−10 y sugeridos por la identidad
Bk(t) =
k∑
i=0
f(
i
k
)bki (t)
elejimos los nodos ti = t0 +
i
n+1
para i = 0, 1, ..., n.
Figura 15: ”Aproximacio´n mediante 8 polinomios de Berstein”
114
t(i) fi f(t(i)) error
0.00000000 0.00000000 0.00000000 0.00000000
0.09090909 0.03851068 0.03851068 0.00000000
0.18181818 0.15404272 0.15404272 0.00000000
0.27272727 0.34659613 0.34659613 0.00000000
0.36363636 0.61617089 0.61617089 0.00000000
0.45454545 0.96276702 0.96276702 0.00000000
0.54545455 1.38638451 1.38638451 0.00000000
0.63636364 1.88702336 1.88702336 0.00000000
0.72727273 2.46468357 2.46468357 0.00000000
0.81818182 3.11936514 3.11936514 0.00000000
0.90909091 3.85106807 3.85106807 0.00000000
Consideremos la ecuacio´n integral de segunda especie:
f(t) = et +
∫ t
0
2cos(t− s)f(s)ds
en 0 ≤ t ≤ 1
cuya solucio´n exacta es:
f(t) = et(t+ 1)2 Aproximacion con 8 polinomios
Figura 16: ”Aproximacio´n con 8 polinomios de Berstein”
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t(i) fi f(t(i)) error
0.00000000 1.00000000 1.00000000 0.00000000
0.11111111 1.38017866 1.37965317 0.00052548
0.22222222 1.87039811 1.86556436 0.00483375
0.33333333 2.49985564 2.48108876 0.01876688
0.44444444 3.30522739 3.25402927 0.05119812
0.55555556 4.33255453 4.21740943 0.11514510
0.66666667 5.63960171 5.41037234 0.22922938
0.77777778 7.29880574 6.87922546 0.41958028
0.88888889 9.40096168 8.67865378 0.72230790
Aproximacion con 15 polinomios
t(i) fi f(t(i)) error
0.00000000 1.00000000 1.00000000 0.00000000
0.09523810 1.31973043 1.31940602 0.00032440
0.19047619 1.71753024 1.71460540 0.00292484
0.28571429 2.21087771 2.19974874 0.01112897
0.38095238 2.82102811 2.79127691 0.02975120
0.47619048 3.57381725 3.50825938 0.06555788
0.57142857 4.50063458 4.37277937 0.12785520
0.66666667 5.63960175 5.41037234 0.22922941
0.76190476 7.03699982 6.65052442 0.38647540
0.85714286 8.74899731 8.12723912 0.52175819
0.95238095 10.84374247 9.87968087 0.86406161
3.6.-Aproximacio´n de ecuaciones integrales mediante polinomios
ortogonales
Dado el intervalo [a; b] consideremos una funcio´n w no negativa en [a; b]
llamada funcio´n peso que verifica:
• w ∈ L1 [a; b]
• Todos los momentos µk =
∫ b
a
tkw(t)dt, t = 0, 1... existen y son finitos
• Para todo polinomio q(t) no negativo en [a; b], tal que ∫ b
a
q(t)w(t)dt = 0
implica que q(t) ≡ 0
Estas condiciones son satisfechas por ejemplo si w es continua y positiva en
[a; b]
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Consideremos el espacio vectorial:
L2w [a; b] =
{
f :
∫ b
a
f 2(t)w(t)dt < +∞
}
El espacio L2w [a; b] es un espacio de Hilbert, con producto interno dado por:
< f, g >w=
∫ b
a
w(t)f(t)g(t)dt
y la norma dada por
‖f‖2 =
∫ b
a
f 2(t)w(t)dt
El conjunto P de todos los polinomios en [a, b] es un subespacio de L2w([a, b])
Denotemos con Πj = {p ∈ P : p◦ = j} y Πj = {p ∈ P : p◦ ≤ j}:
El siguiente teorema establece la existencia de una sucesio´n de polinomios
mutuamente ortogonales, asociado con la funcio´n peso w(t) en L2w [a; b], la
construccio´n de estos polinomios ortogonales esta basada en el proceso de or-
togonalizacio´n de Gram-Schmidt aplicada al conjunto l.iB = {1, t, t2, t3, ......}
Teorema 3.7 Existen polinomios pi ∈ Πi, i = 0, 1, 2.... tal que
〈pi, pk〉 = 0 para i 6= k
Estos polinomios son u´nicos definidos por la recursio´n:
pi+1(t) = (t− ai+1)pi(t)− b2i+1pi−1(t)
, para i ≥ 0 donde p0(t) = 1, p−1(t) = 0 y
ai+1 =
〈tpi, pi〉
〈pi, pi〉
para i ≥ 0 y
b2i+1 =
{
0 si i = 0
〈pi,pi〉
〈pi−1,pi−1〉 si i ≥ 1
Prueba. Ver [14]
Tomando la funcio´n peso w(t) = 1 y el intervalo [−1; 1] los polinomios pi
nos conducen a los clasicos polinomios de Legendre:
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L0(t) = 1, L1(t) = t, L2(t) =
1
2
(3t2 − 1), L3(t) = 12(5t3 − 3t), .... ,ligados por
la relacio´n
Li(t) =
(2i)!
2ii!i!
pi(t) i = 0, 1, 2, .....
Tomando la funcio´n peso w(t) = 1√
1−t2 y el intervalo [−1; 1] los polinomios
pi nos conducen a los clasicos polinomios de Chebishev :
T0(t) = 1, T1(t) = t, T2(t) = 2t
2 − 1, T3(t) = 4t3 − 3t, .... ,ligados por la
relacio´n
Ti(t) = 2
i−1pi(t) i = 1, 2, .....
Tambien se pueden considerar los polinomios de Laguerre y los polinomios
de Hermite tomando como funcio´n peso e intervalo w(t) = e−t , [0;∞+ > y
w(t) = e−t
2
, 〈−∞;∞+〉 respectivamente. Utilizando el hecho de que C([a, b])
es denso en L2w([a, b]) la ortonormalizacion de los polinomios pi nos conduce a
un conjunto ortornormal total y por tanto a una base de Hilbert de L2w([a, b]).
Asi para toda f ∈ L2w([a, b]) se tiene que
f =
∞∑
i=0
f˜ipi con f˜i =
〈f, pi〉
‖pi‖2
La proyeccio´n ortogonal en el espacio de todos los polinomios de grado menor
o igual a N para f es:
PN(f) =
N∑
i=0
f˜ipi
Este polinomio puede ser considerado como una aproximacio´n polinomial a
la funcio´n f .
Se tiene que ‖f − PN(f)‖ → 0 cuando N →∞, ∀f ∈ L2w [−1; 1]
Corolario 3.3 Para toda p ∈ Πn−1 se tiene:
〈p, pn〉 = 0 (75)
Teorema 3.7 Las ra´ıces ti, i = 1, ..., n de pn son reales y simples, todas
yacen en el intervalo (a, b)
Prueba. Ver [14]
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Teorema 3.8 Consideremos la matriz A de orden n× n
A =

p0(t1) p0(t2) . . . p0(tn)
p1(t1) p1(t2) . . . p1(tn)
...
... . . .
...
pn−1(t1) pn−1(t2) . . . pn−1(tn)

esta matriz es no singular para cualesquiera ti ∈ (a, b) distintos dos a dos.
Prueba. Ver [14]
Polinomios de Chebyshev
Podemos tambien introducir los polinomios de Chevishev definiendolos como:
Tn(t) = cos(nθ)
donde θ = arcos(t), t ∈ [−1; 1] para n = 0, 1, 2... evidentemente |Tn(t)| ≤ 1
Aunque a primera vista no parezca evidente, la funcio´n Tn(t) es en efecto
un polinomio en t, en efecto si n = 0
T0(t) = 1
si n = 1
T1(t) = t
Ahora bien, para calcular los polinomios sucesivos, se puede apelar a la
fo´rmula de recurrrencia, utilizando las conocidas fo´rmulas de suma y difer-
Figura 17: ”Polinomios de chebyshev: T1 ,T2 ,T3 ,T4 ”
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encia para el coseno obtenemos:
Tn+1(t) = 2tTn(t)− Tn−1(t) (76)
A partir de este resultado, es posible determinar, por reiteracio´n, los poli-
nomio de Chebyshev.
Una propiedad importante de los polinomios de Chebyshev es:
2Tk(t) =
1
k + 1
T ′k+1(t)−
1
k − 1T
′
k−1(t) (77)
La expansio´n de Chebyshev de una funcio´n f ∈ L2w(−1; 1) es :
f(t) =
∞∑
k=0
fˆkTk(t) con fˆk =
2ck
π
∫ 1
−1
f(t)Tk(t)dt
donde c0 = 2, ck = 1 para k ≥ 1.
Sin perdida de generalidad consideremos la ecuacio´n integral de volterra:
g(t) +
∫ t
−1
k(t, s, f(s))ds = f(t) (78)
definido en −1 < s < t ≤ 1
Pues si se tuviera.
u(t) +
∫ t
t0
R(t, s)y(s)ds = y(t)
t ∈ [t0T ], T finito.
Esta ecuacio´n se puede transformar en otra equivalente definida en [−1, 1].
Para esto consideremos el cambio de variable:
t = T +
T − t0
2
(x− 1);−1 ≤ x ≤ 1
de donde
2(t−T )
2
+ 1 = x
Con esto podemos reescribir la ecuacio´n como:
g(x) +
∫ T+T−t0
2
(x−1)
t0
R(T +
T − t0
2
(x− 1), s)y(s)ds = f(x)
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donde:
g(x) = u(T + T−t0
2
(x− 1)); f(x) = y(T + T−t0
2
(x− 1))
Ahora realizamos un nuevo cambio de variable en la integral de la ecuacio´n
para transformar el intervalo [t0, T +
T−t0
2
(x − 1)] en [−1, x], para esto con-
sideremos la tranformacio´n:
s = T + T−t0
2
(τ − 1) para τ ∈ [−1;x] con esto tenemos que :
g(x) +
∫ x
−1
k(x, τ)f(τ)dτ = f(x)
para x ∈ [−1, 1] donde: k(x, τ) = T−t0
2
R(T + T−t0
2
(x− 1), T + T−t0
2
(τ − 1))
Consideremos la particio´n de [−1; 1] dada por los puntos: tn = −cos(πnN )
para n = 0, 1, 2..N estos puntos son los extremos del polinomio de chebyshev
de orden N :
TN(t) = cos(Narcos(t)), estos puntos son llamados puntos de Gauss-Chebysheb-
Lobatto.
Ahora consideremos la aproximacio´n a k(tn, s, f(s)) en el intervalo [t0, tn]
dada por :
k(tn, s, f(s)) ≈
n−1∑
j=0
Tj(s)wnj i = 1, 2, .., N (79)
Donde los Tj(s) son los polinomios de chebyshev.
Sustituyendo en esta ultima ecuacio´n s consecutivamente por t0, t1, ..., tn−1,
obtenemos un sistema dado por :
T0(t0) T1(t0) . . . Tn(t0)
T0(t1) T1(t1) . . . Tn(t1)
...
... . . .
...
T0(tn−1) T1(tn−1) . . . Tn(tn−1)


wn0
wn1
...
wnn
 =

k(tn, t0, F0)
k(tn, t1, F1)
...
k(tn, tn, Fn)

Si denotamos con B a la primera matriz del lado izquierdo por el teorema
(3.8) esta matriz es no singular; entonces si B−1 = (βij) entonces
wnj =
n∑
k=0
βjkk(tn, tk, Fk)
De (79) integrando en ambos mienbros obtenemos:∫ tn
−1
k(tn, s, f(s))ds ≈
n−1∑
j=0
∫ tn
−1
Tj(s)dswnj =
n−1∑
j=0
wnjanj
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donde ∫ tn
−1
Tj(s)ds = anj
Para 0 ≤ j ≤ n − 1, n = 1, 2, ...N pueden ser obtenidos anal´ıticamente en
efecto de (77) tenemos:
Tj(t) =
1
2(j + 1)
T ′j+1(t)−
1
2(j − 1)T
′
j−1(t)
integrando ambos miembros obtenemos:
anj =
1
2(j + 1)
∫ tn
−1
T ′j+1(t)dt−
1
2(j − 1)
∫ tn
−1
T ′j−1(t)dt
de donde obtenemos:
anj =
1
2(j + 1)
(Tj+1(tn)− (−1)j+1)− 1
2(j − 1)(Tj−1(tn)− (−1)
j−1)
luego una aproximacio´n a la solucio´n f de (78) en los nodos tn es dada por
Fn que es dada por:
g(tn) +
n−1∑
j=0
wnjanj = Fn n = 1, 2, ..., N
Asi podemos obtener de manera explicita Fn aproximacio´n para f(tn)
Ejemplo nume´ricos
Ejemplo 3.8 Consideremos la ecuacio´n integral de segunda especie:
f(t) =
∫ t
−1
e2(t−s)sin(t− s)f(s)ds− 2
en 0 ≤ t ≤ 1
cuya solucio´n exacta es:
f(t) = −5
2
− (t+ 1
2
)e2t+2
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Figura 18: ”Aproximacio´n por el me´todo Espectral”
t(i) f(t(i)) fi error
-1.00000000 -2.00000000 -2.00000000 0.00000000
-0.96592583 -2.00121517 -2.00124269 0.00002752
-0.86602540 -2.02150205 -2.02143052 0.00007153
-0.70710678 -2.12795272 -2.12803193 0.00007921
-0.50000000 -2.50000000 -2.49997122 0.00002878
-0.25881905 -3.56200022 -3.56184011 0.00016012
-0.00000000 -6.19452805 -6.19522476 0.00069671
0.25881905 -11.90880683 -11.90696409 0.00184275
0.50000000 -22.58553692 -22.58831984 0.00278292
0.70710678 -39.18764203 -39.18573235 0.00190967
0.86602540 -59.55160253 -59.55163209 0.00002956
0.96592583 -77.26416247 -77.26421436 0.00005189
1.00000000 -84.39722505 -84.39715864 0.00006641
Ejemplo 3.9
Consideremos la ecuacio´n integral de segunda especie dada por:
f(t) = − t
8
56
+ t6 − t
7
− 1
8
+
∫ t
−1
(t− s)f(s)ds
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Cuya solucio´n exacta es f(t) = t6
-0.96816024 0.82258601 0.82353765 0.00095164
-0.83603111 0.32184818 0.34145590 0.01960772
-0.61337143 -0.02099753 0.05325266 0.07425019
-0.32425342 -0.14753258 0.00116227 0.14869485
0.00000000 -0.21802756 0.00000000 0.21802756
0.32425342 -0.26348337 0.00116227 0.26464564
0.61337143 -0.23048974 0.05325266 0.28374240
0.83603111 0.05181118 0.34145590 0.28964472
0.96816024 0.52275854 0.82353765 0.30077911
Figura 19: ”Aproximacio´n mediante 8 polinomios de Chevishev”
Me´todo de colocacio´n de legendre
Consideremos el conjunto de {ti}Ni=0 de los N +1 puntos de colocacion de
Gauss, Gauss-Radau o Gauss-Lobatto.
Haciendo t = ti en (78) obtenemos:
g(ti) +
∫ ti
−1
k(ti, s)f(s)ds = f(ti) (80)
para 0 ≤ i ≤ N
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Consideremos para cada i = 1, 2, ..., N la tranformacio´n:
si(θ) =
1 + ti
2
θ +
ti − 1
2
que transforma en intervalo [−1; 1] en [−1; ti], utilizando esta transformacio´n
como un cambio de variable en (80) obtenemos.
g(ti) +
ti + 1
2
∫ 1
−1
k(ti, si(θ))f(si(θ))dθ = f(ti), 0 ≤ i ≤ N (81)
Aproximamos la integral de (81) con una formula de cuadratura en los N +1
puntos de colocacio´n de gauss tomando los respectivos pesos {wj} de la-
grangue.
g(ti) +
ti + 1
2
N∑
j=0
k(ti, si(θj))f(si(θj))ωj = f(ti), 0 ≤ i ≤ N (82)
donde θi = ti ;i = 0, 1, 2, ...N
Ahora para representar f(si(θj)), expandimos f(si(θ)) usando interpo-
lacio´n polinomial de lagrange en [−1; 1] tomando los nodos como los puntos
de colocacio´n de Gauss-Lobato asi tenemos:
f(t) ≈
N∑
k=0
fkFk(t)
para t = si(θ), tenemos
f(si(θ)) ≈
N∑
k=0
fkFk(si(θ)) (83)
donde Fk es el k-esimo polinomio basico de lagrange combinando (82) y (83)
obtenemos.
gi +
ti + 1
2
N∑
j=0
fj
(
N∑
r=0
k(ti, si(θr))Fj(si(θr))ωr
)
= fi (84)
0 ≤ i ≤ N
Denotando con UN = [f0, f1, ..., fN ] y G
N = [g0, g1, ..., gN ] podemos es-
cribir las ecuaciones en en forma matricial
GN + A ∗ UN = UN
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Donde las entradas de la matriz A vienen dadas por
Ai,j =
1 + ti
2
N∑
r=0
k(ti, si(θr))Fj(si(θr))ωr
Ahora para calcular de manera mas eficiente Fj(si(θr)), expresamos Fj(s) en
te´rminos de los polinomios de legendre asi:
Fj(s) =
N∑
r=0
αr,jLr(s)
. Donde los αr,j son los coeficientes discretos del polinomio Fj(s) y pueden
ser calculados mediante
αr,j =
1
γr
N∑
i=0
Fj(ti)Lr(ti)wi =
Lr(tj)wj
γr
Donde
γr =
N∑
i=0
L2r(xi)wi = (r +
1
2
)−1, r < N
y γN = (N +
1
2
)−1 para Gauss y Gauss-radau y γN = 2N para los nodos de
Gauss-lobatto
Ejemplo nume´ricos
Ejemplo 3.10 Consideremos la ecuacio´n integral de volterra de segunda
especie dada por:
f(x) = e4x +
1
x+ 4
(ex(x+4) − e−(x+4)) +
∫ x
−1
exsf(s)ds = f(x)
cuya solucio´n exacta es: e4x
El me´todo descrito nos proporciona la siguiente aproximacio´n:
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t(i) fi f(t(i)) error
-0.98418305 0.01951174 0.01951187 0.00000013
-0.91759840 0.02546662 0.02546644 0.00000018
-0.80157809 0.04050552 0.04050571 0.00000019
-0.64234934 0.07658187 0.07658168 0.00000018
-0.44849275 0.16629831 0.16629848 0.00000017
-0.23045832 0.39778929 0.39778912 0.00000017
0.00000000 0.99999983 1.00000000 0.00000017
0.23045832 2.51389499 2.51389480 0.00000019
0.44849275 6.01328367 6.01328389 0.00000023
0.64234934 13.05795308 13.05795280 0.00000028
0.80157809 24.68787788 24.68787822 0.00000034
0.91759840 39.26735870 39.26735833 0.00000038
0.98418305 51.25085049 51.25085080 0.00000031
Figura 20: ”Aproximacion por el Metodo Espectral ”
Ejemplo 3.11 Consideremos la ecuacio´n integral de volterra de segunda
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especie dada por:
f(x) = sen(2x) +
1
2
(cos(2x)− cos(2)) +
∫ x
−1
f(s)ds
Cuya solucion exacta es f(x) = sen(2x)
3.6.-Ecuaciones integrodiferenciales
En esta u´ltima parte presentaremos algunos me´todos simples para la
aproximacio´n de ecuaciones integrodifeenciales de la forma
f ′(t) = H(t, f(t),
∫ t
0
k(t, s, f(s))ds) (85)
con condicio´n inicial f(0) = α
Bajo las condiciones:
|k(t, s, u1)− k(t, s, u2)| ≤ L1 |u1 − u2|
|H(t, s1, u)−H(t, s2, u)| ≤ L2 |s1 − s2|
|H(t, s, u1)−H(t, s, u2)| ≤ L3 |u1 − u2|
para 0 ≤ s ≤ t ≤ T
Bajo estas condiciones la ecuacio´n (85) posee una u´nica solucio´n continua,
esto sigue del siguiente teorema.
Teorema 3.8 Consideremos el sistema de ecuaciones
f(t) = g (t) +
∫ t
0
K(t, s, f(s))ds
y asumamos que
i) g(t)es continua
ii)K(t, s,u) es una funcio´n continua en 0 ≤ s ≤ t y u ∈ Rn
iii) Si el nu´cleo satisface la condicio´n de lipschitz
‖K (t, s,u1)−K (t, s,u2)‖ ≤ L ‖u1 − u2‖ donde ‖‖ es la norma del ma´ximo
entonces la ecuacio´n posee una u´nica solucio´n continua en 0 ≤ t ≤ T
Prueba
La prueba es ana´loga a la del teorema (1.5) remplazando valor abosulto
por norma.
Ahora integrando (85) de 0 a t y usando la condicio´n inicial obtenemos
el sistema de ecuaciones integrales
f(t) = α+
∫ t
0
H(s, f(s), h(s))ds
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h(t) =
∫ t
0
k(t, s, f(s))ds
Definiendo f(t) = (f(t), h(t)), g(t) = (α, 0),K(t, s, f(s)) = (H(s, f(s), h(s)), k(t, s, f(s)))
esto es
K(t, s,u) = (H(s, u1, u2), k(t, s, u1))
De donde obtenemos
‖K(t, s,u)−K(t, s,v)‖ = max {|H(s, u1, u2)−H(s, v1, v2)| , |k(t, s, u1)− k(t, s, v1)|} ≤
max {L2 |u1 − v1|+ L3 |u2 − v2| , L1 |u1 − v1|}
≤ max {L2 + L3, L1}max {|u1 − v1| , |u2 − v2|} ≤ L ‖u− v ‖
donde L = max {L2 + L3, L1}
Del teorema anterior se sigue que (85) posee una u´nica solucio´n continua.
Consideremos la ecuacio´n integrodiferencial de volterra
f ′(t) = g(t) +
∫ t
0
k(t, s, f(s))ds (86)
Para la implementacio´n de un me´todo nume´rico reescribimos en la forma de
(85):
f ′(t) = H(t, f(t), z(t)) (87)
Donde
z(t) =
∫ t
0
k(t, s, f(s))ds (88)
Para eliminar la derivada de la funcio´n inco´gnita integramos (87) de tn−1a tn
asi obtenemos
f(tn) = f(tn−1) +
∫ tn
tn−1
H(s, f(s), z(s))ds (89)
Ahora si utilizamos la regla del trapecio para aproximar la integral en 7
obtenemos:
Fn = Fn−1 +
h
2
{H(tn, Fn, Zn)−H(tn−1, Fn−1, Zn−1)} (90)
Donde Zn es una aproximacio´n a zn utilizando la regla del trapecio en
(99) con Z0 = 0 se obtiene:
Zn =
h
2
k(tn, t0, F0) + h
n−1∑
i=1
k(tn, ti, Fi) +
h
2
k(tn, tn, Fn) (91)
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para n = 1, 2, ..
Para hallar los Fn podemos ultilizar algun me´todo iterativo por ejemplo
biseccio´n, newton, etc, podemos tomar como punto inicial F 0n = Fn−1 donde
la sucesio´n {F in} converge a Fn y podemos tomar como condicicio´n de parada
|F in − F i−1n | < 10−6, por ejemplo:
Para el caso lineal y aplicando la regla trapezoidal compuesta para la ecuacio´n
(88) obtenemos:
Zn =
∫ tn
0
k(tn, s)f(s)ds ≈ h
2
k(tn, t0)F0 + h
n−1∑
i=1
k(tn, ti)Fi +
h
2
k(tn, tn)Fn
Sustituyendo esto en (90) obtenemos:
Fn = Fn−1+
h
2
[
(gn−1 − gn) + h
n−1∑
i=1
(ωn−1,ikn−1,i + ωnikn,i)Fi +
h
2
ωn,nkn,nFn
]
Donde los ωn,i son los pesos de la regla de cuadratura trapezoidal: ωn,0 =
ωn,n =
1
2
,ωn,i = 1 para 0 < i < n
En forma equivalente despejando Fn
Fn =
1
1− h2
4
ωn,nkn,n
{
Fn−1 +
h
2
[
(gn−1 − gn) + h
n−1∑
i=1
(ωn−1kn−1,i + ωnkn,i)Fi
]}
El orden de convergencia del me´todo es 2.
Ejemplo nume´rico
Ejemplo 3.12 Consideremos la ecuacio´n integrodiferencial de volterra
dada por:
f ′(t) = 2t− t
5
4
− t3 +
∫ t
0
stf(s)ds
Cuya solucio´n exacta es f(t) = t2 + 2
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Figura 21: ”Me´todo Trapezoidal ”
t(i) h=0.04 h=0.02
0.00000000 0.00000000 0.00000000
0.16000000 0.01119998 0.00599999
0.32000000 0.02399937 0.01239980
0.48000000 0.03679622 0.01879888
0.64000000 0.04958695 0.02519629
0.80000000 0.06236631 0.03159067
0.96000000 0.07512713 0.03798015
1.12000000 0.08785981 0.04436225
1.28000000 0.10055133 0.05073358
1.44000000 0.11318350 0.05708941
1.60000000 0.12573002 0.06342283
1.76000000 0.13815152 0.06972349
1.92000000 0.15038725 0.07597538
2.00000000 0.15640737 0.07907561
Me´todos de orden ma´s alto pueden ser construidos de manera similar.
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Trabajos Recientes
Haremos una breve descripcio´n de algunos trabajos recientes sobre aprox-
imacio´n nume´rica para ecuaciones integrales de Volterra.
K. Maleknejad y E. Naja utilizan la te´cnica de quasilinealizacio´n para solu-
cionar nume´ricamente las ecuaciones integrales de Volterra con nu´cleos no
crecientes con respecto a la funcio´n desconocida, este me´todo produce dos
sucesiones acopladas de ecuaciones integrales de Volterra lineales donde las
soluciones de estas dos secuencias convergen mono´tonamente para la solu-
cio´n de la ecuacio´n no lineal. Usando me´todos de colocacio´n resuelven
nume´ricamente estas ecuaciones lineales acopladas y obtienen dos sucesiones
de aproximaciones que convergen para la solucio´n de la ecuacio´n no lineal,
acompan˜a con experimentos nume´ricos.
A. Shahsavaran presenta un acercamiento nume´rico para solucionar la ecuacio´n
integral de Abel de segunda especie basada en el uso de Funcio´n Bloque de
Pulso (BPF) y la expansio´n Taylor por el me´todo de colocacio´n. Tambie´n
analiza del error para el me´todo propuesto y muestra la eficiencia del me´todo,
acompan˜a con experimentos nume´ricos.
A. Vahidian Kamyad, M. Mehrabinezhad, J. Saberi-Nadjafi dan un acer-
camiento nuevo para la Solucio´n nume´rica ecuaciones integrales de Volterra
lineales y no lineales de primera y segunda especie. Utilizando ca´lculo de
variaciones, (que permite resolver muchos problemas de aplicaciones) trans-
forma el problema original a otro equivalente en ca´lculo de variaciones. Us-
ando me´todos de discretizacio´n obtienen un problema de programacio´n no
lineal y en algunos casos uno de programacio´n lineal. Usando te´cnicas de
optimizacio´n obtienen una solucio´n optimal para el PL o PNL de acuerdo al
caso, con un error controlable por la solucio´n original, acompan˜a con exper-
imentos nume´ricos.
A.Tahmasbi presenta un me´todo nume´rico para solucionar nume´ricamente
ecuaciones integrales lineales de Volterra basa´ndose en el me´todo de serie
de potencias. El me´todo propuesto proviene de la expansio´n de Taylor de
la solucio´n exacta de la ecuacio´n integral, usando ca´lculos simples obtiene
una solucio´n aproximada aceptable. En el caso de ecuaciones con soluciones
polino´micas, el me´todo propuesto es exacto. Tambie´n da algunas compara-
ciones con algunos otros me´todos que hacen notar su efectividad, acompan˜a
con experimentos nume´ricos.
Darja Saveljeva en su tesis doctoral estudia el me´todo de colocacio´n con
splines cu´bicos para la ecuacio´n integral de Volterra.
Joshua H. Gordis adapta una modificacio´n del me´todo trapezoidal usado
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para aproximar ecuaciones de Fredholm a las ecuaciones de volterra de la
siguiente manera, inicia con un numero de nodos igualmente espaciados ,
calcula una solucio´n aproximada asociada a esta malla resolviendo un sis-
tema de ecuaciones algebraicas, el me´todo decide si esta malla requiere un
refinamiento y especifica donde,en esta situacio´n considera los puntos medios
de cada intervalo asi logra una mejor precisio´n para la solucio´n en los nodos
fijados, acompan˜a con experimentos nume´ricos.
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