We introduce a training method for both better word representation and performance, which we call GROVER (Gradual Rumination On the Vector with maskERs). The method is to gradually and iteratively add random noises to word embeddings while training a model. GROVER first starts from conventional training process, and then extracts the fine-tuned representations. Next, we gradually add random noises to the word representations and repeat the training process from scratch, but initialize with the noised word representations. Through the re-training process, we can mitigate some noises to be compensated and utilize other noises to learn better representations. As a result, we can get word representations further fine-tuned and specialized on the task. When we experiment with our method on 5 text classification datasets, our method improves model performances on most of the datasets. Moreover, we show that our method can be combined with other regularization techniques, further improving the model performance.
Introduction Motivation
Most of the machine learning methodology can be defined as getting computational representations from real-life objects and then classifying the representations according to their tasks. Therefore, there have been two main approaches to increase the model performance: (1) starting with better representations from data (Melamud, Goldberger, and Dagan 2016; Peters et al. 2018) , and (2) building more complex architectures that are able to extract important features and generate higher level representations (Vaswani et al. 2017; Conneau et al. 2017) . For better initial representations, many NLP researchers have used pretrained word vectors, trained on substantially large corpus through unsupervised algorithms like word2vec (Mikolov et al. 2013a) , GloVe (Pennington, Socher, and Manning 2014) , and fastText (Bojanowski et al. 2016) . The pretrained word vectors not only represent the general meaning of words but also increase the model performances on most of NLP tasks (Turian, Ratinov, Copyright c 2020, Association for the Advancement of Artificial Intelligence (www.aaai.org). All rights reserved. and Bengio 2010). Further, word vector post-processing researches (Faruqui et al. 2015; Vulić, Mrkšić, and Korhonen 2017; Jo and Choi 2018) have tried to enrich the pretrained representations using external semantic lexicons. The post-processing methods compensate for the weak point of word vector generation algorithms, which highly depend on word order, and increases the model performance.
When training an NLP model, we first initialize word representations with pretrained word vectors and then update both the model parameters and the word representations together. However, the model performance can be limited due to the initial word vectors. The pretrained word representations have the general meaning of words, but the words in some tasks do not have the meaning. Although the different meanings can be learned through the training process, it could fail to learn in the context. Since the word vectors are updated through gradient descent algorithm, the values are changed slightly, and the word vectors are easy to converge on local minima. Therefore, we propose a simple trick to find better representations by using random noise maskers on the word vectors during iterative training process, which we call GROVER (Gradual Rumination On the Vector with maskERs). We expect that the noises help the model learn better representation. Additionally, GROVER can regularize the model by adding random noises to the fine-tuned word vectors. We show that proper degree of noises not only help a model learn task-specific representations but also regularize the model, improving the model performance.
Contribution
Our contributions through GROVER are summarized as follows:
• GROVER mitigates word vector updating problem and further fine-tunes the word vectors on the task.
• GROVER increases the model performance by further fine-tuning word representations. Also, Our method can be applied to any model architectures using word embeddings.
• GROVER regularizes the model and can be combined arXiv:1911.03459v1 [cs.
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with other regularization techniques, further increasing the model performance.
Related Works

Word-level Noises
Adding noises to input data is an old idea (Plaut and others 1986) . However, there are few research on word-level noises since the small noises on language can change the meaning of the words. Word Dropping. NLP tasks which utilize the text as a form of sentence and phrase consider each word as features. However, lots of features can lead a model to be overfitted to the training data due to the curse of dimensionality. Therefore, the easiest way to reduce the number of features is to drop words in the sentence at random. Word Embedding Perturbation. Miyato, Dai, and Goodfellow tried to use word embedding perturbation for model regularization through adversarial training framework (Miyato, Dai, and Goodfellow 2016) . Cheng et al. utilized the noises to build robust machine translation model (Cheng et al. 2018) . Also, there was an approach that considers the perturbation as data augmentation (Zhang and Yang 2018) . The previous works added the noises to all word embeddings when they are used. So, the methods can regularize the models, particularly model weights, but do not care word representations. However, our method gradually adds noises to word embeddings according to word frequency. Also, we use iterative training process to benefit from the noises and get better word representations.
Regularization Techniques
Some research already explained that the normalization can be used to regularize models (van Laarhoven 2017; Luo et al. 2018; Hoffer et al. 2018 
Pretrained Representations
The representations fine-tuned by GROVER can be regarded as pretrained representations from the previous training pro-
cess.
Pretrained Embedding Vector is also called pretrained word representation. According to distributional representation hypothesis (Mikolov et al. 2013b ), pretrained embedding vectors are composed of pairs of (token, n-dimensional float vector). The word vectors usually are learned by unsupervised algorithms (e.g., word2vec (Mikolov et al. 2013a ), GloVe (Pennington, Socher, and Manning 2014) , fastText (Bojanowski et al. 2016)) on substantial corpus to represent general meanings of words. The pretrained embedding vectors are widely used to initialize the word vectors in models.
Pretrained Embedding Model is suggested recently to get a deep representation of each word in the context. Previous research (McCann et al. 2017; Peters et al. 2018; Devlin et al. 2018 ) trained deep architecture models and then utilized the model weights to represent words by using the outputs of models. We take pretrained embedding vector approach because we believe that the contextual meaning of the words can be learned through training processes if the model architecture is built to process the sequential information of the words.
Proposed Method
Overall Process
The overall process including GROVER is illustrated in Figure 1. GROVER is applied to conventional training framework with early-stopping, but it needs a meta-level approach that trains the model again. The iterative training process will be denoted as a meta-epoch. When a training process finishes, we extract the fine-tuned word embeddings (W ). Next, we add maskers filled with random values to W , and then re-train the model from scratch with the noised word embeddings. In other words, GROVER is a process that adds random noises to fine-tuned word embeddings and then repeats the training process with the word embeddings. Observing the validation performance in every meta-epoch, we select the model and the fine-tuned embedding. The additional details in GROVER will be described.
GROVER Details
Maskers start from infrequently used words and move to frequently used words. The random noises in a portion of word embeddings change the distribution of all the word representations during the training process, since high-level representations such as sentence representation are generated from word representations. Likewise, the model performance can be affected too much by the randomly noised maskers. In order to gradually change the distribution of word representations, we produce the noises incrementally by maskers starting from infrequently used words and moving to frequently used words.
Gradualness. While following the aforementioned process, we change the number of random maskers according to validation performance. If the validation performance of retrained model increases, we move the maskers to next frequently used words. Otherwise, we roll back the word em- (1) We first train a classifier using training set, (2-3) do early-stopping using validation set, (3) extract fine-tuned word embedding table, (4) change the number of random maskers according to validation performance, (5) gradually add the maskers to the word embeddings from low frequency words to high frequency words, and lastly (6) train the classifier with W from the very first step. We repeat the process until all the words are masked.
beddings to the previous one, and gradually increase the number of random maskers without moving them so that the maskers make noises on the words again in the next step. As a result, GROVER can process both words in the previous step and words in the current step. This gradualness let the word vectors benefit from noises again, and makes GROVER dynamic.
Degree of Noises (Step Size & Noise Range).
Moderate noises are required to change word vector distribution. Therefore, we have two hyperparameters related to the noises: step size and noise range.
Step size is how much the random maskers move to next frequently used words in the next training process, and we set step size to 10% of the vocabulary size as default. For example, bottom 10% of frequency-ordered vocabulary are masked at the first training process, and then bottom 10% to 20% words are masked at the next step. However, note that gradualness can change the number of maskers. The maskers are filled with the random values sampled from a uniform distribution, which range is defined as noise range. Default noise range is between -1 and 1. The noise can be extended to well-defined perturbation methods like Gaussian kernels (Vilnis and McCallum 2014) . In ablation studies, the effects of the hyperparameters will be presented.
Overall algorithms of GROVER are summarized as follows:
Algorithm GROVER is applied to the embeddings by adding random noises to the fine-tuned word vectors. So our method is independent of model architectures in that most NLP models use word-level embeddings. The random noises might disturb the representation, but during the re-training processes, some noises which harm the performance are compensated. On the other hand, other noises are utilized to jump over the initial word vector values if the degree of noises is moderate. The noises by GROVER prevent the model from overfitting to the validation set in re-training processes, whereas the model with GROVER incrementally fits to the validation set through early-stopping in each training process. Therefore, the model keeps fitting to the validation set with regularization, so the model performance on the test set will increase if the model performance on the validation set is correlated to the performance on the test set.
Experiment Datasets
We prepare 3 topic classification datasets; DBpedia ontology (Lehmann et al. 2015) , YahooAnswers (Chang et al. 2008) , AGNews and 2 sentiment classification datasets; Yelp reviews (Zhang, Zhao, and LeCun 2015) , IMDB (Maas et al. 2011) . YahooAnswer dataset is used for 2 different tasks, which are to classify upper-level categories and to classify lower-level categories, respectively. The data information is presented in Table 1 . We split 15% of each train set to validation set, and each dataset has its own test set. The validation set is used for early-stopping both at every epoch and every meta-epoch. We use the first 100 words as inputs, including all special symbols in 300 dimensional embedding space.
Classifier
We use TextCNN (Kim 2014) classifiers. The model consists of 2 convolutional layers with the 32 channels and 16 channels, respectively. We adopt multiple sizes of kernels-2, 3, 4, and 5, followed by ReLU activation (Hahnloser et al. 2000) and max-pooled. We concatenate the kernels after every max-pooling layer. We optimize the model using Adam (Kingma and Ba 2014) with 1e-3 learning rate, and 
Regularization Implementation
We implement 5 regularization (including normalization) methods to compare the techniques with ours. First, word dropping is implemented in the pre-processing part, which removes random words in the text. Reducing the number of words in the training data, word dropping results in regularization. We set the random probability p as 0.1. Dropout (Srivastava et al. 2014) is added to the final fully connected layer with dropout probability 0.1, which performs the best in our experiments. Batch Normalization (Ioffe and Szegedy 2015) is located between each convolutional layer and an activation function, as used in the original paper. Layer Normalization (Ba, Kiros, and Hinton 2016) is implemented in the same position. We report the performance averaged over 10 runs.
Results
Performance
We experiment with our method when initialized with 5 different pretrained word embeddings: word2vec (Mikolov et (Jo and Choi 2018) . The results are presented in Table 2 . GROVER improves the performance on most of the datasets when even using randomly initialized word vectors. Since we train a model from scratch except for word embeddings, Figure 3 : Plots of nearest top-100 words of a cue word (love) in initial embedding (Initial), after fine-tuned once (FineTuned), and our method GROVER in 5 text classification datasets (YahooAnswers dataset is used in 2 different ways). Note that the word vector distribution is largely changed through GROVER when compared with fine-tuned once. The distribution of GROVER is trained further than fine-tuned embedding. the result implies that we can learn better word representations through GROVER. However, in some case, GROVER degrades the model performance because the distribution of word vectors in pretrained embeddings is already good enough for the tasks. The model performance with regularization techniques is presented in Table 3 . The result shows that the performance gain is comparable to other regularization methods except for IMDB. This might be because the number of data in IMDB is small so the validation set cannot represent the distribution of the test set. Thus, the model tries to fit the validation set through early-stopping, but the improvement in validation set does not lead to the improvement in test set. We present both the validation performance and the test performance on YahooAnswer(Upper) and IMDB, where GROVER shows good and bad performance, respectively (see Figure 2) . The results show that the improvements in validation set do not warrant the improvements in test set. Another reason might be from the degree of noises added by GROVER. The noises might disturb the features in IMDB dataset too much. The further ablation study with respect to the degree of noise will be discussed. We also present the results when our method is combined with other regularization methods in Table 3 . The result shows that GROVER positively matches with the other regularization techniques, further improving the model performance.
Word Representations
Next, we analyze the embeddings further fine-tuned through GROVER. We extract the word representations updated on each datasets and plots top-100 nearest words. We visualize the distribution of word representation using t-SNE (Maaten and Hinton 2008), as presented in Figure 3 . We can see that the distribution of frequently used words is trained further than fine-tuned embedding. These results show that our method can change the word vector distribution to be specialized further.
We present the list of top-20 nearest words of a cue word in Table 4 . We can also observe that the word vectors are further fine-tuned. Moreover, we can find other similar words that are not shown in fine-tuned once embedding.
Ablation Studies
Degree of Noises (Step Size & Noise Range). The degree of noises added by GROVER is an important factor in that some noises should be small enough to be corrected during the training processes, while other noises should be large enough to change the word vector distribution. We first change the step size of how much random maskers move in every training processes. The bigger step size becomes, the more words are masked in a training process, so the degree of noises increases. Likewise, the degree of noises decreases, as the step size becomes small. The effect of step size is presented in Table 5 . Moreover, the range of random values that we fill in the maskers also affects the degree of noises. We present the performance according to the noise range in Ta- We find that the degree of noises, which is controlled by the step size and the noise ranges, should be carefully chosen depending on the dataset. However, with an appropriate degree of noise, GROVER always performs well. Gradualness. Our proposed method is to increase the number of maskers when the validation performance decrease in order to make noises on the previous words again. Otherwise, we simply move to the next frequently used words. We change the gradualness that (1) do not have gradualness, (2) have gradualness only when the validation performance increase, which is reverse to our proposed method, and (3) have gradualness both when the validation performance increase and decrease. The result is presented in Table 7 . Although our proposed approach shows the best, the policy of gradualness is a hyperparameter in that the performance gap is not much different.
Discussion
As a regularization technique. GROVER prevents the model from overfitting to input features (word vectors) by slightly modifying a portion of the word vectors with random noises. Our method shows performance gain on most of text classification datasets. Moreover, GROVER can be adapted to other regularization techniques, bringing further improvements.
As a representation learning. Recent research related to contextual representation (Peters et al. 2018; Devlin et al. 2018 ) largely improve the model performance, but the pretrained embedding models require lots of additional computational costs and data resources. With our method, we believe that such contextual information can be learned through the word vector updating in iterative training processes. Furthermore, our final representations are learned from a given training set only and do not require additional embed-ding model. That is, the representations are specialized into the model architecture to solve the given task. Although our method requires additional training time, the performance gain by GROVER is useful when the pretrained word vectors are not suitable for given tasks (e.g., random), or when collecting additional data is hard.
Conclusion
We propose GROVER, which adds random noises to word embeddings to change its word vector distribution and regularize a model. Through the re-training process, we can mitigate some noises to be compensated and utilize other noises to learn better representations. In the experiments, GROVER regularizes the model while the model with GROVER incrementally fits to the validation set through early-stopping. We expect that our method can be utilized to improve model performances and to get better representation specialized on a given task.
