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ABSTRACT 
As the world turns its focus to the protection of our societies underlying 
infrastructures, the realization that the world runs on computer networks has taken hold. The 
number of new technologies and solutions to better protect and secure the networks that 
allow our would to operate, is rapidly growing. As these technologies and solutions emerge, 
there is a need to study, test and further develop them. The Internet-Scale Event and Attack 
Generation Environment (ISEAGE) laboratory provides a unique environment for this 
studying, testing and development of networking protocols, technologies, and solutions. 
However, the ISEAGE laboratory also has a number of its own unique needs. Among 
which is the need for a methodology and framework for the generation and management of 
simulated network traffic. Network Traffic Simulator (NTS) provides a framework and 
baseline for a variety of network traffic simulation tools laid out in the ISEAGE 
Implementation Plan. Running from a single networked machine, the NTS tool can simulate 
an entire network of legitimate computer traffic in a variety of protocols and circumstances. 
Moreover, NTS provides the ability to script network traffic into easily readable and 
executable network conversations. 
This thesis provides the requirements, design, and implementation details of Network 
Traffic Simulator. This traffic simulation utility provides the ISEAGE laboratory with a 
unique solution for the insertion and management of networked packets and conversations, as 
well as a framework for the development of a suite of other network traffic insertion tools. 
CHAPTER 1. INTRODUCTION AND OVERVIEW 
When science creates a new medicine, it must be thoroughly tested in laboratories 
under varying conditions to ensure that all aspects of the drug are sufficiently understood. 
Aspects such as side affects and the drug's behavior need to be examined and analyzed in a 
wide range of situations and circumstances to ensure the proper application of the new 
product. However, to properly assess the affects and behavior of a new drug in a given 
situation, the test environment needs to be closely controlled. Specifically, to guarantee the 
validity of the assessments and conclusions supported by a given experiment, medical 
researchers must perform testing in re-creatable, well defined, testing environments using a 
balance of controlled and independent variables. This type of strict testing environment lends 
both credibility and confidence to the accuracy and precision of the conclusions drawn about 
the tested drug. 
Similar to the testing of new drugs, the study and development of network 
technologies and solutions needs to be performed in a comparable environment. Networking 
researchers, like their medical counterparts, need to ensure they have a credible testing 
environment. Explicitly, they need to ensure they can define and recreate the environment, as 
well as accurately assess outcomes by utilizing a balance of controlled and independent 
variables. Only through this form of strict environment control can networking researchers 
ensure the accuracy and validity of their solutions and technologies. 
1.1 The ISEAGE Lab 
The first step toward creating this network testing environment was the conception of 
the Internet-Scale Event and Attack Generation Environment (ISEAGE) at Iowa State 
University. This unique laboratory provides network researchers and developers with the 
ability to construct realistic testing environments for network technologies. Moreover, it is 
the first lab of its kind to focus explicitly on computer security and security related research. 
Utilizing actual hardware, the lab provides the framework and tools that allow researchers to 
define and reproduce environments, balance controlled and independent variables and 
attributes, and ultimately advance secured computing. [10] 
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Figure 1.1 ISEAGE Project Overview [11] 
The ISEAGE lab creates a unique environment for research and education. Uniting 
experts from various fields, ISEAGE not only provides a novel research platform but a venue 
for collaboration. Figure 1.1 illustrates a number of the major sectors contributing to, and 
benefiting from the ISEAGE lab. Ultimately, ISEAGE will provide a state of the art facility 
for the thorough and reliable testing of computer security solutions and research. [11] 
1.2 Network Traffic Simulation 
One of the major components of the ISEAGE architecture is the development of 
custom tools, which can serve the unique needs of the lab. Figure 1.2 illustrates how and 
where these custom tools fit into the overall structure of ISEAGE. One such tool would 
provide the functionality to insert artificial, but highly configurable and easily reproducible, 
traffic into the network. This traffic would then serve to run tests, recreate a network 
environment, or simply generate network background white noise. 
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Figure 1.2 ISEAGE Architecture (9) 
Network Traffic Simulator (NTS) is designed specifically to fulfill the needs of the 
ISEAGE laboratory. This tool's design provides a number of extremely pertinent 
functionalities critical to ISEAGE. Specifically, the ISEAGE Implementation Plan calls for 
the development of a number of network traffic tools. These tools include: a packet changer 
and responder, a tool which would be capable of modifying attributes of network packets to 
simulate realistic problems and attacks. An attack collector and re-player, a tool which would 
be able to capture and recreate attack traffic. Similarly, a traffic collector and re-player, a tool 
which would capture and recreate legitimate traffic. Finally, a background traffic generator, a 
tool which would insert realistic network traffic into the network to simply serve as network 
white noise. (11) 
Network Traffic Simulator fulfills or provides framework functionality for many of 
the afore mentioned tools. Specifically, NTS would provide the functionalities necessary for 
the creation, insertion, and management of simple network white noise. Furthermore, this 
tool would provide a foundation for the replay portions of the packet changer and responder, 
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the attack collector and re-player, as well as the traffic collector and re-player. However, 
going beyond simply inserting traffic into a network, the Network Traffic Simulator provides 
novel functionality which helps to ensure the testing environment. This functionality includes 
features such as identical replay, the ability to exactly recreate a networks environment, 
traffic composition and storage to ensure accurate definitions, as well as network 
environment control to provide the necessary state of controlled variables into the testing 
environment. 
Network Traffic Simulator is designed to serve as the basis for these and other tools 
pertinent to the mission and goals of ISEAGE. The design of NTS provides the very basic 
functionalities that these other tools will be dependant on. Furthermore, the design 
incorporates aspects of these tools which are easily utilized in the later development of 
additional tools. 
1.3 Overarching Project Goals 
There are four overarching goals for the thesis portion of the Network Traffic 
Simulator project. These goals help to determine project scope and provide criteria for the 
evaluation of final success. 
1.3. l Vision Document 
Development of a vision document will provide the foundation for the design and 
development of NTS and other tools which will utilize it. This document will help to compile 
and define the system, system users and their needs, the basic structure and design of the 
tool, an overview of the major features to be included, as well as provide a platform for the 
analysis, discussion, and ultimately the approval of the needs, features, and overall design of 
the NTS tool. This document will be prepared according to a standard vision document 
format, as defined by [ 12], and will be included within this thesis document in its correct 
format. 
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1.3.2 Design Details 
After completing a vision document, a detailed description of the design elements 
will be prepared. This description will provide a more implementation specific view of the 
various design issues and concepts. Moreover, this detailed design documentation will 
provide future users and developers with a better understanding of the inner working of the 
tool. 
1.3.3 Proof of Concept and Design 
Following the design laid out in the vision document, a prototype of the program will 
be developed. This prototype will provide a proof of concept for the design of the tool and its 
functionality. 
1.3.4 Detailed Future Outlook 
One major component of this work is its implications for future use and work, 
especially that which coincides with the goals and mission of ISEAGE. A final objective of 
this project is to outline, in significant detail, some of the future outlook and additions for this 
project within the scope of IS EA GE. 
1.4 Measuring Success 
Success of this project will be measured by the completion of a vision document and 
the detailed documentation for the design. Then, both the document and design will be 
validated by a prototype implementation of the utility. Finally, future work and usage will be 
specified in detail. These four components outline the scope of the thesis portion of this 
project. 
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CHAPTER 2. NETWORK TRAFFIC SIMULATOR VISION DOCUMENT 
This document was written to supplement the Network Traffic Simulator project. This 
document prepared separately and presented fully in chapter 4 of this thesis, follows standard 
software engineering vision document conventions, as specified in [12]. 
Author: Douglas Christopher Houghton 
2.1 Introduction 
This paper serves as the vision document for the Network Traffic Simulation (NTS) 
tool, in its initial version, design, and implementation. 
2.1.1 Purpose of this Document 
The purpose of this vision document is the compilation and definition of, at a high 
level of abstraction, the needs, features, and design elements of Network Traffic Simulator. 
Moreover, this document serves as a platform for the analysis, discussion, and ultimately the 
approval of the needs, features, and overall design of the NTS project. 
2.1.2 Project Overview 
The conception of the Internet-Scale Event and Attack Generation Environment 
(ISEAGE) at the Iowa State University (ISU) Information Assurance Center (IAC), created 
the opportunity for a number of interesting and fairly novel projects. One such project, 
inspired by the needs of the ISEAGE laboratory, is Network Traffic Simulator. Because 
ISEAGE is an attempt to simulate the internet, there is a need for the ability to simulate 
background network white noise. Specifically, there is a need for a stand alone system that 
can push legitimate looking network traffic into the ISEAGE network. This single point 
system would be able to simulate both ends of the communication, and create the impression 
of numerous machines on the network. [11] 
NTS is of particular importance to the ISEAGE laboratory because of its ability to 
simulate complete protocol conversations. That is, running on a single machine, NTS is able 
to introduce network traffic which mimics two or more computers conversing in a given 
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protocol. This allows a test bed network to represent significantly more computer 
conversations then there are hardware systems. Thus NTS creates a more realistic testing 
environment, while reducing the needed hardware support. 
This document clarifies the needs, features, and design elements of the initial version 
of NTS. It provides the baseline for future design and a framework for features and 
functionality. 
2.1.3 Vision Statement 
Network Traffic Simulator is a network traffic simulation tool for use in the ISEAGE 
laboratory. The tool is designed to address the specific needs of the ISEAGE lab, as well as 
to enhance the productivity and functionality of that lab and its associated tools. Furthermore, 
this tool will be available for continued design, development, and alteration by members of 
the ISEAGE research team. Ultimately, this product will serve as the baseline for the traffic 
simulation solution of the ISEAGE lab and its research. 
2.1.4 References 
The following information is directly or indirectly cited within this vision document. 
Design and development of SNIP: Simple Network Imitator Program, The 
Iowa State University Master's Thesis, Spring 2004 [16] 
DETER: Cyber Defense Technology Experimental Research Testbed 
Accessed 08/01/2005, http://www.isi.edu/deter/ [3] 
EMIST: Evaluation Methods for Internet Security Technology. 
Accessed 08/01/2005, http://emist.ist.psu.edu/ [4] 
Emulab Network Emulation Testbed 
Accessed 08/01/2005, http://www.emulab.net/ [5] 
Expect: Interactive Application Automation 
Accessed 04/0112005, http://expect.nist.gov/ [7] 
Internet-Scale Event and Attack Generation Environment (ISEAGE), 
Accessed 0 l/09/2005, http://www.iac.iastate.edu/iseage/ [9, 10, 11] 
8 
LARIAT: Lincoln Adaptable Real-Time Information Assurance Testbed, 
Accessed 04/0112005, http://www.11.mit.edu/IST/pubs/2002_IEEE_Aero_LARIA T.pdf [ 15] 
Libnet Packet Construction Documentation, 
Accessed 01/09/2005, http://www.packetfactory.net/libnet/ [13] 
Nemesis Packet Injection Utility 
Accessed 04/0 I /2005, http://www.packetfactory.net/projects/nemesis/ [ 18] 
Network Simulator NS-2 
Accessed 04/01/2005, http://www.isi.edu/nsnam/ns/ & http://nile.wpi.edu/NS/ [19] 
OPNET Modeler 
Accessed 04/01 /2005, http://www.opnet.com/products/modeler/ [20] 
PacketStorm Communication's IP Network Emulator 
Accessed 04/0112005, http://www.packetstorm.com/ [21] 
REAL Network Simulator 
Accessed 04/0112005, http://www.cs.cornell.edu/skeshav/real/overview .html [22] 
Scriptable Event System 
Accessed 08/01/2005 
http://www.cs. purdue.ed u/homes/fahmy /software/ emist/documentation.h tml [24] 
Simena Network Emulator 
Accessed 04/01102005, http://www.simena.net/ [26] 
2.2 User Description 
The primary users of NTS will be students, faculty, and staff working and conducting 
research in the ISEAGE laboratory. The majority of these users will have significant 
background knowledge of computer systems, computer networks, communication protocols, 
and information assurance. Moreover, as researchers in the ISEAGE laboratory, users will 
understand the purpose and underlying functionality presented by the NTS tool. 
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2.2.l User/Market Demographics 
Design and development decisions for NTS are motivated by two primary entities. 
The first is the principle developers of the ISEAGE laboratory. These individuals have an 
understanding of the overall concept and objectives of the ISEAGE laboratory, which gives 
them a better understanding of how NTS falls into the overall architecture of the laboratory. 
Moreover, these individuals understand which functionalities and specific needs this 
particular tool should satisfy. The second major entity motivating project decisions is the 
ISEAGE laboratory itself. The unique requirements and restrictions of the laboratory, its 
hardware and software, and its configuration contribute significantly to project development 
decisions. 
2.2.2 User Profiles 
NTS is a tool for use in the ISEAGE laboratory, and as such caters to two major user 
groups; ISU Faculty & Staff and ISU Students. 
2.2.2.1 /SU Faculty & Staff 
One of the major user groups for this product is the faculty and staff who utilize the 
ISEAGE laboratory as an arena for research. Members of this user group will tend to be 
professors within the Information Assurance, Computer Engineering, or Computer Science 
disciplines. As such, they should have a fairly robust background in areas related to this tool 
and its functionality. This user group demands product reliability, quality, and functionality. 
2.2.2.2 /SU Students 
Another major user group for NTS is students and graduate research personnel 
working in the ISEAGE laboratory. Again, members of this user group will tend to come 
from computer and computer security related departments. Their understanding of the 
system, its purpose, and its functionality should be fairly strong. This user group demands the 
tool be fairly intuitive, easily usable, and clear in concept, design, and structure. This 
particular user group may undertake the future development and support of this project. 
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2.2.3 User Environment 
The ISEAGE laboratory is designed to mimic the internet. As such, it is composed of 
various hardware devices, computer configurations, software packages, and digital services. 
NTS will need to take this unique and fairly ambiguous environment into consideration 
during its design and development. Specifically, NTS must ensure that its presence on a 
network is concealed. Other systems connected or monitoring the network should be unaware 
NTS is responsible for creating portions of the network's traffic. 
2.2.4 Key User Needs 
Due to the types of users and purpose of the NTS tool, there are a number of 
imperative user needs. These needs include the tool's reliability, usability, extensibility, and 
customizability. 
2.2.4.J Usability 
This tool needs to ensure the end user can easily understand and execute the program. 
That is, the tool needs to have an intuitive and easily understandable interface, commands 
and controls need to be clearly identifiable, and functionality needs to be clear. Moreover, the 
tool should be accompanied by a thorough user's manual and functionality how-to 
documentation. 
2.2.4.2 Extensibility 
Due of the unique development and deployment atmosphere of this tool, extensibility 
must be ensured. Specifically, this tool is for use in a research and development facility. 
Future needs may require additional or modified functionality, re-design or re-
implementation of various components, or simply the expansion of the tools scope. The 
current design and development needs to address and accommodate the future of this tool. 
2.2.4.3 Customizability 
This tool must ensure that its output is easily customizable. That is, to ensure that 
protocols, IP information, and payload data are easily modifiable. Moreover, that 
conversation timing, frequency, and durations are easily configurable. NTS's customizability 
ensures the tool's versatility in a research environment. 
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2.2.5 Alternatives and Competition 
Network traffic simulation is a concept that has been studied and researched for the 
past ten years. A number of high quality solutions and products are commercially available to 
fulfill this need. However, the unique needs and requirements of the ISEAGE laboratory are 
not satisfied by any single solution currently available. These alternative solutions include 
the Lincoln Adaptable Real-Time Information Assurance Testbed (LARIAT) using Expect, 
the DETER and EMIST Projects, Network Simulators & Emulators, SNIP and Nemesis 
packet insertion programs, and a random assortment of additional traffic simulation tools. 
2.2.5.J Lincoln Adaptable Real-Time Information Assurance Testbed (LARIAT) 
The LARIAT test bed was created at MIT by the Defense Advanced Research 
Projects Agency (DARPA) in the late 1990's. This facility served as a platform for the 
testing and evaluation of intrusion detection systems, and has grown to incorporate the 
testing of other information assurance technologies. Similar to the ISEAGE laboratory, 
LARIAT had a need for simulated network background traffic. To accomplish this, LARIAT 
utilized Expect, a tool designed for the automation of interactive applications. [15] 
Expect is dissimilar from NTS at a very abstract level. With the Expect simulation 
method, client machines utilizing interactive applications such as telnet or ftp, are automated. 
Expect is able to control when the programs run, what they do, as well as what IP 
information and traffic profiles they use. However, Expect actually executes a program, 
which communicates over the network to an actual server. This actual communication 
process makes Expect an incredibly powerful tool and creates a very realistic testing 
environment. [7] 
Despite its power, Expect does not meet the particular needs of the ISEAGE 
laboratory. ISEAGE requires a network traffic simulation program which can run from a 
single machine, without specific client and server machines to communicate. Moreover, 
ISEAGE requires the ability to simulate programs which may not exist on a client machine, 
and the ability to easily reset the network and run a simulation again. NTS provides the 
abilities required by ISEAGE that are beyond the scope of Expect. Specifically, it provides 
the ability for a single machine to mimic both ends of the network communication, acting as 
both the client and the server. Moreover, NTS can simulate numerous independent client 
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machines, without the need of independent hardware to support them. And because the 
packets are user specified, NTS can simulate traffic from an assortment of programs and 
profiles. Finally, because NTS is simulating both ends of the communication, there is no 
need to reset client and server settings and configuration between each occurrence of 
simulation. 
2.2.5.2 The DETER and EMIST Projects 
Founded in early 2004, participants in the Cyber Defense Technology Experimental 
Research (DETER) project include University of Southern California Information Sciences 
Institute, University of California Berkely, and McAfee Research with further support from 
the National Science Foundation (NSF) and the US Department of Homeland Security 
(DHS). This unique platform serves as an environment for the testing and evaluation of cyber 
security research endeavors, particularly those considered to incorporate uncertain code. 
Utilizing actual machine hardware and the Emulab cluster testbed control technology, the lab 
provides an easily modifiable testing environment. The Emulab controller, developed by the 
University of Utah, allows researchers to easily create network topologies with virtual 
LANS, as well as load operating systems, security systems, and other system parameters. 
Once loaded, the network is available for experimentation in which actual machines can 
conduct security tests. [3, 5] 
Sister to the DETER project is the Evaluation Methods for Internet Security 
Technology (EMIST) project. Also supported by the NSF and DHS, the EMIST project is 
sustained by a large number of other organizations including Purdue University, 
Pennsylvania State University, University of California Davis, International Computer 
Science Institute, McAfee, Sparta, and SRI International. The mission of the EMIST project 
is the development of sound testing frameworks and methodologies for various forms of 
network attack and defense technologies. Within the EMIST tool suite, traffic generation is 
done with the help of the Scriptable Event System (SES) which is a tool that allows 
numerous hardware machines to be controlled from a central host. Execution commands are 
scripted and processed by a central machine, and are then passed down to subordinate 
machines where actual packets are dispatched. [ 4, 24] 
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Network traffic created within the DETER and EMIST projects is performed via the 
management of a network of actual machines sending actual packets. Like LARIAT, this 
process differs significantly from the purpose and goals of NTS. 
2.2.5.3 Network Simulators & Emulators 
There are a number of products available that fall into the categories of network 
simulator or network emulator. These tools, although extremely powerful, do not meet the 
specific requirements of the ISEAGE laboratory. 
There are a number of tremendously powerful tools that are considered network 
simulators. Products such as Network Simulator NS-2, OPNET Modeler, and REAL 
Network Simulator are prime examples of this type of tool. These tools actually simulate 
entire networks. A user can establish and configure a simulated network, and can then 
introduce scenario specific information into that network. This specific information can 
include network configuration and architecture, as well as protocol, work load, and traffic 
tendency information. These tools then execute the specified scenarios in the simulated 
networks and provide researchers with the results. These tools do not require network 
hardware or setups as they completely simulate the network. [19, 20, 22] 
These tools are inherently different than the NTS solution. Specifically, network 
simulation tools are designed to simulate tests which the ISEAGE laboratory actually 
conducts. Tools which are considered network simulators are not designed to output specific 
network traffic, but provide output about network behavior. This purpose is drastically 
different, at a very high level of intent, from that of NTS. 
Network emulators perform a slightly different function. These devices, such as 
PacketStorm's IP Network Emulator or Simena's Network Emulator, are actual hardware 
devices which have network connectivity. These devices, which can emulate subnets, full 
networks, or intermediate networks, internally emulate a network and its traffic, as well as 
perform packet manipulation and various network conditions as specified by the user. To the 
networks interfacing with this hardware device, the device appears to simply be another 
network. These tool are extremely powerful and exceptional for testing quality of service, 
network congestion, or even manipulating traffic flow. [21, 26] 
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Like network simulators, the network emulators differ in purpose and function from 
that of NTS. These emulator tools appear to the connected systems as a legitimate network. 
However, internally these devices simply emulate a network and its output. Simulators seek 
to create a model of a network and its behavior, while emulators seek to imitate the 
functionality of a network. NTS seeks to actualize the traffic of a network. The ISEAGE 
laboratory neither simulates nor emulates a network, but is in fact a functioning network test 
bed in need of only simulated traffic. 
2.2.5.4 SNIP & Nemesis 
SNIP, or Simple Network Imitator Program, was developed at Iowa State University 
by Brett Myers. This tool was designed as a command line, packet insertion tool for the 
simulation of individual network packets within the ISEAGE environment. This tool was 
built atop the Libnet library, and provided a proof of concept for the ability to insert single, 
properly formatted network packets into the ISEAGE network. 
Also built from the Libnet library, the Nemesis project is a command line, single 
network packet insertion tool. This tool allows for the insertion of properly formatted, 
network packets in a variety of protocols including: ARP, DNS, Ethernet, ICMP, IGMP, IP, 
RIP, TCP, and UPD. [16, 18] 
Utilizing a packet insertion program for actual packet construction, NTS provides a 
higher level of functionality, design, and concept. Specifically, NTS provides the ability to 
simulate multiple instances of packet insertion, allowing a single machine to mimic multiple 
network users. The tool also allows for network traffic scripting, utilizing a higher level 
language to ease packet insertion automation. 
2.2.5.5 Additional Traffic Simulators 
There are a vast number of other network traffic simulation products and tools 
available. However, the majority of these tools lack the aspects of versatility required by 
ISEAGE. To clarify, the majority of small scale tools developed for the simulation of 
network traffic are limited in focus to one particular protocol or testing application. These 
products can only simulate a specific protocol with very minimal configurability, or they are 
designed for testing specific aspects of the network, including load testing, configuration 
analysis, or vulnerability testing. 
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Unlike limited scope tools, NTS offers extensive configurability and customizability. 
In fact, customizability is one of the cornerstones for the tool's design. NTS allows users to 
simulate a variety of protocols, add additional protocols, and configure specific instances of a 
given protocol. Moreover, NTS provides versatility in its application. This product can serve 
as a tool for network testing, background noise generation, or create specific network 
scenanos. 
2.3 Project Overview 
2.3.l Project Development Perspective 
The initial development of NTS, covered in this document, will take place with the 
release of four preliminary versions (i.l, i.2, i.3, & i.4) and an official version (1.0) release of 
the tool. This section provides a brief overview and summary of the key features 
incorporated at each release, as well as an overview diagram of the system at a given release. 
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Figure 2.1 Network Traffic Simulator 
Version i.1 Functional Overview 
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2.3.1.1 Version i.l 
The initial version of the software will be version i.1. This version of the tool will 
incorporate the very basic underlying functionality of the program. Namely, this version will 
incorporate items portrayed in figure 2.1 . 
2.3.1.1.1 User interface, for the graphical development and specification of 
single packet information. 
2.3.1.1.2 Packet builder subsystem, for the formatting of user input into 
insertion ready packet and protocol information. 
2.3.1.1.3 Packet dispatcher subsystem, which in this version will simply 
take information from the packet builder and interface with a packet insertion program to add 
complete packet formatting, and push packets into the network. 
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Figure 2.2 Network Traffic Simulator 
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2.3.1.2 Version i.2 
Following the initial release, version i.2 will incorporate a number of additional 
components. These additional components will include the items portrayed in figure 2.2. 
2.3.1.2.1 User interface, will be updated to incorporate not only the building 
of single packets, but interfacing with the script builder and player subsystems. 
2.3.1.2.2 Script builder, which will interface with the packet builder to 
create script files, pre-drafted timelines of multiple packets and associated data to be inserted, 
and will output the scripts into flat text files. 
2.3.1.2.3 Player subsystem, wiJI load and interpret script files into insertion 
ready packet information. This subsystem will then pass this insertion ready information to 
the packet dispatcher as in version i.1. 
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2.3.1.3 Version i.3 
Version i.3 of the NTS project will incorporate database storage, as well as increase 
functionality of other subsystems. The additions for version i.3 include items displayed in 
figure 2.3. 
2.3.1.3.1 Script builder, will advance to incorporate the ability to store 
symphonies into flat files or into a database. 
2.3.1.3.2 Information storage system, addition of database capabilities in 
this version creates the need for the information storage subsystem. This subsystem is simply 
the database and flat file structure used for housing stored information. 
2.3.1.3.3 Player subsystem, will incorporate the ability to load packet data 
from both flat files and from the database. 
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2.3.1.4 Version i.4 
Version i.4 is the final initial version to incorporate new components and 
functionality to the project. The new components and functionality include items portrayed in 
figure 2.4. 
2.3.1.4.1 Script builder, will incorporate the ability to add large amounts of 
random packet information into the database, as well as create packets and scripts which 
specify the use of seeded random packet data. 
2.3.1.4.2 Packet builder, will have the ability to retrieve and utilize random 
packet attributes stored in the database. 
2.3.1.4.3 Information storage subsystem, the database will increase in 
capacity to include storage of random packet data. 
2.3.1.4.4 Playback controller, this subsystem will be added to retrieve user 
identified packet scripts from the information storage subsystem, and will then generate 
players to interpret the specified scripts. 
2.3.1.4.5 Player subsystems, will be created, managed, and terminated by 
the playback controller. Moreover, players will be created in a multithread environment, each 
processing a specific script. 
2.3.1.4.6 Packet dispatcher, will continue to receive packet information 
from the player subsystems, format them, and interface with a packet insertion program. 
However, the packet dispatcher will additionally function as a queue for outbound packets. 
2.3.1.5 Version 1.0 
Version 1.0 is the official first release of Network Traffic Simulator. This version is 
of the same functional design as version i.4, as seen in figure 2.4. However, version 1.0 will 
incorporate all the related user documentation, tutorials, and help functionality. In addition, it 
will provide testing of the product's functionality, provide basic assurance of product 
security, and benchmark the product's performance. This version will also be accompanied 
by a self contained installation application, and documentation detailing the installation and 
configuration process. 
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2.3.2 Project Position Statement 
Network Traffic Simulator will satisfy a unique niche in the network traffic research 
arena. This tool is designed to accommodate the unique specifications and requirements of 
computer network researchers. Specifically, this tool fulfills the network traffic simulations 
needs of the ISEAGE laboratory and caters specifically to the demands and requirements of 
that application. NTS differs from other network traffic simulators in that it is developed and 
distributed at no cost, is easily installed and executed, and it provides a very high level of 
customizability, configurability, and expandability not found in other tools. This particular 
tool provides the ideal solution to the network traffic simulation needs of the ISEAGE 
laboratory. 
2.3.3 Summary of Capabilities 
NTS offers the ISEAGE laboratory a number of significantly unique benefits. These 
benefits include extensive customizability, high usability, single point execution, 
extensibility, and openness of its source and design. 
2.3.3. 1 Extensive Customizability 
The NTS tool offers tremendous levels of customizability. From the structure and 
payload of packets to the formation of protocol communications and network insertion 
sequences, even the source and design of the tool itself allows simple and straightforward 
customization. This tool is designed as the foundation for numerous functionalities within the 
ISEAGE laboratory, and as such, maintains high levels of customizability. 
2.3.3.2 Ease of Use (Usability) 
The NTS program is designed for use by researchers and students in the field of 
Information Assurance and computer related studies. However, this tool strives to maintain a 
relatively small learning curve, allowing users to easily understand and operate the tool with 
minimal understanding of the underlying structure and configuration. Moreover, this tool 
seeks to ensure easy installation and configuration, allowing novice users to easily setup and 
run tests. 
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2.3.3.3 Single Base 
The NTS application is designed to run from a single machine. This reduces the 
amount of necessary hardware support, as well as prevents unrealistic program configuration 
and coordination traffic from cluttering the network. Moreover, running from a single 
machine removes the complexity of re-setting or re-configuring server and client machines to 
re-perform tests. 
2.3.3.4 Extensibility 
The NTS tool is designed to serve as the foundation for an advanced, open source, 
network traffic simulation tool. This product's design seeks to maintain extensibility, 
allowing for future incorporation and contributions of protocols, functionalities, and program 
features. Furthermore, this tool is designed to be incorporated into, and provide baseline 
functionally, for other tools being developed for use in the ISEAGE laboratory. 
2.3.3.5 Open Source 
NTS is offered to the ISEAGE laboratory as an open source application. This allows 
the lab to easily modify, improve, and utilize the functionality presented by this tool. 
Furthermore, the academic environment in which the tool is primarily designed to operate 
demands this level of openness from the tool, its code, and its design. 
2.3.4 Assumptions and Dependencies 
This product is designed and developed with a number of pertinent assumptions and 
dependencies. Furthermore, because of the unique use and purpose of this product, 
assumptions and dependencies span a number of product aspects. These aspects include 
project assumptions and dependencies, hardware assumptions and dependencies, and 
software assumptions and dependencies. 
2.3.4.1 Project Assumptions and Dependencies 
From a project standpoint, the foremost assumption is that support and development 
efforts of this tool, and related tools, will extend beyond the initial phases of design and 
implementation. Specifically, there is an assumption that there will be a continued need for 
the advancement of this tool, and as such, maximized project value depends on continued 
support and development efforts. Secondly, it is assumed this tool will be used in a research 
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setting, and be available therein at no fee . This assumption extends to the assumed 
understanding that there may not be long term support or a help structure available for this 
tool. 
2.3.4.2 Hardware Assumptions and Dependencies 
The design of this tool assumes the availability of a fairly modern, midrange personal 
computer. This computer system should have a reasonable amount of memory, significant 
processing power, and network connectivity. 
2.3.4.3 Software Assumptions and Dependencies 
The NTS tool is developed in Visual C++ .Net 2003, to execute within the Windows 
XP operating environment. The tool assumes the availability of Windows XP in the ISEAGE 
laboratory. Furthermore, it depends on the availability of a packet insertion application 
similar to SNIP or Nemesis. 
2.3.5 Cost and Pricing 
This product is being developed as part of a master's thesis project, meaning there is 
no budget for development or support. Moreover, this tool will be available for use within the 
ISEAGE laboratory at no fee. Future development and continuing support also have no 
expected budget and will be provided on the basis of availability. 
2.4 Feature Attributes 
To trace, evaluate, prioritize and manage the features of this product during its design 
and development cycles, a number of key feature attributes have been defined. These 
attributes include feature status, priority, effort, and target release. Feature attributes are 
presented at the end of each feature description as a four-some of attribute indicators with the 
following structure: (Status, Priority, Effort, Target Release). 
2.4.1 Status 
Feature status is an attribute used to determine the design stage of a given feature. 
There are three values for feature status: proposed, incorporated, and included. Proposed 
status implies the feature is suggested in the long term design of the product, but is not 
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included in the design of the current version. Incorporated status implies the feature has been 
included in the design of the current version, but may not be available in the associated 
implementation. And included status implies the feature is integrated into both the current 
design and implementation version of the product. 
2.4.2 Priority 
Feature priority is an attribute to determine the significance of a given feature. There 
are three values for feature priority: critical, important, and useful. Critical priority implies 
the feature is imperative to the specified release of the product. Failure to incorporate a 
critical feature into its particular version of the tool could result in the inadequacy and failed 
functionality of that release. A priority of important implies a feature that would greatly 
benefit the given release of the tool, but failure to include the given feature would not 
drasticaJJy impair the tool's functionality or overall value. Useful priority attribution implies 
the feature would provide extra functionality, but is not imperative to the tool's design. 
2.4.3 Effort 
Feature effort is an attribute used to estimate the time necessary to implement a 
particular feature. There are three values for feature effort: high, medium, and low. High 
effort implies significant feature complexity, involvement, and development time. Medium 
effort implies a certain aspect of the feature may involve considerable attention. Finally, low 
effort implies that development of the feature will not be excessively complicated or lengthy. 
2.4.4 Target Release 
Target release is an attribute which groups features into specific product release 
versions. For this particular product, there are six values of target release; i.1, i.2, i.3, i.4, 
V 1.0, V2+. The first five identifiers are described in the product development perspective 
section of this document (section 4.3.1). The final item, V2+, indicates items which are 
proposed to be included in Version 2.0 or other future releases of the tool. This attribute 
describes the first version in which a given feature will appear. 
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2.5 Product Features 
The Network Traffic Simulator is composed of six main subsystems; Script Builder, 
Packet Builder, an Information Storage system, Playback Controller, multiple Player 
systems, and a Packet Dispatcher. This section details the functionality and features of these 
subsystems. 
2.5.1 Script Builder 
Script builder is the subsystem which provides the user interface for packet and script 
composition. This subsystem takes the packet specification from the user interface and passes 
it, as individual packets, to the packet builder. In turn the packet builder returns properly 
formatted packet information that the script builder merges into the packet script sequence. 
Once a script is completely composed the script builder subsystem interacts with the 
information storage system, where they are saved as flat files or inserted into a database. This 
subsystem also provides functionality for users to enter random data into the database for 
later use by the packet builder. 
2.5.1.1 Pass packet data from user interface to packet builder 
(Included, Critical, Low, i.2) 
2.5.1.2 Merge packets from packet builder into script 
(Included, Critical, Low, i.2) 
2.5.1.3 Pass script to information storage flat.file 
(Included, Critical, Low, i.2) 
2.5.1.4 Pass script to information storage database 
(Incorporated, Important, Medium, i.3) 
2.5.1.5 Pass user input random data to information storage database 
(Incorporated, Important, Medium, i.4) 
2.5.2 Packet Builder 
The packet builder subsystem is responsible for the conversion of user input packet 
information into a format readable by the player systems. This subsystem receives data from 
the script builder, formats the data into insertion ready entries, and returns the new data to the 
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script builder. Furthermore, this subsystem interfaces with the information storage system to 
retrieve and complete portions of packets specified by the user to be random. The user has no 
direct interaction with this subsystem, however developers would interact with this 
subsystem when adding or modifying protocols. 
2.5.2.1 Convert user input information to insertion format 
(Included, Critical, Medium, i.l) 
2.5.2.2 Retrieve and insert random data from information storage 
(Incorporated, Important, High, i.4) 
2.5.3 Information Storage Systems 
The information storage subsystem is a collection of data storage components. Data 
within this subsystem is stored in either a flat file or into a database. The database contains 
complete script files, as well as random packet information for use by the packet builder. 
2.5.3.1 Store script data to flat files 
(Included, Critical, Medium, i.2) 
2.5.3.2 Store script data into a database 
(Incorporated, Important, Medium, i.3) 
2.5.3.3 Store random data into a database 
(Incorporated, Useful, Medium, i.4) 
2.5.4 Playback Controller 
The playback controller is responsible for managing the player systems. Users 
interface directly with this subsystem, and specify which scripts and packets should be 
played. The playback controller then retrieves that script from the information storage system 
and spawns a new player system to play it. This subsystem is responsible for the generation, 
management, and cleanup of the player systems. 
2.5.4.1 Manage user specified script play and configuration 
(Included, Important, Medium, i.4) 
2.5.4.2 Generate and terminate threaded player systems 
(Included, Important, High, i.4) 
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2.5.4.3 Retrieve script data to pass to player systems 
(Included, Important, Low, i.4) 
2.5.5 Player Systems 
The player systems are responsible for interpreting specific packet scripts. These 
subsystems are generated by the playback controller and the script information is passed in at 
creation. These subsystems are managed as threads and provide the ability to simulate 
multiple conversations on the network at once. 
2.5.5.1 Interpret script files 
(Included, Critical, Medium, i.2) 
2.5.5.2 Pass packet information to packet dispatcher 
(Included, Critical, Low, i.2) 
2.5.6 Packet Dispatcher 
The packet dispatcher is the final component before packets are inserted into the 
network. This subsystem queues the packets received from the various player systems to be 
inserted into the network. Moreover, this subsystem interfaces with the packet insertion 
application to properly format the packets for the network. Ultimately, this subsystem is 
responsible for controlling the physical insertion of packets into the network. 
2.5.6.1 Interface with packet insertion utility for complete packet formatting 
(Included, Critical, Medium, i.1) 
2.5.6.2 Queue packets for output to network 
(Incorporated, Important, Medium, i.4) 
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2.6 Comprehensive Use Case 
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Figure 2.5 NTS Comprehensive Use Case 
2.7 Other Project Requirements 
2.7.1 Applicable Standards 
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Due to the nature of the NTS tool, there are a tremendous number of standards with 
which it must comply. These standards are the specific protocol definitions for the protocols 
simulated by the tool. Since the design calls for the ability to add protocols, and the 
underlying nature of the project is to support a large number of protocols, specific standards 
are not identified here. However, it is understood that the tool must strictly comply with the 
standards and specifications of each protocol it incorporates. 
2.7.2 System Requirements 
As outlined in the assumptions and dependencies section of this document, there are a 
number of hardware and software requirements. 
2. 7.2.1 Operating System Requirements 
NTS requires a Windows XP operating system. 
2. 7.2.2 Hardware Requirements 
This product requires a host system with an average processor speed and quantity of 
RAM. The system also requires the availability of a network interface card. 
2. 7.2.3 Software Requirements 
NTS utilizes the functionality of a packet insertion application, such as SNIP or 
Nemesis. These applications in turn utilize the functionality of the Libnet Packet 
Construction Library. Both a packet insertion application and Libnet are required. 
2. 7.2.4 Network Requirements 
This tool requires the availability and connectivity to a network. 
2.7.3 Licensing, Security, and Installation 
The design of NTS takes into consideration basic issues of licensing, security, and 
product installation. 
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2. 7.3.1 Licensing 
This tool utilizes the packet insertion application, Nemesis. Through this packet 
insertion application, the application also utilizes the Libnet Packet Construction Library, 
which is available for free use under the BSD License. Use and licensing of the NTS product 
will be managed under the supervision of the ISEAGE laboratory. 
2. 7.3.2 Security 
The initial version of NTS will take into consideration a number of basic security 
issues. Among which are overflow scenarios, multithread issues, and memory management 
concerns. 
2. 7.3.3 Installation 
As a Windows based application NTS installation will easily be performed with any 
of a number of Windows based installation applications. Documentation for installation and 
configuration will be provided. 
2.7.4 Performance Requirements 
There are no imposed performance requirements. However, NTS seeks to be able to 
simulate a significant number of machines communicating across a given network with 
accurate insertion timing. 
2.8 Documentation Requirements 
To ensure the highest level of project usability and overall value, a number of 
important documents will compliment the tools initial release. This documentation includes a 
user's manual, installation guide, configuration guide, and read me files. A number of how-to 
user tutorials will be developed for subsequent releases of the product. 
2.8.1 User Manual 
The user's manual will provide detailed information for both system users and system 
developers. This documentation will assist users in utilizing all the functionalities and 
features offered by NTS. Likewise, it will provide developers with specific information 
30 
concerning the design, interfaces, and specifications of the various subsystems which 
compose NTS. (Incorporated, Important, Medium, V 1.0) 
2.8.2 Installation Guide, Configuration, and Read Me Files 
These documents will assist users in the installation and configuration of NTS and its 
related components. Specifically, these documents will assist users in establishing and 
personalizing the tool, its associated data storage utilities, and other required components. 
The read me files will direct users to specific documentation, and provide information 
concerning usage and licensure of tool components. (Proposed, Important, Medium, V 1.0) 
2.8.3 How-To User Tutorials 
How-to user tutorials will provide walk through instructions to familiarize users with 
the NTS program. These tutorials will cater to users with a minimal technical aptitude who 
were previously unfamiliar with NTS. The tutorials will thoroughly demonstrate how to 
perform all the basic functions in the NTS tool. (Proposed, Useful, Medium, V2+) 
2.9 Glossary 
DARPA - Defense Advanced Research Projects Agency, is a US government 
agency which funds advanced research projects, including a number of networking projects. 
Found online at: http://www.darpa.mil/ [2) 
IA - Information Assurance, a study of computer security as it applies specifically 
to areas of protection, integrity, and accuracy of data. 
IAC - Information Assurance Center, a resource at Iowa State University 
dedicated to education, research, and outreach in the discipline of Information Assurance. 
Found online at: http://www.iac.iastate.edu/ [11) 
ISEAGE - Internet-Scale Event and Attack Generation Environment, a 
computer laboratory being developed at the Information Assurance Center. This virtual 
internet research facility provides a state of the art internet test bed for studying and 
developing information solutions and tools. Found online at: 
http://www.iac.iastate.edu/iseage/ [9, 11) 
NSF - National Science Foundation, US government agency which funds research 
projects, including a number of networking projects. Found online at: http://www.nsf.gov/ 
[17) 
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CHAPTER 3. DESIGN OVERVIEW 
This chapter focuses on providing a description of the design concepts of the primary 
functionality for Network Traffic Simulator. The primary focus here is clarification of the 
design components comprising the NTS utility. 
3.1 Design Introduction 
The NTS tool is composed of six major sub-systems, developed in a modular fashion, 
to allow each component to be easily modified, updated, or replaced. Sub-systems include a 
script builder, packet builder, information storage system, playback controller, multiple 
players, and a packet dispatcher. 
Each subsystem provides vital functionality to the NTS solution. The script builder 
serves as the user interface for packet design, as well as for scripting packet sequences. From 
there the packet builder subsystem is responsible for the conversion of user input packet 
information into a format later usable by the player systems. The information storage 
subsystem is a collection of data storage components, including both flat files and database 
support, for the storage of packets and scripted sequences. The playback controller is 
responsible for managing the individual player systems. Its functionality includes creation, 
maintenance, and cleanup of the individual player processes. Player systems are responsible 
for interpreting specific pre-scripted packet injection sequences. The packet dispatcher is the 
final component before packets are physically inserted into the network. This subsystem 
queues the packets received from the various player systems and manages insertion into the 
network. These subsystems in combination, form the foundation for the Network Traffic 
Simulation solution. 
3.2 Constraints 
Both the design and implementation of this project are fairly unconstrained. The 
design of the project is simply constrained by the limitations of project support. The design is 
open to include future features and functionality, which can be added according to developer 
availability, need, and imagination. 
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3.3 Detailed Component Description 
NTS is composed of six major subsystems in four major functional sectors. Figure 3 .1 
illustrates how the six subsystems fit into the four functional sectors. 
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Figure 3.1 Network Traffic Simulator System Overview 
3.3.1 Playback Controller 
This subsystem, which falls within the control sector, is primarily responsible for the 
control and management of the scripted packet data interpretation systems, or players. The 
playback controller provides an interface to spawn, manage, and kill the threaded player 
systems. This allows for multiple packet scripts to be played into the network at one time. 
3.3.1.1 Public Signature 
The playback controller is an important control system within the main portion of the 
application. This particular system is not a class, but rather an array of player items. This 
array, entitled PBC, is created and maintained by the main application dialog. 
3.3.1.2 Private Signature 
This subsystem is not a unique class, and has no private signature. 
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3.3.1.3 Interface 
The playback controller's user interface allows users to easily control the play of 
scripts. This interface provides an easy to use graphical interface for management of script 
loading, playing, and control. The playback controller interface is integrated into the main 
program interface. Figure 3.2 shows the playback controller portion of the main user 
interface. 
r- Script Management 
Loaded Scripts: 
LOADED 
COMPLETE 
STOPPED 
RUNNING 
Start Script 
Load Script 
Script 1: ARPTestsequence.txt (8 packets) 
Script 2.: DNSTestsequence. txt (13 packets) 
Script 3: TCPTestsequence. txt (24 packets) 
Script 4: UDPTestsequence. txt ( 12843 packets} 
Stop Script 
Unload Script 
Figure 3.2 Playback Controller Interface 
3.3.2 Script & Packet Builders 
Stop All 
Within the interpretation sector is the script and packet builders. Both builders are 
responsible for aiding and interpreting a user's input into scripted packet data sequences. 
These sequences are timelines of packet data concerning how and when specific packets 
should be inserted into the network. Similar in design to html, these scripts are later 
translated by the player subsystems and output into the network. Having this ability to script 
packet information allows for network environments to be highly structured and easily 
replayed. Figure 3.3 shows a sample packet from a packet script file. 
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<NTS> 
<PACKETPROTOCOL=ARP> 
<SOURCE ip=129. l 86.152.2; mac=00:40:86:37:74:2d;> 
<DESTIN ip=129.186.152.10; mac=OO:OO:OO:OO:OO:OO;> 
</PACKET> 
<PACKETPROTOCOL=ARP> 
<SOURCE ip=l29.186.152.10; mac=00:05:92:07:7f:82;> 
<DESTIN ip=l29.186.152.2; mac=00:40:86:37:74:2d;> 
<AS Reply> 
</PACKET> 
<INTS> 
Figure 3.3 Sample NTS Packet Script 
The sample script in figure 3.3 illustrates a script for the insertion of two packets. The 
first packet is a standard address resolution protocol (ARP) request packet. In this example, a 
machine at 129.186.152.2 is asking for the hardware address of the machine at 
129.186.12.10. The second packet is also within the ARP protocol, however this packet 
serves as the ARP reply. Here, the machine at 129.186.152.10 replies to the request, 
specifying its hardware address. 
3.3.2.1 Public Signature 
Both builder systems are controlled by a series of protocol specific classes. These 
classes, including ARPpacket, DNSpacket, ETHpacket, ICMPpacket, IGMPpacket, IPpacket, 
RIPpacket, TCPpacket, and UDPpacket, are responsible for the interpretation and formatting 
of data for their specific protocol. The public signature of each protocol specific class is 
fairly simplistic. Each includes an errorFlag variable, to signify if an error was encountered 
during the formatting of a packet's information. Each also includes a MakePacket subroutine, 
which both takes and returns a CString object. This subroutine takes a string passed in from a 
script fi le via the player subsystem, and converts it into an insertion command. 
Also within this system is a generic packet, or GENpacket, class. This packet 
provides functionality common to all the various protocols. This class is comprised of a 
number of subroutines including PostTime and Post Update, as well as a number of data 
35 
formatting related subroutines such as ValidIP or ValidMAC. The PostTime and PostUpdate 
subroutines are responsible for passing notification data from the packet classes to the 
program status window on the main application dialog. This allows the application to notify 
the user of function completion or error. The various formatting subroutines provide basic 
structure validation to generic data components of packets. For example, ValidIP ensures that 
an IP read from a script file is of the proper structure. 
3.3.2.2 Private Signature 
The private signature of each protocol class varies drastically. This is because each 
protocol contains variables and functions unique to the types and pieces of data specific to 
that protocol's packet structure. However, the general components within the private portion 
of each protocol are similar. First, there are a large number of variables declared for the 
control of a protocol's single packet insertion dialog, seen in figure 3.3. Secondly, there are a 
large number of variables representing the data options specific to a given protocol's packet 
structure. Finally, there are a number of functions which provide data selection functionality 
to retrieve specific tag information from script input. Although each protocol is unique, each 
has these similar components. 
3.3.2.3 Interface 
The builder's user interface allows users to easily construct packets and packet data 
scripts for play on the network. This interface provides a fairly intuitive and understandable 
graphical interface for creation of these items. Each protocol has a specific interface for 
packet design. Figure 3.4 illustrates the basic interface for ARP packets. 
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Cancel 
Figure 3.4 Sample Single Packet Insertion Interface 
3.3.3 Player 
Also within the interpretation sector of the application are the player subsystems. 
These systems are primarily responsible for loading and interpreting script files. Created on 
the fly when a script file is loaded, each contains the data and functionality pertinent to 
playback of a single script. 
3.3.3.1 Public Signature 
The player class contains a number of variables and subroutines pertinent to the play 
of script files. Specifically, each instance of the player class has ScriptID, ScriptName, 
PacketCount, Packets, and ThreadLink variables. The first three are identification variables, 
identifying the players ID, name, and the number of packets loaded from the file. The next 
item, Packets, is an array of CString packet insertion commands, ready to be played into the 
network. The list variable, ThreadLink, is a pointer to the spawned thread. This is used to 
manage the thread once it has been spawned. When a new script is loaded, a player item is 
added within the playback controller array. 
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The public subroutines provide all the functionality required to manage the players. 
These include InterpretScript and StartPlayer. InterpretScript takes the file name of the script 
to be loaded and interprets the tags into insertion ready command strings. The second 
subroutine, StartPlayer, is responsible for spawning new player threads when a loaded script 
is started. 
3.3.3.2 Private Signature 
A number of variable and subroutines exist within the private signature of the player 
class. However, most only provide the basic functionality of status reporting and data 
formatting. One important private subroutine is RunThread. This subroutine provides the 
framework for the threaded players. The functionality within the subroutine is responsible for 
the actions taken by a threaded player. In this case, the execution of packet insertion 
commands from the Packets array. 
3.3.3.3 Inter.face 
Internally, player classes are managed within the playback controller and interface 
with all the various packet classes for the interpretation of script tags. There is no direct user 
or network interface to this subsystem. 
3.3.4 Storage Systems 
The storage sector, comprised of database and flat file support systems, is responsible 
for the storage and management of packet scripts. Although much of the actual storage 
functionality is provided by Windows, accessing and interfacing with these data storage 
utilities is done by the Storage class. 
3.3.4.1 Public Signature 
The storage class has one public subroutine, MakeScript. This subroutine loads and 
manages a dialog for the creation of packet scripts. Another functionality of this subsystem is 
loading script files. This functionality is provided by a subroutine in the main application 
dialog. 
3.3.4.2 Private Signature 
The storage class has a number of private variables and subroutines. However, most 
of these are responsible for the control of the dialog and inclusion of packets into the script. 
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Two important subroutines to note are the SaveDB and save to file functions. Each is 
responsible for storing the created script to their particular storage type. 
3.3.4.3 Interface 
The storage class interfaces with either a database or the operating systems to store 
and load the script data. This system provides a standard Windows, user file interface for 
loading scripts. Script building utilizes the protocol specific interfaces, as in figure 3.4, to 
allow users to easily write scripted packet data. 
3.3.5 Packet Dispatcher 
The packet dispatcher, which comprises the insertion sector, is responsible for 
queuing packets and actually inserting them into the network. This system takes raw data 
interpreted from script files by the player systems into insertion commands, queues them for 
output, and interfaces with the packet insertion utility to put them into the network. 
3.3.5.1 Public Signature 
The packet dispatcher is a subroutine provided within the GENpacket class. This 
public function , InsertPacket, takes a CString insertion command and outputs it to the packet 
insertion utility. Functionality for packet queuing and manipulation would be components of 
this subroutine. 
3.3.5.2 Private Signature 
As a subroutine within the GENpacket class, this subsystem doesn't have a private 
signature. 
3.3.5.3 Interface 
NTS 's primary software interface is through this subsystem. For this implementation, 
this will be with the Nemesis packet insertion program. This interface provides the 
functionality for accurate packet construction and insertion, via the Libnet Library. 
3.4 Example Execution 
To insert a pre-scripted series of packets into the network using the NTS tool, a user 
would undergo the following process. 
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3.4.1 Create Script 
There are two methods for creating a scripted packet insertion sequence. First, the 
user cou ld hand code a script file using the proper tags. This process would be similar to 
hand coding html files. Otherwise, a user could utilize the script builder, the graphical 
interface for the eased development of these scripts. In either instance, the user would specify 
all the various components of a packet for all the packets to be output. 
3.4.2 Store 
After creating the script file, a user would save the script to a flat file or into a 
database. 
3.4.3 Process Control 
Next a user would interface with the playback controller, specifying a paiticular script 
to be played. The playback controller would then load the script and spawn a new threaded 
player to control it. A user could specify a number of scripts to play at once, and the playback 
controller would load the script and spawn a new threaded player to manage the data for 
each. 
3.4.4 Play 
After a user has selected which scripts to be played, the packet dispatcher receives the 
translated data from the players. The packet dispatcher queues the packets and utilizes 
insertion tools to output the packets into the network. 
3.5 Considerations and Tradeoffs 
In the design of NTS a number of significant design issues were considered. 
3.5.1 Windows or Linux 
One for the most significant design considerations for this project was the selection of 
an underlying operating system to develop on. An assortment of Windows and Linux 
platforms were considered for the development environment of NTS. All of the Windows 
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and Linux platforms considered offered access to some variant of the Libnet Library, as well 
as some form of a packet insertion utility. Also factoring into the selection of an operating 
system, was the selection of a development language and environment. 
To help ensure extensibility, a development language and environment were selected 
that would aid future developers in working with this project. As the ISEAGE is heavily 
reliant on student development, C++ was selected as the language for this tool. This 
particular language is common to academia, and would be familiar to many involved in this 
project's future development. Moreover, this language is fairly easy to use, offers significant 
functionality pertinent to the NTS tool, and is extensively documented. These attributes of 
C++ will aid future developers in adding features and expanding the NTS utility. 
To help ensure the goal of usability, an easy to use graphical interface for the program 
was highly desired. This interface needed to be logical and familiar to users, to help 
guarantee the highest level of usability and understandability. Microsoft Visual Studio .Net 
offers the ability to create interfaces with standard Windows functionality supported by a 
variant of C++, Visual C++. Moreover, the .Net framework is available through the 
University to student developers working in the ISEAGE lab. These factors, in conjunction 
with a number of other benefits offered to this project by Windows, led to the selection of 
Windows XP as the underlying operating system, Visual Studio .Net as the development 
environment, and Visual C++ as the development language. 
3.5.2 Packet Insertion Tool Selection 
Initially this project sought to utilize SNIP as the underlying packet insertion utility. 
However, after the selection of Windows as the foundation operating system, this became a 
significantly complex choice. SNIP was developed in a Linux environment, and would 
require significant reworking to function in the Windows environment. Moreover, portions of 
SNIP which served simply as proof of concept did not provide all the functionality required 
by the design of NTS. These factors eventually led to selection of Nemesis as the packet 
insertion utility. 
The Nemesis tool better provides the packet injection functionality required by the 
design of this project. Specifically, this tool is available on the Windows platform utilizing 
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LibnetNT. Moreover, it is an implemented version of the packet insertion functionalities 
required by NTS. These attributes make Nemesis the better packet insertion tool at this stage 
of the project. However, a suggested venue for future work is the development of a new 
packet insertion utility, which takes full advantage of the functionalities offered by the Libnet 
Library and could be used with NTS in place of Nemesis. 
3.5.3 Separate or Compiled-In Packet Insertion Tool 
After selecting a packet insertion utility, a decision need to be made concerning how 
the packet insertion utility would be utilized. This decision revolved around whether the 
tool's source code would be complied directly into the final version of NTS, or if NTS would 
access the tool externally. 
The option of compiling the tool, and ultimately the Libnet Library, directly into the 
source of NTS was determined to be the superior option. This combination of code would 
allow for a single application. A single executable would ultimately increase the usability and 
understandability of the tool, as well as reduce some of the complexity of tool utilization. 
Moreover, a single application would increase the speed and efficiency of the tool, reducing 
the overhead of communication with the external components. These factors, among others, 
led to the determination that a single compilation of the tool's source code would provide the 
best solution. 
However, because of the unique nature of the project in this stage, it was determined 
that combining the various code would blur the line of distinction between the functionality 
of NTS and the functionality provided by utilized tools. Ultimately, the need for this clear 
separation of functionalities led to the use of an external version of the packet insertion utility 
and single application development was added as a venue of future work. 
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CHAPTER 4. IMPLEMENTATION RESULTS 
To ensure that Network Traffic Simulator is solid in its design and functionality, a 
prototype implementation was developed. 
4.1 Implementation Overview 
The prototype implementation was done in Microsoft's Visual Studio .NET 2003, 
utilizing Visual C++ as a Microsoft Foundation Class (MFC) dialog application. The 
machine used for development and initial testing had an Intel Pentium 2GHz processor with 
lGB of RAM, and a Broadcom 570x Gigabit Integrated Controller V6.64.0 as its network 
adapter. Furthermore, WinPCap Version 3.0 was installed and a copy of Nemesis and 
LibnetNT.dll were utilized. 
4.2 Utilized Tools and Resources 
NTS utilizes a number of utilities including SNIP, Nemesis, Redirect, WinPCap, the 
Libnet Library, and Ethereal. 
4.2.1 SNIP 
Simple Network Imitator Program (SNIP), developed by Brett Myers at Iowa State 
University, is the proof of concept for a tool which can insert single, properly formatted 
packets into the ISEAGE network utilizing the Libnet Library. Serving as the basis of the 
NTS project, the SNIP project only provided a proof of concept and was somewhat limited in 
that scope. NTS seeks to provide the design and proof of concept for issues and 
functionalities beyond the scope of single packet insertion. Namely, the functionality to allow 
the easy scripting of packet insertion data and the ability to simulate more than a single 
insertion source at a time. [ 16] 
4.2.2 Nemesis 
Very similar to the SNIP tool, Nemesis is a command line, packet injection tool. This 
tool provides functionality similar to SNIP, allowing for the insertion of single, highly 
configurable network packets in a variety of protocols. Unlike SNIP, the Nemesis tool is 
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available on the Windows platform, utilizing the Libnet Library through LibnetNT. It is due 
to Windows availability, that Nemesis has been used as the underlying packet insertion utility 
in the NTS project. Nemesis was developed by Mark Grimes and Jeff Nathan and is openly 
available under a generic license. [ 18] 
4.2.3 Redirect 
To ensure that there is no functionality leakage between tools, this project keeps a 
distinct line between the NTS and Nemesis utilities. To do so, a command redirection class is 
used. This class, 'Redirect ' created by Matt Brunk in 1999, allows NTS to pass commands to 
and process the output of, a separately compiled version of Nemesis. This redirection ensures 
that no overlap or leakage of functionality or code exists between the two projects. [l] 
4.2.4 WinPCap 
WinPCap is an open source packet library that allows link layer access on Windows 
systems. This tool provides the ability for other tools to capture and transmit network packets 
while circumventing the protocol stack. Most pertinent to this project is the WinPCap driver 
component. This driver extends Windows functionality to include lower level network 
access. Both Nemesis and Ethereal require that the WinPCap driver be installed. [27] 
4.2.5 Libnet Packet Construction Library 
The Libnet Packet Construction Library (Libnet) is a packet creation and injection 
library developed by Mike Schiffman. Libnet provides packet construction support for 
protocols within the TCP/IP Suite, detailed in Figure 4.1. This packet construction library is 
the underlying framework for both the SNIP and Nemesis packet injection utilities, and is 
licensed under the BSD license agreement. NTS has no direct utilization of the Libnet 
Library, but does utilize the library via the Nemesis program. [13] 
A Windows DLL version of Libnet, know as LibnetNT, was released in 2000 by 
Ryan Permeh at eEye Digital Security. Nemesis requires this DLL when running on 
Windows platforms. [ 14] 
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Figure 4.1 Supported Libnet Protocol Structure [13] 
4.2.6 Ethereal Network Protocol Analyzer 
In order to ensure that NTS's packet insertion methods are working properly, Ethereal 
has been used for testing. This open source tool allows for packet capturing off the network, 
as well as analysis of the captured packets. This functionality is especially important to the 
development of the NTS tool. Specifically, when the NTS tool inserts a packet, Ethereal is 
used to verify the packet was actually inserted into the network and to ensure that the packet 
is appropriately structured. [6] 
4.3 Implementation Assessment 
To create a prototype implementation of the NTS software the process, design, and 
requirements outlined in the associated vision document were followed. In accordance with 
this document, development was done in four stages. 
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4.3.1 Version i.1 
Development of the initial version of NTS sought to provide the basic functionality of 
the tool. That is, to provide a simple user interface for the construction of a single network 
packet, provide functionality for interpreting the user's input, and passing the information on 
to a packet insertion utility for insertion. To begin, a user interface was developed for each 
protocol, see figure 3.4 as an example, allowing users to easily specify the protocol 
dependant packet information. These dialogs provide an easy method of input for the basic 
components of each protocol packet type, and are accessible from the programs 'Single 
Insertion' menu, seen in figure 4.2. To manage packet data, dialogs, and protocol specific 
functionality, a new set of classes were implemented. With a class for each protocol, these 
classes provide the functionality to interpret data from the specific user interfaces, provide a 
basic amount of input validation, and convert the data into an insertion ready command 
string. From there, the command strings are passed to the Nemesis packet insertion utility via 
a packet dispatching function within each protocol class. 
InsertDMS 
Insert Ethernet 
Insert ICMP 
InsertIGMP 
Insert IP 
Insert RIP 
Insert TCP 
Insert UDP 
Figure 4.2 NTS Single Insertion Menu 
To maintain a clear separation between the NTS tool and the Nemesis application, a 
separate compiled version of Nemesis was used. Then using the Redirect class [ 1] within the 
NTS application, commands are passed from NTS to Nemesis. 
Also in the initial version of the software, a number of convenience features were 
implemented. A program status window was added to provide application state information 
to the user. This state information included packet insertion history, time stamping, and 
general NTS feedback. Information was passed to the program status window from within 
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each of the specific protocol classes . Figure 4.3 shows the status window after a basic ARP 
reply packet was inserted. Also for convenience, a control was added to allow users to 
specify the location of the Nemesis executable file. This allows for Nemesis to be installed 
outside the folder containing NTS, although Nemesis must still be in the same location as 
LibnetNT .dll. 
:-Program Status ·-··· ---·--·- ·-··--·---·---·-- -·-----·---·-···--···----· -------··--·-·---------···-·--·--·----··--· 
Network Traffic Simulator 
V•/aiting for insertion instructions .. . 
22:7:14:404on 8.6.200 5 
Attempting to insert ARP packet 
Source: 129.186.1 52..2 
Destination: 129.186.152.10 
Reply : True 
ARP Packet Injected 
Figure 4.3 NTS Program Status Window 
To insure packet data taken from the user interface was being properly inserted into 
the network, the Ethereal Network Protocol Analyzer was utilized. Testing of each protocol 
showed that the basic packet data input by the user was properly formatted and were in fact 
inserted into the network. 
4.3.2 Version i.2 
Upon verification of functionality in version i.l , a number of additional 
functionalities were incorporated for version i.2. Foremost was the inclusion of packet 
scripting utilities. Specifically a script builder, storage method, and player. 
The script builder was implemented to aid the user in developing scripted packet 
insertion sequence files. For ease of usability, this functionality was incorporated into the 
protocol specific classes utilizing the same windows used for single packet network insertion, 
see figure 3.4. This functionality allows users to input a single packet' s data, add that packet 
to a collection of other packets, and save all the data to a basic text file. Although packet 
scripts could be manually written, the packet builder system aids users in this task. 
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Once a system for creating scripted packets was in place, the design of a script style 
was established. Similar to the style of html, scripts are written with very basic tags. Figure 
3.3 illustrates a simple script file. 
To load and interpret script files the player subsystem was developed. This new class 
provided the basic structure for insertion data and the functionality to interpret the basic tags 
of script files. However, once a packet was located within a script, the information was 
passed to and processed by the given protocol's class. In this version, players were not a 
threaded utility. This means when scripts were loaded, they were immediately executed. 
Also in this version, for the ease of development, some of functionality duplicated in 
each protocol's class was moved to a generic packet class. Furthermore, each protocol was 
updated to allow significantly more user control of the packet's structure. This means that 
each protocol's interface and associated class were modified to store, process, and interpret 
extra packet options. These extra options allow for more user control of the output packets 
and scripted sequences. Finally in this version, for ease of testing, some basic functionality 
was added to the program status window. This functionality included clearing the window, 
inserting break identifiers to mark pertinent moments in the program's execution, and saving 
the windows contents to a file. 
As with version i.1, Ethereal was used to verify that packets were inserted into the 
network according to the user's specification. This testing was done for both input from 
script files and the new packet options for each protocol. Although a number of difficulties 
were experienced at first, all were corrected for the final version i.2. 
4.3.3 Version i.3 
Version i.3 is predominantly the addition of database support for packet and script 
storage. Although the implementation for this project does include some of the basic code for 
database connectivity, full database functionality was not implemented. It was determined 
that database functionality is simply a feature, and could easily be added to the basic 
framework of the implementation at a later stage. This tradeoff was made in favor of more 
pertinent functionality incorporated in version i.4. Because full database support was not 
implemented, this feature of the design was moved to the future work section. 
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However, in this version a number of script validation methods were added. First, to 
allow script writers to identify the author, purpose, and details of their scripts within the 
script file, a check was added to look for an initial <NTS> tag. This check allows for 
arbitrary text to be placed before this tag within a text file. This check also ensures that any 
attempt to load a file without a valid NTS script in it, will fail. A number of other basic tag 
checks were added within the player class. A test was added to check for a script close tag 
<INTS>, to ensure at least one set of packet tags <PACKET> and </PACKET>, a check to 
prevent multiple tags from being on a singe line, as well as a check to ensure the specified 
protocol within the <PACKET> tag was valid. Further script tag verification was added 
within each protocol class, as the remainder of the scripting tags are protocol specific. A 
number of data validation functions were also added within the generic packet class to ensure 
the format of various data items were correct. 
A significant amount of testing was done to ensure that the added validation checks 
worked correctly. However, to maintain maximum customizability of packet data, checks 
have been primarily limited to the scripting tags and not to the script's data. 
4.3.4 Version i.4 
This version was the final stage of the implementation concerning coding and 
developing functionality. First, the playback controller and playback controller interface were 
implemented. The playback controller is a single instance array of player class data. Each 
instance of the player class within the playback controller contains a unique id, script name, 
and an array of packet insertion commands in the specified sequence. Furthermore, each 
player can be played, stopped or unloaded. Once a player is set to play, a thread is spawned 
to manage it. To aid users in managing the scripts loaded into the playback controller, an 
interface was developed, see figure 3.2. This interface allows users to easily load script files. 
Once loaded, the script can be easily be selected and started, stopped, or unloaded. Moreover, 
if the user loads multiple scripts at one time, all of them can be started, stopped, or unloaded 
together. This ability allows for numerous scripts, each processing their own sequence of 
packets to be played at once. 
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It's important to note the flexibility in script composition. A script could be written to 
mimic a single conversation between two machines. This single conversation script could 
incorporate a number of protocols, and be played along with other single conversation scripts 
to create a busy network of traffic. Otherwise a single script could be written to mimic a 
number of conversations or simply random packets. A script file is not limited to a single 
protocol, machine, or conversation. Only the individual packet' s information within the 
scripts is limited to a single protocol and information. Any combination of conversations in 
any combination of protocols can be played from a single script. This allows for significant 
flexibility in defining the test network's background environment. 
Version i.4 calls for the incorporation of random data insertion functionality. More 
specifically, the design calls for the ability to store large amounts of random packet data, and 
the functionality to randomly load that data into packet insertion commands and insert them 
into the network. This functionality was not incorporated in this implementation and was 
added to the future work section. 
4.3.5 Version One 
Version one is simply the incorporation of help materials into the project. Utilizing an 
html help framework, most of NTS 's major functionality was laid out. Furthermore, within 
this help framework a few basic tutorials were written on how to install and configure the 
tool, insert packets, write scripts, as well as how to manage playback. 
To further aid in program usability and understandability, error notifications were 
added into the code. These errors were sent to the program status window to notify the user 
of a problem in the program's execution. The majority of these error notifications were added 
into the script tag validation section, notifying users when scripts were not properly loaded, 
specifying the reason and tags that created the error. 
Finally, to aid future developers in understanding the source code of NTS, comments 
were added into the code. An attempt was made to describe all the programs variables, 
explain each subroutine, and provide a basic understanding of each included class. 
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4.4 Testing and Validation 
4.4.1 Output Assurance 
The base test performed for this utility is the assurance that the information output 
into the network is accurate. This test will insure that no matter how packets are built, 
individually or via a script, the specified information correlates to the inserted packets. To 
make certain that data output by the tool was both true to the user' s input data and correctly 
formatted for the network, a number of tests were done using Ethereal. Figure 4.4 shows the 
ethereal captured packets associated with an ARP testing script. 
Eilter: ... E_xpression... Qear 6µply 
No. Time Source Destination • Protocol Info 
1 0 . 000000 oellwwPc Broadcast ARP who has 129.186.152 . 10? Tell 129.186.152.2 
• 3 0 . 215205 
4 0. 300161 
. .. . : •·. . . 
Del l Wl'IPC Broadcast RARP 
oellw1vPc Broadcast RARP 
• • • 1 s at: : : ~ : t: 
who is 00:40:86:37 : 74 :2d? Tel l 00 :40 : 86 : 37 : 74: 2d 
00: 40:86:37 : 74:2d i s at 129.186.152.2 
l£ Frame 2 ( 42 bytes on l'lire, 42 bytes captured) 
l£ Et:her net II, src: 00:11:43 : 3a : 37 :eb, Dst: f f : ff :ff:ff:ff:ff 
E Addr ess Resolution Pr otoco l ( reply) 
Hardware type: Ethernet ( OxOOOl) 
Protocol type: I P ( OxOBOO) 
Hardware s ize: 6 
Protocol size: 4 
opcode : repl y (Ox0002 ) 
sender MAC address: 00:05:92:07:7f:82 (129.186.152.10) 
sender I P address: 129.186.152.10 ( 1 29 .186.152.10) 
Target MAC address: 00: 4 0:86:37 :74 : 2d (129.186.152.2) 
Target IP addr ess: 129. 1 86.152 . 2 ( 129.186.152.2) 
I File: {Untitled) 256 Bytes C I P: 'I D: 'I M: 0 Drops: 0 
Figure 4.4 Ethereal Captured Testing Data 
This and similar tests yielded that properly formatted script files, which included 
correctly structured packet data components were successfully inserted into the network. 
Moreover, it demonstrated that NTS is capable of loading script files containing one hundred 
thousand packets of data in less than ten seconds. 
Testing was also performed by using the protocol specific interfaces for packet 
specification, and toggling all the available options and inputs. Test results, captured and 
analyzed via Ethereal, had an outcome similar to the testing of the script files. 
51 
4.4.2 Input Assurance 
Using a number of bad script files and single packet inputs, testing was performed to 
insure that the tool catches and provides a user with sufficient feedback concerning bad 
input. In other words, to ensure that input from the user is properly validated. To achieve this, 
a number of tests were done using both erroneous protocol specific input dialogs and 
improperly structured script files. Figure 4.5 shows a number of the error messages sent form 
the application at the input of bad data. 
Although this testing was extensive, it was not exhaustive. Testing attempted to 
ensure that the majority of common erroneous inputs would be caught and the user notified. 
In testing, a number of lacking error checks were discovered, and corrected. However, testing 
for all variations of erroneous input is not plausible. 
Loading script from: C: 'ARPTestSequence. txt 
No NTS script found (missing <NTS> tag) 
Script NOT loaded 
Loading script from: C:'ARPTestSequence. txt 
Bad NTS script found {missing or erroneous PROTOCOL tag, <PACKET PROTOCOL= "valid NTS protocol*>) 
, Script NOT loaded 
Loading script from: C: \ARPT es!Sequence. txt 
Bad ARP packet found (missing required <SOURCE> tag) 
Script NOT loaded 
Figure 4.5 NTS Program Status with Error Notifications 
4.4.3 Usability Survey 
v 
At the completion of version i.4, a small group of users were surveyed to determine if 
the project maintained usability. The test group included two technical people with strong 
programming backgrounds, one individual with a technical background but minimal 
programming experience, and one user with no technical background. 
The survey yielded that those with some networking experience had little difficulty in 
understanding the tool and its interfaces. However, the test subject with no networking 
experience had significant difficulty in understanding what data was expected and the 
purpose of various dialogs. A suggestion to add help tool tips or to provide a 'getting started ' 
option in the help menu was suggested by all survey participants. Moreover, even technical, 
networking experienced users suggested better clarification of scripting tags and methods. 
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Noting that although bad script files are caught by the program and understandable 
notification are provided, it would be beneficial to better explain the structure and purpose of 
each tag and data component. 
Overall this survey gave a strong sense that usability is achieved for those with a 
technical background and experience in networking. However, a number of suggestions to 
better achieve usability were received and added to the components of future work. 
4.4.4 Extensibility and Customizability Survey 
At the completion of version i.4 a few programming experienced users were surveyed 
concerning the understandability of the code and the code comments. Included in the group 
were two networking and programming experienced users and a user with extensive Visual 
C++ and MFC programming backgrounds. The survey yielded that the program contained 
sufficient comments concerning the functionality within each subroutine, and the purpose of 
each variable. However, one survey member who had no previous Visual C++, .Net, or MFC 
experience noted some difficulty in interpreting the code provided by the application wizard. 
Noting that there was not only difficulty in understanding the purpose of the wizards auto 
generated code, but distinguishing between auto code and developed code. Additional 
comments were added to better clarify the functionality and purpose of all the code. 
4.5 Implementation Conclusion 
This implementation of NTS provides the major functionality laid out in the 
associated vision document. Although some of the minor features described within the vision 
document are not actualized in this implementation, all of the core functionality has been. 
Moreover, this implementation provides a framework for the easy future addition of those 
additional features. Moreover, the implementation of NTS included in the submission of this 
thesis, provides a proof of concept and solid base implementation for this tool in satisfaction 
of the associated project goals. 
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CHAPTER 5. FUTURE WORK 
Because of the nature of the ISEAGE laboratory, there is a need for venues of 
future work. NTS offers these venues not only internally, but in its application throughout 
ISEAGE. This chapter discusses suggestions for future work and development. 
5.1 Venues for Future Work 
5.1.1 Database Support 
As laid out in the design of the application, support for database storage could be 
added. This database support would allow for both packet data and script data to be better 
stored and managed. Moreover, it would allow for functions of randomness, discussed 
below, to be implemented. However, this support would require a database server 
running on the local host to avoid the insertion of database related network traffic. 
5.1.2 Packet Randomness 
As laid out in the design of NTS, the ability to complete packets with random data 
could be added. Once database support has been implemented, large amounts of packet 
data could be easily stored and accessed. With simple modifications to the packet classes, 
random data could be inserted into specific portions of packets. However, this random 
data would not be completely random. Here information such as IP would be inserted 
from a preset list of valid IPs, not from an actual random number. 
5.1.3 Enhanced Help and Tool Tips 
From feedback received in a survey on usability, it was determined that the 
addition of a beginners tutorial and mouse over help tips would be beneficial. For the 
tutorial, a brief background on networking, the purpose and function of the various NTS 
supported protocols, as well as the significance of each protocols data components would 
help non-networking or minimally experienced users better understand the tool's various 
interfaces and components. However, it is noted that this tool is designed to cater to the 
users of the ISEAGE laboratory, who are expected to have at least minimal networking 
exposure. 
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The addition of tool help tips would aid all users in understanding the various 
functionalities of dialogs, controls, and data components. These tips could be added to 
various dialog components upon mouse over, double click, or somewhere within the help 
structure of the program. 
5.1.4 Network Capture and Formatting 
To better achieve the functionality defined by ISEAGE' s attack collector and re-
player or traffic collector and re-player, a tool could be added to capture and convert 
network traffic into NTS scripts. For example, a tool that could parse an Ethereal 
captured data file and produce script entries for each packet. This would allow for live 
network environments to be captured, translated, and reproduced. 
5.1.5 Queuing Methods 
The packet dispatcher could be modified to incorporate a variety of queuing 
methods. For example, a priority queue in which a specific script is given insertion 
priority over any other running script. This would be especially beneficial for testing in 
which a certain sequence of packets is most pertinent, but a constant stream of random 
background noise is also required. 
5.1.6 Packet Manipulation 
Adding a packet manipulation function into the packet dispatcher would further 
help to mimic the conditions of a network. This function would manipulate random 
packets as they are being output to the insertion utility. As an example, this manipulation 
could simulate packet loss, delay, duplication, or fragmentation. This particular 
functionality would work in hand with ISEAGE' s packet changer and responder. 
5.1.7 Specific Script Authoring 
Another venue of future work is the authoring of scripts representing common 
network traffic sequences. Perhaps most beneficial would be the development of scripts 
which mimic specific attack sequences. These scripts could be randomly loaded to 
simulate attempted attacks against a specific network target. Moreover, once packet 
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randomness has been implemented scripts could be written with intentional holes. That is, 
a template script could be written and upon execution NTS would fill in the holes with 
random data. This script templating would allow the same traffic sequences to play out 
with a slightly different configuration. 
5.1.8 Timers 
There are two types of timers that would make beneficial additions to NTS. First 
is the incorporation of a script play timer. To clarify, this would be a way for users to 
load a script and specify that it should play at a specific time. Implementation of this type 
of timer would allow for replication of network usage. A set of specific scripts could be 
set to play between six and nine pm, simulating a network busy time. The second type of 
timer is one embedded into the scripts themselves. This timer would allow for time 
compensation between the insertion of packets from a single script. For example, a 
packet is inserted from a script, a three minute timer is started to delay the next packet, 
and after that time the sequence continues. 
5.1.9 Randomized Players 
Once databasing, script templating, packet randomness, and timers have all been 
implemented, a system for random players could be developed. Here the playback 
controller would randomly spawn a player system, load it with a randomly selected 
template script filled with random packet data, and start it according to a timer. This 
would allow for continuous random background traffic that could be configured to 
simulate highly realistic network conditions. 
5.1.10 Fully Featured Nemesis or Libnet Usage 
The NTS application does not take full advantage of all the packet options 
available in Nemesis. Likewise, Nemesis does not take full advantage of all the 
functionality available within Libnet. In either case, NTS could be easily expanded to 
incorporate the extra functionalities of Nemesis, or SNIP could be used and expanded to 
include the extra functionalities and protocols available in the Libnet Library. 
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5.1.11 Single Application Incorporation 
This implementation of the project sought to maintain a clear distinction between 
NTS, Nemesis, and Libnet. Another significant addition would be the development of a 
Nemesis-like, packet injection utility within NTS. This internal utility, in addition to 
compiling Libnet directly into the application, would allow for a single standalone utility. 
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CHAPTER 6. SUMMARY 
6.1 Satisfying Goals 
To ensure all the overarching goals for this project have been achieved, each goal 
is discussed briefly below. 
6.1.1 Vision Document 
Chapter two of this document is the Network Traffic Simulator Vision Document. 
The document is of a standardized format and covers the major design aspects of the 
project. With the completion of this document, the vision document goal was realized. 
6.1.2 Design Details 
Chapter three of this document discusses various aspects of the tool's design. This 
includes an overview of the major tool systems, details on the signatures and interfaces of 
those subsystems, an example of how insertion is planned to execute, as well as provides 
a basic testing plan and design consideration. Chapter three satisfies the goal of providing 
more detail on the design of the tool. 
6.1.3 Proof of Concept and Design 
Chapter four of this document discusses the proof of concept implementation of 
this project. The implementation, for purposes of this thesis, incorporates the major 
components of the NTS tool to ensure its design, value, and functionality. The source 
code and implementation resources used in this development accompany the submission 
of this thesis in fulfillment of the proof of concept goal. Moreover, chapter four provides 
some of the tool's testing results. 
6.1.4 Detailed Future Work 
Chapter five provides numerous, detailed venues for potential future development 
of the NTS tool. These opportunities can serve as the basis for future projects in the 
ISEAGE laboratory and provide fulfillment of the future work goal. 
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6.2 Conclusion 
In meeting all its goals, this project was successful in creating a framework for the 
development of a suite of tools for effective and efficient network simulation within the 
ISEAGE laboratory. More specifically, this project provides ISEAGE with an easy to use 
tool to serve as a baseline for its network traffic simulation needs, while providing a 
venue for students to further develop and advance the lab. 
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