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Kurzfassung
In der Medizin werden sensible Entscheidungen zunehmend in allen Phasen der Behandlung
(Diagnose, Planung, Durchführung und Kontrolle der Therapie) auf der Grundlage von Bild-
material getroffen. Die Präzision, mit der medizinisches Bildmaterial die Anatomie und dar-
über hinaus physiologische und dynamische Prozesse des menschlichen Körpers abbildet,
konnte aufgrund der technologischen Entwicklung der Bildgebung seit Entdeckung der Rönt-
genstrahlen erheblich verbessert werden. Damit erfolgte gleichzeitig ein tiefgreifender Wan-
del im klinischen Alltag.
Andererseits hat sich die Form der Bewertung der Bilddaten seit Einführung der Computer-
tomographie in der Mitte der 70er Jahre nur wenig verändert. Trotz der Verfügbarkeit digita-
ler Bilddaten über Breitbandnetzwerke werden Bilder häufig schichtweise betrachtet und
ausgewertet. Die Genauigkeit, mit der anatomische Details in Original-Schichtbildern zu er-
kennen sind, scheint durch andere Methoden der Visualisierung bisher unerreicht. Bei einer
schichtweisen Betrachtung des Bildmaterials muss jedoch die eigentlich in 3D vorliegende,
sich dynamisch ändernde Anatomie des Patienten mental rekonstruiert werden. Erstrebens-
wert ist eine dynamische Visualisierung von 3D-Modellen der Anatomie, mit der darüber hin-
aus verbesserte Möglichkeiten der Therapieplanung und Kontrolle direkt in 3D realisiert wer-
den können. Eine Reihe von Anwendungen, die den Stand der Technik darstellen, haben
sich trotz enger Kooperationen mit medizinischen Partnern insgesamt noch wenig im klini-
schen Alltag durchsetzen können.
Die vorliegende Arbeit möchte einen Beitrag zur Verbesserung der Situation durch
neue Methoden der realitätsnahen Modellierung, der Visualisierung und der Analyse
dynamischer medizinischer Bilddaten leisten. Durch die Integration der Verfahren und
Verfahrensketten in Pilotapplikationen für die Onkologie, Kardiologie und Zahnmedi-
zin sowie einer nicht-medizinischen Anwendung werden deren Genauigkeit und Effizi-
enz demonstriert und evaluiert.
Durch den Einsatz aktiver Konturen, aktiver Regionen und deformierbarer Modelle ist
der Anwender dabei in der Lage, in allen Phasen die Genauigkeit der Modelle und Vi-
sualisierung zu kontrollieren. Darüber hinaus ermöglichen sie eine genaue Selektion
für die Visualisierung nur derjenigen Daten, die für eine Diagnose von Bedeutung
sind.
Durch den Einsatz von Methoden der Statistik, der mathematischen Morphologie und der to-
pologischen Analyse können in dieser Arbeit signifikante Fortschritte gegenüber zuvor in der
Literatur vorgestellten Techniken erzielt werden. Es werden neue Verfahren und Verfahrens-
ketten zur Rekonstruktion, Segmentierung, Triangulation und direkten Volumenvisualisierung
sowie ein Verfahren zur Formanalyse von 3D-Modellen entwickelt und anhand von realen
medizinischen Bilddaten unterschiedlicher Patienten evaluiert.
Im Anschluss an eine Zusammenfassung des Standes der Technik in der Bildakquisition
werden zunächst zwei Verfahren zur Rekonstruktion aus dynamischen, angiographischen
Projektionen präsentiert. Die Angiographie ist in der Kardiologie aufgrund der hohen Auflö-
sung in Raum und Zeit und der guten Verfügbarkeit der Goldstandard. Insofern stellen die
entwickelten Verfahren der photogrammetrischen Rekonstruktion (für die Rekonstruktion von
Koronargefäßen) und ein Verfahren der Rückprojektion (für die Rekonstruktion des linken
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Ventrikels) eine Wertsteigerung dieser verbreiteten Bildgebungstechnik mit einem großem
Anwendungspotential dar.
Für die Segmentierung, auf der ein Schwerpunkt dieser Arbeit liegt, werden nach einer Ana-
lyse der Einzelkomponenten aktiver Konturen (Repräsentation, Constraints, Energiedefiniti-
on, Extremalsuche) verschiedene Ansätze aktiver Konturen und Regionen gegenüberge-
stellt. Hierzu zählen die Level Set-Methode, das Verfahren des Region Competition, sowie
ein eigener Ansatz einer aktiven Kontur, der eine gerichtete Distanztransformation zur Pro-
pagierung von Bildkonturen in den Bildraum verwendet. Des weiteren wird eine aktive Regi-
on, die auf der Simulation Lagrangescher Dynamik basiert, und ein Ansatz des Kontur-
Trackings durch das zur Videokompression eingesetzte Blockmatching präsentiert und be-
wertet.
Als ein Beitrag zur geometrischen Modellierung durch Triangulationen wird das Verfahren
des Tracing Cube vorgestellt. Es verfolgt genau eine Oberfläche von einem vorgegebenen
Startpunkt aus und ist dadurch in der Lage, einen rekonstruierten Ventrikel von Ghostings
der Rückprojektion zu isolieren. Durch einen Ansatz zur Dreiecksreduktion basierend auf ei-
nem geometrisch deformierbaren Modell können Dreiecksnetze mit einer optimalen Anzahl
von Dreiecken generiert werden, da ihre Dreiecksgröße lokal adaptiv aufgrund der Oberflä-
chenkrümmung gewählt wird. Die Genauigkeit der Approximation einer implizit definierten
Oberfläche kann dabei gegenüber einem zuvor angewendeten Vergleichsverfahren etwa um
den Faktor fünf gesteigert werden.
Für die Formanalyse wird ein Verfahren vorgestellt, das zunächst das zu analysierende Ob-
jekt (z. B. einen Gefäßbaum) bis auf sein Skelett verdünnt, um Verzweigungsstellen, End-
punkte und Stenosen mit Hilfe einer zusätzlich durchgeführten Distanztransformation zu
identifizieren.
Im weiteren werden zwei Verfahren der direkten Volumenvisualisierung vorgestellt und dis-
kutiert: selektive Volumenvisualisierung, die globale Segmentierungsinformation nutzt, um
interessierende Objektoberflächen aus dem Datensatz herauszuschälen und eine durch die
Quantillenanalyse verbesserte Maximums- (Minimums-) Intensitätsprojektion. Mit Hilfe der
letzteren ist es z. B. möglich, durch Selektion eines Grauwertebereiches Liquor-gefüllte Hirn-
ventrikel aus CT-Datensätzen zu visualisieren.
Für eine abschließende Bewertung werden die eingangs erwähnten Pilotapplikationen vor-
gestellt, die aus den Bereichen Onkologie, Kardiologie und Zahnmedizin stammen. Für sie
wird jeweils eine Demonstrationssoftware beschrieben, die eine Evaluierung der Technologi-
en ermöglicht und die z. T. bereits Einzug in den Alltag gefunden haben. Darüber hinaus wird
das vorstehend erwähnte Verfahren zur Dreiecksreduktion auch für eine technische Applika-
tion angewendet: Für eine Rekonstruktion von Objektoberflächen auf der Basis mehrerer
2,5D-Scans.
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Close-to-Reality Modeling and Visualization of Dynamic Medical
Image Data using Active Contours, Active Regions, and Deformable
Models
English Summary
Sensitive decisions in medicine are increasingly based on image data used throughout all
phases of medical treatment (diagnosis, planning, execution, and therapy control). Since X-
rays have been discovered the accuracy of medical images depicting anatomy and physio-
logical processes has been improved due to the technological progress of imaging devices.
Thus a profound alteration has been induced in medical routines.
Evaluation of image data, on the other hand, did not change since the computer tomography
was introduced in 1973. Despite image data being available through digital files over high-
speed networks, physiologists still study images slice-by-slice. This is because the precision
and reliability that can be derived from original slices is not yet attained by other visualization
techniques. However, when viewing the images slice-by-slice, the underlying dynamic 3D
anatomy of the patient has to be reconstructed mentally. It is more desirable to have a dy-
namic visualization of 3D models of the anatomy. This may include information about im-
proved planning facilities and therapy control. Numerous applications that reflect the state-of-
the-art in this area generally do not yet have a break-through into routine despite of a close
cooperation with medical staff.
This thesis intends to contribute overcoming this situation by new techniques of
close-to-reality modeling, visualization and analysis of dynamic medical image data.
By integrating methods and processing pipelines in pilot applications of oncology,
cardiology, and dental medicine, as well as a non-medical application the accuracy
and efficiency is demonstrated and evaluated.
By application of active contours, active regions, and deformable models the user is
able to control the accuracy of models and visualization within all phases. Moreover
they enable a visualization of just that portion of data that is relevant for the diagno-
sis.
By application of methods from statistics, mathematical morphology and topological analysis
this thesis enables significant improvements over methods presented in related literature.
New reconstruction, segmentation, triangulation, and volume rendering techniques as well as
a technique for shape analysis are developed and evaluated on real medical image data.
Subsequently to a summary of the state-of-the-art in the area of image acquisition, two tech-
niques for the reconstruction from dynamic, angiographic sequences are presented. Angiog-
raphy is still the golden standard in cardiology due to its high spatial and temporal resolution
and its high availability. Thus the developed methodology of photogrammetric reconstruction
(for the reconstruction of coronary vessels) and the reprojection (for reconstruction of the left
ventricle) are an added value for this popular imaging technique with a high application po-
tential.
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The main focus of this thesis is the segmentation. Thus it analyses the components of active
contour models in depth (representation, constraints, energy terms, search for extremas) and
compares different approaches of active contours and regions. For this the level set method,
region competition, an own approach of an active contour model which includes a directed
distance transform in order to propagate image contours into image space are presented.
Furthermore an active region that is based on simulating Lagrangian dynamics and an ap-
proach of tracking based on block matching are presented and evaluated.
A contribution for geometric modeling by triangulation is the method, which is denoted as
tracing cube. It traces exactly one surface starting from a given surface point. It thus enables
to isolate a reconstructed ventricle from ghostings of the back projection. By application of a
triangle reduction method, which is based on a geometric deformable model a triangulation
with an optimal number of triangles, can be generated. It is achieved by adapting the local
triangle size to the curvature of the surface. The accuracy of matching an implicit surface
was improved by factor five against a method used previously.
For shape analysis a technique is presented that thins the object (e.g. a vessel tree) to its
skeleton. Subsequently the branches and end points as well as stenotic areas can be identi-
fied. For the latter an additional distance transform is performed.
In the following two methods of direct volume rendering are presented and discussed: first
selective volume rendering which uses global segmentation information for extracting regions
of interest from the data set, and second a maximum-intensity (resp. minimum-intensity)
projection which is improved by including a quantile analysis. Applying the latter for the visu-
alization of CT-images enables to visualize the liquor filled ventricles of the brain by selecting
an intensity level.
For the evaluation of the developed techniques pilot applications are presented for the areas
of oncology, cardiology, and dental medicine. For each of them a demonstration software is
described which enable the evaluation of the developed technologies and partially have been
introduced into the medical routine. Moreover the triangle reduction technique is applied for
processing data from a 3D scanner that is based on registering different 2.5D scans of one
object.
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1. Einleitung
1.1. Motivation
In der Medizin werden sensible Entscheidungen zunehmend in allen Phasen der Behandlung
(Diagnose, Planung, Durchführung und Kontrolle der Therapie) auf der Grundlage von Bild-
material getroffen. Die Präzision, mit der medizinisches Bildmaterial die Anatomie und dar-
über hinaus physiologische und dynamische Prozesse des menschlichen Körpers abbildet,
konnte aufgrund der technologischen Entwicklung der Bildgebung seit Entdeckung der Rönt-
genstrahlen erheblich verbessert werden. Damit erfolgte gleichzeitig ein tief greifender Wan-
del im klinischen Alltag. Er ließ Bildgebungsverfahren zu einem längst unverzichtbaren Be-
standteil des klinischen Alltages werden.
Durch die Einführung der Computertomographie Mitte der 70er Jahre wurden Bilder erstmals
digital dargestellt. Dadurch eröffneten sich Möglichkeiten der einfachen Weiterverarbeitung
des Bildmaterials. Die konventionelle Bewertung der Bilder durch den Arzt1 findet je-
doch auch heute häufig noch statt, indem er die Bilder in 2D betrachtet, z. B.  an einem
Lichtkasten oder einem Picture Archiving System (Abb. 1-1). Darüber hinaus werden bei
der konventionellen Auswertung durch Vermessen von Längen in den Bildern bereits Funkti-
onsparameter ermittelt. So können z. B. in angiographischen Projektionen die lange und kur-
ze Achse eines kontrastmittelgefüllten Herzventrikels annäherungsweise vermessen werden.
Durch Approximationsformeln kann daraus sein Volumen und aus dem zeitlichen Verlauf der
Volumina die Ejektionsfraktion und damit seine Pumpleistung geschätzt werden.
(a) (b)
Abb. 1-1: Betrachten von Einzelschichten in einem (a) Picture Archiving System (PACS) und (b) am Lichtkasten
Diese Form der Auswertung ist jedoch nicht effizient, da die in 3D vorliegende, sich dyna-
misch ändernde Anatomie durch den Betrachter mental rekonstruiert werden muss. Ge-
schätzte Funktionsparameter oder die Lage von Organkonturen sind rein subjektiv und er-
möglichen es nicht, von dem selben oder einem weiteren Betrachter später exakt nachvoll-
zogen werden zu können. Erschwerend für die effiziente Auswertung kommt der sich fortset-
zende Trend zu immer höher auflösendem Bildmaterial in Raum und Zeit hinzu. Bereits
heute akquirieren Mehrschicht-Spiral-Computertomographen 500 bis 1000 Schichtbilder für
eine einzelne dynamische Studie. Damit sind zwar Auflösung und Detailreichtum der
Bilddaten hoch, die Auswertung bei der Fülle des Bildmaterials jedoch zeitintensiv.
Die vorliegende Arbeit befasst sich daher mit der Extraktion dynamischer Organe aus dem
Bildmaterial, der Gewinnung von 3D Modellen und der dynamischen Visualisierung. Die Mo-
delle stehen als Diskussionsgrundlage, zur Entscheidungsfindung sowie schließlich auch zur
Dokumentation zur Verfügung.
                                               
1 Es wird hier der Einfachheit halber die maskuline Form z. B. „der Radiologe“ verwendet.
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Zur Veranschaulichung werden in dieser Arbeit zwei Anwendungen diskutiert, deren Nutzen
nachfolgend kurz beschrieben werden soll. Sie stammen aus der Onkologie und der Kardio-
logie, also Gebieten der Medizin, die sich mit den Krankheiten beschäftigen, die die häufig-
sten Todesursachen in Industrieländern darstellen2.
• In der Onkologie erfolgt die Behandlungsplanung einer Strahlentherapie am Deutschen
Krebsforschungszentrum (DKFZ) in Heidelberg seit einigen Jahren computergestützt mit
dem System VIRTUOS. Auf der Grundlage von drei Datensätzen (CT, Segmentie-
rungsinformation des Tumors und empfindlicher Organe, Bestrahlungsplan) wird vor der
Therapie die Bestrahlung am Computer simuliert. Als Ergebnis kann die Strahlendosis,
die den Tumor und das umliegende Gewebe während der Therapie trifft, berechnet
werden [BHS 95].
Die Visualisierung der Bestrahlungsszene kann hier eine wichtige Unterstützung zur
Festlegung des Bestrahlungsplans leisten. Durch sie kann nicht nur die Gesamtmenge
der Strahlung bestimmt, sondern auch die räumliche Verteilung begutachtet und der
Zusammenhang zwischen Einstrahlrichtung und der Strahlenverteilung analysiert wer-
den. Aufgrund der 3D Visualisierung können daher Bestrahlungspläne in kürzerer
Zeit optimiert und konkurrierende Bestrahlungspläne verglichen werden.
ϖ In der Kardiologie kann die Funktion des Herzens durch die Visualisierung der dyna-
misch bewegten 3D-Anatomie (Abb. 1-2) und zusätzlich durch die Bestimmung globaler
Funktionsparameter abgeschätzt werden. Dazu werden mit Hilfe der „Cardiac Station“
[Gro99] aus den extrahierten Modellen der Ventrikel die Volumina z. B. des linken Ventri-
kels in der end-diastolischen und end-systolischen Phase vermessen und daraus Ejekti-
onsfraktion und Restvolumen bestimmt. Darüber hinaus können durch die quantitative
Analyse der Herzkammerwandbewegung ischämische Bereiche des Herzmuskels er-
kannt werden, die aufgrund eines Herzinfarkts geschädigt sind [Beh 00a][Beh 00b]. Die
Information über die Beweglichkeit des Herzmuskels wird dabei als Farbinformation ko-
diert auf der Oberfläche des Modells eines Ventrikels dargestellt (Abb. 1-2i). Für die Dia-
gnose von stenotischen Abschnitten z. B. eines Koronargefäßes ist es möglich, den
Durchmesser aus dem Modell zu bestimmen und den Rest-Blutfluss abzuschätzen
[HG 95], [Gro 96a]. Die Modellierung und Visualisierung des dynamisch bewegten
Herzens (Ventrikel, Koronargefäße) unterstützt den Mediziner dabei, einen ange-
messenen chirurgischen Eingriff zu planen.
ϖ Visionäre Szenarien in der Chirurgie sehen einen mit Interaktionstechniken der Virtu-
ellen Realität (VR) bzw. Augmented Reality (AR) ausgestatteten Operationssaal vor, in
dem der Chirurg mit einem durch intraoperative Bildgebung stetig sich verfeinernden
Modell des Patienten interagiert [Gro 96b]. Der eigentliche Eingriff kann einerseits durch
einen Operationsroboter3 ausgeführt werden, nachdem die Planung durch den Chirur-
gen am Modell ausreichend genau festgelegt und während der Operation überwacht
wird.
                                               
2 An Erkrankungen des kardiovaskulären Systems sterben in der EU ca. 50% der Population,
gefolgt von  Krebs mit ca. 20% (Quelle: Statistisches Bundesamt)
3 Bereits seit einigen Jahren werden mit großem Erfolg orthopädische Eingriffe durch Robo-
ter ausgeführt: die vom Roboter eingebrachte Bohrung, in die die Hüftprothese eingepaßt
wird, ist so präzise, daß der Patient die Hüfte wenige Stunden nach dem Eingriff belasten
kann [BLBS98].
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Andererseits können zur Unterstützung von Operationen, die per Hand durchgeführt
werden, auch Techniken der AR verwendet werden. Um den Chirurgen über die Lage
wichtiger Blutgefäße oder sensibler Organe eine Orientierung zu geben, können die vi-
sualisierten Modelle durch eine halbdurchsichtige Brille in sein Blickfeld eingeblendet
werden. Dazu müssen die Modelle mit der aktuellen Lage des Patienten registriert und
die Instrumente im Operationsfeld getrackt werden. Die Visualisierung ermöglicht es
dann dem Chirurgen, seine Instrumente und das Operationsfeld aus anderen Blickrich-
tungen zu betrachten als nur durch den Operationskanal. Ein solches Szenario unter-
stützt daher besonders minimalinvasive Eingriffe.
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 (a)  (b)
(c) (d)
(e) (f)
(g) (h)
(i)
Abb. 1-2: Beispiele für die Modellierung und Visualisierung in der Kardiologie
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(a)
(b) (c)
Abb. 1-3: Visionärer Operationssaal mit Methoden der (a) VR und (b) AR (Quelle: Harvard Medical School) (c)
Interaktions- und Informationsfluss (aus [Gro 96b]). Der Chirurg interagiert mit Hilfe eines Rechners durch eine
multimediale Schnittstelle mit dem Modell des Patienten (Virtueller Patient). Er hat durch die angeschlossene in-
traoperative Bildgebung die Möglichkeiten das Modell stetig zu verfeinern sowie die Intervention zu steuern. Die
Intervention selbst kann durch einen Operationsroboter umgesetzt werden. Sie wird zuvor durch multimediale
Interaktion mit dem Virtuellen Patienten festgelegt und kann vom Chirurgen interaktiv überwacht und korrigiert
werden. Andererseits ist es möglich, das computergenerierte Modell in das Blickfeld des Chirurgen durch eine
halbdurchsichtige Brille einzublenden, um bei minimalinvasiven Eingriffen die Führung von Instrumenten im Ope-
rationsfeld zu erleichtern.
1.2. Zielsetzung
Um den Radiologen zu unterstützen, aufgrund des Bildmaterials schnell und sicher zu ent-
scheiden, sind realitätsnahe Modelle und dynamische Visualisierungsverfahren erforderlich.
Genauigkeit und Detailreichtum der Modelle spielen dabei eine entscheidende Rolle. Im Ide-
alfall sollte eine einzelne Ansicht des Modells alle medizinisch relevanten Details erkennen
lassen, die der Radiologe auch aus der Analyse einzelner Schichten ableiten kann.
Da dies oft aufgrund von komplexer Anatomie und daraus resultierender gegenseitiger Ver-
deckung unmöglich ist, müssen zusätzlich interaktive Komponenten angewendet werden
können. Neben der Rotation des Modells sollte das Markieren mit einer Maus zur Verifikation
eines in der 3D-Ansicht erscheinenden auffälligen Merkmals der Anatomie möglich sein.
Daraufhin sollte die Lage im Original-Bildmaterial angezeigt werden, z. B. indem der Volu-
mendatensatz geschnitten wird und statt der geshadeten Oberfläche die Original-
Intensitätswerte eingeblendet werden.
Dadurch ist der Mediziner in der Lage, eine zunächst unbekannte Form der Darstellung mit
einem Goldstandard, etwa tomographischen Daten, zu vergleichen. Darüber hinaus kön-
nen durch Interaktion bestimmte Bereiche der Anatomie ein- und ausblendbar gestal-
tet werden, um den räumlichen Zusammenhang von Objekten analysieren zu können
und die Verdeckung der ROI zu vermeiden.
Ein wichtiges Ziel dieser Arbeit ist daher die Entwicklung von Systemen zur realitätsnahen
Gewinnung von Modellen und deren dynamischer Visualisierung, z. B. des Herzens. Durch
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die überwachte Segmentierung durch aktive Konturen - ein Schwerpunkt dieser Arbeit
- soll dabei insbesondere eine reproduzierbare Modellgewinnung ermöglicht werden.
1.3. Aufbau und Beiträge der Arbeit
Die Verarbeitung medizinischer Bilddaten hat etwa seit Beginn der achtziger Jahre insbe-
sondere in der medizinischen Forschung an Bedeutung gewonnen. Seitdem wurde an einer
Reihe von Fragestellungen intensive Forschungs- und Entwicklungsarbeit geleistet. Einen
aktuellen Überblick der zur Auswertung medizinischer Bilddaten angewendeten Prozesskette
zeigt Abb. 1-4 [ENMM99].
Abb. 1-4: Prozesskette zur Auswertung Medizinischer Bilddaten (aus [ENMM99])
Innerhalb der vorliegenden Arbeit werden innovative Technologien und Verfahrensketten
vorgestellt und mit konkurrierenden Verfahren aus der Literatur verglichen. Die Qualität der
Ergebnisse wird anhand von Beispielen und Beispielanwendungen verdeutlicht. Im folgen-
den werden die Beiträge dieser Arbeit zu diesen Einzelschritten beschrieben.
1.3.1. Akquisition
In dieser Arbeit werden zwei Verfahren für die Rekonstruktion von 3D-Modellen aus angio-
graphischen Projektionen vorgestellt. Sie erlauben es, aus einer Bildsequenz, die mit Hilfe
eines biplanen Angiographiesystems bei simultaner EKG-Aufzeichnung erstellt wird, einen
Volumendatensatz bzw. ein 3D-Modell aus den verschiedenen Ansichten zu rekonstruieren.
Damit wird es auf der Grundlage eines einfachen, kostengünstigen, leicht verfügbaren
und als der Goldstandard im Bereich der Angiographie geltenden Verfahrens möglich,
die Genauigkeit der Messung funktionaler Parameter zu steigern und ein approximati-
ves 3D-Modell der Ventrikel und Koronarien zu erstellen [HG 95], [Gro 96a], [Gro 96b].
1.3.2. Segmentierung
Der Schwerpunkt der Arbeit liegt auf der Segmentierung. Durch diesen Schritt werden Kontu-
ren von medizinisch relevanten Bereichen (z. B. Organe) im Bildmaterial identifiziert, so dass
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als Ergebnis die pixels einer tomographischen Schichtaufnahme bestimmten Gewebetypen
zugeordnet werden.
Bisher haben nur wenige der in der Literatur vorgestellten, auf Bildverarbeitungsroutinen ba-
sierenden Verfahren Einzug in den klinischen Alltag gehalten. Die Akzeptanz der Verfahren
ist oft gering, da zur Steuerung der Verfahren oft intensive Kenntnisse der Bildverar-
beitung nötig sind. Hinzu kommt, dass die Ergebnisse zwar aus lokalen Bildmerkmalen
ableitbar sind, jedoch oft nicht mit den Konturen übereinstimmen, die ein Radiologe aufgrund
der langjährigen Erfahrung und seines zusätzlichen Wissens über die menschliche Anatomie
erkennen kann.
Bei dem in der klinischen Routine eingesetzten Strahlentherapieplanungssystem VIRTUOS
wird die Segmentierung beispielsweise von für die Planung relevanten Risikoorganen sowie
des Zielvolumens durch Nachzeichnen der Konturen auf tomographische Schichten (CT,
MRI) durchgeführt. VIRTUOS verwendet darüber hinaus Methoden, die beim Zeichnen ähn-
lich wie bei einem Zeichenprogramm unterstützen. So können Konturen etwa von einer
Schicht in weitere Schichten kopiert und dort durch Verschieben von Stützstellen manuell
angepasst werden.
Das manuelle Nachzeichnen von Konturen hat jedoch große Nachteile. Einerseits ist es
zeitintensiv. Andererseits ist es von der Erfahrung und häufig auch vom situativen Kontext
des Benutzers abhängig, also zu einem gewissen Grad subjektiv und nicht reproduzierbar. In
der Literatur werden zur Überprüfung der Genauigkeit die Intra- und Inter-Observer-
Variabilität untersucht, die mit Durchschnittswerten von bis zu 15% angegeben werden
[Kap 99].
Zur Objektivierung der Ergebnisse sollte daher die Segmentierung an Bildmerkmalen
orientiert sein. In der Medizin werden vielfach aktive Konturen (ACM) eingesetzt. Sie ar-
beiten ähnlich wie der kognitive Prozess eines Menschen. Die gesuchten Objekte werden
durch dynamisch verformbare Modelle repräsentiert und an die Form der Objekte in einem
Bild aufgrund von Bildmerkmalen angepasst.
Rückert nennt in seiner Arbeit fünf Gesichtspunkte, die ein Segmentierungsverfahren für eine
hohe Akzeptanz im klinischen Bereich zu erfüllen hat [Rüc 97]:
• Genauigkeit: Ein Algorithmus sollte wenigstens die Genauigkeit einer Methode er-
reichen, die als Goldstandard angesehen wird.
• Stabilität: Der Algorithmus muss gegenüber einer Verminderung der Bildqualität ro-
bust reagieren. Unter klinischen Gegebenheiten haben Bilder einen variablen
Rauschanteil und Artefakte (siehe Abschnitt 2.3). Daher wird gefordert, dass Degra-
dierungen der Bildqualität nur geringe Auswirkungen auf die Genauigkeit der Ergeb-
nisse haben.
• Verlässlichkeit: Der Algorithmus muss verlässlich in klinischen Gruppenstudien ar-
beiten, die unterschiedliche Patienten einbeziehen. Für die Akzeptanz des Algorith-
mus bei Medizinern muss er die Variabilität von anatomischen Strukturen berück-
sichtigen, die sich bei Gruppenstudien und bei einer zeitlichen Studie bei einem Pa-
tienten natürlicherweise ergeben.
• Reproduzierbarkeit: Der Algorithmus muss in der Lage sein, reproduzierbare Er-
gebnisse zu liefern und dabei die Intra- und Interobservervarianzen manueller Seg-
mentierung vermeiden.
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• Anwendbarkeit: Auch wenn ein Algorithmus vorwiegend darauf ausgelegt ist eine
spezielle Aufgabe zu erfüllen, sollte er die Flexibilität bieten, auf andere Bereiche
sowohl medizinischer Bilddaten als auch anderer Anwendungsgebiete angewendet
zu werden.
In dieser Arbeit werden drei innovative Ansätze aktiver Konturen entwickelt und mit konkur-
rierenden Methoden aus der Literatur verglichen [GNS 97], [GPK 98], [PKG 98], [GKK 99],
[GKK 01], [Gro 01]. Zur Erzeugung der Schablonen (Templates) für die Initialisierung der
Segmentierung wird darüber hinaus ein Morphing-Verfahren angewendet, so dass die Ro-
bustheit der Segmentierung einer kardiologischen Studie gesteigert wird [HGK 01].
1.3.3. Geometrische Modellierung
3D-Modelle werden häufig durch Dreiecksnetze der Objektoberfläche repräsentiert. Ein inno-
vatives Verfahren zur Generierung von Dreiecksnetzen, das nach der Vorgabe eines Start-
punktes eine Oberfläche in einer voxel-Repräsentation verfolgt, wird im Rahmen dieser Ar-
beit entwickelt [GrKi 97]. Für die Visualisierung ist eine solche Repräsentationen besonders
geeignet, da sie direkt durch entsprechende Computer-Hardware (z. B. PC-Grafikkarten)
unterstützt wird. Dennoch ist es häufig auch bei ständig wachsender Rechnerleistung durch
verbesserte Hardware sinnvoll, die Zahl der Dreiecke möglichst gering zu halten, um Objekte
in komplexe Szenen (z. B. in einen 3D-anatomischen Atlas des gesamten menschlichen
Körpers) einbetten zu können. In dieser Arbeit wird ein innovatives Verfahren zur Dreiecks-
reduktion vorgestellt, das die Zahl der Dreiecke unter Vorgabe eines Fehlermaßes adaptiert
[GrNe 98a], [GrNe 98b]. Es basiert auf einem geometrisch deformierbaren Modell (geometric
deformable model).
Für die Form- und Strukturanalyse von 3D-Modellen – insbesondere des Aufbaus von Ge-
fäßbäumen – werden darüber hinaus die Möglichkeiten einer Skelettierung ausgewertet.
Hierzu wird ein Verfahren vorgestellt, das ein Skelett durch iterative Erosion eines binären
Volumendatensatzes bestimmt. Anschließend kann durch Erkennung von Verzweigungs-
und Endpunkten der Gefäßbaum symbolisch beschrieben werden [GrKi 97].
1.3.4. Dynamische Visualisierung
Der Visualisierung kommt, wie oben angedeutet, in der Medizin eine besonders wichtige
Rolle zu. Durch die Projektion der in 3D vorliegenden Anatomie wird Information reduziert.
Es ist daher ein wichtiges Ziel, die für die Diagnose bedeutsame Information zu erhal-
ten und hervorzuheben. Es werden Verfahren benötigt, die eine hohe Flexibilität in der
Auswahl der darzustellenden Merkmale und Objekte und zudem eine große Schärfe bei der
Abbildung von Details aufweisen.
In dieser Arbeit werden zwei neue Visualisierungsverfahren des direkten Volume-Renderings
vorgestellt. Die erste der beiden Methoden bezieht globale Segmentierungsinformation in die
Visualisierung mit ein, so dass lediglich der zuvor durch Segmentierung selektierte Aus-
schnitt des Volumens (z. B. die Oberfläche des isolierten linken Ventrikels) so reich an De-
tails visualisiert wird, wie es das direkte Volume-Rendering ermöglicht. Die andere Methode
basiert auf der - insbesondere für die Darstellung von Gefäßsystemen - weit verbreiteten
Maximum-Intensitäts-Projektion (MIP) und erweitert diese durch weitergehende statistische
Betrachtungen. Durch Selektion eines Grauwerte-Bereiches (Fensterung z. B. im Intensitäts-
bereich des Gehirns) kann die Visualisierung auch hierbei auf einen bestimmten Bereich fo-
kussiert werden, so dass die Ventrikel eines Kopfdatensatzes ohne vorherige Segmentierung
visualisiert werden können [GHSK 99], [HGK 01], [Beh 00a], [Beh 00b].
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2. Bildgebung
Im Jahr 1895 entdeckte Konrad Wilhelm Röntgen eine „neue Art von Strahlen“, die den
menschlichen Körper durchdringen. Dadurch entstanden wichtige neue Diagnosemöglich-
keiten (nicht nur) für die Medizin. Der Bedarf nach Methoden, die interne anatomische
Strukturen abbilden, deutet sich bereits in der Kürze der Zeit an, die bis zur ersten Anwen-
dung verging: Zur Diagnose eines Knochenbruchs wurde die Röntgenstrahlung bereits am 3.
Februar 1896 eingesetzt - wenige Tage nach Röntgens Veröffentlichung in der Zeitschrift
Nature am 23. Januar 1896. Die Rolle bildgebender Verfahren ist aufgrund der technologi-
schen Entwicklung und der Entdeckung neuer physikalischer Effekte, die zur Bildgebung ge-
nutzt werden können, stetig gewachsen.
In diesem Kapitel werden Verfahren, Anwendungen und Eigenschaften der gängigsten klini-
schen Bildgebungsmodalitäten zusammengefasst. Darüber hinaus stellt das Kapitel das me-
dizinische Austauschformat DICOM 3.0 vor, beschreibt die wichtigsten Abbildungsfehler und
diskutiert Verfahren für deren optimale Unterdrückung.
2.1. Röntgen-projektive Verfahren
Das bereits von Röntgen eingesetzte Verfahren der Projektion durch Röntgenstrahlen wird
auch heute vielfach angewendet. Dazu wird der zu untersuchende Körperbereich zwischen
eine punktförmige Röntgenquelle und einen Projektionsschirm positioniert, der die nach der
Absorption durch den Körper verbleibende Intensitätsverteilung der Röntgenstrahlung in ein
sichtbares Bild wandelt. Die Röntgenabsorption der Eingangsintensität I0 folgt in erster Nähe-
rung4 dem in Gleichung (2.1) gegebenem Absorptionsgesetz nach Lambert-Beer.

=
− dx
eII
µ
0 ( 2.1 )
µ ist der lokale Absorptionskoeffizient und I die Intensität am Detektor. Zur Umsetzung der
Röntgenstrahlen in ein sichtbares Bild werden unterschiedliche Techniken eingesetzt:
• Schwärzung eines speziellen Röntgenfilmes
• Digitalisierung durch Röntgenstrahlen wandelnde digital arrays
• Röntgen-Bildverstärker (RBV)
Der Bereich der Anwendung von Röntgenfilmen deckt sich mit dem eines digital arrays.
Durch beide können statische Bilder generiert werden. In naher Zukunft werden jedoch
Röntgenfilme durch die direkte Aufzeichnung digitaler Bilder durch digital arrays vollständig
abgelöst werden. Die Vorteile liegen bei zunehmender und heute schon mit dem Röntgenfilm
vergleichbarer Abbildungsqualität5, geringerer Strahlenbelastung durch höhere Empfindlich-
keit, einem einfacheren Handling der Bilder für den Zugriff über ein Netzwerk, Archivierung
und Weiterverarbeitung sowie der sofortigen Verfügbarkeit bei der Akquisition durch ein di-
gital array (ca. 5 Sekunden nach der Aufnahme). Darüber hinaus sind digital arrays in der
                                               
4 Um die dabei zu beobachtende sogenannten Strahlaufhärtung zu berücksichtigen, die sich
aus den verschiedenen Wellenlängen des am Abbildungsprozeß beteiligten Röntgen-
lichtspektrums ergibt, muß strenggenommen für jede Wellenlänge ein eigener Absorptions-
koeffizient verwendet werden.
5 Die Auflösung heutiger Systeme liegt bei etwa 200 pixels/inch bei einer Digitalisierungstiefe
von 14 Bit und einem mit Film vergleichbaren SNR [JLPL 95]
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Lage, unmittelbar nach einer Aufnahme (nach ca. 30 Sekunden) weitere Aufnahmen zu er-
stellen, ohne dass eine Filmkassette gewechselt werden muss.
Durch einen RBV ist es andererseits möglich, bei vergleichsweise geringer Strahlenexpositi-
on des Patienten dynamische Vorgänge nahezu kontinuierlich über einen längeren Zeitraum
zu beobachten. Die am RBV ankommende Röntgenstrahlung setzt beim Auftreffen auf den
Eingangsschirm aus der rückseitigen Photokathode Elektronen frei. Diese werden anschlie-
ßend in der evakuierten Röhre durch Magnetfelder beschleunigt. Durch Auftreffen der Elek-
tronen mit hoher Energie auf dem Ausgangsleuchtschirm wird ein helles Bild mit hohem De-
tailauflösungsvermögen erzeugt, das ein optisches System auf einem Bildschirm darstellt.
Bei älteren Geräten wird gleichzeitig zur Dokumentation das Bild auf Cinefilm aufgezeichnet.
Das als Röntgendurchleuchtung bezeichnete Verfahren wird zur Diagnose im Magen-Darm-
Trakt, für intrathorakale Organe, bei chirurgischen Eingriffen (Knochennagelung, Schrittma-
cherimplantationen) und bei angiographischen Untersuchungen und Behandlungen einge-
setzt.
Blutgefäße werden sichtbar, wenn dem Patienten ein Kontrastmittel, z. B. durch einen Ka-
theter, injiziert wird. Aufgrund des höheren Absorptionskoeffizienten des meist Jod- oder Ba-
rium-haltigen Kontrastmittels werden die Blutgefäße hervorgehoben, so dass z. B. Ge-
fäßverengungen (Stenosen) und Gefäßaussackungen (Aneurysmen) diagnostiziert werden
können. Im Bereich der Koronarangiographie und Ventrikulographie ist die räumliche und
zeitliche Auflösung bei gleichzeitig geringen Kosten bisher nicht durch andere Bildgebungs-
verfahren erreicht, so dass es den Goldstandard darstellt.
Ein Nachteil der Projektion durch Röntgenstrahlen liegt in der Überlagerung anatomischer
Strukturen. Durch Subtraktionsangiographie, bei der eine Aufnahme ohne und eine Aufnah-
me mit injiziertem Kontrastmittel erstellt und das Differenzbild berechnet wird, können Blut-
gefäße dennoch in der Projektion durch Aufhebung des nahezu konstanten Hintergrundes in
beiden Aufnahmen klar hervorgehoben werden.
(a) (b)
Abb. 2-1: Angiographiesysteme (a) monoplanes System (b) Prinzipskizze
Abb. 2-1 zeigt ein Angiographiesystem. Zwei unterschiedliche Bauarten werden verwendet.
Bei einem monoplanen System ist nur ein Paar aus Röntgenquelle und RBV an einem Arm
montiert, das um den auf einer Couch liegenden Patienten rotiert, während ein biplanes Sy-
stem zwei unabhängig voneinander bewegliche Paare besitzt. Mit letzterem ist die simultane6
                                               
6 Die Bilder werden strenggenommen zeitlich um wenige ms versetzt aufgenommen, um
Wechselwirkungen zwischen der Strahlung beider Röntgenquellen zu vermeiden.
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Aufnahme von zwei Bildsequenzen aus unterschiedlichen Winkeln möglich, die dem Radio-
logen zu einer räumlichen Vorstellung der Gefäßsysteme verhilft.
Bei der Rotation des Systems aus Röntgenquelle und RBV um den Patiententorso werden
dabei zwei Winkel unterschieden:
• Rotation bezeichnet den Winkel um die Längsachse des Patienten, also von LAO nach
RAO.
• Angulation bezeichnet den Winkel um die Transversalachse (z. B. linke Schulter –
rechte Schulter) des Patienten, also von kranial (kopfwärts) nach und kaudal (fußwärts).
2.2. Tomographische Verfahren
Der Name Tomographie leitet sich aus dem griechischen Wort für Schicht Tome ab. Damit
bezieht sich der Name auf deren Arbeitsweise, bei der der Körper während der Aufnahme
entlang von Ebenen überlagerungsfrei eingescannt wird. Es werden die folgenden Schich-
trichtungen unterschieden: sagittal, frontal, transversal (siehe Abb. 2-2). Zur Akquisition von
Bildern des Herzens werden die Ebenen häufig quer zur langen Achse oder parallel zu die-
ser gewählt. Die Ebenen werden als long-axis bzw. short-axis view bezeichnet.
(a) (b)
Abb. 2-2: (a) Ebenen des Körpers (1) Sagittalebene (2) Frontalebene (3) Transversalebene (b) Prinzip der Rönt-
gencomputertomographie (aus [Psch98])
2.2.1. Röntgencomputertomographie
1972 wurde bei der Firma EMI von Godfrey Hounsfield der erste Röntgencomputertomo-
graph (CT) entwickelt. Durch die Einführung der CT in die Medizin wurde auch erstmals der
Computer im medizinischen Alltag eingesetzt. Da das Verfahren auf der physikalischen Ba-
sis der Absorption von Röntgenstrahlung arbeitet, entsprechen die Intensitätswerte der pixels
der digitalen Schichtbilder den gemessenen Absorptionskoeffizienten eines kleinen Gewe-
beausschnittes. Die Maßeinheit für die durch 12 Bit kodierten Werte ist die Hounsfield Unit
(HU), die durch Luft (mit -1024 HU) und Wasser (mit 0 HU) festgelegt ist. Abb. 2-3a zeigt
sich aus dieser Definition ergebende Durchschnittswerte für einige Gewebetypen.
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Gewebetyp HU
Knochen > 250
Schilddrüse 70 ±10
Leber 65 ± 5
Milz 45 ± 5
Bauchspeicheldrüse 45 ± 5
Niere 40 ± 10
Fett -90 ± 10
Blut 55 ± 5
Graue Hirnsubstanz 30 ± 2
Weiße Hirnsubstanz 36 ± 4
(a) (b)
Abb. 2-3: (a) Absorptionswerte in Hounsfield Units für verschiedene Gewebetypen (aus [Schu85]) (b) Frontaler
Schnitt durch den visible human [Ack 97] extrahiert aus einer Sequenz ca. 250 transversaler CT-Schichten
Die Arbeitsweise eines CT-Gerätes soll im folgenden kurz beschrieben werden: Ein Fächer-
bündel von Röntgenstrahlen, ausgesandt von einer um den Patienten rotierenden Röntgen-
quelle, dringt hierbei quer durch die zu untersuchende Körperpartie (zum Beispiel den Kopf)
während der Patient schrittweise in einer Röhre vorgeschoben wird. Der Vorschub erfolgt im
allgemeinen jeweils, nachdem eine Schicht vollständig gescannt wurde. Gleichzeitig regi-
striert ein ringförmiges System von Röntgen-Detektoren auf der anderen Seite des Patienten
die austretende Intensität.
Aus den gemessenen Intensitätswerten kann anschließend die Verteilung der Absorptions-
koeffizienten für jeden pixel einer Schicht räumlich rekonstruiert werden. Die Aufgabenstel-
lung ist nicht trivial, da sich aus der verbleibenden Intensität das Integral von Absorptions-
koeffizienten über den Strahlweg bestimmt (siehe Lambert-Beer-Gesetz Gleichung (2.1)), al-
so im diskreten Fall die Summe der Absorptionskoeffizienten aller von einem Strahl getroffe-
nen pixels gemessen wird. Sie ist jedoch lösbar, da im Laufe des Scan-Vorganges ausrei-
chend viele Strahlen einen pixel aus jeweils unterschiedlichen Winkeln treffen. Dadurch tre-
ten die einzelnen Absorptionswerte der pixels jeweils in unterschiedlich verketteten Summen
auf. Im kontinuierlichen Fall entspricht die Lösung der inversen Radon-Transformation [Rad
17]. Für den diskreten Fall gibt es zahlreiche numerische Algorithmen zur Rekonstruktion (z.
B. [HerNa 77], [FDK84]). Ein Ansatz zur Rekonstruktion wird im Abschnitt 3.2 vorgestellt.
Seit der Entwicklung des ersten CT-Gerätes konnte durch verbesserte Konfiguration der
Strahlungsquellen und durch Verzicht auf mechanisch rotierende Teile die Akquisitionszeit
von anfänglich mehreren Minuten für eine Einzelschicht auf ca. 50 ms für die parallele Ak-
quisition von zwei bis vier benachbarten Schichten bei einem kardiovaskulären CT reduziert
werden [CJS 93]. Dadurch ist das Aufnahmeverfahren schnell genug, um das Herz - trotz der
hohen Geschwindigkeit der Herzkammer-Wandbewegungen - weitgehend frei von Bewe-
gungsartefakten darzustellen. Mit Hilfe einer Triggerung durch das EKG des Patienten kön-
nen zudem mehrere räumliche Datensätze zu definierten Zeitpunkten innerhalb eines Herz-
zyklus erstellt werden.
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Abb. 2-4: Aufbau eines Elektronenstrahl-Computertomographen
Im folgenden sollen einige spezielle Bauformen von Computertomographen beschrieben
werden.
• Der Aufbau eines für die kardiovaskuläre Bildgebung geeigneten Elektronenstrahl-CT
(electron beam computer tomograph = EBCT) ist in Abb. 2-4 gezeigt. Um die Patienten-
Couch sind zwei Ringe, der Detektor-Ring und der Target-Ring, angeordnet. Durch ei-
nen in axialer Verlängerung kopfwärts des liegenden Patienten angeordneten Be-
schleuniger wird ein Elektronenstrahl erzeugt, der durch ein ablenkendes Magnetfeld
nacheinander auf die Targets des Target-Rings gerichtet werden kann. Diese senden
daraufhin einen fächerförmigen Röntgenstrahl aus, der  durch den Patienten auf die
Detektoren im Detektor-Ring gelenkt wird. Da der Strahl sehr viel schneller auf die un-
terschiedlichen Targets gerichtet werden kann, als eine Quelle mechanisch rotiert wer-
den könnte, ist diese Bauart die derzeit schnellste.
• Eine weitere Bauform - das sogenannte Spiral-CT - beschleunigt die Akquisition eines
Volumens durch konstanten Vorschub des Patienten während der Rotation, so dass die
Bewegung der Strahlenquelle um den Patienten eine Spirale beschreibt. Im Gegensatz
zu konventionellen CT-Datensätzen, bei denen der Schichtabstand im allgemeinen grö-
ßer gewählt wird als die Schichtdicke, die sich aus der Ausdehnung des Röntgenstrahls
ergibt, überlappen sich die Strahlenbündel beim Spiral-CT. So ist es möglich, ein konti-
nuierlicheres Volumen mit höherer Auflösung entlang der Bewegungsachse zu rekon-
struieren. Diese Art der Aufnahme ist besonders sinnvoll für die Akquisition von Blutge-
fäßen, da die Zeit für die Injektion des Kontrastmittels durch die geringe Akquisitionszeit
minimal ist. Das reduziert einerseits die Gesamtmenge des verabreichten Kontrastmit-
tels, andererseits ist durch die kürzere Zeit das Kontrastmittel noch weniger ins Gewebe
diffundiert, so dass der Kontrast der Aufnahme hoch ist.
Wie im Fall der Röntgendurchleuchtung ergibt sich bei der CT eine Strahlenbelastung für
den Patienten, die aufgrund der ionisierenden Wirkung der Röntgenstrahlung für das Gewe-
be des Patienten ein gesundheitliches Risiko darstellt. Eine höhere Auflösung eines Daten-
satzes bedeutet im allgemeinen auch eine höhere Strahlenbelastung und ist daher stets vom
Radiologen mit dem Nutzen der Bilder für die Gesundheit des Patienten abzuwägen.
2.2.2. Magnet-Resonanztomographie
Zur gleichen Zeit wie die CT wurde auch MRI (magnetic resonance imaging) entwickelt. Das
nicht-invasive tomographische Bildgebungsverfahren wurde in den Jahren 1971 - 1973 für
die Medizin vorgeschlagen und hielt Anfang der 80er Jahre Einzug in die klinische Medizin.
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Für die Entdeckung der nuklearen magnetischen Resonanz waren die beiden unabhängig
voneinander forschenden Entdecker Felix Bloch und Edward Purcell 1952 durch den Nobel-
preis für Physik ausgezeichnet worden.
Bei der MRI wird der Patient einem statischen Magnetfeld (ca. 1 - 4 T) ausgesetzt, dessen
Feldlinien senkrecht zur Aufnahmeebene verlaufen. Bei einigen im menschlichen Körper
vertretenen Atomkernen (z. B. von Wasserstoff, Sauerstoff, Fluor, Natrium und Phosphor)
richtet sich daraufhin die Spin-Achse des Kernspins entlang der Magnetfeldlinien aus. Wird
durch ein quer angelegtes, mit Hochfrequenz schwingendes elektromagnetisches Feld Ener-
gie eingebracht, führen die Kerne wie ein Kreisel eine Präzessionsbewegung um ihre Ruhe-
lage aus. Diese Anregung der Kerne geschieht bevorzugt dann, wenn die Frequenz des HF-
Feldes der Resonanzfrequenz des Kernes (Larmor-Frequenz) gleicht. Sie ist abhängig von
der Stärke des statischen Magnetfeldes und der Masse der Kerne, also der Art des Isotops
sowie von weiteren sekundären Effekten (z. B. molekulare Bindung).
Im Zustand der Anregung können die Kerne, die aufgenommene Energie in Form von Pho-
tonen auszusenden, um sich daraufhin wieder entlang der Magnetfeldlinien auszurichten.
Dadurch ist gleichzeitig eine Zunahme der Magnetisierung entlang der Feldlinien und eine
Abnahme senkrecht zu diesen messbar. Wird das HF-Feld abgeschaltet, wird die einge-
brachte Energie daher allmählich durch Induktion in die HF-Spule abgegeben. Dadurch, dass
das statische Magnetfeld mit einem zusätzlichen räumlichen Gradientenfeld überlagert wird,
kann aus der Larmor-Frequenz auf die Lage einer Emissionsquelle geschlossen werden und
so durch zeilen-, reihen- und schichtweise Abtastung ein räumliches Bild entstehen.
Ein MRI-Gerät ist in der Lage, drei Größen zu messen, die von der Charakteristik des unter-
suchten Materials und dessen Umgebungsbedingungen (z. B. Flüssigkeit / Feststoff) abhän-
gig sind:
ϖ Protonendichte (PD): Stärke des Signals (d. h. Dichte der schwingenden Kerne) ei-
ner bestimmten Region
ϖ Relaxationszeit T1 (spin-lattice): Zeit für die Zunahme der Magnetisierung längs
des statischen Magnetfeldes nach Abschalten des anregenden HF Magnetfeldes. T1
ist dabei die Zeit, die benötigt wird, bis die Magnetisierung wieder bei 63% des im
statischen Fall vorliegenden Wertes ist.
ϖ Relaxationszeit T2 (spin-spin): Zeit für die Abnahme der Magnetisierung quer zum
statischen Feld, welche durch Wechselwirkungen (Entkoppelung der Phase der Prä-
zessionsbewegung) zwischen den einzelnen kreisenden Kernen geringer ist als T1.
Bei Knochen liegt T2 im Bereich von Mikrosekunden, während T1 in der Größenordnung von
mehreren Stunden liegt, d. h. das messbare Signal verschwindet nach Anregung extrem
schnell, während es sehr lange dauert, bis der Gleichgewichtszustand erreicht wird. Kno-
chengewebe kann daher durch die sich in kurzen Abständen wiederholenden Anregungen
nicht abgebildet werden. Hingegen unterscheiden sich, wie in Abb. 2-5 sichtbar ist, Gewe-
betypen des Körpers stark voneinander. T1 bzw. T2 liegen bei Weichteilgewebe etwa bei 0,5
s bzw. 50 ms.
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(a) (b) (c)
Abb. 2-5: Frontale MR-Schicht des Gehirns mit unterschiedlichen Messgrößen (a) PD (b) T1 (c) T2
Wie bei CT gibt es auch bei der MR einige Spezialformen:
• Zur Akquisition des dynamisch bewegten Herzmuskels werden bei vaskulärer MRI
Schichtbilder unter EKG-Triggerung erstellt, da das Aufnahmeverfahren aufgrund der
Messung von Zeiten prinzipiell langsam ist und daher sonst Bewegungsartefakte ent-
stehen würden.
• Da durch MRI weder für den Patienten noch für das Personal ein nachgewiesenes Ge-
sundheitsrisiko entsteht, können zum Monitoring von chirurgischen Eingriffen offene
MR-Geräte (siehe Abb. 2-6b) eingesetzt werden. Dadurch ist es möglich, eine Operati-
on z. B. des Gehirns zu überwachen7.
• Bei der magnetischen Resonanz-Angiographie (MRA) werden Gefäße allein auf-
grund des Blutflusses hervorgehoben. Gleichzeitig wird das Signal des statischen Ge-
webe weitgehend unterdrückt. Zwei Effekte werden hierbei genutzt:
1. die Phasenverschiebung des HF-Feldes aufgrund der durch den Blutfluss bewegten
Kerne und
2. Effekte, die sich aus dem Herein- und Herausfließen unangeregter Kerne in die ge-
sättigten statischen Bereiche einer Schicht ergeben.
Einige Verfahren ermöglichen es sogar, zwischen Arterien und Venen zu differenzieren
[CJS 93].
• Die sogenannte funktionelle Kernspintomographie (fMR) (siehe Abb. 2-6a) nutzt Än-
derungen der Sauerstoffsättigung des Blutes, wie sie bei motorischen, sensiblen oder
kognitiven Hirnaktivitäten auftreten, für die Untersuchung. Da sauerstoffreiches Blut an-
dere magnetische Eigenschaften hat als sauerstoffarmes, entsteht in aktivierten und
dadurch stärker durchbluteten Hirnarealen ein anderes Gewebesignal als in nicht-
aktiven. Mit Kontrastmitteln kann dieser Effekt noch verstärkt werden. Auf diese Weise
lässt sich beispielsweise analysieren, ob ein Hirntumor wichtige, bei der Operation zu
schonende anatomische Strukturen aus ihrer normalen Lage verdrängt hat.
• Bei der tagged-MRI (siehe Abb. 2-6c) wird durch räumliche Modulation des HF-Feldes
das Gewebe durch ein geometrisches Streifenmuster markiert, das sich aus einer Folge
von angeregtem und unangeregtem Gewebe ergibt. Bewegt sich das Gewebe, wie z. B.
                                               
7 Da beim Öffnen des Schädels und dem Entfernen von Gehirnmasse sich das Gehirn ver-
formt (brain-shift), ist eine Überwachung einer solchen Operation allein aufgrund von präope-
rativ erstelltem Bildmaterial unmöglich.
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der Herzmuskel8, bewegen sich die Markierungen mit, so dass in der rekonstruierten
Schicht ein verformtes Muster erkennbar wird. Ausgezeichnete Punkte auf dem Herz-
muskel können so leichter in den verschiedenen Schichtbildern einer zeitlichen Sequenz
identifiziert und einander zugeordnet werden.
(a) (b) (c)
Abb. 2-6: (a) Schicht eines fMR, (b) offenes MR-Gerät, (c) Schicht eines tagged MRI
2.2.3. Nuklearmedizinische Bildgebungsverfahren
Durch Injektion spezieller Radiopharmaka, die radioaktiv markierten Nährstoffen entspre-
chen, senden Bereiche mit hohem Glukose- oder Sauerstoff-Stoffwechsel bei der Akquisition
durch nuklearmedizinische Bildgebungsverfahren Gamma-Strahlung aus, deren Intensität
sich nach der Dichte des Radiopharmakons richtet. Regionen mit einem stärkeren Stoff-
wechsel senden daher aufgrund der Anreicherung ein intensiveres Signal aus als Regionen
schwächeren Stoffwechsels.
Zur Akquisition von Schichtaufnahmen der Verteilung des Radiopharmakons sind in einem
SPECT/PET (single photon/positron emission computed tomography) Gamma-Kameras um
den Patienten herum ringförmig angeordnet, die Gamma-Strahlung ähnlich wie der Detektor-
ring eines CT-Gerätes erfassen. Das Signal kann daraus nach einem ähnlichen Prinzip
räumlich rekonstruiert werden. So ist der Arzt durch nuklearmedizinische Bildgebungsverfah-
ren in der Lage, aufgrund von funktionalen Bildern z. B. die räumliche Gehirnaktivierung
oder die Durchblutung des Herzmuskels zu analysieren.
Die Hauptnachteile dieser Methode liegen im Mangel an anatomischer Information und in der
geringen Auflösung der Bilder (ca. 5 mm / pixel). Die anatomische Information wird zur bes-
seren Orientierung oft durch die simultane Akquisition eines MRI ergänzt und kann in der
Darstellung nach einer räumlichen Registrierung der Schichtbilder überlagert werden. Abb.
2-7 zeigt einige Beispiele.
                                               
8 Dieses Muster wird bei der Aufnahme von Herzbildern für ca. 5-12 ms erzeugt, nachdem
die R-Welle im EKG detektiert wurde.
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(a) (b) (c)
Abb. 2-7: (a) SPECT-Schicht eines Gehirns mit Tumor, (b) dieselbe Schicht, überlagert mit einer registrierten
MRI-Schicht, (c) PET-Schicht des Herzens
2.2.4. Ultraschall
Die Bildgebung durch Ultraschall wird als Puls-Echo-Verfahren bezeichnet und beruht als
solches auf der teilweisen Reflexion von Pulsen hochfrequenter9 Schallwellen an Übergän-
gen zwischen unterschiedlichen Stoffen und Gewebearten. Ausgesendet werden die Schall-
wellen von Transducer-Arrays. Die Elemente dieses Arrays sind Kristalle, die mechanisch
vorgespannt sind und durch ein elektrisches Feld piezoelektrisch zum Schwingen angeregt
werden. In Umkehrung des Prozesses wird beim Auftreffen der reflektierten Schallwellen in
den Kristallen eine Spannung generiert, so dass sie gleichzeitig als Empfänger dienen. Aus
dem Zeitunterschied zwischen Aussenden des Pulses und dem Empfang kann die Entfer-
nung jedes Reflektors bestimmt werden.
Im sogenannten A-Mode (Amplituden-Mode) eines medizinischen Ultraschallgerätes wird die
Amplitude des empfangenen Signals für jedes einzelne Element dargestellt. Ein 2D-Bild wird
im B-Mode (Brightness-Mode) generiert, indem die Intensitäten entlang der Scan-Linien je-
des einzelnen Transducers als Helligkeitsintensitäten aufgetragen und im orthogonalen Ko-
ordinatensystem des Bildes abgetastet werden. Im M-Mode (Motion-Mode) entspricht eine
der Bildachsen der Zeit, so dass eine ausgewählte Scan-Linie über die Zeit aufgetragen
werden kann. Hierdurch kann z. B. bei der Echokardiographie die Änderung der Wanddicke
von Herzkammern über die Zeit vermessen werden.
Darüber hinaus ermöglichen einige moderne Ultraschallgeräte Farbdoppler-Ultraschall. Ne-
ben der Messung der Intensität der reflektierten Pulse wird hierbei auch deren Frequenz ge-
messen. Veränderungen der Frequenz treten durch die Bewegung der reflektierenden Ob-
jekte ein. In der Echokardiographie z. B. ist die Frequenz des Echos der roten Blutzellen von
ihrer Bewegung abhängig. Fließt das Blut auf den Transducer zu, wird durch den Doppleref-
fekt die Frequenz erhöht, in der Gegenrichtung verringert. Der Betrag und das Vorzeichen
der Geschwindigkeit werden als Farbe kodiert dem US-Bild überlagert. Da das reflektierte
Echo des Blutes aufgrund der Reflexion an vielen unterschiedlich bewegten Blutzellen häufig
aus mehr als einer Frequenz aufgebaut ist, gibt es darüber hinaus Spektraldopperverfahren.
                                               
9Typische Frequenzbereiche für die Darstellung von Organen in der inneren Medizin sind 2
bis 5 MHz. Dabei dringt Ultraschall um so weiter ins Gewebe ein, je geringer seine Frequenz
ist. Mit abnehmender Frequenz sinkt jedoch das räumliche Auflösungsvermögen. Zwischen
optimaler Eindringtiefe und der Auflösung muß daher immer ein Kompromiß gefunden wer-
den.
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Für US-Transducer gibt es unterschiedliche Bauformen. Einige sind entsprechend ausge-
führt, um in Körperhöhlen eingeführt zu werden. Vom Ösophagus aus können beispielsweise
Bilder des linken Ventrikels mit hoher Auflösung und geringem Rauschen erstellt werden. Ei-
ne miniaturisierte Bauform ermöglicht den sogenannten intra-vaskulären US (IVUS). Der
Transducer wird durch einen Katheter in Blutgefäße vorgeschoben, um so die Morphologie
von Stenosen mit hoher Genauigkeit zu untersuchen.
Bisher ist es unmöglich, statische Transducerköpfe zu konstruieren, die den Schall in alle
drei Raumrichtungen aussenden, um sie anschließend beim Empfangen entsprechend auf-
lösen zu können. Um dennoch volumetrische Bilder zu erhalten, kann das konventionelle 2D-
B-Mode-Schichtbild innerhalb eines orthogonalen Gitters eines Volumendatensatzes abgeta-
stet werden, wenn Position und Ausrichtung der Schicht im Raum bekannt sind. Kommer-
zielle 3D-Systeme besitzen einen Transducerkopf, der während der Akquisition eine defi-
nierte Bewegung (Schwenk, Rotation) ausführt. Lengyel et al. [Len 95] nutzen die Informati-
on einer aus angiographischen Projektionen rekonstruierten Gefäßmittellinie für die Abschät-
zung der Lage und Orientierung eines durch die Koronargefäße zurückgezogenen IVUS-
Katheters. In [VoGri96] wird ein externes Messgerät zur Bestimmung der Parameter an ei-
nem konventionellen US-Transducerkopf befestigt.
Trotz der recht unscharfen Darstellung und der gegenseitigen Abschattung von Konturen in
Ultraschallbildern wächst die Zahl der Untersuchungen durch diese kostengünstige, interak-
tive und unschädliche Methode derzeit am schnellsten.
2.3. Bildfehler
Da es sich bei jeder medizinischen Bildgebung um die Messung von physikalischen Prozes-
sen handelt, die vereinfacht betrachtet werden, treten Messfehler auf, die sich in Artefakten
gegenüber den theoretisch erwarteten Bildern niederschlagen.
• Bildrauschen
Aufgrund des Bildrauschens ist eine im allgemeinen unkorrelierte, mittelwertfreie, stati-
stische Abweichung des gemessenen Grauwertes eines pixels gegenüber einem Mit-
telwert beobachtbar, der sich aus wiederholter Messung ergäbe. Das Bildrauschen hat
je nach Modalität verschiedene physikalische Ursachen. Im Fall von Röntgenstrahl-
basierter Bildgebung ist das Rauschen auf nicht im Lambert-Beer-Gesetz modellierte
sekundäre Effekte wie Quantenrauschen, Brechung, Reflexion und Streuung der Rönt-
genstrahlung im Gewebe zurückzuführen. Im Fall von Ultraschall, bei dem ein sehr star-
kes Rauschen beobachtbar ist, senden kleinste inhomogene Partikel (z. B. Luftblasen)
im Gewebe Echos aus, die die eigentlich zu erfassenden Signale der Grenzen zwischen
unterschiedlichen Gewebearten überlagern.
• Partialvolumen-Effekte
Aufgrund der begrenzten Auflösung eines digitalen Bildes und des auf Integration beru-
henden Prinzips der Bildgebung ergibt sich bei der Akquisition einer Aufnahme das
Problem des sogenannten Partialvolumen-Effektes. Dabei überlagern sich in einzelnen
Bildelementen (Pixels, Voxels) die Eigenschaften unterschiedlicher Gewebearten, die
innerhalb eines Bildelements liegen, so dass der resultierende Wert eine gewichtete
Summe der beteiligten Gewebearten ist. Der Ergebniswert kann folglich den Wert eines
gänzlich anderen Gewebes repräsentieren.
• Geometrische Verzerrungen
Geometrische Verzerrungen eines Bildes sind auf mechanische Toleranzen und Inho-
mogenitäten der zur Bildgebung verwendeten Felder zurückzuführen. Es lassen sich
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Bildverzerrungen in zwei Klassen einteilen: Globale Verzerrungen, die sich durch weni-
ge globale Parameter beschreiben lassen, wie die kissen- und linsenförmige Verzerrung
und nichtlineare, lokale Verzerrungen. Bei einem RBV liegen die Ursachen beispiels-
weise im gekrümmten Ein- und Ausgangsschirm sowie dem Einfluss des Erdmagnetfel-
des auf die Bewegung der Elektronen im RBV. Somit ist die aktuelle Verzerrung eines
Bildes von der aktuellen Position des RBV gegenüber dem Erdmagnetfeld abhängig.
Bei der MR sind Verzerrungen auf Inhomogenitäten des Gradientenfeldes zurückzufüh-
ren. Sie bewirken, dass die Larmor-Frequenz örtlich von der vorgesehenen Larmor-
Frequenz abweicht und die Lage eines sendenden Kerns daher nur mit einem Fehler
ermittelt werden kann.
• Bias-Feld
Ein Bias-Feld ist bei der MR und der Röntgendurchleuchtung beobachtbar. Es handelt
sich dabei um eine räumliche Intensitätsverteilung, die zur Bildgebung  verwendeten
physikalischen Eigenschaften ableitbaren Intensitätswerten überlagert ist. Bei der MR
resultiert diese aus Inhomogenitäten des HF-Feldes. Bei der Röntgendurchleuchtung ist
das inhomogene Beschleunigungsfeld des RBV für eine Vignettierung verantwortlich.
• Rekonstruktionsartefakte
Rekonstruktionsartefakte sind bei der CT beobachtbar und haben ihren Ursprung nicht
in physikalischen Effekten, sondern in Algorithmen der Rekonstruktion. Sie äußern sich
in Schichten, in denen Bereiche mit einer im Vergleich zum Körpergewebe großen Ab-
sorption sichtbar sind, z. B. Metallteile wie Zahnfüllungen, Katheter und Herzschrittma-
cher. In diesen Schichten sind stern- und streifenförmige Muster hoher Intensität, die
strahlenförmig vom Objekt ausgehen, den Normalintensitäten überlagert. Die Gründe für
die Artefakte sind abhängig vom gewählten Rekonstruktionsalgorithmus Alialising-
Effekte (Fourier-Rekonstruktion), numerische Instabilitäten (gefilterte Rückprojektion)
oder Terminationsprobleme (algebraische Verfahren). Abb. 2-8 zeigt ein Beispiel von
Rekonstruktionsartefakten einer Zahnfüllung.
Abb. 2-8: Rekonstruktionsartefakte durch metallische Zahnfüllungen in einer CT Schicht
• Bewegungsartefakte (motion blurring)
Aufgrund von Patientenbewegungen (z. B. Atmung, Herzkammerwandbewegung) wird
die Bildschärfe je nach Bildgebungsverfahren lokal oder global vermindert. Da Rekon-
struktionsalgorithmen von der Durchleuchtung eines starren Körpers ausgehen, treten
Bewegungsartefakte bei der CT global im Bild auf.
Dissertation, S. Großkopf GRIS, TU-Darmstadt
28
2.4. Diskussion: Beheben / Berücksichtigen von Bildfehlern
Das Entfernen von Bildfehlern, die aus einer mangelnden Bildgebung resultieren, wird häufig
durch Vorverarbeitung kompensiert. Die Auswahl von Verfahren für diesen Schritt muss je-
doch insbesondere im Bereich der Medizin mit großer Vorsicht erfolgen, um alle wichtigen
Bildmerkmale zu erhalten, die für die Diagnose von Nutzen sein könnten.
Entsprechend der Vielfalt der Bildfehler gibt es eine auch eine Vielfalt an Methoden für die
Vorverarbeitung, die zum Teil auf bestimmte Fehlerarten spezialisiert sind (z. B. [Roh 98]).
Im folgenden soll beispielhaft die Beseitigung von Rauschen diskutiert werden.
Zur Rauschunterdrückung eingesetzte Gaußfilter glätten das Bild zwar, die Filterung resul-
tiert jedoch praktisch in einer Auflösungsreduktion, da sie hohe Frequenzen aus dem Bild
entfernt. Dadurch werden Bildkonturen unscharf. Eher angemessen sind Medianfilter, die
das zentrale pixel einer quadratischen (in 2D) oder würfelförmigen (in 3D) Filtermaske durch
den Median der Werte innerhalb der Filtermaske ersetzen. Sie unterdrücken das Bildrau-
schen, da sie auf einer größeren Anzahl von Messungen beruhen, erhalten jedoch scharf
ausgeprägte Konturen, da ein Kontur-pixel durch Bestimmung des Medians nicht zwischen
unterschiedlichen Klassen gemittelt, sondern einer Klasse zugeordnet wird. In Abhängigkeit
von der Größe der gewählten Umgebung werden jedoch kleinere Kanten eliminiert und Ek-
ken abgerundet.
Besser für eine kantenerhaltende Rauschunterdrückung geeignet ist die anisotrope Diffusion
(ADF) (z. B. [ATB 95]) oder level set Methoden (z. B. [Seth96], siehe auch Abschnitt 6.2). Bei
der ADF werden Messfehler durch die simulierte Diffusion der Intensitätswerte zwischen
Nachbar-pixels korrigiert. Die ungerichtete, isotrope Diffusion entspricht einer Gaußfilterung.
ADF hingegen besitzt eine Vorzugsrichtung, die vom lokalen Bildgradienten ∇I abhängt, wie
es Gleichung (2.2) angibt.
( )( )Iyxcdiv
t
I ∇=
∂
∂ , ( 2.2 )
Durch die Wahl kleiner Diffusionskoeffizienten c(x,y) in der Nähe von Konturen kann eine
Diffusion quer zu Konturen verhindert werden, die bei der Gaußfilterung eine Unschärfe ein-
führt.
Viele neuere Ansätze verzichten ganz auf eine Vorverarbeitung und berücksichtigen Fehler
der Bildgebung in den ersten Verarbeitungsschritten (z. B. der Segmentierung). In [XiaSh 98]
und bei [Kap 99] wird beispielsweise ein Verfahren beschrieben, das gleichzeitig zur Klassifi-
kation des Gehirngewebes den systematischen Fehler der MR-Bildgebung in Form eines Bi-
as-Feldes durch expectation maximization abschätzt. Im Abschnitt 5.4.3.2 der vorliegenden
Arbeit wird ebenfalls ein Verfahren entwickelt, das zunächst den mittleren Fehler durch das
Bildrauschen aufgrund der Differenz aus einem Median-gefilterten Bild und dem Originalbild
abschätzt (vgl. [Par 93]), um diese Größe anschließend bei der Klassifikation zu berücksich-
tigen.
2.5. Organisation von medizinischen (Bild-)Daten - der DICOM 3.0 Standard
Der DICOM 3.0 Standard (Digital Imaging and COmmunications in Medicine) wurde vom
American College of Radiology (ACR) und der National Manufacturers Association (NEMA)
im Jahr 1993 als Erweiterung des ACR-NEMA 2.0 Standard verabschiedet [DICOM]. Sein
Ziel ist die Standardisierung des Datenaustausches von Bilddaten und zugehöriger Informa-
tion (Patientendaten, Bildakquisition, graphische Overlays, etc.) im Bereich Medical Imaging.
Das durch DICOM 3.0 standardisierte Dateiformat ist aus selbstbeschreibenden Feldern
(tags) aufgebaut, die jeweils ein fester Bestandteil eines Bildes oder einer beliebigen ande-
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ren Informationsklasse, optionale Zusatzinformation oder herstellerspezifische Erweiterung
sein können. Die Felder enthalten neben der Bildinformation auch eine Dokumentation zur
Akquisition, Patienteninformationen oder zusätzliche Messwerte, wie etwa ein parallel aufge-
zeichnetes EKG (siehe Abb. 2-9). Diese Flexibilität birgt gleichzeitig die Gefahr der Inkompa-
tibilität zwischen verschiedenen Herstellern. Hersteller von DICOM-kompatibler Hard- und
Software sind daher gehalten, eine Konformitätserklärung ihrer Produkte dem Kunden zu-
gänglich zu machen.
Abb. 2-9: DICOM-Bildformat, Herkunft und Klassifikation der Information (aus [DICOM96])
Zusätzlich zu einem Dateiformat definiert DICOM 3.0 Serviceklassen, die Server über ein
Netzwerk anbieten können. Damit zielt DICOM auf die Standardisierung über einfache Dien-
ste wie das Speichern der Bilder in einer Datenbank oder den Ausdruck hinaus auch für die
weitere Bildverarbeitung oder die Speicherung von Bestrahlungsplänen. Die Verwendung ei-
ner bestimmten Serviceklasse wird dabei über das Netzwerk zwischen Client und Server
ausgehandelt.
Ein Teil des DICOM-Standards neueren Datums ist der grayscale softcopy presentation state
storage ([DICOM] Supplement 33). Er strebt die konsistente Darstellung von Bildern auf un-
terschiedlichen Workstations innerhalb des Netzwerkes an, um die Qualität und Effizienz bei
der Analyse der Bilder zu steigern. Dazu werden alle Einstellungen, die zum Betrachten ei-
nes Bildes vorgenommenen werden (Grauwertfensterung, Rotation, Spiegelung, Zoom und
Annotationen), abgespeichert. Sie können so in gleicher Weise auf einer anderen Worksta-
tion im Netzwerk angezeigt werden. Dies gilt insbesondere, wenn für die Anzeige kalibrierte
Displays verwendet werden [Hec97].
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3. Rekonstruktion aus angiographischen Projektionen
In der Kardiologie finden Untersuchungen der Koronarien und Ventrikel konventionell auf der
Basis von angiographischen Projektionen statt (vgl. Abschnitt 2.1). Neben einer hohen räum-
lichen und zeitlichen Auflösung besteht ein großer Vorteil darin, dass die entsprechende Ge-
rätetechnik preisgünstiger ist als die wenigen bisher geeigneten tomographischen Geräte.
Sie ist daher in den meisten Kliniken verfügbar. Zur Unterstützung der Therapie (Diagnose,
Behandlungsplanung, Verlaufskontrolle) ist auch hier eine 3D-Modellierung und die dynami-
sche Visualisierung wünschenswert, insbesondere, um die Genauigkeit von aus dem  Bild-
material gemessenen 3D-Funktionsparametern zu steigern.
Im folgenden werden daher zwei Verfahren zur 3D-Rekonstruktion aus einer Sequenz an-
giographischer Projektionen diskutiert, die experimentelle Beiträge dieser Arbeit darstellen.
Voraussetzung für beide Verfahren ist, dass Projektionen aus unterschiedlichen Blickwinkeln
erstellt wurden. Als günstig erweisen sich Sequenzen, die jeweils innerhalb eines Schwenks
um den Patienten akquiriert werden, da hierdurch die Akquisitionszeit insgesamt gesenkt
werden kann. Parallel dazu wird die Herzbewegung durch ein EKG des Patienten festgehal-
ten, das es ermöglicht, für eine Rekonstruktion jeweils nur Projektionen gleicher Herzphasen
zu verwenden.
3.1. Photogrammetrische Rekonstruktion
Für die photogrammetrische Rekonstruktion [HG95],[Gro96a] werden zunächst in der angio-
graphischen Bildsequenz Objekte durch Segmentierung identifiziert. Anschließend können
gleiche Objekte und charakteristische, in allen Aufnahmen leicht wiedererkennbare Einzel-
punkte an Objekten (z. B. Ecken, Verzweigungen) in unterschiedlichen Aufnahmen als zu-
einander korrespondierend identifiziert werden. Aus Aufnahmegeometrie und Kameramodell
kann zu jedem Punkt der Projektionsstrahl im Raum zwischen Röntgenquelle und Projekti-
onsebene (hier der Eingangsschirm des RBV) berechnet werden. Der Schnittpunkt von
Strahlen korrespondierender Punkte ergibt jeweils einen rekonstruierten Raumpunkt (Abb.
3-1). Durch das Verbinden von Punkten können schließlich 3D-Objekte rekonstruiert werden.
Ein Verfahren zur Rekonstruktion von Koronarien wird den folgenden Abschnitten vorgestellt.
Abb. 3-1: Prinzip der photogrammetrischen Rekonstruktion
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3.1.1. Segmentierung
In einem ersten Verarbeitungsschritt werden die Bereiche des Gefäßbaumes, die nachfol-
gend dreidimensional rekonstruiert werden sollen, durch ein Segmentierungsverfahren ex-
trahiert. Bei dem hierzu angewendeten, überwachten Verfahren hat der Benutzer nur eine
geringe Anzahl von Punkten auf dem Gefäßbaum zu markieren. Die anschließende Seg-
mentierung des Gefäßbaumes erfolgt aufgrund einer automatischen Konturverfolgung. Dabei
kann die Segmentierung von Bereichen, die durch Bildrauschen überlagert sind, mittels ei-
nem veränderten Abstand zwischen den interaktiv gesetzten Punkten gesteuert werden.
Die Segmentierung teilt sich in zwei Schritte auf. Zunächst wird die Gefäßmittellinie detektiert
anschließend die seitlichen Begrenzungskonturen des Gefäßbaumes.
3.1.1.1. Detektion der Mittellinie
Der Algorithmus zur Detektion der Mittellinie arbeitet auf der Grundlage eines A*-
Suchbaumverfahrens, das im Detail in Abschnitt 4.2.5 diskutiert wird. Es sucht einen Pfad
mit minimalen Kosten zwischen zwei Punkten. Zum Separieren der Gefäße von Bildmerk-
malen, die aus der Überlagerung von Bildstrukturen in der Projektion resultieren, werden die
lokalen Kosten durch Faltung mit einem in der Dimension des mittleren Gefäßdurchmessers
gewählten Laplacian of Gaussian-Filters berechnet. Dieser erzeugt im Bereich der Ge-
fäßmittellinie aufgrund des lokalen Maximums eine signifikante positive Filterantwort, die je-
doch aufgrund der notwendigen Dimension des Filters nicht besonders gut lokalisiert ist.
Abb. 3-2 zeigt das Ergebnis der Mittelliniendetektion zwischen einem interaktiv markierten
Start- und Endpunkt.
Abb. 3-2: Detektierte Gefäßmittellinie des linken Koronargefäßes im Angiogramm
3.1.1.2. Bestimmung der Gefäßkontur
Zur vollständigen Erfassung eines Gefäßabschnittes werden im Anschluß an die Mittellinien-
detektion die seitlichen Konturen des Gefäßes bestimmt. An ihnen kann der nur approximativ
bestimmte Gefäßmittellinienverlauf innerhalb weniger Iterationen justiert werden. Hierzu wird
eine Anzahl von Scan-Linien betrachtet, die orthogonal zur Mittellinie verlaufen. Die Bildin-
tensitäten der Scan-Linien können durch äquidistante Abtastung entlang der Scan-Linien
ermittelt werden. Da hierbei Punkte der Scan-Linie nicht notwendigerweise mit den ganzzah-
ligen Bildkoordinaten zusammenfallen, ist es im allgemeinen erforderlich, die Intensitätswerte
durch bilineare Interpolation aus den Nachbar-pixels zu ermitteln.
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(a) (b)
Abb. 3-3: (a) Modelliertes Grauwertprofil eines projizierten Gefäßes entlang einer senkrecht zur Gefäßmittellinie
verlaufenden Scan-Linie, (b) Ergebnis der Konturerkennung
Im nächsten Verarbeitungsschritt wird der Intensitätsverlauf entlang der Scan-Linien be-
trachtet. Analysiert man die Gestalt eines Gefäßes im Detail aufgrund eines Modells, das aus
dem Lambert-Beer-Gesetz und einer Gaußschen Punktstreufunktion berechnet wird (Abb.
3-3a), so kann festgestellt werden, dass sich die Gefäßkontur zwischen dem Extremum der
ersten Ableitung (inflection point) und dem Maximum der zweiten Ableitung (base point) be-
findet. Beier definiert daher die Lage aufgrund der in Gleichung (3.1) gegebenen Kosten-
funktion c(x) [Bei 93].
( ) ( ) ( ) ( ) ( )( ))1(,,1min48.052.0 111 +−+′′+′= −−− xcxcxcxgxgxc iiiiii ( 3.1 )
Die Kosten ci(x) entlang einer Scan-Linie i werden also einerseits aufgrund einer gewichteten
Summe aus erster und zweiter Ableitung g‘(x) und g“(x), andererseits durch die Propagie-
rung der minimalen Kosten der benachbarten pixels aus der vorhergehenden Scan-Linie in
einer ersten Iteration als globale Kosten bestimmt. In einer zweiten rückwärts laufenden Ite-
ration werden jeweils benachbarte Konturpunkte mit minimalen Kosten miteinander verbun-
den.
Durch die globale Suche können lokale Konturlücken und Überlagerungen der Gefäßstruktur
in der Projektion kompensiert werden. Abb. 3-3b stellt beispielhaft ein Ergebnis dar. Die in
der Kostenfunktion gegebene Gewichtung der Ableitungen sowie das Gesamtverfahren wur-
den durch Phantomstudien verifiziert [Bei 93].
3.1.2. Verfolgen der Gefäßstruktur
Zur Steigerung der Effizienz der Auswertung von dynamischen Bildsequenzen ist es sinnvoll,
nicht jedes Einzelbild einer Sequenz durch die Segmentierung zu analysieren, sondern die
Bewegung des Gefäßes über die Bildsequenz zu verfolgen. Ein solches Verfahren kann
durch Einschränkung des Suchraumes häufig autonom arbeiten und insofern zur Senkung
der notwendigen Benutzerinteraktion beitragen. Die Übertragung der extrahierten Ge-
fäßstruktur auf ein jeweiliges Folgebild erfolgt bei dem hier vorgestellten Verfahren in drei
Schritten: der Adaptation der Mittellinie durch Kreuzkorrelation mittels snakes, der Justierung
und einer Glättung.
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Snakes [KWT 87] werden in einem späteren Abschnitt (Abschnitt 5.1) dieser Arbeit diskutiert
und sollen daher an dieser Stelle nicht weiter vertieft werden. Die hier verwendeten snakes
arbeiten auf der Grundlage der Kreuzkorrelation10 (Gleichung (3.2)) in einem Fenster, das um
einen Mittellinienpunkt des Gefäßes liegt. Dadurch wird im Folgebild nach einem glatten
Mittellinienverlauf gesucht, dessen Grauwerte in der Umgebung dem des Vorgängerbildes –
aufgrund der Definition der Kreuzkorellation ρ - am ähnlichsten sind.
( )( )
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( 3.2 )
Die Intensität Ij,i gibt die Intensität des pixels i im Bild j, die Intensität Īj die mittlere Intensität
des Bildausschnitts an.
Auch wenn das Verfahren aufgrund großer Fenster robust arbeitet, ist es aufgrund der
Überlagerung durch andere Strukturen in der Projektion (z. B. der Wirbelsäule) jedoch mit
einem Positionierungsfehler behaftet. Zur Kompensation des Fehlers wird eine zusätzliche
Justierung durchgeführt, die verhindert, dass sich kleine Positionierungsfehler über die Bild-
folge aufaddieren. Hierbei analysiert das Verfahren die Lage der Gefäßkonturen. Zunächst
wird die Gefäßmittellinie unter Verwendung einer Kostenfunktion entlang der Scan-Linien
verschoben. Die Kostenfunktion ist zum einen auf der Grundlage der im vorhergehenden Bild
bestimmten Entfernung der Konturen und zum anderen der Ableitung entlang der Scan-Linie
des Folgebildes definiert. Das Kostenminimum befindet sich damit an der Position der Scan-
Linie, an der die Gefäßmittellinie mit größter Wahrscheinlichkeit liegt. Anhand dieser Ko-
stenfunktion kann die Lage der Mittellinie erneut justiert werden. In einem abschließenden
Schritt werden wiederum die seitlichen Gefäßkonturen gesucht. Für deren Suche werden nur
enge Intervalle um die im vorhergehenden Bild gefundenen Gefäßkonturen in Betracht ge-
zogen, da angenommen werden kann, dass sich der Gefäßdurchmesser zwischen zwei Bil-
dern nur geringfügig ändert. Dadurch kann die Robustheit des Verfahrens nochmals gestei-
gert werden.
Abb. 3-4: Ergebnis der Mittellinienverfolgung über eine dynamische Bildsequenz
Die Stabilisierung der Gefäßverfolgung gegen Rauschen und überlagerte Strukturen erfor-
dert einen abschließenden Glättungsprozess. Zunächst werden hierbei die Gefäßmittellinie
und anschließend die Konturen durch die Verwendung von snakes geglättet. Das Ergebnis
des Tracking nach Ausführung der Teilschritte snake-Minimierung, Justierung und Glättung
ist in Abb. 3-4 dargestellt.
                                               
10 D.h. die externe Energie (vgl. Abschnitt 5.1) ist durch die negative Kreuzkorrelation defi-
niert.
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3.1.3. Rekonstruktion der dreidimensionalen Geometrie
Die Rekonstruktion wird ausgehend von den aus den Bildern extrahierten Gefäßstrukturen
durchgeführt. Für die Rekonstruktion des Koronargefäßsystems einer Herzphase werden je-
weils diejenigen Projektionen verwendet, die einer bestimmten Herzphase am besten ent-
sprechen. Hierbei wird von den Aufnahmen ausgegangen, die den größten Winkel einschlie-
ßen.
Der erste Verarbeitungsschritt der Rekonstruktion ist die Korrespondenzfindung von Punkten
entlang der Gefäßmittellinie in zwei Projektionen. Der angewendete Algorithmus verschiebt
die Mittellinienpunkte der Kurvenrepräsentation und minimiert dabei die Distanz zur Epipolar-
linie des Kurvenpunktes in der Referenzprojektion.
Für jedes Paar der zugeordneten Punkte (u1, v1) und (u2, v2) kann anschließend ein lineares
Gleichungssystem mit drei Gleichungen zur Bestimmung der Bildtiefe aufgestellt und gelöst
werden. Die Beziehung ist in Gleichung (3.3) dargestellt.
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(u0, v0) sind die Koordinaten des Bildhauptpunktes. f ist der Abstand zwischen Röntgenquelle
und dem RBV (Brennweite im photogrammetrischen Kameramodell), ku und kv werden im
Prozess der Kamera-Kalibrierung [Fau 93] bestimmt und sind vom Vergrößerungsfaktor des
RBV abhängig. rij sind die Koeffizienten der Matrix der relativen Orientierung zwischen den
beiden Aufnahmen. Durch Lösen des Gleichungssystems mit Hilfe des Verfahrens der klein-
sten Fehlerquadrate erhält man z1 und z2, die z-Koordinaten bezüglich der beiden Kamerasy-
steme. Sie werden abschließend in das Weltkoordinatensystem transformiert.
In einem weiteren Schritt wird das Rekonstruktionsergebnis unter Berücksichtigung weiterer
Projektionen verfeinert. Durch die Verwendung einer 3D-snake  wird die Entfernung der pro-
jizierten Punkte von der projizierten Mittellinie minimiert11. Abb. 3-5 zeigt die Ergebnisse der
Rückprojektion von rekonstruierten Gefäßmittellinien vor und nach der Verfeinerung. Insbe-
sondere der Fehler im waagerechten Verlauf des unteren Gefäßbogens wird in diesem
Schritt verringert. Der Fehler ist hier besonders groß, da der Gefäßbogen parallel zu den
Epipolarlinien verläuft und daher während der Korrespondenzfindung ein Problem darstellt.
                                               
11 Durch Definition der externen Energie der snake als Summe des Abstandes jedes 3D-
Kurvenpunktes von dem nächsten Mittellinienpunkt in der Projektion können eine beliebige
Anzahl von Projektionen berücksichtigt werden
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(a) (b)
Abb. 3-5: Rückprojektion der rekonstruierten Mittellinie (a) vor und (b) nach der Verfeinerung durch eine 3D-sna-
ke
Die Rekonstruktion wird durch die sektionale Rekonstruktion abgeschlossen (Abb. 3-6a).
Hierzu werden die Gefäßdurchmesser entsprechend der Tiefe skaliert und zusammen mit
den Koordinaten der Mittellinienpunkte in der Repräsentation des Rekonstruktionsergebnis-
ses abgelegt.
Für die Visualisierung kann diese Repräsentation sowohl in eine Oberflächendarstellung als
auch in ein binäres Volumen überführt werden. Abb. 3-6b zeigt ein visualisiertes statisches
Rekonstruktionsergebnis eines binären Volumendatensatzes, Abb. 3-7 drei Phasen einer
Bewegungssimulation, die sich aus einer Sequenz rekonstruierter Gefäßbäume ergibt.
(a) (b)
Abb. 3-6: (a) Prinzip der sektionalen Rekonstruktion (b) Statisches Rekonstruktionsergebnis eines Gefäßbaums
für die im Hintergrund gezeigten, segmentierten Angiographien
Dissertation, S. Großkopf GRIS, TU-Darmstadt
36
(a) (b) (c)
Abb. 3-7: Dynamisches Rekonstruktionsergebnis
3.2. Densitometrische Rekonstruktion
Durch die densitometrische Rekonstruktion wird aus den Projektionen - ähnlich wie bei der
CT (vgl. Abschnitt 2.2.1) - ein diskretes Volumen erstellt, das jedem voxel einen Absorpti-
onskoeffizienten zuordnet. Theoretisch fundiert ist das Vorgehen zur Lösung des Problems
auch hierbei in der inversen Radon-Transformation, die den kontinuierlichen Fall beschreibt.
Im Unterschied zur CT wird das zu scannende Volumen allerdings nicht schichtweise abge-
tastet, indem einzelne 1D-Absorptionsprofile durch einen oder mehrere Targetringe erfasst
werden, sondern es wird jeweils gleichzeitig ein ganzer Bereich durch ein 2D-Projektionsbild
abgetastet. Durch die Verwendung von nur einer punktförmigen Röntgenquelle ergibt sich
dabei ein kegel- bzw. pyramidenförmiger Strahlenverlauf. Die Grundfläche der Pyramide bil-
det die Projektionsebene, also der Eingangsschirm des RBV.
Zur Rekonstruktion wird daher ein cone beam-Algorithmus wie z. B. [FDK84] angewendet.
Der hier vorgestellte Algorithmus berücksichtigt neben einer ungleichen Verteilung der Pro-
jektionen über den Rotationswinkel durch einen Gewichtungsfaktor g auch eine Angulierung
des Angiographiesystems in kranialer und kaudaler Richtung.
Die Funktionsweise des iterativen Verfahrens12 ist in Abb. 3-8 durch Pseudocode veran-
schaulicht. Zu jeder Projektion und jedem voxel wird der Strahl bestimmt, der von der Rönt-
genquelle ausgehend durch den Mittelpunkt des aktuellen voxels verläuft. Der Schnittpunkt
des Projektionsstrahls mit dem Bild wird als Auftreffpunkt a bezeichnet. Unter der Vorausset-
zung, dass das voxel keine oder eine geringe Ausdehnung besitzt, gibt der pixel an der Posi-
tion dieses Auftreffpunktes in erster Näherung die akkumulierte Absorption entlang des
Strahles an. Durch die gefilterte Rückprojektion, die in  Abb. 3-8 gezeigt ist, wird die Ausdeh-
nung des voxels durch eine Faltung des projizierten Bildes mit einem Gauß-Filterkern be-
rücksichtigt. Aus der Größe des projizierten voxels wird dabei die Varianz des Filterkerns
bemessen. Als Ergebnis repräsentiert das voxel einen im Raum integrierten Messwert.
                                               
12 Zur Lösung des Problems existieren auch analytische Ansätze (vgl. [Gro 94], [Schn 98])
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Filtered Cone Beam Back Projection
{
Initialisiere alle voxel (x,y,z) := 0
For alle Projektionen P {
Berechne Gewichtungsfaktor g der aktuellen Projektion aus deren Projektionswinkeln
For alle voxel(x,y,z) {
Berechne Projektionsstrahl s für aktuelle Projektion P und voxel(x,y,z)
Berechne Auftreffpunkt a des Projektionsstrahls s auf die Projektion
Transformiere a ins Bildkoordinatensystem der Projektion  a'
Berechne projizierte Größe des voxels r
Erzeuge eine Gauß-Filtermaske Gr mit Varianz r2
Berechne Absorptionswert P'(a') = P(a') * Gr
Berechne Intensitätskompensation h aus dem Verhältnis der Entfernungen Rönt-
genquelle-voxel zu Röntgenquelle-Projektionsebene
voxelwert := aktueller voxelwert + g h P'(a')
}
}
}
(a)
Projektionsstrahl s
voxel (x,y,z)
Filtermaske
Röntgenquelle
Projekt ionsebene P
x
y
a
r
x
y
z
(b)
Abb. 3-8: (a) Pseudocode und (b) Prinzipskizze des filtered cone beam-Rückprojektionsalgorithmus
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Abb. 3-9: Visualisierung der fuzzy-Oberfläche eines rekonstruierten Volumens (200x200x200 voxels) aus je 7 bi-
planen Projektions-Bildpaaren bei einem Rotationswinkel von 30°. Die beiden Röntgensysteme hatten eine rela-
tive Orientierung von 90°. Ein Bildpaar ist als Beispiel in den Hintergrund eingeblendet.
3.3. Anwendbarkeit beider Verfahren
Für eine spezielle Rekonstruktionsaufgabe sollte eines der Verfahren aufgrund der in Tabelle
3-1 gezeigten Eigenschaften gewählt werden.
Photogrammetrische
Rekonstruktion
Densitometrische
Rekonstruktion
ϖ Schnell
ϖ Abschätzung und Kor-
rektur der relativen Ori-
entierung und Kamera-
parameter aus mehreren
Projektionen möglich
ϖ Präzise Rekonstruktion
auch bei einer geringen
Zahl von Projektionen
ϖ Ergebnis der Rekonstruk-
tion ist bereits ein 3D-
Modell
ϖ Räumliche Auflösung von
Bildhintergrund und Ob-
jekt vereinfacht die Seg-
mentierung
ϖ Matching entfällt
ϖ Unschärfe der Abbildung
durch Tiefpassfilterung
ϖ Rekonstruktionsartefakte
möglich
Tabelle 3-1: Gegenüberstellung der Eigenschaften beider Rekonstruktionsverfahren
Die für eine photogrammetrische Rekonstruktion notwendige Segmentierung wird insbeson-
dere aufgrund von Schwierigkeiten der Überlagerung anatomischer Strukturen im Bildvorder-
und -hintergrund eines Angiogrammes erschwert. Bei der densitometrischen Rekonstruktion
hingegen findet die Segmentierung für die Modellbildung in 3D statt, nachdem der Bildhinter-
grund räumlich von dem zu segmentierenden Objekt getrennt wurde.
Das Matching korrespondierender Objektpunkte in unterschiedlichen Projektionen entfällt bei
der densitometrischen Rekonstruktion vollständig. Daher können durch diese auch Objekte
rekonstruiert werden, an denen sich keine ausgezeichneten Punkte in allen Projektionen
identifizieren lassen. Für die Rekonstruktion von Herzventrikeln eignet sich daher die densi-
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tometrische Rekonstruktion. Koronarangiogramme erlauben es, Gefäßmittellinien in allen
Projektionen leicht aufzufinden, darüber hinaus sind Gefäßverzweigungen in allen Aufnah-
men erkennbar. Durch die Bestimmung des Schnittpunkts von Epipolarlinien, die aus der
Aufnahmegeometrie abgeleitet werden können, und der Gefäßmittellinie kann die Korre-
spondenzfindung entlang merkmalsfreier Verläufe der Mittellinie erleichtert werden. Das
Verfahren der photogrammetrischen Rekonstruktion ist daher für Koronarien besonders gut
anwendbar.
Aufgrund der Rekonstruktion von nur wenigen Punkten bei der photogrammetrischen Re-
konstruktion ist das Verfahren überdies erheblich schneller als die Berechnung der Intensität
jedes voxels eines Volumens, dessen Aufwand mit der dritten Potenz der Auflösung des
Volumens, sowie quadratisch mit der Größe des Filterkerns und linear mit der Anzahl der
Projektionen steigt. Dieses Problem der photogrammetrischen Rekonstruktion relativiert sich
jedoch aufgrund der einfachen Parallelisierbarkeit des oben gezeigten Algorithmus und dank
der modernen PC-Technologie. Innerhalb des 3D-Heartview-Projektes war es möglich, die
Rechenzeit zur Rekonstruktion durch Verwendung von 6 parallelen Prozessoren auf 69,3 s
bei einer Auflösung von 200 × 200 × 200 voxels zu senken [Keh00].
Die Genauigkeit der Rekonstruktion ist von einer Reihe von Einflussfaktoren abhängig. Pri-
mär müssen die relative Orientierung, die sich aus der Differenz der Stellgrößen ergibt, so-
wie die Kameraparameter, die durch eine Kalibrierung bestimmt werden, mit hoher Genauig-
keit bekannt sein. Des weiteren haben globale und lokale geometrische Verzeichnungsfehler
des Angiographiesystems (insbesondere diejenigen des RBV) Einfluss auf das Ergebnis.
Sind die Abbildungsfehler klein und die geometrischen Parameter mit großer Genauigkeit
bekannt, kann der photogrammetrische Ansatz bereits aus zwei Aufnahmen mit hoher Präzi-
sion rekonstruieren. Kleine Fehler wirken sich nicht so gravierend auf das Rekonstrukti-
onsergebnis aus, wenn der Winkel zwischen den Aufnahmen relativ groß ist. Darüber hinaus
besteht bei der Verwendung von mehr als zwei Projektionen die Möglichkeit zur Korrektur
der geometrischen Parameter z. B. durch Anwendung des Bündelblockausgleichs [Kra84]
[Hil 96].
(a) (b) (c)
Abb. 3-10: Artefakte der Rückprojektion (Unschärfe durch Tiefpassfilterung und ghostings) anhand eines 2D-
Phantoms (a) Originalbild (b) Rekonstruktion aus 32 gleichmäßig über den Winkel von 360° verteilte Projektionen
(c) Rekonstruktion aus 14 Projektionen über 2×30° verteilt mit (jeweils) einem relativen Winkel von 90°.
Demgegenüber führt die gefilterte Rückprojektion durch Tiefpassfilterung eine Bildunschärfe
und Rekonstruktionsartefakte in das rekonstruierte Volumen ein (Abb. 3-10). Daher wird die
Bestimmung der Lage von Konturen insbesondere von kleinen Objekten wie Koronarien er-
schwert. Mit der Zahl der verwendeten Projektionen und insbesondere einer gleichmäßigen
Verteilung der Aufnahmen über den Rotationswinkel des Angiographiesystems verringern
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sich die Fehler, vorausgesetzt, die Aufnahmegeometrie ist hinreichend genau bekannt13. Das
vorgestellte Verfahren wurde in [Keh00] anhand von Phantomen und post-mortem-Studien
für die Rekonstruktion von Ventrikeln evaluiert. Der sich ergebende Fehler der Vermessung
des Ventrikelvolumens beträgt für den linken Ventrikel ca. 1% und für den konkaven rechten
Ventrikel ca. 5%. Die Hauptschwierigkeit liegt in der Bestimmung der genauen Lage der
Ventrikelkontur, die durch einen manuell zu adaptierenden Schwellwert bestimmt wurde. Die
erreichte Auflösung wird mit ca. 2 mm angegeben.
Grundsätzlich ist das photogrammetrische Verfahren daher eher geeignet, Koronargefäße zu
rekonstruieren, während die densitometrische Rekonstruktion bevorzugt Ventrikel rekon-
struieren kann. In der Literatur findet sich darüber hinaus eine Mischform für die Rekonstruk-
tion von Koronarien, bei der die Mittellinie der Gefäße photogrammetrisch und die Gefä-
ßquerschnitte densitometrisch rekonstruiert werden [OF 88][Dor 95]. Dazu wird der Bildhin-
tergrund im Bereich der Gefäße als linear zwischen den segmentierten Gefäßkonturen an-
genommen und von den Intensitätswerten des Bildes abgezogen. Die verbleibenden Inten-
sitäten geben approximativ die Absorption entlang des Projektionsstrahls durch das Gefäß
an, aus denen der Gefäßquerschnitt rekonstruiert werden kann.
3.4. Zusammenfassung der Beiträge dieses Kapitels
In diesem Kapitel wurden zwei Verfahren zur Rekonstruktion aus angiographischen Projek-
tionen vorgestellt.
Das Verfahren der photogrammetrischen Rekonstruktion basiert – anders als zuvor vorge-
stellte Verfahren zur Rekonstruktion von Herzkranzgefäßen auf einem photogrammetrischen
Kameramodell nach Faugeras [Fau 93]. Zudem wird eine 3D-snake angewendet, um eine
initiale Rekonstruktion auf der Grundlage mehrerer Ansichten zu verfeinern. Zur Senkung
des Interaktionsaufwands bei der Extraktion der 2D-Modelle aus dem Bildmaterial wird
ebenfalls ein auf einer snake basierendes Tracking-Verfahren eingesetzt. Es wendet drei
Schritte an, um die Kontur robust über die Bildsequenz zu verfolgen: ein Korellationsverfah-
ren zur Approximation der Mittellinie; ein Justierungsschritt durch Bestimmung der Ge-
fäßkonturen und ein Glättungsschritt. Es wurde anhand der Rekonstruktion eines dynami-
schen Patientendatensatzes sowie durch Phantome evaluiert.
Das Rückprojektionsverfahren basiert auf einem von Feldkamp et al. vorgestellten co-
ne beam-Rückprojektionsverfahren [FDK 84]. Aus dem Rekonstruktionsergebnis wird eine
Oberfläche approximativ extrahiert und visualisiert. Es wurde im Rahmen des 3D-Heartview-
Projektes auf die Eignung zur Vermessung von Volumina evaluiert und zeigte gute Korrelati-
onswerte für Phantome insbesondere des linken Ventrikels (R2 = 0.989).
                                               
13 Aufgrund von mechanischen Toleranzen eines Angiographiesystems und der ungleichmä-
ßigen Geschwindigkeit innerhalb eines Schwenks, von dem häufig nur Anfangs- und End-
winkel bekannt sind, ist dies nicht immer gewährleistet [Schn 98].
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4. Segmentierung
Durch Segmentierung wird ein Bild in semantisch bedeutungsvolle geometrische Einheiten
(Regionen) zerlegt, so dass als Ergebnis für jedes pixel die Zugehörigkeit zu einer Region
angegeben werden kann14. Insbesondere bei Grauwertbildern geschieht dies auf der
Grundlage von Homogenitäts- und Diskontinuitätskriterien.
Dieses Kapitel stellt zunächst die Problematik der Fragestellung der Segmentierung dar, gibt
dann einen Überblick über Segmentierungsverfahren, die in der medizinischen Bildanalyse
angewendet werden und befasst sich schließlich detailliert mit dem Verfahren der aktiven
Konturen. Dabei wird ein Literaturüberblick über dieses Thema gegeben und eigene Ansätze
diskutiert und anhand von medizinischen Bilddaten ausgewertet.
4.1. Problematik der Segmentierung
Segmentierung ist mathematisch gesehen ein unterbestimmtes Problem. Daher ist z. B. der
Grad der Zerlegung eines Bildes sowie die Genauigkeit der Konturfindung weniger vom Aus-
gangsbild abhängig, als vielmehr von Zusatzinformationen, die u.a. aus der Aufgabenstel-
lung einfließen können. Für den praktischen Einsatz ist es daher sinnvoll, die Aufteilung ei-
nes Bildes in immer kleinere Regionen in einem Stadium zu beenden, in dem die Objekte
extrahiert werden, die von Interesse für die nachfolgenden Schritte der Bildanalyse sind
[GonWo 93].
In Abb. 4-1 ist ein medizinisches Beispiel dargestellt. Die Konturen des linken und rechten
Ventrikels sind sehr feingliedrig. Demzufolge kann die Aufgabenstellung der Extraktion eines
Ventrikels darin bestehen
• eine idealisierte Außenkontur zu zeichnen, die eine Interpolation oder Approximation
einzelner Kontursegmente darstellt oder
• alle Hohlräume zwischen den erkennbaren Muskelfasern einzeln zu erkennen.
(a) (b)
Abb. 4-1: Anatomie des Herzens (a) Schnittbildzeichnung [Som 94] (b) MRI Schnittbild
                                               
14 Diese Definition umfaßt die häufig verwendete Definition der Extraktion einer einzelnen
Region (ROI) aus dem Bildhintergrund als einen Spezialfall.
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Das Ergebnis der Segmentierung wird daher an den vom Experten wahrgenommenen Kon-
turen gemessen, z. B. indem segmentierte und von einem Experten manuell gezeichnete
Konturen verglichen werden. Hierzu werden Varianzen von manueller Segmentierung ge-
messen, die sich beim Nachzeichnen der Konturen verschiedener Experten (Inter-Observer-
Varianz) bzw. beim wiederholten Nachzeichnen der gleichen Konturen durch den selben Ex-
perten (Intra-Observer-Varianz) ergeben. Die so gemessenen Varianzen werden in der Lite-
ratur mit bis zu 15% angegeben [Kap 99].
Ein Segmentierungsverfahren ist dann geeignet, wenn die Abweichung von einer manuellen
Segmentierung vergleichbar den manuell erzielten Varianzen ist und der Algorithmus somit
statistisch gesehen15 in der Lage ist, unter definierten Verhältnissen einen menschlichen Be-
obachter zu ersetzen.
Über einen subjektiven Vergleich hinaus gehen Phantom-Studien, Tierversuche (z. B.
[Alb 98]) oder post-mortale Untersuchungen (z. B. [Ack 97]). Hierbei ist es für statische Bild-
daten möglich, die tatsächliche Anatomie mit den aus Bilddaten rekonstruierten Modellen zu
vergleichen.
4.2. Arbeitsweise und Klassifikation von Segmentierungsansätzen
Es existiert eine Vielfalt unterschiedlicher Ansätze zur Segmentierung, die ihre jeweiligen
Wurzeln in den unterschiedlichsten wissenschaftlichen Disziplinen haben. Ein Review findet
der interessierte Leser beispielsweise in [AchMe 98] oder [ENMM 99]. Aufgrund der Vielfalt
der Ansätze lässt sich kein allgemeingültiges Konzept der Segmentierung angeben. Den-
noch können in vielen Segmentierungsverfahren folgende Teilprozesse auf den untersten
Stufen einer bottom-up-Hierarchie identifiziert werden, die sequentiell oder auch verschränkt
ablaufen:
(1) Extraktion lokaler Bildmerkmale
(2) Charakterisierung der Merkmale im Merkmalsraum
(3) Verbinden ähnlicher Merkmale im Bildraum
Die Extraktion lokaler Merkmale im Prozess (1) wird aufgrund einer lokalen Nachbarschaft
von pixels durchgeführt, z. B. durch Faltung des Bildes mit Filterkernen. Die Nachbarschaft
definiert sich in diesem Beispiel aus der Filtermaske. Die Wahl der Größe der Nachbarschaft
wird wesentlich durch das Bildrauschen bestimmt. Im allgemeinen ist es für Bilddaten mit
hohem Rauschanteil (z. B. Ultraschallbilder) notwendig, eine größere Filtermaske zu ver-
wenden, um die statistische Signifikanz der extrahierten Bildmerkmale zu steigern.
Einige Beispiele für Bildmerkmale sind:
• Intensität eines pixels oder einer einzelnen Farbkomponente in einem speziellen
Farbraum (z. B. RGB, LUV, HLS)
                                               
15 Wichtig ist hier stets die Größe, aufgrund derer die Abweichung bestimmt wird. Als Beispiel
sei die mittlere minimale Euklidische Distanz zwischen je einem Punkt auf der manuell ge-
zeichneten Kurve und einem Punkt auf einer aus der computergestützt segmentierten Kurve
zugrunde gelegt. Diese sagt wenig darüber aus, ob das automatische Verfahren in diagno-
stisch wichtigen Bereichen die Form der Kontur ebensogut nachzeichnet wie ein Experte.
Dieser könnte dazu tendieren, einen gesunden Konturverlauf weitgehend abstrakt wahrzu-
nehmen und daher mit geringerer Genauigkeit nachzuzeichnen als eine pathologische Ver-
änderung.
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• Wahrscheinlichkeit der Zugehörigkeit zu einem bestimmten Objekt
(fuzzy-Klassifikation z. B. auf der Grundlage eines Clusteringverfahrens im Merk-
malsraum, vgl. Abschnitt 4.2.4)
• Bildgradient (vgl. Abschnitt 5.4.1)
• Textur-Energie (z. B. die Energie, die in einer bestimmten Frequenz der Fourier-
Zerlegung enthalten ist, vgl. Abschnitt 5.4.3)
Das Ergebnis der Extraktion lokaler Bildmerkmale ist im allgemeinen Fall ein vektorwertiges
Bild, das jedem pixel n Merkmalskomponenten zuweist. Aufgrund von im Prozess (2) als
gemeinsam erkannten Merkmalen benachbarter pixel können diese in Prozess (3) zu größe-
ren räumlichen Einheiten verbunden werden, um schließlich Regionen im Bild zu identifizie-
ren.
Häufig werden Segmentierungsverfahren aufgrund der Extraktion der lokalen Bildmerkmale
als kontur-, regionen- bzw. texturbasiert klassifiziert, je nachdem, ob das Verfahren primär
aufgrund von lokalen Diskontinuitäts- oder Homogenitätskriterien für die Intensität oder auf
Basis einer Texturanalyse arbeitet. Im allgemeinen sind regionenbasierte Verfahren kontur-
basierten Verfahren in bezug auf ihre Robustheit überlegen, da die Information aus einem
größeren Bildbereich gewonnen wird und somit eine ausgeprägtere statistische Aussage er-
möglicht. Konturbasierte Verfahren hingegen ermöglichen eine präzisere Lokalisation der
Konturen bei einem geringeren Rechenaufwand. Die Qualität der Extraktion von Konturen
z. B. durch Filterung wird jedoch mit zunehmendem Bildrauschen eingeschränkt.
Eine weitere Grundlage zur Klassifikation von Segmentierungsverfahren ist die Vorgehens-
weise, wie o. g. Uneindeutigkeiten bei der Segmentierung aufgelöst werden. In der Medizin
ist es sinnvoll, anatomisches Wissen einzubeziehen. Dies kann grundsätzlich auf zwei Arten
geschehen:
• Integration von a priori-Wissen, das aus einer Datenbank von manuell segmentier-
ten Beispielen abgeleitet wird
• Überwachte Segmentierung durch einen Experten
Das extrahierte a priori-Wissen kann einerseits implizit in die Entwicklung des Segmentie-
rungsalgorithmus integriert werden, z. B. indem für die zu segmentierenden Objekte signifi-
kante Bildmerkmale extrahiert werden oder die Lösungsmenge von vornherein aufgrund von
Constraints eingeschränkt wird. Andererseits kann Wissen explizit durch Parameter16 eines
Verfahrens repräsentiert werden.
Viele praktische Ansätze nutzen beide Formen des Wissens für eine autonome Segmentie-
rung. Allerdings sind solche Ansätze stark spezialisiert. Es muss also die Varianz der Einga-
bemenge eingeschränkt werden, z. B. indem die Bilder vom gleichen Scanner erstellt wurden
und die Aufgabenstellung sich auf die Segmentierung bestimmter Objekte beschränkt. Für
das Training ist die Auswahl einer repräsentativen Menge von Fällen für die Qualität ent-
scheidend. Der vergleichsweise hohe Aufwand, der mit dem Training verbunden ist, ist nur
bei genügend häufiger Anwendung des Verfahrens zu rechtfertigen.
Eine Alternative zur autonomen Segmentierung stellen überwachte Segmentierungsverfah-
ren dar. Beim Design eines solchen Verfahrens ist es wichtig, es entsprechend flexibel zu
gestalten, zugleich dem Supervisor eine einfache Kontrolle über das Segmentierungsergeb-
nis zu geben sowie Reproduzierbarkeit und Effizienz zu gewährleisten [GNS 97].
                                               
16 Ein typisches Beispiel für einen universellen Ansatz, der wesentlich auf dem Lernen von
Parametern basiert, ist die Klassifikation durch neuronale Netze
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Im folgenden werden einige grundlegende Verfahren aus dem Bereich Medical Imaging vor-
gestellt.
4.2.1. Schwellwertsegmentierung und morphologische Operatoren
Ein aufgrund der Einfachheit und Robustheit vielfach angewendetes regionenbasiertes Ver-
fahren, anhand dem die o. g. Einzelprozesse deutlich werden, ist das Schwellwertverfahren
mit anschließender Anwendung morphologischer Operatoren (z. B. [KVFA 88]). Nach einer
Vorverarbeitung auf der Basis von zeitlicher Mittelung und Grauwertemorphologie wird für
diesen Ansatz [KVFA 88] durch ein Schwellwertverfahren das Bild binarisiert und in die Klas-
sen „Objekt“ und „Hintergrund“ eingeteilt. Aufgrund von Bildrauschen können die Grauwerte
so weit verfälscht werden, dass pixels des Objektes unterhalb des Schwellwertes liegen und
damit als Hintergrund klassifiziert werden oder einzelne Hintergrund-pixels dem Objekt zu-
geordnet werden. Es ergeben sich dabei Lücken innerhalb von anatomisch zusammengehö-
renden Regionen. Durch die Anwendung der morphologischen Operation Closing werden die
Lücken geschlossen, indem die Regionen zunächst durch Dilation unter Verwendung eines
Strukturierungselementes vergrößert und anschließend die Lage der Originalkontur durch
Erosion (Thinning) in etwa wiederhergestellt wird.
Wie ein Vergleich mit von Hand gezeichneten Konturen zeigt, arbeitet das Verfahren in
[KVFA 88] für die Vermessung der Fläche eines Ventrikels in echokardiographischen Auf-
nahmen mit einem Fehler, der größer als die Inter-Observer-Varianz ist. Generelle Nachteile
von Schwellwertverfahren liegen zum einen darin, dass keine lokale Kontrolle möglich ist, al-
so die segmentierte Kontur nicht in einzelnen Bereichen des Bildes modifiziert werden kann.
Darüber hinaus ist die Wahl des Schwellwertes subjektiv vom Benutzer abhängig und
schlägt fehl, wenn die zu segmentierenden Intensitätsbereiche sich überlappen (z. B. einige
Gewebearten in der CT, vgl. Abb.2-3).
4.2.2. Seeded Region Growing
Ein ebenso leicht umsetzbares regionenbasiertes Verfahren ist das Seeded Region Growing
[AdBi 94]. Bei der in [JuSt 96] beschriebenen Anwendung für die Segmentierung eines Ge-
hirns aus MRI-Schichtbildern wählt der Benutzer zunächst einen Schwellwert, um den Bild-
hintergrund auszumaskieren. Anschließend markiert er einige Seed-Points. Für die unter-
suchten tomographischen Datensätze ist es ausreichend, in ein bis zwei Schichten Seed-
Points zu setzen, um den kompletten Kopfdatensatz in die Regionen „Hintergrund“, „Schä-
del“ und „Gehirn“ zu segmentieren.
Ausgehend von den Seed-Points werden rekursiv jeweils die Nachbar-voxels zu einer Regi-
on Ai hinzugefügt, sofern das Ordnungsattribut in Gleichung (4.1) für diese Region Ai kleiner
als für alle anderen Regionen ist.
( ) ( ) ( )iAmeanxgx −=δ ( 4.1 )
Durch die adaptive Bestimmung der Mittelwerte der einzelnen Regionen parallel zum
Wachstum ist das Verfahren prinzipiell flexibler und weniger subjektiv als das Schwellwert-
verfahren.
Im Vergleich mit manueller Segmentierung wird in [AdBi 94] ein Fehler von ca. 4% angege-
ben. Allerdings lässt der Artikel offen, wie groß die Abhängigkeit des Segmentierungsergeb-
nisses vom initial gewählten Schwellwert der Hintergrund-Region ist.
Die Leistungsfähigkeit eines Seeded Region-Growing-Ansatzes wird grundsätzlich durch die
folgenden Eigenschaften beschränkt: Aufgrund des Setzens von nur wenigen Seed-Points ist
der Zusammenhang zwischen gesetzten Seed-Points und Segmentierungsergebnis komplex
und nur schwer durch den Benutzer zu kontrollieren. Darüber hinaus tendiert jedes Region-
Growing-Verfahren dazu, über einzelne voxels, die beispielsweise aufgrund von Partialvolu-
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men-Effekten, Rekonstruktionsartefakten oder Rauschen verfälscht sind, in benachbarte Re-
gionen auszulaufen (leaking). Das Segmentierungsergebnis kann daher nicht ausreichend
lokal kontrolliert werden.
4.2.3. Split-and-Merge
Beim Split-and-Merge-Verfahren handelt es sich um ein Segmentierungsverfahren, das auf
der hierarchischen Zerlegung eines Bildes beruht. Das Bild wird hierzu rekursiv in eine fest-
gelegte Anzahl Teile basierend auf der Minimierung einer Kostenfunktion zerlegt (split), bis
schließlich eine vorgegebene Rekursionstiefe erreicht ist. Dadurch entsteht eine Baum-
struktur, die bei der Zerlegung in 4 Quadranten als Quadtree bezeichnet wird. Dieses Vorge-
hen führt zunächst im Bild zu einer Übersegmentierung in viele kleine Regionen. In einem
nachfolgenden Schritt werden daher benachbarte Regionen, die jeweils durch Knoten unter-
schiedlicher Ebenen im Quadtree repräsentiert sind, auf der Grundlage der Bewertung durch
eine Distanzfunktion zusammengefasst (merge). Sukzessive wird dabei jeweils das Paar be-
nachbarter Regionen mit der aktuell kleinsten Distanz zusammengefasst, bis schließlich eine
vorgegebene Anzahl von Regionen erreicht ist.
Der Originalansatz verwendet eine regionenbasierte Kostenfunktion, die über die Zerlegung
und das Zusammenfassen der Regionen entscheidet. Darüber hinaus existieren konturba-
sierte Verfahren [GKK 98]. Die Konturinformation wird zunächst durch einen Canny-Operator
extrahiert. Anschließend werden Lücken in den Kanten auf der Basis geometrischer und In-
tensitätsinformation geschlossen. Die anschließende Zerlegung des Bildes erfolgt für jede
Teilregion nur dann, wenn innerhalb der betrachteten Region eine Kante verläuft, andernfalls
findet keine Zerlegung statt. Entsprechend wird beim Zusammenfassen der Regionen ver-
fahren.
Der Ansatz führt jedoch bei der praktischen Anwendung zu einer Übersegmentierung, die
nur durch nachgeschaltete Verfahren aufgelöst werden kann. Zudem erfordert er eine Vor-
verarbeitung der Bilder, da der Canny-Operator sich sehr anfällig gegenüber Bildrauschen
verhält.
4.2.4. Statistische Klassifikations- und Segmentierungsverfahren
Es existiert in der Literatur eine Reihe erfolgreich auch unter Echtzeitanforderungen (z. B.
zur Auswertung intra-operativer Bilddaten) angewendeter statistischer Klassifikations- und
Segmentierungsverfahren. Sie arbeiten jedoch lokal und tendieren daher dazu, nicht-
geschlossene Regionen zu segmentieren. Eine oftmals sich anschließende Anwendung
morphologischer Operationen, korrigiert dieses Problem, allerdings mit nicht vorhersagbaren
Ungenauigkeiten. Zu diesen Verfahren gehören:
• k-NN Klassifikation
Bei der k-NN Klassifikation wird die Zuordnung jedes Merkmalsvektors auf der Grundla-
ge von klassifizierten Stichproben durchgeführt. Zu einem Merkmalsvektor werden die k
nächsten Nachbarn aus der Stichprobe gesucht. Der Merkmalsvektor wird anschließend
jeweils derjenigen Klasse zugeordnet, der die Mehrzahl der k Nachbarn zugeordnet ist.
Sind gleichviel Nachbarn unterschiedlichen Klassen zugeordnet, wird der Merkmals-
vektor derjenigen Klasse zugeordnet, die unter den Nachbarn im Bildraum häufiger auf-
tritt.
Im Ansatz von Warfield [War 00] wird aus präoperativ segmentierten Bilddaten die Klas-
sifikation der inter-operativen Bilddaten abgeleitet.
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• Expectation Maximization
Klassifikation auf der Grundlage eines Bayesschen Klassifikationsverfahrens, das so-
wohl einen messbaren als auch einen nicht-messbaren Anteil von Variablen berück-
sichtigt. Die nicht-messbaren Variablen modellieren dabei im Ansatz von Kapur [Kap 96]
zwei additive Anteile der Intensität:
• die theoretische Intensität eines pixels aufgrund des zugeordneten Gewebes,
• ein Bias-Feld, das die Artefakte der Bildgebung (z. B. MR) modelliert.
Die Verteilungen der Variablen werden initial durch ein parametrisches Modell für jede
der auftretenden Klassen geschätzt. Im Laufe der Klassifikation werden die Modellpa-
rameter iterativ an die Bilddaten angepasst. Jeder Iterationsschritt besteht dabei aus
zwei Teilprozessen:
• Im E-Schritt wird die Verteilung der nicht-messbaren Variablen aufgrund der Mes-
sung und der Parameter des Modells bestimmt.
• Im M-Schritt werden die Modellparameter aus der Verteilung der nicht-messbaren
Variablen geschätzt
• Fuzzy connectivity
Segmentierung aufgrund der Wahrscheinlichkeit, dass zwei Nachbar-pixels zu dersel-
ben Region gehören [Blo 93]. Benachbarte pixels werden in einem Graphen dargestellt,
dessen Kanten die lokale Wahrscheinlichkeiten für deren Verbundenheit der pixels zu-
geordnet wird. Die Zusammengehörigkeit kann über weiter voneinander entfernte pixels
durch die kumulierten Kosten des minimalen Pfades zwischen ihnen definiert werden.
Auf dieser Grundlage wird eine Region als Menge aller pixels definiert, die zu dem seed
point der Region mit einer Wahrscheinlichkeit verbunden sind, die oberhalb einer gege-
benen Schwelle liegt. Die Pfadkosten zu allen pixels der in Frage kommenden Region
können effizient durch einen Dijkstra-Algorithmus berechnet werden.
4.2.5. Interaktive Konturverfolgung
Es existiert eine Vielzahl semi-automatischer Konturverfolgungsalgorithmen, bei denen der
Benutzer einige Punkte auf oder in der Nähe der zu segmentierenden Kontur markiert und
bei der anschließend die genaue Lage der Kontur zwischen diesen Punkten automatisch be-
stimmt wird. Die nachfolgend beschriebenen Algorithmen basieren auf zuvor für jedes ein-
zelne pixel berechneten lokalen Kosten, die beispielsweise auf der Grundlage des lokalen
Bildgradienten definiert sind. Die Aufgabe der Konturverfolgung ist es dann, einen optimalen
Pfad zwischen Anfangs- und Endpunkt zu bestimmen. D. h. es muss ein Pfad mit den ge-
ringsten Gesamtkosten, die sich aus der Summe der lokalen Kosten aller an einem Pfad
beteiligten pixels ergeben, bestimmt werden.
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Abb. 4-2: Darstellung des Suchraumes für die Bestimmung eines Konturverlaufes zwischen Start- und Endpunkt
(a) im Bildraster (b) in Form einer Baumstruktur
Eine Lösungsmöglichkeit ist die Verwendung des A*-Algorithmus [Neu95], [HG95]. Hierzu
wird das Bild in eine Baumstruktur überführt. Die pixel werden als Knoten repräsentiert. Aus-
gehend vom Start-pixel als Wurzelknoten werden jeweils die Nachbar-pixel über Kanten ver-
bunden. Durch Akkumulation der lokalen Kosten bis zum jeweils betrachteten pixel und der
Verwendung einer heuristischen Schätzfunktion für den Restpfad von diesem pixel bis zum
Endpunkt können für jeden Knoten die Gesamtkosten des Pfades durch dieses pixel abge-
schätzt werden. Der A*-Algorithmus nutzt diese Information, um beginnend beim Start-pixel
iterativ einen minimalen Baum zu erstellen. Hierzu wird von den Blättern des Baumes nur
jeweils derjenige Knoten mit den minimal geschätzten Gesamtkosten expandiert. Der Algo-
rithmus terminiert, wenn das End-pixel erstmals erreicht wird. Durch die Güte der heuristi-
schen Schätzfunktion werden daher die Leistungsfähigkeit und das Ergebnis des Ansatzes
beeinflusst. Durch eine optimistische Funktion, welche die Kosten stets unterschätzt, wird
das optimale Ergebnis gefunden, allerdings erhöht sich gleichzeitig der Rechenaufwand.
Für den A*-Algorithmus wird jeweils genau ein optimaler Pfad für ein Paar aus Start- und
Zielpunkt bestimmt. Alternative Möglichkeiten, die gleichzeitig alle optimalen Pfade vom
Start-pixel zu einem beliebigen pixel innerhalb eines Suchraumes bestimmen, bestehen in
der Verwendung des Dijkstra-Algorithmus [MorBa 95],[StaHe 96] bzw. der fast marching-
Methode [LaAnBa 99]. Durch Propagieren der Kosten von einem pixel zu den jeweils be-
nachbarten müssen die Kosten für alle diese pixel eines Bildes für jeden Startpunkt nur ein-
mal und nicht für jedes Paar aus Start- und Zielpunkt erneut berechnet werden. Durch Gra-
dientenabstieg, ausgehend von einem beliebigen Zielpunkt, kann anschließend der optimale
Pfad bestimmt werden. Dieser Ansatz bietet nach der Initialisierung des akkumulierten Ko-
stenbildes eine gute interaktive Kontrolle des Ergebnisses, da der optimale Pfad von einem
markierten Startpunkt bis zur aktuellen Mausposition on-the-fly bestimmt und angezeigt wer-
den kann.
Da der Ansatz rein konturbasiert ist, ist das Ergebnis von der Qualität der Konturen abhän-
gig. Er tendiert bei verrauschten Bildern mit schwach ausgeprägten, bruchstückhaften Kontu-
ren zu einem zackigen Verlauf der Kontur und verkettet Bruchstücke von Konturen von ne-
beneinanderliegenden Objekten miteinander. Diesem Problem kann das semi-automatische
Setzen zusätzlicher Ankerpunkte entlang der bereits gefundenen Kontur entgegenwirken.
Während des Umfahrens der Kontur werden hierzu wiederholt Time-outs ausgelöst, die be-
wirken, dass der letzte Punkt des Pfades, der sich während dieser Zeitspanne am gleichen
Ort befand,  als neuer Stützpunkt hinzugefügt wird. Darüber hinaus kann die Definition loka-
ler Kosten modifiziert werden. In [StaHe 96] wird an einigen Beispielbildern die Anwendung
des Algorithmus für CT-Bilder gezeigt.
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4.2.6. Textur-basierte Segmentierung
Für die Segmentierung auf der Basis von Texturen wird bei [Bus 97] eine Wavelet-
Transformation zur Extraktion von Bildmerkmalen verwendet. Die Detail-Koeffizienten dienen
bei diesem Ansatz als extrahierte Bildmerkmals-Vektoren, die jedem voxel eines multi-
modalen MRI-Datensatzes sowie einem registrierten CT-Datensatz anschließend durch die
Klassifikation mittels einer Kohonen-Feature-Map die Gewebetypen „Tumor“, „Zerebrospi-
nalflüssigkeit“, „weiße“ und „graue Gehirnmasse“, „Knochen“, „Fettgewebe“ und „Hinter-
grund“ zuordnen. Die Kombination der Ergebnisse aus den unterschiedlichen Modalitäten
wird durch eine hierzu entwickelte neuartige morphologische Operation ausgeführt. Die Er-
folgsquote der Klassifikation beträgt 96%. Diese Quote ist unabhängig vom Patienten, gilt je-
doch nur unter der Voraussetzung, dass Aufnahmeparameter nicht wesentlich modifiziert
werden. Wie ein Vergleich der Textur-basierten Merkmalsextraktion mit anderen Verfahren
innerhalb der Studie zeigt, ist die Wavelet-basierte Methode anderen Verfahren überlegen.
Allerdings erscheint der für die Segmentierung betriebene Aufwand aufgrund der Notwendig-
keit eines Trainings anhand der 11 im o. g. Ansatz verwendeten klinischen Studien recht
hoch und es ergibt sich die Frage, inwieweit Datensätze repräsentativ gewählt werden kön-
nen. Darüber hinaus erzeugt der Ansatz nicht-geschlossene Flächen, bei der einzelne pixels
innerhalb einer Region einer fremden Region zugeordnet werden.
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5. Aktive Konturen, aktive Regionen und deformierbare Modelle
Aktive Konturen, aktive Regionen und deformierbare Modelle werden für eine Reihe von
Fragestellungen im Bereich der Computer Vision eingesetzt und zusätzlich zur hier be-
schriebenen Anwendung der Segmentierung auch für das Tracking und Matching. Aufgrund
der Popularität existiert in der Literatur ein großes Spektrum verschiedener Ansätze. Ein
Überblick - insbesondere über Ansätze mit dem Anwendungsbereich Medical Imaging - ist
bei McInerney und Terzopoulos zu finden [InTe 96].
Das gemeinsame Element aller dieser Techniken ist die Verwendung eines geometrischen
Modells, das seine Lage, Größe und Form aktiv an Konturen eines abgebildeten Objektes
anpasst. In diesem Verformungsprozess werden Ergebnisse einer Bildverarbeitung (bottom-
up) mit Constraints aus höheren Verarbeitungsschichten der Bildanalyse und a priori-Wissen
über das Anwendungsgebiet (top-down) zusammengeführt.
Image
A Priori
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Abb. 5-1: Datenfluss der Segmentierung durch aktive Konturen
In Abb. 5-1 ist das Prinzip veranschaulicht. A priori-Wissen fließt in die Adaptation durch die
Initialisierung, durch die Verwendung von Constraints in bezug auf Lage und Form des Mo-
dells sowie durch die Gesetzmäßigkeiten der Verformung ein17. Dadurch, dass diese Con-
straints sehr allgemein gewählt werden können, stellen diese Techniken einen universellen
Ansatz zur Regularisierung vieler Fragestellungen der Computer Vision dar. Als Ergebnis der
Adaptation werden die Bildmerkmale räumlich durch das geometrische Modell miteinander
verbunden und gleichzeitig als ein Objekt identifiziert. Damit geht die Adaptation bereits über
das reine Erkennen von Regionen, also den Prozess der Segmentierung, hinaus und inter-
pretiert bzw. versteht das Bild.
Von Kass, Witkin und Terzopoulos wurden 1987 aktive Konturen in Form der sogenannten
snakes eingeführt. Ein Ansatz von Fischler und Elschlager von 1973 wird allgemein als de-
ren Vorgänger angesehen [FiEl 73]. Sie setzten sogenannte spring-loaded templates zur Er-
                                               
17 Damit findet der Prozeß in Analogie zum menschlichen Sehen statt, bei dem aus einigen
Merkmalen eines Bildes zunächst eine Hypothese über das gesehene Objekt abgeleitet wird.
Aufgrund von weiteren gesehenen Bildmerkmalen kann dann nach und nach das mentales
Modell verfeinert werden.
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kennung von Gesichtzügen ein. Die Einzelelemente des Gesichtes wie Augen, Mund und die
Seitenpartien waren als starr modelliert und durch Federn untereinander verbunden. Jedes
Element besaß ein lokales Maß der Übereinstimmung mit dem abgebildeten Gesicht. Wäh-
rend der Anpassungsphase verformte sich das gesamte Modell elastisch, bis die Federkräfte
im Gleichgewicht standen. Durch die Federn wurde dabei sichergestellt, dass der räumliche
Zusammenhang zwischen einzelnen Merkmalen erhalten blieb, so dass sich beispielsweise
der Mund nicht über die Höhe der Augen hinaus bewegen konnte.
Von Kass, Witkin und Terzopoulos wurde ein universellerer Ansatz 1987 präsentiert
[KWT 87]. Die dort vorgestellte snake ist eine Kurve, die auf im Bild abgebildete Objekte an-
gepasst wird, indem sie durch bestimmte Bildmerkmale angezogen wird und sich daraufhin
elastisch verformt. Darüber hinaus ist der Supervisor in der Lage, weitere Constraints hinzu-
zufügen, indem er Punkte im Bild markiert, von denen die snake abgestoßen bzw. angezo-
gen wird.
Die Regularisierung des mathematisch unterbestimmten Problems der Segmentierung er-
folgt bei diesem Ansatz somit primär unter Zuhilfenahme des elastischen Verhaltens der
Kurve. Aufgrund des daraus resultierenden glatten Kurvenverlaufs können bruchstückhafte
Konturen anhand von schwach ausgeprägten Merkmalen interpoliert oder approximiert wer-
den. Wie von Kass et al. gezeigt wird, ist sie darüber hinaus geeignet, subjektive Konturen
aufzufinden. Dabei handelt es sich um Konturen, die sich nicht aufgrund von lokalen Bild-
merkmalen definieren lassen, sondern lediglich durch den menschlichen Betrachter als fort-
gesetzte Linie benachbarter Bildkonturen wahrgenommen werden (siehe Abb. 5-2). Insbe-
sondere bei Ultraschallbildern findet man solche subjektiven Konturen auch im medizini-
schen Anwendungsbereich.
(a) (b)
Abb. 5-2: (a) Beispiel einer subjektiven Kontur (b) Segmentierung durch eine snake
(aus [KWT 87])
Durch das sehr allgemeine Constraint ist die snake flexibel und eignet sich daher besonders
für eine interaktiv überwachte Segmentierung. Im Bereich der Medizin ist eine große Zahl der
zu segmentierenden Objekte durch einen glatten Konturverlauf gekennzeichnet. Die Kontur-
findung wird daher nur auf eine Teilmenge von sinnvollen Lösungen eingegrenzt und kann
mit einer großen Varianz vom Supervisor interaktiv durch die Initialisierung und das Setzen
von zusätzlichen Constraints manipuliert werden. Aufgrund der Wahl der folgenden Ele-
mente einer aktiven Kontur und der verwandten Techniken lassen sich die Eigenschaften ei-
nes speziellen Ansatzes steuern:
• Die geometrische Repräsentation einer aktiven Kontur bestimmt die Flexibilität der
Lösung in bezug auf Topologie und Geometrie. Durch die Verwendung von parametri-
schen Kurven und Oberflächen ist beispielsweise die Topologie nach der Initialisierung
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festgelegt, so dass sich z. B. die Anzahl der Objekte im Laufe der Adaption nur durch
explizite Operationen ändern kann.
• Durch das dynamische Verhalten bei der Adaption einer Aktiven Kontur wird die Men-
ge der untersuchten Lösungsmöglichkeiten (ausgehend von der Initialisierung) be-
stimmt. Zwei Größen haben darauf Einfluss: das Suchverfahren und geometrische Con-
straints der Repräsentation. Letztere legen die Dimensionalität des Suchraums fest.
Suchverfahren arbeiten entweder eher lokal oder global, so dass die Initialisierung nahe
am Objekt liegen muss und wenig stabil auf Änderungen der Initialisierung reagiert. Bei
einem globalen Verfahren hingegen spielt die Initialisierung keine Rolle.
• Aufgrund der Wahl von Verfahren zur Extraktion von Bildmerkmalen werden das vi-
suelle Erscheinungsbild der Lösung sowie die Genauigkeit, Stabilität und die Reprodu-
zierbarkeit festgelegt, mit der eine Lösung gefunden wird.
5.1. Der Snake-Ansatz
5.1.1. Repräsentation
Die der snake zugrundeliegende Kurvenrepräsentation ist eine parametrische Kurve v, die
als Funktion der Kurvenlänge s mit s ∈ [0 .. 1] in 2D durch Gleichung (5.1) gegeben ist.
( ) ( )( )




=
sy
sx
sv
( 5.1 )
Durch das Setzen von v(0) = v(1) ist ein geschlossener Kurvenzug definiert. Anstatt einer
analytischen Repräsentation werden bei praktischen Anwendungen diskrete Darstellungen
verwendet. Durch Kass et al. wurde die Verwendung von finiten Differenzen vorgeschlagen,
bei der der Kurvenzug polygonal approximiert wird (siehe Gleichung (5.2)).
( )ns vvvv ,,,1 = ( 5.2 )
Wiederum ist im Fall von v1 = vn die Kontur geschlossen, andernfalls offen. Bei allen Opera-
tionen auf Indizes muss dann für eine geschlossene Kontur der Modulo n der sich ergeben-
den Indizes verwendet werden.
5.1.2. Energiemodell
Mit der Lage und Form der snake in einem Bild ist ein Energiefunktional Esnake verbunden,
das in Gleichungen (5.3) und (5.4) definiert wird. Durch dieses findet eine Bewertung der
Form des geometrischen Modells sowie der Übereinstimmung mit den im Bild sichtbaren
Merkmalen und zusätzlichem a priori-Wissen statt.
( )( )dssEE snakesnake =
1
0
v
( 5.3 )
( )( ) ( )( ) ( )( )dssEsEsEE conimagesnake  ++=
1
0
int vvv ( 5.4 )
Die hier definierten Energieterme werden als Eint interne Energie, die eine Elastizität des Mo-
dells definiert, Eimage Bildenergie, die sich aus Bildmerkmalen ableitet, und Econ Constraint-
Energie bezeichnet. Der letzte Term steht für beliebige weitere Constraints, die in die Adap-
tion einfließen, z. B. a priori-Wissen oder durch die Koppelung mit einem weiteren Prozess.
Durch die Minimierung der Gesamtenergie wird die Kurve unter Erhaltung eines glatten Kur-
venverlaufes sowie von zusätzlich gegebenen Constraints auf das Bild angepasst. Der Pro-
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zess simuliert dabei das Spiel verschiedener Kräfte, die entlang der Gradienten der Energie
auf die Kurve einwirken.
Die interne Energie steigt in Bereichen der Kurve an, die stärker gestreckt oder stärker ge-
krümmt sind. Die Definition ist in Gleichung (5.5) für den kontinuierlichen Fall und in Glei-
chung (5.6) für die Approximation durch finite Differenzen gegeben.
( ) ( ) ( ) ( ) ( )( )22int 21 sssssE sss vv βα += ( 5.5 )
( ) 2114212int 222 +−− +−+−= iii
i
ii
i
hh
iE vvvvv
βα
( 5.6 )
α und β sind lokale Gewichtungen der ersten und zweiten Ableitung des Kurvenverlaufes.
Eine höhere Gewichtung der ersten Ableitung durch α wirkt somit einer Streckung der Kurve,
eine höhere Gewichtung durch β insbesondere einer hohen Krümmung entgegen.
Die Bildenergie ist eine gewichtete Summe von Einzelenergien, die jeweils auf ein Bild-
merkmal spezialisiert sind. Die Definition ist in den Gleichungen (5.7) bis (5.10) gegeben.
termtermedgeedgelinelineimage EwEwEwE ++= ( 5.7 )
( )yxIEline ,= ( 5.8 )
2IEedge ∇−= ( 5.9 )
⊥∂
∂
=
n
θ
termE ( 5.10 )
Durch die Wahl der Gewichte wline, wedge und wterm werden die einzelnen Bildmerkmale be-
tont. Mit Hilfe der Energie Eline werden in Abhängigkeit vom Vorzeichen von wline dunkle oder
helle Linien im Bild gefunden. Eedge dient der Kantendetektion mit Hilfe des lokalen Bildgra-
dienten. Die snake wird durch diese Energie von Maxima des lokalen Bildgradienten ange-
zogen. Durch die Energie Eterm werden schließlich Eckpunkte aus dem Bild extrahiert. θ be-
zeichnet den Winkel des Bildgradienten und n⊥ ist der Einheitsvektor senkrecht zur Gra-
dientenrichtung. Diese Energie wirkt insbesondere der Tendenz entgegen, dass die aktive
Kontur aufgrund der internen Energie in Bereichen stark gekrümmter Konturen vom Verlauf
abweicht.
Die dritte Komponente von Esnake, die Constraint-Energie Econ, ermöglicht das Einbeziehen
externer Constraints, die sich aus dem spezifischen Wissen über den Bereich der Anwen-
dung ergeben oder gleichzeitig durch einen Prozess, z. B. aus der Bildinterpretation, gene-
riert werden. Als ein universelles Beispiel für die überwachte Segmentierung werden von
Kass et al. Federkräfte zwischen einem vom Supervisor gesetzten Punkt und dem nächst-
gelegenen Punkt der aktiven Kontur in [KWT 87] angeführt. Gleichung (5.11) zeigt die Defi-
nition.
)( 21 xx −−= kEspring ( 5.11 )
5.1.3. Energieminimierung
Aufgrund der Definition der Energie wird das Segmentierungsproblem in ein Optimierungs-
problem überführt. Nach der Initialisierung kann die snake durch einen Ansatz aus der Varia-
tionsrechnung effizient zu einem Minimum der Energiefunktion konvergieren. Die Aufgabe
der Variationsrechnung ist die Minimierung des in Gleichung (5.12) gegebenen Funktionals.
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Dieses Funktional ist minimal, wenn die zugehörigen Euler-Gleichungen (5.13) und (5.14)
erfüllt sind.
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Für konstantes α(s)=α und β(s)=β geht diese in zwei voneinander unabhängige Gleichungen
(5.15) und (5.16) über.
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Durch die Diskretisierung der Kontur durch eine feste Anzahl von n Punkten geht die Glei-
chung (5.3) in eine Summe über. Zur Berechnung der internen Energie wird darüber hinaus
Gleichung (5.6) angewendet. Damit ergeben sich für jeden Punkt die folgenden Gleichungen
(5.17), (5.18).
02112 =∂
∂
+++++ ++−−
i
ext
iiiii x
E
pxqxrxqxpx ( 5.17 )
02112 =∂
∂
+++++ ++−−
i
ext
iiiii y
E
pyqyryqypy ( 5.18 )
Wobei p = β/ds4, q = -α/ds2-4β/ds4 und r=2α/ds2+6β/ds4. Diese Gleichungen bilden ein Sy-
stem aus 2n linearen Gleichungen, die in Matrixform in den Gleichungen (5.19) und (5.20)
gegeben sind.
( ) 0, =
∂
∂
+ yx
x
EextAx ( 5.19 )
( ) 0, =
∂
∂
+ yx
y
EextAy ( 5.20 )
Die pentadiagonale Matrix A enthält die Elastizitätskoeffizienten α und β und wird daher häu-
fig auch als Steifigkeitsmatrix bezeichnet. Zur Lösung der Gleichungen (5.19) und (5.20) wird
deren rechte Seite dem Produkt aus der Schrittweite dt und der negativen Ableitung der lin-
ken Seite gleichgesetzt. Darüber hinaus werden die Ableitungen der externen Energie als
konstant innerhalb eines Zeitschrittes dt angenommen, was den Rechenaufwand erheblich
verringert, da sich A nicht verändert. Jede Iteration führt einen impliziten Euler-Zeitschritt in
bezug auf die interne Energie und einen expliziten Zeitschritt in bezug auf die externe Ener-
gie aus.
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Im Gleichgewichtszustand verschwindet die zeitliche Ableitung und die Euler-Gleichungen
sind gelöst. Die rekurrenten Gleichungen in Form Ax=b sind durch (5.23) und (5.24) gege-
ben.
( ) ( )11, −−− ∂
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−=+ tt
ext
t x
Edtdt yxxxIA 1t ( 5.23 )
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Durch Cholesky-Zerlegung (Anhang D) lassen sich die Gleichungen (5.23) und (5.24) in der
Implementation effizient (Ordnung O(n2)) lösen, ohne dabei die mit der von Kass et al. vor-
geschlagenen Matrixinvertierung verbundenen numerischen Ungenauigkeiten in Kauf neh-
men zu müssen. Durch die Diskretisierung in der Zeit ist es zudem notwendig, die Iterationen
zu terminieren, wenn die Änderungen der Vektoren xt und yt einen vorgegebenen Schwell-
wert unterschreiten.
5.1.4. Probleme des snake-Ansatzes
Auch wenn der snake-Ansatz bereits das Potential der Aktiven Konturen zeigt, sind mit ihm
signifikante Probleme verbunden.
Problem I Das Minimierungsverfahren arbeitet lokal und terminiert beim Erreichen des
nächstgelegenen lokalen Minimums. Daher ist das Ergebnis zu einem hohen
Maß von der Initialisierung abhängig und kann bei leicht unterschiedlichen
Initialisierungen zu großen Varianzen des Ergebnisses führen. Korrekturen
lassen sich aufwendig durch das Einbeziehen zusätzlicher Constraints (z. B.
Federkräfte, die auf die aktive Kontur wirken) erreichen.
Problem II Oszillationen um den Gleichgewichtszustand, die aus der Diskretisierung der
Zeit resultieren, können Schwierigkeiten bei der Definition eines Terminati-
onskriteriums mit sich bringen.
Problem III Euler-Gleichungen sind notwendige, aber nicht hinreichende Voraussetzun-
gen eines lokalen Optimums [Ami 90]. Insofern besteht die Möglichkeit, dass
das Verfahren nicht in einem Minimum konvergiert.
Problem IV Durch die numerische Approximation von Termen höherer Ordnung (im vor-
liegenden Ansatz bis zum Grad 4) durch finite Differenzen ergeben sich nu-
merische Instabilitäten.
Problem V Die Energieminimierung nimmt einem kontinuierlichen Verlauf der Energie-
funktion an. Daher können nur weiche Constraints in die Energiefunktion mit-
einbezogen werden.
Problem VI Die Parametrisierung des Verfahrens ist sehr sensibel, so dass kleine Para-
meteränderungen häufig große Änderungen des Ergebnisses zur Folge ha-
ben. U.a. daraus resultieren Probleme beim Segmentieren konkaver Objekte.
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Zudem ist es schwierig Konturen in Bereichen zu finden in denen keine Gra-
dienten der Externen Energie existieren.
Problem VII Die snake erlaubt keine topologischen Änderungen. Durch die Initialisierung
wird bereits die Topologie und daher auch die Anzahl der zu segmentieren-
den Konturen festgelegt.
Im Rahmen dieses und des folgenden Kapitels werden einige der Probleme und Lösungen
aus der Literatur sowie eigene Lösungen vertiefend diskutiert:
• In den Abschnitten 5.4 und 5.5 wird die lokale Arbeitsweise (Problem I) diskutiert und
einerseits verbesserte Definitionen der Energiefunktion andererseits alternative Verfah-
ren zu Energieminimierung vorgeschlagen
• Gleichzeitig wird durch die Verwendung alternativer Minimierungsverfahren Problem III
und Problem IV gelöst.
• Im Abschnitt 6.3 wird die Verwendung Lagrangescher Dynamik vorgeschlagen, bei der
aufgrund einer an lokale Bildmerkmale adaptierte Dampfungskraft Oszillationen um das
Equilibrium (Problem II) vermieden werden.
• Die Verwendung impliziter Konturen (Abschnitt 5.2.5) zur geometrischen Repräsentation
in der Level-Set-Methode (Abschnitt 6.2) ermöglicht einfache Änderungen der Topologie
(Problem VII)
5.2. Geometrische Repräsentationen
Repräsentationen der Geometrie eines Objektes können in bezug auf ihre Kompaktheit, Ge-
nauigkeit und Flexibilität gemessen werden. Aus einer kompakten Darstellung folgt auch eine
effiziente Arbeitsweise zugehöriger Operationen. Die Genauigkeit einer Repräsentation in
der Bildverarbeitung kann in zwei Klassen eingeteilt werden: Repräsentationen, die durch die
Lage der pixel also in Form von Kardinalzahlen eindeutig festlegt sind, und solche die auch
im Zwischenraum der pixels also mit Subpixel-Genauigkeit die Lage von Konturen angeben.
Eine Repräsentation sollte insbesondere für den Adaptionsprozess flexibel sein, so dass sie
es ermöglicht, aufgrund der Änderung ihrer Parameter eine große Varianz von Objekten dar-
zustellen.
5.2.1. Parametrische Repräsentationen
Parametrische Repräsentationen sind besonders kompakt, da nur wenige Punkte entlang
des Kurven- oder Oberflächenverlaufes abgelegt werden müssen. Mit den im snake-Ansatz
(Abschnitt 5.1.1) verwendeten polygonalen Approximationen sind jedoch einige Probleme
verbunden. Dazu gehören die bereits genannten numerischen Instabilitäten aufgrund der
Approximation der Ableitungen durch finite Differenzen. Darüber hinaus ergibt sich die Not-
wendigkeit zu einer großen Zahl von Stützpunkten zur Approximation eines stark gekrümm-
ten Konturverlaufs. Wird die Zahl der Stützpunkte während der Adaption nicht angepasst,
muss daher bereits bei der Initialisierung eine große Zahl von Stützpunkten verwendet wer-
den. Damit ist bei der Minimierung der snake eine quadratische Zunahme des Rechenauf-
wandes verbunden.
5.2.2. Adaptiver B-Spline
Eine höhere Effizienz als eine polygonale Approximation ermöglicht die Verwendung eines
adaptiven B-splines [RüBu 95]. Zum einen kann ein B-Spline einen statischen, stark ge-
krümmten Kurvenverlauf kompakter repräsentieren als eine polygonale Approximation. Aus
diesem Grund wurde er von Menet et al. erstmalig zur Repräsentation der B-snake vorge-
schlagen [MSM 90]. Darüber hinaus ist es durch Anpassung der Anzahl der Stützstellen par-
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allel zum Adaptionsprozess möglich, jeweils eine minimale Anzahl von Stützstellen zu ver-
wenden, um dabei die geforderte Genauigkeit der Repräsentation zu erzielen [RüBu 95].
5.2.2.1. Uniformer nicht-rationaler B-Spline
Die Basis des hier beschriebenen adaptiven B-Splines bildet ein uniformer nicht-rationaler B-
Spline (vgl. [Fol 96]). Dabei handelt es sich um einen stückweise polynomial definierten Kur-
venzug des Grades k. Die Berechnung erfolgt in Form der Gleichung (5.25) als Linearkombi-
nation der polynomialen Basisfunktionen Bi(s) und einer Menge von Stützstellen Vi.
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( 5.25 )
Bei B-Splines wird der lokale Kurvenverlauf jeweils von nur k+1 benachbarten Stützstellen
definiert. Dieses als lokale Kontrolle bezeichnete Prinzip ermöglicht eine große Effizienz bei
der Berechnung des B-splines, da die Summe aus Gleichung (5.25) jeweils aus nur k+1
Summanden besteht. Eine weitere Eigenschaft des B-Splines ist die Ck-1-Stetigkeit an seinen
Übergangsstellen. Aufgrund dieser Randbedingungen sind die Koeffizienten des Polynoms
eindeutig bestimmt. In Gleichung (5.26) ist die Definition für ein Kurvensegment i eines kubi-
schen rationalen B-Splines angegeben.
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Bei einem uniformen B-Spline verläuft der Parameter s gleichmäßig mit einem Inkrement von
1 für jeweils ein Kurvensegment über die Kurve, so dass innerhalb jedes Segmentes Qi gilt
0 ≤ s - i < 1. In Abb. 5-3 ist der Verlauf der kubischen B-Spline-Basisfunktionen graphisch
dargestellt.
Abb. 5-3: Kubische B-Spline-Basisfunktionen
Durch die Definition einer stückweise kubischen Kurve mit C2-stetigem Übergang sind auch
in jedem Kurvenpunkt die 1. und 2. Ableitung aus der Summe der abgeleiteten Basisfunktio-
nen berechenbar. Numerische Instabilitäten, die bei der Verwendung einer polygonalen Ap-
proximation auftreten, werden daher vermieden. Aufgrund der implizit gegebenen Glätte des
B-splines ist es sogar möglich, auf die Berechnung der internen Energie einer Aktiven Kontur
ganz zu verzichten [Ivi 96].
Durch die in Gleichung (5.26) gegebene Definition des B-Splines werden die Stützstellen ap-
proximiert. Für einen interpolierenden, C2-stetigen Kurvenverlauf wird bei Rückert ein B-
Spline fünften Grades verwendet [RüBu 95].
5.2.2.2. Approximation eines Kurvenverlaufs durch einen B-Spline
Zur Approximation eines Kurvenverlaufs, der durch eine Menge von Punkten gegeben wird
(z. B. einer polygonalen Approximation der Kurve), durch einen rationalen kubischen B-
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Spline kann das Verfahren der kleinsten Fehlerquadrate angewendet werden [MSM 90]. Da-
bei wird die Distanz zwischen den diskreten Punkten und der Approximation durch den B-
Spline minimiert. Diese Distanz ist in Gleichung (5.27) gegeben.
( )
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−=
p
j
jj PsQR
0
2
( 5.27 )
Zur Bemessung der Distanz muss also eine bijektive Zuordnung m: ℜd→ℜ zwischen der
Punktmenge Pj und den Parametern des B-Splines sj festgelegt werden. Unter der in Glei-
chung (5.28) gezeigten Bedingung wird das Minimum der Fehlerquadrate (in 2D) erreicht.
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Der Stützstellen-Index l läuft dabei im Bereich von 0 bis m. Xl und Yl bezeichnen deren Koor-
dinaten. Unter Verwendung von Gleichung (5.25) ergeben sich damit (ebenfalls in 2D) zwei-
mal m Gleichungen (5.29) und (5.30), die durch Cholesky-Zerlegung effizient für beide Di-
mensionen separat gelöst werden können (Anhang D).
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Für die Festlegung der bijektiven Zuordnung m werden zwei unterschiedliche Strategien vor-
geschlagen. Einerseits können die Stützstellen gleichmäßig über die Länge der Kurve verteilt
werden [RüBu 95]. Deren Anzahl lässt sich jedoch weiter optimieren, indem ihre Lage auf-
grund der lokalen Krümmung der Kurve verteilt wird [TaZhu 98]. Dadurch werden Stützstel-
len in Bereichen großer Krümmung mit einem relativ geringeren Abstand verteilt als in Berei-
chen geringer Krümmung.
Ein B-Spline kann bei kompakter Darstellung runder Formen prinzipiell auch scharfe Ecken
ausbilden. Menet et al. schlagen dazu vor, µ Stützpunkte in einem Punkt zusammenzulegen,
um den Grad der Ck-1-Stetigkeit an den Übergängen um µ zu reduzieren [MSM 90].
5.2.2.3. Reparameterisierung
Ein adaptiver B-Spline passt die Anzahl der Stützstellen an die Kurvenlänge an. Im allgemei-
nen findet bei aktiven Konturen der Reparametrisierungsprozess verschränkt mit dem Adap-
tionsprozess statt. Dieses Verfahren wurde zuerst von Miller für das Geometric Deformable
Model vorgeschlagen  [Mil 91].
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Abb. 5-4: Reparameterisierung des B-Spline
Abb. 5-4 zeigt das Prinzip der verschränkten Reparameterisierung: Es wird jeweils ein Itera-
tionsschritt der Energieminimierung ausgeführt und anschließend überprüft, ob die Kurven-
länge eines Segments einen vorgegebenen Schwellwert über- oder unterschreitet. Wird ein
solches Kurvensegment erkannt, startet der Reparametrisierungsprozess.
Für einen kubischen B-Spline (Gleichung (5.26)) ist es dabei notwendig, den Kurvenverlauf
unter Verwendung einer neuen Zuordnung m zu approximieren (siehe vorhergehender Ab-
schnitt 5.2.2.2). Der Ansatz von Rückert ermöglicht es hingegen, aufgrund des interpolieren-
den B-Splines, eine neue Stützstelle entlang des Kurvenverlaufs hinzuzufügen oder zu ent-
fernen [RüBu 95].
5.2.3. Repräsentationen auf Basis der Fourier-Zerlegung
Im Gegensatz zum lokal kontrollierten B-Spline ermöglichen Fourier-basierte Modelle die
globale Form eines Objektes durch nur wenige Parameter zu beschreiben und zu modifizie-
ren. Die in Gleichung (5.31) definierte elliptische Fourier-Zerlegung wurde erstmals durch
Staib und Duncan für aktive Konturen (dort bezeichnet als Parametrically Deformable Mo-
dels) eingesetzt [StDu 92].
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Der Parameter τ verläuft im Wertebereich von 0 bis 2π. Die Koeffizienten a0, c0, ak, bk, ck und
dk können durch die inverse Fourier-Transformation aus einem gegebenen Kurvenverlauf
bestimmt werden. Bei einer praktischen Repräsentation ist es natürlich notwendig, die Sum-
me bei einer endlichen Anzahl von Koeffizienten abzubrechen, z. B. dann, wenn ein vorge-
gebenes Fehlermaß der Approximation erreicht oder unterschritten wurde.
Diese analytische Repräsentation ist insbesondere kompakt für die Darstellung global glatter
Formen, so dass nur wenige Parameter modifiziert werden müssen, um eine große Vielfalt
an Formen darzustellen. Andererseits ist die Transformation lokaler Information in den Pa-
rameterraum der Kurve auch bei Verwendung einer schnellen inversen Fourier-
Transformation aufgrund dessen höherer Ordnung (O(n log n)) aufwendiger als der lineare
Aufwand bei der Transformation in den Parameterraum eines B-splines. Letzteres stellt ins-
besondere für den hochgradig iterativen Adaptionsprozess einer Aktiven Kontur ein Rechen-
zeitproblem dar.
5.2.4. Adaptive Triangulationen
Eine Triangulation ist eine Spezialform eines Polygonnetzes, das in Foley et al. wie folgt de-
finiert wird [Fol 96]:
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„EIN POLYGONNETZ IST EINE ANSAMMLUNG VON KANTEN, STÜTZPUNKTEN UND POLYGONEN, DIE
SO VERBUNDEN SIND, DASS JEDE KANTE VON JE ZWEI ANGRENZENDEN POLYGONEN GETEILT
WIRD. EINE KANTE VERBINDET ZWEI STÜTZPUNKTE UND EIN POLYGON IST EINE GESCHLOSSENE
SEQUENZ VON STÜTZPUNKTEN.“
Eine Triangulation wird nun ausschließlich durch Dreiecke repräsentiert. Durch den Verzicht
auf einen Parameter, der benachbarte Oberflächenelemente sequenziell nummeriert, kann
jede beliebige Oberflächentopologie leicht dargestellt werden. Andererseits ergeben sich
Probleme der Konsistenz von Oberflächen, so dass geschlossene Oberflächen „Löcher“ ent-
halten können.
Für eine effiziente Verarbeitung und Visualisierung ist es ein wichtiges Ziel, die Anzahl der
Dreiecke möglichst gering zu halten, ohne dabei die Genauigkeit der Approximation oder In-
terpolation der Oberfläche wesentlich zu verringern. Statt die Anzahl der Dreiecke einer Tri-
angulation während der Adaption konstant zu halten, wird sie bei einer adaptiven Triangula-
tion angepaßt. Eine weitere Einsparung der Anzahl der Dreiecke kann durch die Variation
der relativen Größe der Dreiecke entlang der Oberfläche erzielt werden. Im Bereich einer
ebenen Oberfläche können Dreiecke größer gewählt werden, ohne dass sich die Genauig-
keit wesentlich verringert als im Bereich starker Krümmungen.
Analog zum oben beschriebenen adaptiven B-Spline findet während der Adaption einer Akti-
ven Kontur die Adaption der Anzahl der Dreiecke in einem verschränkten Prozess statt. In
diesem Abschnitt werden daher einige grundlegende Mechanismen zur Überführung einer
Triangulation in eine bezüglich der Anzahl der Dreiecke und infolgedessen bezüglich der
Netztopologie geänderte beschrieben.
Abb. 5-5: Lokale Änderung der Netztopologie einer Triangulation nach Miller [Mil 91]
Das bei Miller et al. beschriebene Geometric Deformable Model wird durch ein minimales
Netz initialisiert, das aus 20 Seiten (Ikosaeder) aufgebaut ist [Mil 91]. Es wächst daher aus-
schließlich im Verlauf der Adaptation an das zu segmentierende Objekt, so dass lediglich ei-
ne Operation zum Hinzufügen von Dreiecken vorgesehen werden muss18. Sobald ein Zerle-
gungskriterium für ein Dreieck erreicht wird, wird dieses in vier Teildreiecke zerlegt, die sich
aus der Teilung jeder Dreieckskante ergeben. Um die Triangulation konsistent zu erhalten,
müssen daraufhin auch die drei angrenzenden Dreiecke geteilt werden. Entweder wird das
benachbarte Dreieck dabei in zwei Teile zerlegt, wenn nur ein benachbartes Dreieck zerlegt
wird, oder ebenfalls in vier, falls zwei oder drei Nachbardreiecke zerlegt werden (Abb. 5-5).
                                               
18 vgl. Abschnitt 8.3: dort werden auch Operationen zur Reduktion der Dreiecke vorgestellt
Dissertation, S. Großkopf GRIS, TU-Darmstadt
60
(a) (b)
Abb. 5-6: Verwendung der Coxeter-Freudenthal Triangulation in 2D (a) zur Reparameterisierung (b) zum Erken-
nen einer Kollision und Verbinden beider Kurven [McTe 00]
Durch die bei Miller beschriebenen Operationen wird zwar die Netztopologie geändert, je-
doch nicht der topologische Typ der Oberfläche. Insbesondere entstehen Probleme bei einer
Selbstdurchdringung von Oberflächen, die allein aufgrund einer Triangulation nur durch Algo-
rithmen exponentieller Ordnung erkannt werden können. McInerney und Terzopoulos schla-
gen daher eine Unterteilung des Bildraumes in Simplices nach Coxeter-Freudenthal vor
[McTe 00] (Abb. 5-6). Aufgrund der regulären Unterteilung ist es durch sehr einfache Be-
rechnungen möglich, Schnittpunkte zwischen der Objektoberfläche und den Simplices zu
bestimmen. Aus den Schnittpunkten und Dreiecksnormalen können die Eckpunkte der Sim-
plices damit in innen- bzw. außenliegend klassifiziert werden. Dadurch kann auch eine Kolli-
sion von Oberflächen sehr leicht erkannt werden und daraufhin die Topologie der Oberfläche
geändert werden (Abb. 5-6b). Zur Adaptation der Größe und Zahl der Dreiecke wird die
Geometrie der Dreiecke aufgrund der Schnittpunkte zwischen der Oberfläche und den Sim-
plices festgelegt (Abb. 5-6a).
5.2.5. Implizite Oberflächen
Implizite Oberflächen definieren Oberflächen eines Objektes durch die Nullstellen einer hö-
herdimensionalen Einbettungsfunktion in Form von Gleichung (5.32). Die Menge aller Punkte
(x,y,z), welche die Gleichung f(.) erfüllen, sind dabei die Punkte der Oberfläche.
( ) 0,, =zyxf ( 5.32 )
Ein Beispiel einer analytisch definierten impliziten Oberfläche ist für einen Ellipsoiden in Glei-
chung (5.33) gegeben.
0222 =++ czbyax ( 5.33 )
Für die Repräsentation eines beliebig geformten Objektes bietet sich wiederum eine Diskre-
tisierung an. Hierzu kann ein Bild (oder eine Volumenrepräsentation in 3D) verwendet wer-
den, deren pixel eine vorzeichenbehafteten Wert (z. B. die Distanz zur Oberfläche) anneh-
men. Innerhalb eines Objektes wird der (Distanz-) Wert als negativ, außerhalb als positiv de-
finiert. Die Nullstellen können aufgrund einer Fließkomma-Zahlendarstellung der pixels und
einer geeigneten Interpolation zwischen den voxel-Mittelpunkten sub-voxel-genau berechnet
werden.
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Eine solche Repräsentation ist leicht in eine beliebige Anzahl von Dimensionen übertragbar
und hat zudem den Vorteil der einfachen Änderung der Topologie. Sie wird daher u.a. von
Malladi, Sethian und Vermuri zur Repräsentation Aktiver Konturen (Level-Set-Method) ein-
gesetzt [MSV 95] (vgl. Abschnitt 6.2).
Abb. 5-7 zeigt ein einfaches Beispiel der Transformation der Topologie in 2D. Zwei kegelför-
mige Einbettungsfunktionen repräsentieren zunächst zwei einzelne Kreise in der x-y-Ebene.
Durch die Subtraktion eines für alle (x,y) konstanten z-Wertes verschmelzen die beiden Krei-
se zu einem geschlossenen Kurvenzug.
(a) (b)
Abb. 5-7: Topologische Transformation einer impliziten Oberfläche (in 2D) von (a) 2 Kreisen in der x-y Ebene in
(b) einen einzelne geschlossenen Kurvenzug durch Subtraktion eines konstanten z-Wertes der 3D-
Einbettungsfunktion
5.3. Geometrische Constraints der Deformation
Durch Einführung von Constraints in bezug auf die Beweglichkeit einer geometrischen Re-
präsentation ist es möglich, a priori-Wissen in den Adaptionsprozess einfließen zu lassen.
Aufgrund dieser Reduktion der Freiheitsgrade eines Modells wird gleichzeitig die Dimension
des Lösungsraumes eingeschränkt, z. B. indem a priori Wissen über die Form eingeführt
wird. Dieses resultiert in einem robusteren Verhalten der aktiven Kontur bei einem im allge-
meinen gesenktem Rechenaufwand, schränkt jedoch auch deren Flexibilität ein.
Für die Lösung von Fragestellungen aus dem Bereich der Computer Vision lassen sich drei
Klassen von Repräsentationen finden:
• Starre und gelenkige Repräsentationen
Diese Klasse stellt die am wenigsten flexiblen Repräsentation dar, da sie aus einfachen
geometrischen Primitiven zusammengesetzt ist, wie Linien, Ellipsen und Kreisen. Die
initiale Repräsentation wird an eine Vorlage adaptiert, indem die geometrischen Para-
meter der Einzelkomponenten (z. B. Translation, Rotation, Skalierung) modifiziert wer-
den. Zur Bestimmung dieser Parameter kann beispielsweise die generalisierte Hough
Transformation angewendet werden. Sie transformiert lokale Bildmerkmale in den
Merkmalsraum, so dass eine anschließende Cluster-Analyse die gesuchten Parameter
bestimmen kann.
In der Computer Vision werden sie z. B. zur Modellierung von Gesichtern eingesetzt. Im
Bereich Medical Imaging sind Anwendungen jedoch selten, da die Mehrzahl der abge-
bildeten Objekte nicht starr ist und eine Patienten-individuelle Form besitzt.
• Deformierbare Schablonen
Eine größere Flexibilität bietet die Klasse der Deformierbaren Schablonen (Deformable
Templates). Sie ermöglichen die globale Beschränkung der Deformationen. Sie lassen
sich wiederum in drei Klassen unterteilen.
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Bei den hierzu zählenden statistisch deformierbaren Schablonen, auch als Punktvertei-
lungsmodelle bezeichnet, wird durch die statistische Auswertung einer repräsentativen
Reihe von Beispielformen die Wahrscheinlichkeit bestimmt, mit der eine Form auftritt.
Auf der Grundlage der Kovarianzmatrix kann eine Reduktion der Dimension durch
Hauptachsentransformation und die Auswahl der ersten n signifikanten Eigenwerte und
Eigenvektoren erfolgen [CTL 94]. Hierbei kann sowohl eine polygonale Kurvenapproxi-
mation oder ein B-Spline zugrundegelegt werden als auch eine elliptische Fourier-
Zerlegung (Abschnitt 5.2.3) [StDu 92].
Eine weitere Repräsentation wird auch als parametrisch deformierbare Schablone be-
zeichnet [JZL 96]. Hier wird die Deformation allerdings nicht als Funktion des Parame-
terraums der Kurve, sondern als Funktion des Bildraums definiert.
Darüber hinaus können physikalisch deformierbare Schablonen allein aus deren Mate-
rialeigenschaften (insbesondere der Steifigkeit) in Analogie zur FEM abgeleitet werden.
Durch Formulierung eines Eigenwertproblems können die Schwingungsmodi bestimmt
werden, die als Linearkombination eine Reihe von Formen repräsentieren [PeHo 91].
Physikalisch deformierbare Schablonen haben den Vorteil, dass sie keinerlei Beispiele
für das Training der Verformungsparameter benötigen und dennoch das Verhalten von
realen Objekten aufgrund der gegebenen Materialeigenschaften simulieren. Daher eig-
nen sie sich insbesondere für Fragestellungen des matching (z. B. aus einem anatomi-
schen Atlas) und tracking.
• Freiform deformierbare Modelle
Diese Klasse wurde bereits oben im Rahmen der Definition der snake diskutiert (siehe
Einleitung zum Kapitel 5). Sie ermöglicht die flexibelste Verformung, da die Klasse der
verwendeten controlled-continuity splines nur aufgrund von lokaler Krümmung und
Streckung beschränkt wird. Durch die Anzahl der verwendeten Kontrollpunkte und der
Definition der internen Energie werden im Prozess der Energieminimierung die lokale
Form und Formänderung kontrolliert.
5.4. Bildenergie
5.4.1. Lokale Konturen
Zur Anhebung von Konturen in einem diskreten Bild existiert in der Bildverarbeitung eine
Reihe von Verfahren. Die Mehrzahl der Ansätze bestimmt Konturen aufgrund von Maxima
des lokalen Bildgradienten erster Ordnung oder aufgrund von Nulldurchgängen des Bildgra-
dienten zweiter Ordnung. Durch den hohen Rauschanteil medizinischer Bilddaten scheiden
Verfahren der zweiten Ordnung im allgemeinen aus. Sie verstärken insbesondere das hoch-
frequente Rauschen und generieren daher Pseudokanten in homogenen Bildregionen. Es
werden daher bevorzugt Gradienten erster Ordnung verwendet, da diese neben der Position
der Kontur zusätzliche Informationen in Form der Intensität der Kontur und deren Ausdeh-
nung miteinschließen.
Durch die Diskretisierung des Bildraumes kann der Bildgradient nicht analytisch bestimmt,
sondern muss durch finite Differenzen approximiert werden. Gleichung (5.34) zeigt eine ein-
fache Möglichkeit hierzu.
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Sehr häufig werden zudem Konturen durch Filterung extrahiert. Der Sobel-Filter hat sich in
diesem Zusammenhang besonders bewährt, da er neben der Anhebung der Kontur gleich-
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zeitig eine Glättung des Bildes senkrecht zur Suchrichtung durchführt. Die separierbaren
Filterkerne für x- und y-Richtung sind in Abb. 5-8 dargestellt.
1 0 -1 1 2 1
2 0 -2 0 0 0
1 0 -1 -1 -2 -1
(a) (b)
Abb. 5-8: Definition der Sobel-Filtermasken für die Extraktion von Kanten in (a) x- und (b) in y-Richtung
Dabei wird das Bild zunächst mit dem Filterkern für x- und anschließend mit dem Filterkern
für die y-Richtung gefaltet. Eine Kante, die im Bild diagonal verläuft, generiert zu gleichen
Teilen eine Filterantwort in beiden Bildern. Für die meisten Anwendungen wird daher der
Betrag des Gradienten bestimmt. Zur optimalen Rauschunterdrückung gibt es darüber hin-
aus Verfahren, welche die Ausrichtung des Filters an die lokale Bildorientierung anpassen
[Fre 92].
Problematisch bei der Kantenextraktion aufgrund des lokalen Gradienten ist jedoch zum ei-
nen, dass in medizinischen Bilddaten häufig eine große Zahl von Konturen erkannt wird, die
nicht zur ROI gehören. Für eine einfache Verarbeitung der Bilder ist es wünschenswert, nur
bestimmte Konturen zu selektieren. Darüber hinaus sind Objektkonturen häufig nicht in allen
Regionen eines Bildes so stark ausgeprägt, dass sie allein aufgrund eines Schwellwertes für
den Betrag des Gradienten detektiert werden können. Daher müssen Konturlücken mit Hilfe
zusätzlicher Bildinformation geschlossen werden.
Im Bereich der Visualisierung medizinischer Bilddaten wurde von Levoy zur Lösung beider
Probleme die Extraktion von Konturen durch die in Gleichung (5.35) gezeigte Definition vor-
geschlagen [Lev 88]. Der aufgrund der lokalen Bildintensität I und dem lokalen Bildgradien-
ten ∇I definierte fuzzy Wert α ∈ [0..1] wird in der vorliegenden Arbeit zur Berechnung der
Konturenergie in tomographischen Schichtaufnahmen verwendet.
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Iv und r sind Parameter dieses Verfahrens. Iv gibt einen mittleren Intensitätswert an, in des-
sen Umgebung die Konturen besonders stark bewertet werden sollen, r gewichtet den Bild-
gradienten.
Dennoch ergibt sich bei der Extraktion lokaler Bildmerkmale insbesondere im Zusammen-
hang mit lokal operierenden Minimierungsverfahren aktiver Konturen das Problem, dass die-
se nicht von den Bildkonturen angezogen werden, da der Gradient dieser Energie in vielen
Bereichen des Bildes sehr klein ist. Daher terminiert die aktive Kontur bevor die Konturen
gefunden wurden. Insbesondere ergeben sich Probleme bei der Segmentierung konkaver
Formen, da der Gradient der internen Energie dem schwach ausgeprägten Gradienten der
Bildenergie entgegengerichtet ist.
5.4.2. Propagieren von Konturen in den Bildraum
Beim Ansatz von Kass et al. findet sich zu diesem Problem bereits ein Lösungsvorschlag
[KWT 87]: Die Bildkonturen werden dabei durch Filterung mit einem Laplacian of a Gaus-
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sian-Filterkern zunächst unter Verwendung großer Varianzen in den Bildraum propagiert.
Parallel zur Minimierung der snake wird sukzessive die Varianz verringert, so dass die Kon-
turen aus großer Entfernung angezogen werden und schließlich die volle Auflösung erreicht
wird. Die Definition der Energie ist in Gleichung (5.36) gezeigt.
( )22 IGEline ∇∗−= σ ( 5.36 )
Rückert nutzt die Multi-Skalen-Analyse auf der Basis einer Gauß-Pyramide [Rüc 97]. Dabei
wird die Adaptation innerhalb der Pyramide auf der höchsten Ebene beginnend top-down
durchgeführt. Nachdem die Minimierung auf einer Ebene beendet ist, wird die aktive Kontur
auf die jeweils darunterliegende Ebene projiziert und dort erneut eine Minimierung gestartet.
Problematisch bei der Verwendung von glättenden Filtern mit großer Varianz erweist sich die
Änderung der Topologie von Konturen und die Elimination lokal schwach ausgeprägter
Konturen. Beim Ändern der Varianz des Filters muss daher für die aktive Kontur die Trans-
formation der Topologie ermöglicht werden. Zudem ist ein Minimierungsverfahren erforder-
lich, das einen ausreichend großen Suchraum besitzt, so dass auch Objektkonturen gefun-
den werden können, die im Laufe der Verfeinerung des Bildes neu erscheinen.
Eine Alternative zur Multi-Skalen-Analyse stellt die Verwendung einer Distanztransformation
dar [GNS 97]. Auch durch diese werden Konturen in den Bildraum propagiert, so dass der
lokale Gradient jeweils auf die nächste ausgeprägte Kontur des Bildes ausgerichtet ist.
Gleichzeitig wird bei dem hier vorgestellten Verfahren die Lage der Maxima einer Kontur un-
beeinflusst in das Distanzbild übernommen.
Das vorgestellte Verfahren basiert auf einer Chamfering-Distanztransformation (vgl. Anhang
C). Die hierbei verwendete Metrik ist allerdings anisotrop: Entlang der durch einen Vektor
gegebenen Richtung werden die berechneten Entfernungen verkürzt. Ein Kreis geht daher in
eine Ellipse über, die mit ihrer Hauptachse entlang der Vektorrichtung ausgerichtet ist.
4 2 4 4 3 4 3 3 4 4 3 3
3 x 2 x 3 x 3 x
(a) (b) (c) (d)
Abb. 5-9: Definition der modifizierten Metrik (Modifikationen sind grau unterlegt) und die daraus resultierenden
Ellipsenapproximationen
Diese gerichtete Metrik bewirkt, dass die Gradienten in primär senkrecht zu einer Kontur bis
zu einer großen Entfernung auf diese ausgerichtet sind. Der Einflussbereich eines Konturab-
schnittes ist dabei vom Betrag des Gradienten (oder der Antwort eines entsprechenden
Konturfilters) abhängig (Abb. 5-10).
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(a) (b)
Abb. 5-10: Der Einflussbereich eines Gradienten ist von seinem Betrag abhängig (a) kleiner Betrag (b) größerer
Betrag eines Gradienten
Damit stehen zwar Gradienten senkrecht zum Konturverlauf in Konkurrenz zueinander, so
dass ein schwacher Gradient in der Nähe einer Kontur eliminiert wird, jedoch bleiben die
Gradienten entlang des Konturverlaufes weitgehend erhalten. Dies geschieht auch dann,
wenn einige Bereiche der Kontur stärker ausgeprägt sind als andere.
Ein Ergebnis der Propagierung einer Kontur ist in Abb. 5-11 dargestellt. In Abschnitt 6.1 wer-
den Ergebnisse der B-snake-Segmentierung vorgestellt, die auf dieser Definition der Kontu-
renergie basieren.
(a) (b) (c)
Abb. 5-11: Ein Beispielergebnis der Propagierung von Konturen (a) EBCT Schichtbild (b) Anwendung des Ope-
rators von Levoy (Gleichung (5.35)) (c) Ergebnis der Propagierung von Konturen
Ein ähnlicher Ansatz findet sich bei Chenyang und Prince [ChPr 98]19. Durch den gradient
vector flow wird aufgrund einer mittels finiter Differenzen iterativ gelösten Differentialglei-
chung in jedem Punkt ebenfalls ein Vektor auf die benachbarte Kontur ausgerichtet.
Probleme beider Ansätze bestehen darin, dass schwache Konturen potentiell allein aufgrund
der Stärke ihres Gradienten eliminiert werden können. Darüber hinaus entspricht die Rich-
tung des ermittelten Gradienten nicht der Normalenrichtung der Kurve, so dass beispielswei-
se an einer spitz zulaufenden Ecke eines Objektes die Gradienten der Bildenergie dem Gra-
dienten der internen Energie entgegengerichtet sind.
5.4.3. Regionenbasierte Energieterme
Auch wenn sich die menschliche Wahrnehmung stärker an Diskontinuitäten, wie Bildkontu-
ren und Bewegungen orientiert als an absoluten Intensitätswerten, hat die Verwendung von
Regionen-Information bei der Segmentierung zunächst den pragmatischen Vorteil, dass sie
                                               
19 Man bemerke, daß dieses Paper 1998 also zeitlich nach der Veröffentlichung von Groß-
kopf, Neugebauer und Schumann [GNS 97] entstanden ist.
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überall im Bild vorhanden ist und nicht zunächst aus Konturen rekonstruiert werden muss.
Problematisch ist deren Verwendung zur Segmentierung allerdings, wenn zu segmentie-
rende Bildregionen nicht über ihre Gesamtfläche homogen sind. Fotos oder Röntgendurch-
leuchtungen sind typische Beispiele. Hierbei treten zu den primär verwendeten Abbildungs-
eigenschaften, wie der Objektfarbe, Reflexions- oder Absorptionseigenschaften sekundäre
Effekte hinzu, z. B. Schattenwurf oder – bei einer Röntgendurchleuchtung – der Bildhinter-
grund, der durch das zu segmentierende Objekt hindurch sichtbar ist.
Ivins und Porill schlugen 1994 die Verwendung eines Homogenitätskriteriums für die Seg-
mentierung durch aktive Regionen vor [Ivi 94]. Homogenitätskriterien einer Region sind je-
doch nicht auf die Grauwertinformation eines Bildes beschränkt (z. B. [Ivi 95]). Neben Bän-
dern unterschiedlicher Farbmodelle ist eine Textur- oder Multiskalenanalyse möglich, die in
der Verallgemeinerung eines n-dimensionalen Merkmalsvektors resultiert. Dieser kann
durch eine Hauptachsentransformation in der Dimension reduziert werden oder zusätzlich
durch Klassifikation in einen m-Dimensionalen Vektor überführt werden (z. B. durch Coho-
nen-Feature-Maps [Bus 97], kNN-Klassifikation [Han 00], Bayessche Klassifikation
[Han 00]), deren Komponenten anschließen eine Zugehörigkeit zu einer der m Klassen an-
geben. Im folgenden sollen zwei Beispiele diskutiert werden und beispielhaft in eine Ener-
giedefinition überführt werden.
Image
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Kernel 3
Kernel n
*
*
Image 1
Image 2
Image 3
Image n
Result
*
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Convolution Bayesian Classification /
Main Axis Transformation
Filter Bank Filter Responses
Abb.  5-12: Schema einer Textur- oder Multi-Skalenanalyse: durch unterschiedliche Filterkerne einer Filterbank
(Wavelet-Transformation etc.) werden eine Reihe von Bildmerkmalen aus dem Ausgangsbild extrahiert und bei-
spielsweise durch Klassifikation optional wieder in eine (oder mehrere) Dimension zurückgeführt.
5.4.3.1. Gauß-Verteilung
Der hier vorgestellte regionenorientierte Energieterm ist auf der Basis eines Wertes p(I) defi-
niert, der die Wahrscheinlichkeit angibt, dass ein pixel mit der Intensität I zur gesuchten Re-
gion gehört. Die Definition in Gleichung (5.37) geht von einer (multi-variaten) Gauß-
Verteilung aus.
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( 5.37 )
),( yxI  ist der Merkmalsvektor für das pixel (x,y), I  der Vektor der mittleren Intensitäten der
Region und ΣI2 die Kovarianzmatrix.
Durch Integration des Wahrscheinlichkeitswertes in der von der Kurve umschlossenen Flä-
che R (deren effiziente Implementation ist in Anhang C gezeigt) kann die Übereinstimmung
der Lage der Kurve mit der gesuchten Region bewertet werden. Um zu verhindern, dass die
Kurve pixels des Hintergrunds mit einschließt, wird die Wahrscheinlichkeit, dass es sich bei
einem von der Kurve eingeschlossenen pixel um einen Hintergrund-pixel handelt von der
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o. g. Wahrscheinlichkeit subtrahiert. Hierzu wird der Hintergrund als gleichverteilt über die
Intensität mit einem konstanten Wert pHintergrund angenommen. Des weiteren wird das Integral
für eine allgemeingültige Wahl der Parametrisierung normalisiert. Gleichung (5.38) zeigt die
Definition der Regionenenergie.
( )( )( )dydxpyxIp
dxdyyxIp
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Interessant ist die Wahl des Wertes pHintergrund nach Gleichung (5.40).
e
p
I
ergrundH 2int 2
1
πσ
= ( 5.40 )
(p(I) - pHintergrund) hat dabei Nullstellen bei I x y I( , ) = −σ  und I x y I( , ) = +σ . Innerhalb des
Intervalls [ ]I I− +σ σ,  ist der Term positiv, außerhalb hingegen negativ, woraus sich die
Reduktion des obigen Integrals ergibt, wenn eine Region mit abweichender Charakteristik in
die Kurve miteingeschlossen wird. Sind genau alle pixels mit der Charakteristik der gesuch-
ten Region eingeschlossen, ergibt sich für Eregion der Grenzwert 120. Werden hingegen nur pi-
xels des Hintergrundes eingeschlossen, ergibt sich ein Wert von +∞.
5.4.3.2. Klassifikation nach Bayes
Da sich eine Gauß-Verteilung für die meisten medizinische Bilddaten als nicht praktikabel
erweist, wird in diesem Abschnitt eine allgemeinere, histogrammbasierte, nicht-
parametrische Repräsentation für die Wahrscheinlichkeit der Zugehörigkeit zu einer be-
stimmten Region abgeleitet.
Hierzu wird zunächst angenommen, dass die Lage eines Objektes im Bild approximativ be-
kannt und durch eine Maske M gegeben ist. Für die beiden Regionen außerhalb und inner-
halb der Maske kann dann jeweils ein Histogramm21 berechnet werden, das die messbaren
Wahrscheinlichkeiten des Auftretens eines Intensitätswerts in den beiden Regionen angibt.
Sie werden durch die bedingten Wahrscheinlichkeiten )|( MIp für die Region innerhalb der
Maske und )|( MIp für die Region angegeben.
                                               
20 Hierbei wird vorausgesetzt, daß zum einen die Approximation der Kontur die  erforderli-
chen Genauigkeit aufweist. Zum andereren muß der topologische Typ der Region durch die
aktive Kontur repräsentierbar sein. So muß diese beispielsweise einer Kreisscheibe entspre-
chen, um von einer einzelnen parametrischen Kurve eingeschlossen werden zu können.
21 Eine kritische Größe ist hierbei die Größe der Zellen Histograms. Eine gute Wahl des Pa-
ramters ist die Größe des mittleren Fehlers durch Rauschen.
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Abb. 5-13: Klassifikation am Beispiel des linken Ventrikels einer EBCT Schicht (a) Graph der Klassifikationsfunk-
tion (b) klassifiziertes Bild
Fragt man nun umgekehrt nach der Wahrscheinlichkeit, mit der ein Intensitätswert auf die
Zugehörigkeit zur Maske bzw. zum Hintergrund hindeutet, wird dies durch die a posteriori
Wahrscheinlichkeiten )|( IMp bzw. )|( IMp ausgedrückt. Ein Bayessches Klassifizierungs-
verfahren ordnet auf diesen Größen aufbauend eine Intensität  I derjenigen Klasse zu, die
den maximalen Wert aufweist [Han 00] (Maximum a posteriori Klassifikation).
Um die Wahrscheinlichkeit der Zugehörigkeit zur Maske nur durch eine Größe zu beschrei-
ben, wird hier die Differenz beider a posteriori Wahrscheinlichkeiten berechnet. Ein Wert von
1 (-1) zeigt an, dass die Intensität nur innerhalb (außerhalb) der Maske auftritt. Bei einem
Wert von 0 ist die Wahrscheinlichkeit für das Auftreten innerhalb und außerhalb genau
gleich. Der Intensitätswert der Nullstelle stellt daher einen Konturverlauf der durch die Maske
gekennzeichneten Region dar. Die Differenz der Wahrscheinlichkeitswerte lässt sich durch
das Theorem von Bayes aus den empirisch bestimmten Wahrscheinlichkeiten nach Glei-
chung (5.41) bestimmen.
)(
)|()()|()()|()|(
Ip
MIpMpMIpMpIMpIMp −=− ( 5.41 )
Abb. 5-13a zeigt einen Beispielverlauf des Graphen der stückweise definierten Funktion für
einen linken Ventrikel einer EBCT Schichtaufnahme. Durch die Beschränkung des Hinter-
grundes auf einen lokalen Bereich um die gegebene Kontur (ca. 10 pixel Abstand) ist dieser
homogen.
Zur Berechnung der Regionenenergie kann dieser Term den Integranden der Gleichung
(5.38) substituieren. Die Definition von p+(.) erfolgt in Analogie zu Gleichung (5.39).
5.5. Energieminimierungsverfahren
Zur Minimierung der Energie aktiver Konturen und Regionen werden im Rahmen dieser Ar-
beit verschiedene iterative Verfahren eingesetzt. Sie unterscheiden sich in bezug auf die be-
nötigte Rechenzeit, der Größe und Art des Suchraums (global / lokal) und der im Ergebnis
erreichten Genauigkeit. Die Form der Energiefunktion hat ebenfalls einen wichtigen Einfluss
auf diese Eigenschaften. Idealerweise weist sie - im konvexen Fall - genau ein Minimum auf
und die Gradienten sind an jeder Stelle der Funktion auf dieses ausgerichtet. Da die Ener-
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giefunktion solche idealen Eigenschaften in den meisten Fällen nicht aufweist, sind Minimie-
rungsverfahren notwendig, die mit großer Robustheit ein globales Minimum finden22.
Um die Probleme der lokalen Funktionsweise des snake Ansatzes zu überwinden, finden
sich in der Literatur eine Reihe von Verfahrensweisen, die hier kurz diskutiert werden sollen.
Anschließend werden eigene Ansätze zu deren Anwendung beschrieben und anhand von
medizinischen Bilddaten ausgewertet.
5.5.1. Pragmatische Ansätze
Es existiert eine Reihe von pragmatischen Ansätzen für Minimierungsverfahren, die nahezu
ausschließlich zur Minimierung der Energie einer aktiven Kontur angewendet werden kön-
nen.
5.5.1.1. Hinzufügen einer Druckkraft – der balloon
Cohen führt in seinem als balloon bezeichneten Ansatz eine zusätzliche Druckkraft ein
[Coh 91]. Sie bewirkt, dass „unechte“ Konturen, die z. B. aus Bildrauschen resultieren, und
ein schwach ausgeprägtes, lokales Minimum in der Energiefunktion erzeugen, nicht zu einer
frühen Termination der Bewegungen der Aktiven Kontur führen. Dazu definiert er eine kon-
stante Kraft, die entlang des gesamten Kurvenverlaufes der aktiven Kontur wirkt.
Leider löst auch dieser Ansatz noch nicht alle Probleme der Segmentierung mittels aktiver
Konturen. Zum einen geht durch ihn die Eigenschaft der aktiven Kontur verloren, subjektive
Konturen aufzufinden. Die Kurve tendiert zwischen Bruchstücken lokaler Bildkonturen dazu,
sich wie ein Luftballon weiter auszudehnen, so dass die Bruchstücke nicht dem kürzesten
Kurvenverlauf folgen, sondern eine konvexe Auswölbungen bilden (vgl. [ChPr 98]). Zum an-
deren wird durch die Druckkraft ein weiterer Parameter zur Segmentierung hinzugefügt, der
sensibel gewählt werden muss. Seine Wahl muss es einerseits ermöglichen, die aktive
Kontur über Scheinkonturen hinwegzudrücken andererseits müssen signifikante Konturen in
der Lage sein, den balloon zu stoppen.
5.5.1.2. Dual snakes
Ein ähnlicher Ansatz, die Energieminierung globaler zu gestalten, besteht in den dual snakes
[GuNi 97]. Bei diesen wird eine innere und eine äußere Kurve zur Initialisierung verwendet.
Jede der Kurven wird mittels des im Abschnitt 5.1.3 beschriebenen Energieminimierungs-
verfahrens so verformt, dass es das nächstgelegene lokale Minimum erreicht. Dann wird
diejenige der beiden aktiven Konturen mit der höheren Energie durch eine zusätzliche
Druckkraft auf die jeweils andere hin verformt. Dieser Prozess wird solange fortgesetzt, bis
beide aktive Konturen die gleiche Lösung widerspiegeln.
Dieser Ansatz ist durch das Hinzufügen einer Druckkraft weitgehend äquivalent zu dem o.g.
Ansatz von Cohen [Coh 91]. Die Benutzung und Wahl der Parameter erscheint bei erhöhtem
interaktiven Aufwand jedoch intuitiver als dieser, da sie sich auf die Bilddaten automatisch
anpasst.
                                               
22 Bei der Verwendung eines ideal globalen Minimierungsverfahren stellt sich das praktische
Problem, das globale Maximum so zu definieren, dass es mit dem erwarteten Segmentie-
rungsergebnis übereinstimmt. Häufig läßt sich durch die Initialisierung der Aktiven Kontur
durch eine Skizze sehr intuitiv durch den Benutzer spezifizieren, welche Form und Lage die
gesuchte Kontur aufweist. Um das Segmentierungsergebnis in der näheren Umgebung der
Initialisierung zu finden, ist es daher sinnvoll ein robustes, lokales Verfahren mit großem
Suchraum anzuwenden.
Dissertation, S. Großkopf GRIS, TU-Darmstadt
70
5.5.2. Optimierungsverfahren im diskreten Raum
5.5.2.1. Dynamische Programmierung
Amini [Ami 90] schlägt die Verwendung der dynamischen Programmierung zur Energiemini-
mierung vor. Dabei handelt es sich um ein effizientes Verfahren zur Optimierung innerhalb
eines diskreten Suchraumes. Das globale Problem der Minimierung der Energiefunktion wird
rekursiv in eine Reihe von Teilproblemen zerlegt, die einzeln und jeweils genau einmal gelöst
werden. Die Kurve wird dabei in eine Menge von Kurvensegmenten aus jeweils drei Poly-
gonpunkten zerlegt, um den bending-Term der internen Energie berücksichtigen zu können.
Ein großer Vorteil dieses Verfahrens besteht darin, dass aufgrund des Verzichts auf die For-
derung nach der Differenzierbarkeit der Energiefunktion auch sogenannte harte Constraints
einbeziehen kann. Es kann so z. B. die Selbstüberschneidung der Kurve explizit verhindert
werden.
Nachteile bestehen zum einen in der notwendigen Diskretisierung des Suchraumes, so dass
die Kurve günstigstenfalls mit pixel-Genauigkeit repräsentiert werden kann. Ein weiteres
Problem, ist die notwendige Zerlegung der Kurve, die es beispielsweise verhindert, dass ein
regionenbasierter Energieterm berücksichtigt werden kann. Zudem weist das Verfahren eine
hohe Zeitkomplexität auf (O(nm3) n: Zahl der Kurvenpunkte, m: Größe der lokalen Nachbar-
schaft).
5.5.2.2. Greedy Optimization
Um die Zeitkomplexität herabzusetzen, schlagen Williams und Shah ein Greedy-
Miniminierungsverfahren vor [WiSh 92]. Die Kurve wird hierbei durch die Menge aller pixels
einer Kontur repräsentiert. Iterativ wird zu jedem pixel der Kurve jeder mögliche Nachbar und
dessen lokale Energie bestimmt, die sich aus der Änderung des Kurvenverlaufs durch dieses
pixel ergäbe. Der Nachbar mit der geringsten Energie wird zum neuen Kurvenpunkt. Werden
innerhalb einer Iteration  über alle Kurvenpunkte keine Nachbarn mit geringerer Energie ge-
funden, terminiert das Verfahren.
Bei Berechnung einer suboptimalen Lösung ist dieses Verfahren weniger rechenaufwendig
als die dynamische Programmierung. Das Ergebnis ist jedoch abhängig von der Sequenz
der Iteration der Kurvenpunkte. Wird statt einer sequentiellen eine (quasi-) parallele Imple-
mentation realisiert, ist die strikte Konvergenz des Verfahrens nicht gewährleistet.
5.5.3. Stochastische Optimierungsverfahren
5.5.3.1. Genetischer Algorithmus
Genetische Algorithmen simulieren den Prozess der Evolution, der in der Natur zur Bildung
nahezu optimal angepasster Lebensformen führte. Es basiert auf der Modifikation einer Po-
pulation von Individuen, von denen die besten selektiert und zur Generierung einer Nachfol-
gegeneration herangezogen werden. Aufgrund der Einfachheit des Verfahrens setzt es keine
besonderen Eigenschaften der Energiefunktion voraus, wie beispielsweise die Differenzier-
barkeit. Es findet daher eine breite Anwendung in allen Bereichen der Informatik.
Im folgenden wird eine Umsetzung des Genetischen Algorithmus zur Energieminierung im
Umfeld aktiver Konturen beschrieben und im Abschnitt 5.5.3.3 auf synthetische und medizi-
nische Bilddaten angewendet.
Die Vorgehensweise eines genetischen Algorithmus ist in Abb. 5-14 schematisch dargestellt.
Ausgehend von einer initialen Population von n Individuen findet eine Selektion der m < n
besten Individuen statt. Dazu werden die Individuen nach dem Kriterium der Fitness geord-
net und mit einer Wahrscheinlichkeit, die sich aus der relativen Fitness ableitet, für die Re-
kombination ausgewählt. Durch die Rekombination wird die Repräsentation zweier Individu-
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en, deren Gen, durch eine crossover Operation in zwei neue Gene umgewandelt. Abschlie-
ßend wird durch Mutation jedes Gen mit einer vorgegebenen, geringen Wahrscheinlichkeit
modifiziert. Die neue Population setzt sich anteilig aus der Eltern- und Kindgeneration zu-
sammen.
Geordnete
Populat ionPopulat ion
Eltern-
populat ion
Rekombinierte
Populat ion
Fitness
Mutat ion
Rekombinat ion
Selekt ion
Init ialisierung
Abb. 5-14: Einzelschritte eines genetischen Algorithmus (nach [Han 00])
Zur Anwendung eines genetischen Algorithmus muss also eine geeignete Repräsentation
gefunden werden sowie die Operationen des Crossover und der Mutation definiert werden.
Die Definition der Fitness ergibt sich direkt als inverse Gesamtenergie.
Abb. 5-15 zeigt die Definition des Crossovers. Der B-Spline wird dabei durch die Koordinaten
seiner Stützpunkte repräsentiert, die als Binärstrings in zwei Matrizen abgelegt sind – je eine
Matrix für eine Dimension. Jede Zeile der Matrix entspricht genau einer Kardinalzahl der Ko-
ordinate in Binärdarstellung. Die Operation des Crossover erfolgt durch die Festlegung der
Position des Crossover als eine 2D-Adresse, die eine Spalte und Zeile der Matrix adressiert.
Parent 1 Parent 2
Crossover
Child 1 Child 2
crossover posit ion
Abb. 5-15: Definition der Crossover Operation
Falls anschließend eine Mutation ausgelöst wird, wird ein einzelnes Bit der Matrix zufällig
ausgewählt und invertiert.
Zur Beschleunigung des Verfahrens weisen Ansätze in der Literatur zusätzlich Operationen
auf, die Wissen aus dem spezifischen Gebiet der Anwendung einbringen. Für aktive Kontu-
ren sind dies Operationen, die eine direkte geometrische Interpretation besitzen – etwa
Translation, Rotation und Skalierung (z. B. [GLFF 96]). Beim hier vorgestellten Ansatz wird -
gesteuert durch eine Zufallsvariable – für ein ausgewähltes Individuum jede der Stützstellen
entlang der Gradientenrichtung der Energiefunktion verschoben.
5.5.3.2. Simulated Annealing und Simulated Quenching
Simulated Annealing ahmt einen physikalischen Abkühlungsvorgang z. B. den des Gefrie-
rens nach, der in physikalischen Systemen zu einem hochgradig geordneten Zustand niedri-
ger Energie führt. Das iterative Verfahren wurde erstmals von Kirkpatrick et al. vorgestellt
und ist in Anwendung für die hier verwendete Energieminimierung in Abb. 5-16 gezeigt
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[KGV 84]. Rückert und Burger schlugen das Verfahren erstmals für die Verwendung der
Energieminierung einer aktiven Kontur vor [RüBu 95].
In einer Iteration über alle Stützpunkte der aktiven Kontur wird bei dem hier vorgestellten
Verfahren ein neuer Stützpunkt innerhalb der Nachbarschaft des Stützpunktes generiert
[PKG 98]. Dazu wird ein über einen quadratischen Bereich gleichverteilter 2D-Zufallsvektor
zum Stützpunkt addiert. Anschließend wird die Energie der aktiven Kontur berechnet, die
sich nach dem Verschieben des Stützpunktes ergibt. Im Unterschied zu einem Abstiegsver-
fahren, das nur die Verringerung der Energie zulässt, wird beim Simulated Annealing eine
Zustandsänderung auch bei Zunahme der Energie akzeptiert. Dadurch ist das Verfahren in
der Lage, lokalen Minima zu entkommen. Die Akzeptanz eines Zustandes höherer Energie
ist dabei von einer modellierten Temperatur T des Systems, die im Lauf der Iterationen ab-
nimmt. Dadurch werden anfangs größere Energiezuwächse akzeptiert als am Ende der Ite-
rationen. Diese Abkühlung stellt sicher, dass die Energieminierung schließlich konvergiert.
Simulated Annealing (snake)
{
T  Anfangstemperatur;
loop {
for jede Stützstelle Vi des B-spline {
Generiere eine neue Stützstelle V’;
∆E  Energie(Vi) – Energie(V’);
if ∆E > 0
Vi  V’;
elif exp(-∆E/T) > random[0,1]
Vi  V’;
else
Vi  V;
}
Verringere T;
Reparametrisierung des adaptiven B-splines;
}
while (T > 0)
}
Abb. 5-16: Algorithmus des Simulated Annealing
Theoretisch kann Simulated Annealing als eine Prozedur verstanden werden, die eine nicht-
stationäre Markov Kette generiert, deren Verteilung gegen die Gleichverteilung des Mini-
mums einer Funktion konvergiert. Während der Simulation der Abkühlung kann der Zustand
des Systems x und die assoziierte Energie durch die Gibbs Verteilung beschrieben werden
(Gleichung (5.42)).
( ) ( )P x Z T e
H
T
=
−1
( 5.42 )
Die Größe T gibt die Temperatur des Systems an, Z(T) ist die Einteilungsfunktion.
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Die Wahrscheinlichkeit des Zustandsüberganges Pij ist durch Gleichung (5.43) gegeben. Die
praktische Umsetzung des Akzeptierens eines neuen Zustandes durch Verwendung einer
gleichverteilten Zufallsvariable ist in Abb. 5-16 gezeigt. Ein neuer Zustand wird akzeptiert,
wenn Pij größer ist als die Zufallsvariable.
( ) ( )
( ) ( ) ( ) ( )P
if H j H i
e if H j H i
ij H i H j
T
=
≤
>




−
1
( 5.43 )
Wie von Hajek bewiesen wurde, konvergiert Simulated Annealing asymptotisch im globalen
Optimum, falls die Abkühlung nicht schneller als nach Gleichung (5.44) erfolgt [Haj 88].
( )T
c
kk
≥
+log 1 ( 5.44 )
k ist der Zähler der Iteration und c eine Konstante, die aus der zu minimierenden Energie-
funktion bestimmt wird [Haj 88].
Praktisch gesehen resultiert die Abkühlung nach Gleichung (5.44) in einem hohen Rechen-
aufwand, so dass häufig statt des Simulated Annealing der Ansatz des Simulated Quenching
angewendet wird. Bei diesem wird die Temperatur nach Gleichung (5.45) linear abgekühlt
[RüBu 95], [PKG 98].
T d Tk k= ⋅ −1 ( 5.45 )
d ist dabei eine Konstante mit d < 1.
5.5.3.3. Vergleich der Verfahren
Zur Unterstützung der beiden hier angewendeten stochastischen Minimierungsverfahren des
Genetischen Algorithmus (GA) und des Simulated Quenching (SA) wird ein regionenorien-
tierter Energieterm verwendet, der auf der Annahme einer Gaußverteilten Intensität innerhalb
der zu segmentierenden Region beruht (Abschnitt 5.4.3.1). Aufgrund dieses Energieterms
ändert sich die Energiefunktion nur geringfügig bei Änderungen der Lage der Konturen. Die
Kurve wird repräsentiert auf der Grundlage eines adaptiven B-Splines (Abschnitt 5.2.2), der
nach jedem Schritt der Minimierung reparametrisiert wird.
Ergebnisse des GA für ein synthetisches Bild sind in Abb. 5-17 und für den SA für medizini-
sche Bilder in Abb. 5-18 gezeigt. Wie sich bereits aufgrund beider Abbildungen zeigt ist der
gewählte Ansatz des SA dem des GA überlegen: Der GA findet bei einer Population von 120
Individuen die Kreisscheibe erst nach ca. 100 Iterationen und verwendet dabei fünf B-Spline-
Stützstellen. Demgegenüber benötigt SA durchschnittlich etwa 300 Iterationen für eine aus-
reichend gute Approximation und repräsentiert beispielsweise das Leberhämangiom schließ-
lich durch 14 Stützstellen. Damit hat der SA etwa 4.000 Verschiebungen einer Stützstelle in
Betracht gezogen, während die Zahl beim GA etwa bei 50.000 liegt. Dennoch ist die Appro-
ximationsgüte des SA höher als die des GA und approximiert dabei Konkavitäten der Kontur,
die allein aufgrund eines Gradientenabstieges nicht gefunden werden können. Aus dieser
letzten Tatsache leitet sich auch ab, dass der GA innerhalb weiterer Versuche nicht bei ei-
nem vertretbaren Aufwand geeignet war, Konkavitäten zu segmentieren.
Bei der Anwendung des SA besteht aufgrund der undeterministischen Bewegung jedoch
dennoch die Schwierigkeit ein geeignetes, anwendungsspezifisches Terminationskriterium
zu definieren. Da es innerhalb der ersten Iterationen jedoch sehr effizient arbeitet, erscheint
es daher gut geeignet eine initiale Schätzung des globalen Minimums zu berechnen.
Dissertation, S. Großkopf GRIS, TU-Darmstadt
74
(a) (b) (c)
(d) (e) (f)
Abb. 5-17: Ergebnisse des Genetischen Algorithmus. (a) bis (c): beste Kurve der Population, (d) bis (f): Ge-
samtpopulation, (a) und (d) der Initialisierung, (b) und (e) nach 30 Iterationen, (c) und (f) nach 100 Iterationen. Die
Größe der Population betrug 120 Individuen.
5.6. Zusammenfassung der Beiträge dieses Kapitels
In diesem Kapitel wurden neben einem detaillierten Überblick über den Stand der Technik
einzelner Komponenten aktiver Konturen, aktiver Regionen und deformierbarer Modelle ei-
gene Ansätze vorgestellt.
Hierzu zählen die gerichtete Distanztransformation zur Definition eines Konturbasierten
Energieterms. Hierdurch ist der Gradient der Bildenergie in jedem pixel auf die naheliegende
Kontur ausgerichtet. Es ermöglicht so, z. B. im Kontext der Zahnmedizin eine robuste Seg-
mentierung von Zahnkonturen (Abschnitt 11.1). Dieses Verfahren findet hier insbesondere
deshalb Einsatz, weil für die zum Teil aufgrund der Plaques eingefärbter Zähne kein Homo-
genitätskriterium erfüllen und daher ein robuster konturorientierter Ansatz gefunden werden
musste.
Ist jedoch ein allgemeines Homogenitätskriterium erfüllt, kann ein Bayesscher Ansatz der
Klassifikation der Region sehr viel universeller angewendet werden als eine Gaußsche Ver-
teilung. Hierzu muss jedoch eine Approximation des zu segmentierenden Objekts durch eine
Maske vorgegeben werden. Die Genauigkeit dieser Approximation ist eng mit der Signifikanz
des Unterschiedes der umschlossene Region gegenüber dem Hintergrund verbunden. Im
Anwendungsfall der Segmentierung von Ventrikeln (Abschnitt 11.2) erweist sich dieser An-
satz als äußerst robust.
Zur experimentellen Anwendung des genetischen Algorithmus wird statt des Mutations-
Operators ein einzelner Schritt eines Gradientenabstieges verwendet. Hierdurch kann eine
semantisch sinnvolle Operation in die Suche integriert werden, die zudem lokal in die Rich-
tung eines (evtl. suboptimalen) Ergebnisses weist. Hierin unterscheidet sich der Ansatz von
denen, die in der Literatur gefunden werden können [GLFF 96].
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Zusätzlich wird für beide stochastische Verfahren gegenüber dem Ansatz von Rückert ein
regionenbasierter  Energieterm basierend auf der Gaußverteilung (Abschnitt 5.4.3.1) defi-
niert, der erheblich zu einem robusten Verhalten der Minimierungsverfahren beiträgt.
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Abb. 5-18: Ergebnisse der Segmentierung mittels Simulated Quenching (a) bis (c) eines Leberhämangioms in
einer Ultraschallaufnahme und (d) bis (f) eines Beckenknochens in einer CT Schichtaufnahme (g) bis (i) eines
Beinmuskels in einer CT-Schichtaufnahme ((a), (d) und (g) initiale Kurve, (b), (e) und (h) Ergebnis nach 10 Itera-
tionen, (c), (f) und (i) Ergebnis nach 300 Iterationen)
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6. Ansätze der Segmentierung durch aktive Konturen
In diesem Abschnitt werden Segmentierungsverfahren vorgestellt, die auf aktiven Konturen
aufbauen oder sehr ähnliche Konzepte verwenden. Die Verfahren sind teils eigene Ansätze
und wurden im Rahmen dieser Arbeit implementiert und zur Verarbeitung medizinischer
Bilddaten angewendet. Sie werden abschließend in diesem Kapitel miteinander verglichen.
6.1. Aktive Kontur
Die hier vorgestellte aktive Kontur basiert auf der von Menet et al. vorgeschlagenen
[MSM 90] B-snake. Ähnlich wie bei der snake findet die Energieminimierung durch Variati-
onsrechnung statt. Aufgrund der Verwendung eines B-Splines gehen die Gleichungen (5.17)
und (5.18) in die in Gleichung (6.1) gezeigte Form über. Die snake wird hierbei gleichzeitig
durch ein Kontrollpolygon mit p Eckpunkten sowie durch einen B-Spline mit m Stützstellen Xi
repräsentiert. Die Berechnung der analytischen Ableitungen und die Abtastung der Einzel-
komponenten des Gradienten der Bildenergie ( )( )juvx
E
∂
∂
 findet dabei in den Eckpunkten des
Kontrollpolygons statt und wird für jeden Stützpunkt l mit dem Basispolynom des jeweiligen
Punktes Bl(uj) gewichtet.
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )  
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( 6.1 )
Diese Gleichung wird wie die Gleichungen (5.19) und (5.20) in Matrixform überführt. Aller-
dings wird die Anzahl der Gleichungen durch die Zahl der Stützstellen festgelegt, so dass der
Aufwand zur Lösung des Gleichungssystems deutlich geringer ist als bei der Verwendung
einer polygonalen Approximation.
Wird als Bildenergie die in Abschnitt 5.4.2 beschriebene, aufgrund einer anisotropischen Di-
stanzfunktion propagierte Levoy-Funktion verwendet, können Ergebnisse erzielt werden, wie
sie beispielsweise in Abb. 6-1 dargestellt sind.
Problematisch ist die beim Ansatz von Menet verwendete konstante Anzahl von B-Spline-
Stützstellen m. Anstatt dessen sollte der von Rückert beschriebene Ansatz eines adaptiven
Splines verwendet werden [RüBu 95], da sonst eine starke Abhängigkeit von der Initialisie-
rung besteht und insbesondere konkave Konturabschnitte nicht gefunden werden können.
 
Abb. 6-1: Segmentierung einer EB-CT Schicht durch eine aktive Kontur (a) Template (b) Ergebnis
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6.2. Level-Set-Methode
Durch die Level-Set-Methode werden die Objektkonturen durch implizite Konturen dargestellt
(vgl. Abschnitt 5.2.5) [Seth 96]. Diese Form der Repräsentation ist für die Segmentierung be-
sonders geeignet, da sie im Gegensatz zu parametrischen Kurvendarstellungen in der Lage
ist scharfe Ecken auszubilden, und sich in mehrere geschlossene Kurvenzüge aufteilen.
Natürlich können auch mehrere geschlossene Kurvenzüge zu einem verschmolzen werden,
ohne dass eine explizite Operationen hierzu notwendig sind.
Die Bewegung der Kurven erfolgt aufgrund von Geschwindigkeitstermen, die entlang zweier
Koordinatensysteme definiert sind: die Advektionsgeschwindigkeit P ist in Bildkoordinaten
definiert, während die Ausbreitungsgeschwindigkeit F0 (engl. propagation speed) positiv ent-
lang der Oberflächennormale definiert ist. Beide stehen durch eine Differentialgleichung
(Gleichung (6.2)) in Beziehung.
( ) ( ) Φ∇=Φ∇⋅∇−Φ∇+Φ εκβ xPxFt 0 ( 6.2 )
Φt bezeichnet die partielle zeitliche Ableitung der Einbettungsfunktion Φ und κ die lokale
Krümmung. β und ε sind Gewichtungsfaktoren. Der Term auf der rechten Seite der Glei-
chung bewirkt die Glättung des Kurvenverlaufes. Für die Segmentierung erweist sich die
Wahl der Advektions- und Ausbreitungsgeschwindigkeit durch die Gleichungen (6.3) und
(6.4) als praktikabel [Seth 96].
( ) ( )xIxF EP 

∇+
=
1
1
0 ( 6.3 )
( ) ( )xIxP EP  ∇−= ( 6.4 )
Hierbei bezeichnet ( )xI EP ∇  den Gradienten eines durch einen kantenerhaltenden Filter
(Median, Anisotropische Diffusion) vorverarbeitenden Bildes. Aufgrund dieser Definition be-
wirkt F0 die Ausbreitung der Kurve innerhalb homogener Regionen bis zu deren Kontur. Die
Advektionskraft P bewirkt die lokale Justierung auf die Lage des Maximums des Bildgra-
dienten.
Da die Einbettungsfunktion diskret im pixel-Raster dargestellt wird, müssen alle o. g. Ablei-
tungen durch finite Differenzen approximiert werden. Die Gleichungen (6.5) bis (6.7) stellen
drei mögliche Approximationen dar, die kurz durch die Operatoren xD+ , xD − und
xD0 bezeichnet werden sollen.
( ) ( )
h
txuthxuuD x ,, −+=+ ( 6.5 )
( ) ( )
h
thxutxuuD x ,, −−=− ( 6.6 )
( ) ( )
h
thxuthxuuD x
2
,,0 −−+
= ( 6.7 )
Die Verwendung der nicht-symmetrischen Operatoren xD+  und xD − ermöglicht es, Informa-
tionen wahlweise in die eine oder andere Achsenrichtung zu propagieren. Dies ist insbeson-
dere in Bereichen großer Krümmung, an denen die Kontur sogenannte shocks der Verdün-
nung (oder der Konvergenz) ausbildet von fundamentaler Bedeutung. Für die Approximation
des Gradienten Φ∇  existieren darauf aufbauend eine Reihe von Approximationen erster
und zweiter Ordnung. Ein guter Überblick ist bei Sethian zu finden [Seth 96]. Ein Beispiel ist
in den Gleichungen (6.8) und (6.9) gezeigt.
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( ) ( )[ ] 2/12222 )0,min(0,max)0,min(0,max yyxx DDDD +−+−+ +++=∇ ( 6.8 )
( ) ( )[ ] 2/12222 )0,min(0,max)0,min(0,max yyxx DDDD −+−+− +++=∇ ( 6.9 )
In Abhängigkeit von Definition der beiden Operatoren D und ∇ geht die Gleichung (6.2) in
diskreter Form in eine rekurrente Form in Gleichung (6.10) über.
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n
ijK ist hierbei eine symmetrische Approximation der Krümmung der Einbettungsfunktion und
u und v sind die Komponenten der Advektionsgeschwindigkeit.
Beispiele für die Segmentierung durch Level-Sets sind in Abb. 6-2 dargestellt.
(a) (b) (c)
Abb. 6-2: Ergebnisse der Segmentierung durch die Level Set-Methode (a) und (b) MRI Schicht (c) Schicht eines
EBCT Datensatzes
Für eine effiziente Implementation wird z. B. in [Seth 96] und [Par 00] vorgeschlagen, ledig-
lich ein enges Band (engl. narrow band) um die implizite Kontur iterativ zu berechnen. Wäh-
rend der Verformung der Kontur muss dieses Band stetig an den aktuellen Kurvenverlauf
angepasst werden.
6.3. Aktive Region mit Lagrangescher Dynamik
Beim hier vorgestellten Ansatz erfolgt die Repräsentation durch einen adaptiven B-Spline
(Abschnitt 5.2.2). Das Energiemodell ist durch einen regionenorientierten Term mittels
Bayes-Klassifikation (Abschnitt 5.4.3.2) gegeben.
Die lokale Arbeitsweise eines Ansatzes durch Varianzrechnung wird hierbei durch die Simu-
lation einer Lagrangeschen Dynamik überwunden. Dazu wird jedem Kurvenpunkt eine Mas-
se, sowie ein Beschleunigungs-, Geschwindigkeitsterm zugeordnet. Die iterative Minimierung
erfolgt nun aufgrund der in den Gleichungen (6.11) bis (6.13) gegebenen expliziten Euler-
Zeitintegration mit Größe des Zeitschritts ∆T.
)(
))(()(
2
2
sm
svF
t
sv
=
∂
∂ ( 6.11 )
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Es kann hierbei auf eine explizite Berechnung der Energie verzichtet werden. Die Bewegung
erfolgt lediglich aufgrund einer Kraftdefition. F stellt hierbei die Beschleunigungskraft dar, die
sich direkt aus der Bayes-Klassifikation ableitet (Gleichung (5.41)) und entlang der nach au-
ßen gerichteten Kurvennormale positiv definiert ist. Die skalare Dämpfungskraft D(.) ergibt
sich als Summe eines konstanten Wertes und eines Operators zur Konturanhebung, z. B.
der lokalen Opazitätsfunktion (Gleichung (5.35)). Damit ist sie im Bereich der gesuchten
Konturen größer und bremst die Bewegung der Kurve beim Erreichen der Kontur ab, so dass
ein Überschwingen verhindert werden kann.
Durch Zuweisen einer Masse zu jedem Kurvenpunkt ist die Kurve in der Lage, kinetische
Energie zu akkumulieren. Das ermöglicht ihr, lokalen Minima zu entkommen. Im Idealfall ad-
aptiert sich also die Geschwindigkeit aufgrund des Bildrauschens durch das Wechselspiel
aus Beschleunigung und Dämpfung.
Fallen schließlich die Beschleunigung und Geschwindigkeit auf einen Wert nahe 0 ab, termi-
nieren die Iterationen. Um die Lage der Konturen exakt zu bestimmen kann ein Gradienten-
abstieg (ohne Massenträgheit) nachgeschaltet werden.
Einige Beispiele dieses Ansatzes sind in Abb. 6-3 dargestellt. Durch die Variation des Ab-
standes der Stützstellen des adaptiven Splines kann der Grad der Detaillierung frei gewählt
werden. Ein großer Abstand der Stützstellen bewirkt aufgrund der Reduzierung des Frei-
heitsgrades und der Akkumulation der Kräfte entlang der lokalen Kurvensegmente (analog
zu Gleichung (6.1)) ein relativ robustes Verhalten gegenüber dem Bildrauschen.
(a) (b)
Abb. 6-3: Beispiele der Segmentierung mittels der vorgestellten aktiven Region (a) linker und rechter Ventrikel
in einer EBCT-Schicht, (b) und in einer MR-Schicht
6.4. Region Competition
Region Competition ist ein statistischer Ansatz zur Bildsegmentierung, der ähnlich wie der
snake-Ansatz auf Variationsrechnung beruht [ZhYu 96]. Er ist aus dem Prinzip der minimalen
Beschreibungslänge (engl. minimum description length = MDL) abgeleitet. Hierzu werden die
Verfahren der snake bzw. des balloons und des Regionenwachstums kombiniert, zu einem
Verfahren, das eine optimale Lösung aufgrund der Auswertung des gesamten Bildes liefert.
Dabei teilt die Methode des Region Competition das Eingangsbild in mehrere Regionen Ri
ein. Jede Region wird durch eine polygonale Approximation ihres Konturverlaufs
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iR∂=Γ sowie durch ein Modell der Intensitätsverteilung p(I|αi) der eingeschlossenen Fläche
repräsentiert. Gleichung (6.14) definiert die Gesamt-Beschreibungslänge der Repräsentati-
on, die im Laufe der Segmentierung durch Variationsrechnung minimiert wird.
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Abb. 6-5 zeigt den Algorithmus als Pseudocode. Zur Initialisierung werden die Regionen
durch seed points spezifiziert. Sie wachsen anschließend in einem iterativen Prozess durch
Verformung der Außenkontur. Die Parameter der Intensitätsverteilung αi werden dabei stetig
in einem verschränkten Prozess aus der aktuell umschlossenen Region durch Maximierung
der a priori Wahrscheinlichkeit ermittelt. Sollte eine Kollision zweier Regionen stattfinden, bil-
den die beiden zunächst eine gemeinsame Kontur oder verschmelzen später zu einer Regi-
on, falls ein Ähnlichkeitskriterium für zwei angrenzende Regionen erfüllt ist.
(a) (b)
Abb. 6-4: Auf der Kontur operierende Kräfte (a) Glättungsterm der Kraft (b) statische Kräfte
Die Bewegung der Konturen folgt stochastischen Gesetzmäßigkeiten. Dabei wird für jeden
Punkt der polygonalen Approximation der Kurve aus einem um diesen Punkt zentrierten
Fenster die lokale Charakteristik des Bildes ermittelt. Die beiden anliegenden Regionen kon-
kurrieren aufgrund der Übereinstimmung mit der eigenen Regionenstatistik darum, den
Punkt einzuschließen. Die Region mit der größeren Ähnlichkeit gewinnt diesen Wettstreit
aufgrund der in Gleichung (6.15) gegebenen Bewegungsgleichung des Kurvenpunktes v(s).
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( )sn  gibt die Kurvennormale und κ die (vorzeichenbehaftete) Kurvenkrümmung an. Dieser
erste Term bewirkt eine Glättung des Kurvenverlaufs (vgl. Abb. 6-4a), und trägt so zur Mini-
mierung der Kurvenlänge und gleichzeitig deren Beschreibungslänge bei.
Abb. 6-6 zeigt ein Beispiel der Segmentierung durch Region Competition am Beispiel dreier
Schichten eines EBCT-Datensatzes. Die Unterschiede zwischen den kontrastmittelgefüllten
Kavitäten und dem umgebenden Muskel werden zwar gut unter Annahme einer Gauß-
Verteilung gefunden. Jedoch werden aufgrund der Ungenauigkeiten in der Konturfindung
dünne Trennwände zwischen den einzelnen sehr ähnlichen Kavitäten mitunter nicht gefun-
den.
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Region Competition (Seed Point[n])
{
for i in SeedPoint
Region[i].Kurve  Generiere initiale Kurve aus SeedPoint[n];
loop {
loop {
for i in Region
Region[i].alpha  Maximiere p(I|alpha);
for i in Region
Region[i].Kurve  Bewege Kurve durch Minimierung der Energiefunktion;
for i in Region
for j in Region
if Kollision (Region[i].Kurve, Region[j].Kurve)
Bilde gemeinsame Kontur (Region[i].Kurve, Region[j].Kurve);
} while Bewegung der Kurven > 0;
if neuer Seed Point erforderlich
Region[n+1]  Generiere einen neuen Seed Point im Bildhintergrund;
else {
{Region[i], Region[j]}  Finde 2 Regionen, mit max. Verminderung der Gesamtener-
gie;
if Verschmelzen zweier Regionen führt stets zur Erhöhung der Gesamtenergie
Terminiere;
else
Verschmelze (Region[i], Region[j]);
}
}
}
Abb. 6-5: Pseudocode des Region Competition
Abb. 6-6: Ergebnisse der Segmentierung durch Region Competition für einen EBCT Datensatz
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6.5. Tracking Snake
Die Verwendung aktiver Regionen zur Segmentierung von kardiologischen Bilddaten ist
aufgrund der Tatsache eingeschränkt, dass Ventrikel in MR- oder CT-Schichtbildern nicht
überall durch klare Konturen vom umgebenden Muskelgewebe abgegrenzt sind oder deren
Grauwerte ein Homogenitätskriterium erfüllt, das ihn ausreichend signifikant von der Umge-
bung unterscheidet23.
Daher wird in diesem Abschnitt alternativ ein Tracking-Verfahren untersucht, das zur Be-
stimmung des Endokards auf die Extraktion der o. g. Bildmerkmale verzichtet. Es basiert
auf der Schätzung der Bewegung von Pixel-Blöcken zwischen zwei aufeinander folgenden
Bildern aufgrund der Kreuzkorellation innerhalb des Blockes. Zur beschleunigten Suche
wird ein suboptimales Suchverfahren angewendet, das auch im Bereich der Videokompres-
sion zur Echtzeit-Bewegungsanalyse und -kompensation eingesetzt wird [KIHII 81].
Abb. 6-7 zeigt das Prinzip dieses als three step search bezeichneten Verfahrens. Hierbei
wird in einem quadratischen Bereich von 12×12 Pixels innerhalb von drei Schritten nach der
besten Übereinstimmung eines Blockes gesucht. Dazu werden zunächst acht Nachbarn in
Betracht gezogen, die vom Ausganges-Pixel jeweils vier Pixels entfernt sind. Das Verfahren
verschiebt das Suchzentrum zum Besten der acht Kandidaten. Von diesem aus werden
wiederum acht Kandidaten in Betracht gezogen, allerdings nun in einer Entfernung von zwei
Pixels. Im dritten Schritt schließlich beträgt der Abstand der Kandidaten ein Pixel, so dass
das Ergebnis mit Pixel-Genauigkeit gefunden wird.
Abb. 6-7: Suche durch three step search
Zum Tracking durch die aktive Kontur wird diese Suche innerhalb einer Iteration für jeden
Punkt des Kontrollpolygons einer B-Snake ausgeführt. Das Ergebnis kann durch einen Dif-
ferenzvektor d = (dx, dy)T zwischen Start- und Endpunkt der Suche beschrieben werden. Zur
Berechnung der Bewegung der B-Snake wird der lokale Gradient der Bildenergie für Glei-
chung (5.23) und (5.24) im vorgestellten Ansatz durch Gleichung (6.16) approximiert.
                                               
23 Dies resultiert offensichtlich aus der turbulenten Strömung des Blutes innerhalb des Ven-
trikels, durch die sich einerseits das Kontrastmittel nicht schnell genug, homogen verteilt,
zum anderen unterschiedlich starke Strömungsgeschwindigkeiten innerhalb des Ventrikels
ein unterschiedlich starkes Echo in MR geben.
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( ) ( )( )xdx
d
d ρρ −+−≈∇ 2E  ( 6.16 )
Hierbei gibt ρ(x) die Kreuzkorellation des Blocks mit Mittelpunkt x im aktuellen Bild mit dem
Block des korrespondierenden Punktes im Vergleichsbild an (Gleichung (3.2)). Abb. 6-8 zeigt
ein Ergebnis des Trackings für einen MRI Datensatz.
(a) (b) (c) (d)
Abb. 6-8: Tracking der Bewegung des linken Ventrikels über eine zeitliche Sequenz (MR-Schicht): das inhomo-
gene Echo des Blutes ist deutlich zu erkennen. In (a) wurde der Ventrikel durch eine aktive Region segmentiert
(b) bis (d) zeigen Folgebilder, in denen die Kontur durch Tracking bestimmt wurde. Jeweils eine Zwischenphase
wurde bei dieser Darstellung ausgelassen
6.6. Vergleich der Ansätze
Tabelle 6-1 fasst die Vor- und Nachteile der fünf beschriebenen Segmentierungsansätze zu-
sammen.
Der vorgestellte Ansatz der B-Snake unter Verwendung einer gerichteten Distanztransfor-
mation (Aktive Kontur) erweist sich als wesentlich stabiler gegenüber Änderungen in bezug
auf die initiale Kurve und der Wahl von Parametern und mindert damit das Problem I des
snake-Ansatzes. Allerdings ist der Suchraum aufgrund des von der snake adaptierten Mini-
mierungsverfahrens weiterhin lokal, so dass bei einer ungünstigen Initialisierung Konturseg-
mente unterschiedlicher Objekte verbunden werden.
Durch die Simulation einer viskosen Flüssigkeit anstelle eines elastischen Materials ist der
Ansatz der Level Set-Methode in der Lage, Konturen mit sehr hoher Genauigkeit aufzufin-
den. Zudem ist es möglich, die Topologie während der Adaptation an die zu segmentieren-
den Objekte anzupassen. Damit wird das Problem VII des snake-Ansatzes gelöst.
Ein Beispiel für die Änderung der Topologie ist in Abb. 6-2b zu sehen. Während der Adapta-
tion teilte sich die segmentierte Region durch die in der Mitte des rechten Ventrikels sichtba-
re Muskelfaser, so dass sich das Genus der Fläche änderte.
Die Level Set-Methode ermöglicht die Segmentierung in 3D mit prinzipiell der gleichen Re-
präsentation. Dennoch muss insbesondere zur Segmentierung von MRI-Daten schichtweise
vorgegangen  und deren Parameter angepasst werden. Dies ergibt sich aus der Eigenschaft
von MRI, die – im Unterschied zu CT-Daten – keine Grauwertkalibrierung ermöglicht und da-
her in der Intensität und dem Kontrast sehr unterschiedlich von Schicht zu Schicht erschei-
nen.
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Tabelle 6-1: Eigenschaften der Ansätze im Vergleich
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Die Level Set-Methode hat jedoch den Nachteil, dass sie rechenzeitintensiv ist und kein
Terminationskriterium definiert. Zudem ist eine Vorverarbeitung erforderlich, da der Ansatz –
wie viele Verfahren des Regionenwachstums – dazu tendiert, durch kleine Konturlücken
„auszulaufen“. Eine Vorverarbeitung führt jedoch unbekannte Ungenauigkeiten in den Pro-
zess der Segmentierung ein (vgl. Abschnitt 2.4).
Die Hauptvorteile der aktiven Region liegen in der großen Stabilität gegenüber Bildrauschen
aufgrund der Verwendung von kontur- und regionenorientierten Kräften. Zudem wird durch
die explizite Zeitintegration nach den Gleichungen (6.11) bis (6.13) ein alternatives Minimie-
rungsverfahren eingesetzt, so dass numerische Instabilitäten (Problem IV) und die mit der
Verwendung der Euler-Lagrange-Gleichung (5.23) und (5.24) verbundenen Probleme
(Problem III) nicht auftreten. Die Dämpfungskraft wirkt zudem Oszillationen um den Gleich-
gewichtszustand entgegen. Hierdurch wird Problem II des snake-Ansatzes gelöst.
Durch die Verwendung eines adaptiven B-Splines kann die aktive Region mit einer vom Be-
nutzer spezifizierten Genauigkeit an die Konturen angepasst werden. Bei großem Stützstel-
lenabstand wird der Freiheitsgrad der Bewegung des B-Splines reduziert. Gleichzeitig wirkt
die Akkumulation von Kräften entlang der dadurch verlängerten Kontursegmente der Anfäl-
ligkeit gegenüber durch Bildrauschen verfälschten Kraftvektoren entgegen. Beides resultiert
in großer Stabilität der Segmentierung. Da die Verteilung des Kontrastmittels sich oft von
Schicht zu Schicht ändert, liegt ein Nachteil dieser Methode in der Notwendigkeit der Adap-
tation der Parameter des Verteilungsmodells, die bei der Integration durch die Benutzungs-
schnittstelle berücksichtigt werden müssen.
Region Competition ist hingegen in der Lage, Parameter des Verteilungsmodells automa-
tisch an die Varianzen des Kontrastmittels anzupassen. Neben einem hohen Aufwand für die
Implementation, die sich aus der Notwendigkeit von Konturteilungs- und -verschmelzungs-
operationen ergibt, ist der Ansatz jedoch von der Wahl eines Verteilungsmodells abhängig.
Die verwendete Gauß-Verteilung erwies sich in den Experimenten als nicht allgemeingültig
genug, so dass vereinzelt die Ausbreitung der Region vor dem Erreichen einer subjektiv
wahrnehmbaren Kontur terminierte.
Ein alternatives Verteilungsmodell (z. B. Abschnitt 5.4.3.2) muss daher gute Generalisie-
rungseigenschaften aufgrund einer kleinen Stichprobe – dem Fenster um den seed – reali-
sieren. Andererseits sollte die Anzahl der Freiheitsgrade anpassbar gering sein, um zu ver-
hindern, dass einzelne Regionen über marginale Konturen hinaus wachsen. Dies kann alter-
nativ auch durch das Zusammentreffen zweier konkurrierender Regionen an einer margina-
len Kontur verhindert werden. Bei der Wahl eines ungeeigneten Verteilungsmodells ist Regi-
on Competition daher jedoch stark von der initialen Wahl der seeds abhängig.
Wie bereits bei Zhu und Yuille diskutiert [ZhYu 96], ist die Genauigkeit der Konturfindung
beim Region Competition durch die Größe des Fensters bestimmt, das in jedem Konturpunkt
zur Berechnung der lokalen Regioneneigenschaften verwendet wird. Bei der Segmentierung
der vorliegenden medizinischen Bilddaten erwies es sich als notwendig, die Fenstergröße im
Bereich von etwa fünf Pixels zu wählen, um die Anfälligkeit gegenüber Bildrauschen zu re-
duzieren. Das führte jedoch letztendlich zur Ausbreitung der Region über Bereiche hinaus,
die zu anderen Region zugeordnet werden müssten. Wie es bereits in Abb. 6-6 beobachtet
werden konnte, können einige dünne Wände zwischen Ventrikeln daher nicht erkannt wer-
den.
Die Tracking-Snake ermöglicht auch eine automatische Konturfindung in Bildern mit nahezu
keinen ausgezeichneten Bildmerkmalen durch Ausnutzung der Kohärenz innerhalb einer dy-
namischen Bildsequenz. Dabei reagiert der Ansatz jedoch sensibel gegenüber der Wahl der
Größe der Nachbarschaft. Beim Fehlen jeglicher lokaler Bildmerkmale akkumuliert sich den-
noch sukzessive ein Fehler über die Bildsequenz auf.
Dissertation, S. Großkopf GRIS, TU-Darmstadt
86
Als ein Fazit erweist sich die aktive Region als das Verfahren mit dem größten Einsatzbe-
reich. Sie löst zudem eine Reihe von Problemen, die im Zusammenhang mit dem Original-
snake-Ansatz aufgeworfen wurden. Eines der wichtigsten Probleme, das der invarianten To-
pologie, kann durch Überführung des Kurvenzuges beim Erkennen einer Kollision in eine im-
plizite Kurve durch scan-Konvertierung und eine Distanztransformation und der anschließen-
den Rückführung in parametrische Kurven (Abschnitt 7.3) leicht gelöst werden. Die notwen-
dige Anpassung der Regionenparameter muss zudem durch effiziente Mechanismen der
Benutzungsschnittstelle geeignet gelöst werden.
6.7. Zusammenfassung der Beiträge dieses Kapitels
In diesem Kapitel werden eigene Ansätze der Segmentierung durch aktive Konturen und ak-
tive Regionen mit Ansätzen aus der Literatur verglichen.
Für den vorgestellten Ansatz der aktiven Kontur kann nutzbringend die vorgestellte gerich-
tete Distanztransformation (Abschnitt 5.4.2) zur Propagierung von Konturen in den Bildraum
angewendet werden. Wie die Pilotapplikation I (Zahnmedizin) zeigt, ist sie geeignet insbe-
sondere um Regionen zu segmentieren, die sich nicht aufgrund eines Homogenitätskriteri-
ums segmentieren lassen.
Der eigene regionenbasierte Ansatz der aktiven Region, der auf der in Abschnitt 5.4.3.2 ge-
gebenen Energiedefinition basiert, ist dem Verfahren des Region Competition aufgrund meh-
rerer Eigenschaften überlegen. Durch die Verwendung Lagrangescher Dynamik und die da-
durch gegebene Trägheit ist er in der Lage, bis zur Kontur vorzudringen und nicht bereits
kurz zuvor zu terminieren. Darüber hinaus werden die Regionen-Statistiken zur Berechnung
der Kraftvektoren entlang der Kontur ermittelt und nicht in einem um die Konturpunkte zen-
trierten Fenster. Aufgrund dieser Eigenschaft ist dieser Ansatz zum einen in der Lage die
Kontur mit wesentlich höherer Genauigkeit zu approximieren zum anderen robuster als die
Level Set-Methode. Diese Robustheit wird durch die Fähigkeit zur Segmentierung kardiologi-
scher Studien unterschiedlicher Patienten bewiesen.
Die neu entwickelte Tracking-Snake zeigt eine große Robustheit bei der Findung ähnlicher
Konturen in zeitlich aufeinanderfolgenden Bildern ohne dabei ein echtes Bildmerkmal zu be-
nötigen. Die Suche basiert einzig auf der Kreuzkorrelation. Die Suche selbst konnte effizient
implementiert werden durch ein sub-optimales Suchverfahren, das auch zur Echtzeitkompri-
mierung von Videoströmen eingesetzt wird.
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7. Template-Generierung durch Shape-Morphing
Die 3D-Modellierung und Visualisierung des dynamischen Herzens erfordert die Segmentie-
rung einer gesamten kardiologische Studie. Diese besteht im allgemeinen aus ein oder meh-
reren DICOM-Serien, deren Schichtaufnahmen in unterschiedlichen Ebenen von der Apex
des Ventrikels bis zur Herzklappe (quer zur Hauptachse des Herzens) zu unterschiedlichen
Zeitpunkten des Herzzyklus akquiriert werden.
Maximale Kohärenz zwischen benachbarten Schichtaufnahmen ist durch das Sortieren der
Studie in einer Bildmatrix aufgrund der DICOM-Information TriggerTime und SliceLocation
gegeben (Abb. 7-1a). Die Trigger-Zeit gibt dabei die Zeit (in ms) an, die ausgehend vom Pe-
ak der R Welle und dem Peak, den das Echo produziert, verstrichen ist (Abb. 7-1b). Die Slice
Location bezeichnet die Länge des Lotvektors (in mm) ausgehend von einem für die Studie
eindeutig gewählten Bezugspunktes auf die Schnittebene.
Trigger time
Slice location
Abb. 7-1: (b) Kardiologische Studie, waagerecht sortiert nach Trigger-Zeit senkrecht nach Lage der Schnittebene
(b) Phasen eines EKG
Um die Segmentierung der Schichten zu beschleunigen, können Templates aufgrund der
hohen Kohärenz der Schichtbilder automatisch aus den bereits segmentierten Schichten ge-
neriert werden. Dazu wird häufig (z. B. [Gup 93]) das Ergebnis der Segmentierung aus einer
benachbarten Schicht in die jeweils aktuelle Schicht kopiert und dort auf die Bildkonturen an-
gepasst. Nachteile eines solchen Verfahrens bestehen darin, dass sich Fehler der Segmen-
tierung über die Bildsequenz akkumulieren können und lediglich die Information aus einer
der benachbarten Schichten für die Generierung des Templates verwendet wird. In dieser
Arbeit wird daher eine formbasierte Interpolation (shape-based interpolation [HZB 92]) an-
gewendet, die Templates dreier Schichten interpoliert.
In den folgenden beiden Abschnitten werden die Auswahl der Stützpunkte, die für jede ein-
zelne Interpolation verwendet werden, und anschließend die Einzelschritte bei der Interpola-
tion einer polygonalen, parametrischen Kurve erläutert.
7.1. Zuordnung der Interpolationsstützpunkte
Innerhalb der Bildmatrix muss zunächst eine Vorschrift gefunden werden, die festlegt, wel-
che drei der n Stützstellen zur Berechnung eines Templates verwendet werden. Die Matrix
wird hierzu in VORONOI-Zellen zerlegt.
Dissertation, S. Großkopf GRIS, TU-Darmstadt
88
• Definition VORONOI-Zellen / DELAUNAY-Triangulation
VORONOI-Zellen sind diejenigen konvexen Polygone, in denen die Entfernung jedes
Punktes zur Stützstelle des Polygons kleiner oder gleich der Entfernung zu jeder anderen
Stützstelle ist. Aus dieser VORONOI-Zerlegung leitet sich die Definition der DELAUNAY-
Triangulation ab. Bei ihr werden jeweils zwei benachbarte Stützstellen durch eine Drei-
eckskante verbunden, deren VORONOI-Zellen eine gemeinsame Kante besitzen. Hieraus
ergibt sich für jedes der Dreiecke die folgende Eigenschaft: der umschreibende Kreis des
Dreiecks schließt keine weiteren Stützstellen ein.  Abb. 7-2 zeigt ein Beispiel.
Aufgrund der DELAUNAY-Triangulation wird jedes Element der Bildmatrix, das sich innerhalb
der konvexen Hülle aller Stützpunkte befindet, durch ein (in der Mitte jedes Dreiecks) oder
zwei Dreiecke (entlang einer Dreieckskante)24 bedeckt. Dadurch ist die gesuchte Zuord-
nungsvorschrift für die Interpolation festgelegt: die Eckpunkte des überdeckenden Dreiecks
definieren die Stützstellen der Interpolation.
Abb. 7-2: DELAUNAY-Triangulation (starke Linien) und VORONOI-Diagramm (leichte Linien)
Zur Generierung einer DELAUNAY-Triangulation in 2D wird in der Literatur eine Reihe von
Verfahren vorgeschlagen. Sie können durch die benötigten Eingangsdaten in drei Klassen
eingeteilt werden.
• Ausgehend von einer bestehenden beliebigen Triangulation wird durch lokale Retriangu-
lationen eine DELAUNAY-Triangulation erzeugt.
• Ausgehend von einer Menge von Punkten wird eine DELAUNAY-Triangulation erzeugt.
Hierzu werden verschiedene Strategien angewendet (divide-and-conquor, sweeping pla-
ne, etc.).
• Zu einer bestehenden DELAUNAY-Triangulation wird inkrementell ein Punkt oder ein Drei-
eck hinzugefügt. Durch lokale Retriangulation kann daraus eine DELAUNAY-Triangulation
erzeugt werden.
Die Segmentierung einer kardiologischen Studie ist ein iterativer Prozess, bei dem nach und
nach Schichten segmentiert werden. Das Segmentieren einer Schicht entspricht damit dem
Hinzufügen eines Knotenpunktes zur Triangulation. Daher wird hier ein inkrementelles Ver-
fahren der Generierung der DELAUNAY-Triangulation verwendet, das auf einer Baumstruktur
basiert [Dev 97]. Eine Zuordnung der Schichtbilder zu den Stützpunkten der Interpolation
wird durch Scan-Konvertierung für das diskrete Raster der Bildmatrix realisiert.
                                               
24 Da die Interpolationsfunktion am Rand des Dreiecks stetig in die Interpolationsfunktion des
benachbarten Dreiecks übergeht, wird Bildern, die auf einer Dreickskante liegen, wahlweise
eines der beiden Dreiecke zugeordnet.
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7.2. Formbasierte Interpolation (Shape-Based Interpolation)
Das Schema der formbasierten Interpolation ist in Abb. 7-3a dargestellt. Die Kontur des
Segmentierungsergebnisses wird für jedes der drei Eingabebilder durch Scan-Konvertierung
in eine binäre Maske überführt. Aus dieser Maske können der Schwerpunkt und durch Be-
rechnung der Kovarianzmatrix die Hauptachsen bestimmt werden. Aufgrund dieser Kompo-
nenten der Translation (xt, yt) und Rotation Θ wird die binäre Maske in eine Normalform
transformiert, in der das Objekt mit seiner ersten Hauptachse entlang der x-Achse des Bildes
ausgerichtet und dessen Schwerpunkt in der Bildmitte liegt. Auf dieser Normalform wird eine
Chamfering-Distanztransformation durchgeführt, deren Fließpunktzahlen-Metrik in Abb. 7-3b
gezeigt ist. Dabei wird jedem Pixel innerhalb des Objektes ein negativer Distanzwert zuge-
wiesen, so dass sich eine vorzeichenbehaftete Distanzfunktion ergibt.
5 5
5 2 1 2 5
1 0 1
5 2 1 2 5
5 5
Binary Mask2Binary Mask 2
Contour2Contour2
Slice2Slice2
Distance Image2Distance Image 2
Binary Mask 1Binary Mask1
Contour1Contour1
Slice1Slice1
Distance Image 1Distance Image1
Binary Mask 3Binary Mask 3
Contour3Contour3
Slice3Slice3
Distance Image 3Distance Image3
Remove Translation and Rotation Components
& Distance Transform
Distance Image iDistance Imagei
Contour iContour i
Tracing & Inverse Transformation
Segment
Interpolation
(a) (b)
Abb. 7-3: (a) Schema der formbasierten Interpolation, (b) Distanzmetrik der Chamfering-Distanztransformation
Die Interpolation erfolgt nun pixel-weise durch gewichtetes Addieren der drei Distanzbilder.
Durch die Gewichte der Summanden wird die Interpolationsfunktion innerhalb jedes Dreiecks
der DELAUNAY-Triangulation festgelegt. Um einen stetigen Übergang der Interpolationsfunk-
tion auch am Rand der Dreiecke zu gewährleisten, wird der Funktionswert der Interpolation
f(x,y) = z geometrisch durch die Ebene definiert, die durch die drei Stützpunkte des Dreiecks
(x0,y0,z0), (x1,y1,z1) und (x2,y2,z2) aufgespannt wird. x ist hierbei die Trigger-Zeit und y die Sli-
ce Location. Die Interpolation für eine Schicht (x,y) kann effizient für wechselnde Ausgangs-
werte der Stützstellen z0, z1, z2  durch die Gleichungen (7.1) bis (7.4) durchgeführt werden.
( ) ( ) ( ) ( )( ) ( )2101201221
221100
210
,,,
,,,
yyxxxyyxyx
zyxfzyxfzyxf
yxzzzf
−+−+−
++
= ( 7.1 )
mit
( ) ( ) ( )122112210 , xxyyyxyxyxyxf −+−+−= ( 7.2 )
( ) ( ) ( )200220021 , xxyyyxyxyxyxf −+−+−= ( 7.3 )
( ) ( ) ( )011001102 , xxyyyxyxyxyxf −+−+−= ( 7.4 )
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Die Nullstellen des interpolierten Distanzbildes definieren implizit die Form des interpolierten
Objektes. Allerdings ist die Transformation der Ausgangsbilder durch die Komponenten der
Translation und Rotation bei der Bestimmung der Koordinaten der interpolierten Kontur zu
berücksichtigen. Zur Berechnung der Parameter der inversen Transformation (inverser Rota-
tionswinkel θ-1, Translation entlang beider Achsen (-xt, -yt)) für das Ergebnisbild werden die
entsprechenden Parameter der drei Stützstellen durch die Gleichungen (7.1) bis (7.4) eben-
falls interpoliert.
7.3. Tracing der impliziten Kontur
Die implizite Kontur wird durch eine Tracing-Operation aus dem Bild extrahiert. In einem er-
sten Schritt untersucht das Verfahren den Bildraum zwischen jeweils vier benachbarten Pi-
xels (Zelle). Für jede Zelle werden Kontursegmente generiert, die im zweiten Schritt zu einer
oder mehreren parametrischen Kurven zusammengesetzt werden.
In Analogie zum Marching-Cube lassen sich für die Analyse einer Zelle 16 verschiedene
Konstellationen unterscheiden, die sich aus fünf fundamentalen Konstellationen, die in Abb.
7-4 gezeigt sind, durch Rotation ableiten lassen.
+
+ +
- +
+ -
-+
+ +
+ +
- +
--
- -
+
(a) (b) (c) (d) (e)
Abb. 7-4: fünf fundamentale Fälle des Verlaufs der impliziten Kontur zwischen vier benachbarten Pixels
• Im Fall (a), bei dem die vier umgebenden Pixels alle positiv (oder alle negativ) sind,
schneidet die Zelle keine implizite Kontur, so dass keine Kontursegmente generiert wer-
den müssen.
• Im Fall (b) ist genau ein Kontursegment zu generieren. Die Anfangs- und Endkoordina-
ten des Segmentes werden durch lineare Interpolation entlang der oberen und rechten
Kante der Zelle bestimmt. Die Richtung des Kontursegmentes ist so definiert, dass es
positiv mathematisch um das mit negativem Vorzeichen gekennzeichnete Objekt umläuft.
• Fall (c) verhält sich analog zu Fall (b), allerdings werden die beiden gegenüberliegenden
Kanten der Zelle durch ein Kontursegment verbunden
• Fall (d) ist ähnlich zum Fall (b) unterscheidet sich jedoch in der Ausrichtung des Kontur-
segments.
• Durch Fall (e) werden die Konnektivität für Hintergrund und Objekt unterschiedlich fest-
gelegt. Da der Bildhintergrund über die Diagonale verbunden ist, werden zwei Objektteile
erkannt
Die Konturanalyse durchläuft das Bild beginnend von der linken oberen Ecke sequentiell
spalten- und zeilenweise. Durch Eintragen der Konturenden der vorhergehenden Zeile in ei-
ner Liste können die einzelnen Kontursegmente aufeinanderfolgender Zeilen miteinander
verbunden werden. Abschließend werden zusammenhängende Kontursegmente mit einem
Label versehen, um die Zahl zusammenhängender Kurven zu identifizieren und sie in eine
parametrische Form überführen zu können. Aus dem Umlaufsinn von geschlossenen Kurven
kann eine Kurve zudem als innen- bzw. außenliegend klassifiziert werden.
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7.4. Ergebnisse und Beiträge des Kapitels
Abb. 7-5 zeigt ein Ergebnis der Interpolation einer Form zwischen drei Stützstellen. In den
Zwischenphasen erlaubt der vorgestellte Algorithmus eine Änderung der Topologie der inter-
polierten Kurven.
Abb. 7-5: Beispiel der formbasierten Interpolation zwischen drei Stützstellen mit Änderung der Topologie
Aufgrund der Elimination der Komponenten der Translation und Rotation vor der Interpolati-
on können Probleme, die sich aus einer großen Form- und insbesondere Lageänderung bei
der formbasierten Interpolation ergeben, vermieden werden. Durch sie werden korrespondie-
rende Punkte entlang der Kontur auf effiziente Weise aneinander optimal angenähert. Findet
eine solche Transformation – wie bei vielen der in der Literatur beschriebenen Ansätze –
nicht statt, entsprechen Interpolationsergebnisse nicht den erwarteten Ergebnissen. Dies
kann insbesondere durch den Vergleich mit dem Segmentierungsergebnis einer ausgelas-
senen Schicht verifiziert werden. Wird z. B. eine Kreisscheibe gleichbleibender Größe im Bild
verschoben, liefert ein Verfahren, das die Komponenten nicht berücksichtigt, eine etwa ellip-
senförmige Approximation dieses Überlappungsbereiches. Der hier vorgestellte Ansatz wird
hingegen eine Kreisscheibe korrekter Größe allerdings mit einem möglichen Positionie-
rungsfehler berechnen.
Durch die Verwendung gerichteter Kanten für das Kontur-Tracing ist es möglich, aus dem
Drehsinn einer geschlossenen Kurve zu erkennen, ob die generierte Kurve eine äußere oder
innere Kurve ist. Dazu werden entlang des Verlaufs der Kurve die Winkel der lokalen Rich-
tungsänderungen aufsummiert. Ergibt sich eine positive Summe, handelt es sich um eine
äußere sonst um eine innere Kontur.
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8. Geometrische Modellierung von Objektoberflächen
Durch Klassifikation und Segmentierung einzelner Pixels einer Schicht (bzw. voxels im
Raum) liegt eine implizite Repräsentation eines 3D-Objektes (bzw. ein Stapel von Konturen
in parallelen Ebenen) vor. Für viele anschließende Verarbeitungsschritte ist diese Form der
Repräsentation jedoch ineffizient. Neben der Visualisierung25 ist hier das Tracking eines dy-
namischen Objektes über eine zeitliche Bildsequenz zu nennen. Eine implizite Darstellung ist
ungeeignet, wenn für das Tracking z. B.  Punkte der Oberfläche aufgrund der Form (z. B. der
lokalen Krümmung) einander zugeordnet werden sollen [Beh 00b].
In diesem Kapitel werden daher Verfahren vorgestellt, die explizite Oberflächenbeschreibun-
gen (sog. Mannigfaltigkeiten) generieren. In der Computergrafik hat sich hierbei die Reprä-
sentation einer Oberfläche durch Triangulationen bewährt. Daneben existieren Repräsenta-
tionen durch Spline-Patches (NURBS), die eine glatte, gewölbte Objektoberfläche sehr viel
kompakter darstellen können [EcHo 96][KrLe 96]. Spline-Patches haben jedoch bisher noch
wenig praktische Bedeutung, schon allein aufgrund der Tatsache, dass sie kaum durch Gra-
fik-Standards unterstützt werden.
Triangulationen hingegen können zum einen direkt und effizient durch entsprechende Hard-
ware (z. B. PC-Grafikkarten) unter Verwendung von Standard-Software-Bibliotheken (z. B.
OpenGL) visualisiert werden. Zudem sind Dreiecke – im Gegensatz zu allgemeinen Polygo-
nen – stets eben, daher eindeutig und einfach durch ihre drei Eckpunkte beschrieben. Um
trotz der linearen Approximation oft gekrümmter Oberflächen eine kompakte Darstellung zu
erreichen, ist es ein wichtiges praktisches Ziel bei der Generierung von Triangulationen, die
Anzahl der Dreiecke auf ein für die Anwendung notwendiges, minimales Maß zu reduzieren.
8.1. Triangulationsverfahren
In der Literatur finden sich zwei grundsätzlich verschiedene Ansätze zur Generierung von
Netzen mit einer minimalen Anzahl von Dreiecken. Eine Gruppe von Ansätzen geht in zwei
Schritten vor [Hop 94], [Neu 01]. Zunächst wird eine approximative, uniforme Triangulation
generiert, die aus annähernd gleichgroßen Dreiecken besteht. Die Größe einzelner Dreiecke
wird dann lokal in einem zweiten Schritt an die Krümmung der Objektoberfläche angepasst.
Hierzu werden die Dreiecke der Triangulation in mehreren Iterationen erneut analysiert und
durch vorwiegend lokale Operationen in Bereichen geringer Krümmung zusammengefasst
bzw. in Bereichen großer Krümmung weiter unterteilt.
Durch den zweiten Ansatz wird zunächst ein kleines initiales Netz innerhalb des Objektes
generiert, das durch Vergrößern ähnlich einem aufgepumpten Ballon an die Oberfläche des
Objektes angepasst wird [Mil 91], [ChMe 94], [McTe 00]. Dabei muss entweder bereits bei
der Initialisierung eine Objekttopologie vorgegeben werden [Mil 91], [ChMe 94] oder es wer-
den Operationen zur Änderung der Topologie vorgesehen [McTe 00] (vgl. Abschnitt 5.2.4).
Verfahren zur Generierung einer initialen Triangulation können aufgrund ihrer Eingangsdaten
klassifiziert werden. So existieren Verfahren, die auf der Basis von Punktwolken arbeiten (z.
B. [Hop 94]). In der Medizin sind insbesondere Verfahren interessant, die Konturen unter-
                                               
25 Im Bereich Medical Imaging hat sich aufgrund des höheren Detaillierungsgrades das Vo-
lume Rendering als Standard-Visualisierungsmethode etabliert (vgl Abschnitt 10.1). Um den-
noch effizient eine Voransicht eines segmentierten Objekt zu erhalten, ist Oberflächenvisua-
lisierung angemessen.
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schiedlicher paralleler Ebenen miteinander verbinden26 [Boi 85] bzw. auf impliziten Oberflä-
chen basieren [AlSch 85], [LoCl 88], [Blo 88]. Hier hat sich insbesondere der Marching Cube-
Algorithmus bewährt. Im allgemeinen lassen sich Eingangsdaten leicht in implizite Oberflä-
chen überführen (z. B. [Neu 01]), so dass diese Verfahren sehr universell eingesetzt werden
können.
8.2. Das Tracing Cube-Verfahren
In diesem Abschnitt wird ein aus dem Marching Cube-Algorithmus [LoCl 88] abgeleitetes
Verfahren der Triangulation vorgestellt, das hier aufgrund seiner Vorgehensweise des Ver-
folgens (engl. Tracing) einer Oberfläche als Tracing Cube-Verfahren bezeichnet wird
[GrKi 97]. Im Unterschied zum Marching Cube-Algorithmus werden nicht alle z. B. durch ei-
nen Schwellwert definierten Iso-Oberflächen trianguliert, sondern jeweils genau eine zu-
sammenhängende. Dazu wird ein Punkt auf der Oberfläche (z. B. durch Interaktion) vorge-
geben, der den Startpunkt der Verfolgung definiert. Durch diese Vorgehensweise bleibt es
dem Benutzer überlassen, welche der in einem Volumendatensatz vorhandenen Oberflä-
chen in ein 3D Modell überführt werden sollen.
Ein ähnlicher Ansatz findet sich bei [Neu 01]. Dort wird die jeweils größte zusammenhän-
gende Komponente trianguliert, indem in einem binären Volumen zunächst durch labeling
diese Komponente ermittelt wird. Alle anderen Partikel werden aus dem binären Volumen
gelöscht. Anschließend wird der Marching Cube-Algorithmus gestartet.
Der hier vorgestellte Ansatz benötigt im Gegensatz zum o. g. Verfahren kein explizites binä-
res Volumen und zeichnet sich durch einen geringeren Rechenaufwand aus. Der Grund liegt
zum einen darin, dass auf eine vorverarbeitende labeling- und Löschoperation verzichtet
werden kann. Darüber hinaus ist das Triangulationsverfahren effizienter, da es das Volumen
lokal entlang der Oberfläche des Objektes analysiert und nicht das gesamte Volumen.
8.2.1. Arbeitsweise des Marching Cube-Algorithmus
Der Marching Cube-Algorithmus wurde 1988 von Lorensen und Cline eingeführt [LoCl 88]
und durch viele Arbeiten seither verbessert und erweitert. Er möglicht es, aus einem voxel-
Datensatz uniform triangulierte Oberflächen beliebiger Topologie zu extrahieren. Unter Ver-
wendung einer Klassifikationsfunktion, die jedem voxel das binäre Attribut „Objekt“ / „Hinter-
grund“ zuordnet, werden die würfelförmigen Zwischenräume (engl. cube) zwischen acht be-
nachbarten voxels schicht- und zeilenweise nacheinander analysiert und trianguliert. Aus der
Klassifikation jedes der acht Nachbar-voxels kann ein zu triangulierendes Teilstück der Ob-
jektoberfläche für jeden Cube erzeugt werden, je nachdem ob der Cube vollständig inner-
halb, bzw. außerhalb des Objektes liegt oder welche seiner Kanten von der Objektoberfläche
geschnitten werden. Sind schließlich alle Teilnetze der Cubes generiert, entstehen durch Zu-
sammenführung ein oder mehrere zusammenhängende Objektoberflächen.
8.2.1.1. Generierung des Teilnetzes eines Cube
Als Ergebnis der Analyse eines Cubes wird die Klassifikation der Nachbar-voxels in ein Byte
überführt, dessen einzelne Bits die binäre Klassifikationsfunktion für die acht Würfelecken
repräsentieren. Die sich ergebende Binärzahl dient als Index in eine 28 = 256 Kombinationen
umfassende Konfigurationstabelle. Abb. 8-1 zeigt 20 Grundkonfigurationen des Marching
                                               
26 Dieser Ansatz erfordert jedoch eine Reihe von Fallunterscheidungen zu treffen, wenn sich
die Topologie der Kontur von Schich
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Cube-Algorithmus aus dem die restlichen Konfigurationen durch Spiegelung und Rotation
abgeleitet werden können27.
a
e
j
n
r
b
f
k
o
s
c
g
l
p
t
d
h
m
q
u
Abb. 8-1: Grundkonfigurationen des Marching Cube
8.2.2. Der modifizierte Ansatz – Tracing Cube
Der Tracing Cube-Algorithmus ist in Abb. 8-2 als Pseudocode dargestellt. Im Zentrum des
Algorithmus steht ein FIFO-Speicher, der zum Zwischenpuffern aller zu betrachtenden Cu-
bes dient. Anfangs wird die den Startpunkt enthaltende Zelle trianguliert und dessen Nach-
barschaft im FIFO-Speicher geschrieben. In einer Schleife werden die Cubes dann sequenti-
ell analysiert. Dabei wird jeweils eine Zelle aus dem FIFO-Speicher gelesen, das zugehörige
Teilnetz generiert und alle noch nicht vollständig triangulierten Nachbarzellen entlang der
Oberfläche wiederum in den FIFO-Speicher geschrieben. Ist dieser schließlich leer, termi-
niert der Algorithmus.
                                               
27Die im Original-Ansatz getroffene, fehlerhaft Annahme, daß „Objekt“ und „Hintergrund“
austauschbar sind und daher Bit-weise invertierten Indizes der Konfigurationstabelle stets
gleiche Dreieckskonfigurationen zugeordnet sind, wurde hier bereits korrigiert [MSS 94].
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Tracing Cube (Startpunkt, Volumen)
{
Suche einen Cube ausgehend vom Startpunkt, der die Oberfläche schneidet
Bestimme Byte durch Klassifikation der Voxels des Cube
Korrigiere Byte durch Expansion der Startmaske
Generiere das Teilnetz für Byte
Bestimme Nachbarschaft für Teilnetz
FIFO  Nachbarschaft
while FIFO nicht leer {
Cube, Eingangsmaske  FIFO
Bestimme Byte durch Klassifikation des Cube in Volumen
Korrigiere Byte durch Expansion der Eingangsmaske
Generiere Teilnetz für Byte
Bestimme Nachbarschaft für Teilnetz
Entferne bereits triangulierte cubes und Eingangsmasken aus Nachbarschaft
FIFO  Nachbarschaft
}
}
Abb. 8-2: Pseudocode des Tracing Cube-Algorithmus
8.2.2.1. Generierung der Teilnetze
Die Generierung von Teilnetzen innerhalb eines Cubes erfolgt prinzipiell anhand der bereits
in Abb. 8-1 gezeigten Konfigurationstabelle. In einigen Fällen enthalten diese Konfiguratio-
nen jedoch nicht-zusammenhängende Teilnetze. Um dennoch sicherzustellen, dass nur eine
Oberfläche verfolgt wird, wird folgende Fallunterscheidung betrachtet:
Fall I Alle Dreiecke einer Konfiguration bilden genau ein Teilnetz (Konfigurationen a,
b, e, h, j, k, l, o, p, r, s, u)
Fall II Die Dreiecke einer Konfiguration sind aus mehreren zusammenhängenden
Teilnetzen zusammengesetzt. Jedoch sind im vorliegenden Volumen die Teil-
netze durch einen der unmittelbaren 6-Nachbar-cubes miteinander verbunden.
Ein Beispiel hierfür ist die Kombination aus den Konfigurationen p und q als de-
ren Nachbar-Cube.
Fall III Die Teilnetze gehören zur gleichen Oberfläche. Der Zusammenhang kann je-
doch nicht aus einem der 6-Nachbarn abgeleitet werden, sondern nur durch die
Betrachtung einer Sequenz von Cubes entlang der Oberfläche.
Fall IV Die Teilnetze gehören zu unterschiedlichen Oberflächen.
Lediglich im Fall I kann die Original-Konfiguration des Marching Cube-Algorithmus über-
nommen werden. Die übrigen Fälle erfordern im allgemeinen eine Modifikation der Konfigu-
ration, wie sie beispielsweise in Abb. 8-3a gezeigt ist. Dabei werden ausschließlich die Teil-
netze eines Nachbar-Cubes generiert, die in direkter Verbindung zu Teilnetzen des bereits
triangulierten Ausgangs-Cubes stehen.
Die Modifikation der Konfiguration, wie sie in Abb. 8-3a dargestellt ist, kann zurückgeführt
werden auf Ausblenden einzelner gesetzter Bits des Bytes der Zelle. Dazu wird zunächst
ausschließlich die gemeinsame Fläche der beiden Cubes betrachtet. Die dort als Objekt-
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Voxels klassifizierten Bits werden als Eingangsmaske für die Analyse der Konfiguration des
Nachbar-Cubes verwendet. Sie wird so expandiert, dass die mit den gesetzten Bits über
Kanten verbundene voxels erhalten bleiben. Nicht verbundene voxels werden hingegen aus
dem Byte gelöscht. Wie in Abb. 8-3b gezeigt ist, lässt sich die Operation des Expandierens
einer Maske effizient durch wiederholtes Kopieren der Bits entlang der Kanten und bitweises
UND mit dem Original-Byte lösen. Durch Auslesen der Konfiguration aus der Konfigurati-
onstabelle unter Verwendung des korrigierten Bytes wird die letztendlich die korrigierte Kon-
figuration ermittelt.
Die im abschließenden Schritt einer Iteration im FIFO-Speicher abgelegte Nachbarschaft be-
steht aus der Menge aller Nachbar-Cube (und den entsprechenden Eingangsmasken), die
mit den generierten Teilnetzen mindestens eine Dreieckskante gemeinsam haben. In einer
zusätzlichen Datenstruktur werden bereits triangulierte Cubes gemeinsam mit den zur Trian-
gulation verwendeten Eingangsmasken vermerkt und vor dem Eintragen in den FIFO Spei-
cher auf doppeltes Auftreten des hierdurch spezifizierten Teilnetzes geprüft. So wird vermie-
den, dass Teilnetze mehrfach generiert werden.
Ausgangs-cube Nachbar-cubemit MC-Konfigurat ion
korrigiert e Konf igurat ion
(a)
Ausgangs-cube
Nachbar-cube
mit  Byte aus
Klassif ikat ion
Maske Kopieren UND UNDKopieren
1. Iterat ion 2. Iterat ion
korr igiertes Byte
(b)
Abb. 8-3: Korrektur einer Konfiguration aufgrund der Nachbarschaft (a) Beispiel für eine korrigierte Konfiguration
(b) Expansion der Eingangsmaske durch iteratives Kopieren und bitweise UND Operation
Abschließend sollen nun die oben unterschiedenen vier Fälle betrachtet werden, um zu ver-
anschaulichen, dass durch den beschriebenen Algorithmus eine korrekte Oberfläche gene-
riert wird. Im Fall I wird stets die Gesamtmenge der Dreiecke einer Konfiguration generiert.
Sofern der Cube im FIFO-Speicher abgelegt wurde, gehören diese zur gesuchten Oberflä-
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che. Im Fall II werden diejenigen Teilnetze generiert, die durch die Eingangsmaske spezifi-
ziert wurden. In diesem Fall werden bereits durch die Eingangsmaske mehrere Startpunkte
vorgegeben, deren Zusammengehörigkeit in einer der vorhergehenden Ausgangsmasken
erkannt wurde. Im Fall III werden die Teilnetze iterativ generiert, indem derselbe Cube aus
unterschiedlichen Richtungen mit unterschiedlichen Startmasken analysiert wird. Für den
Fall IV wird die nicht-Zusammengehörigkeit der Teilnetze im Cube durch die Expansion der
Maske erkannt. Wird zudem die Nachbarschaft korrekt nur für diejenigen Teilnetze generiert,
die mit dem zur Oberfläche gehörigen Teilnetz in Verbindung stehen, wird der Cube in keiner
weiteren Iteration durch eine die weiteren Teilnetze spezifizierenden Maske analysiert.
(a) (b) (c)
ca. 5 000 Dreiecke
ca. 100 000 Dreiecke
(d) (e)
Abb. 8-4: Beispielergebnis des Tracing Cube-Algorithmus. (a) – (c) drei Phasen des Tracing einem Volumen-
gerenderten rekonstruierten Herzdatensatz überlagert. Sichtbar ist das linke Herz bestehend aus linkem Vorhof
und Ventrikel sowie einige ghostings der Rekonstruktion (vgl. Abb. 3-10), (d) und (e) zwei Beispielergebnisse auf
unterschiedlichen Ebenen einer Gauß-Pyramide.
8.2.3. Ergebnisse
Abb. 8-4 zeigt ein Beispiel für die Anwendung des Tracing Cube auf einen Datensatz, der
aus angiographischen Projektionen rekonstruiert wurde. In den (a) bis (c) ist das Fortschrei-
ten des Dreiecksnetzes einer durch direkte Volumenvisualisierung erstellten Darstellung
überblendet. Zur Extraktion der Oberflächen wurde hierbei ein Schwellwertverfahren ange-
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wendet. Zusätzlich zum rekonstruierten, Kontrastmittel-gefüllten linken Herzen (linker Vorhof
und Ventrikel) erscheinen in der Darstellung einige ghostings der Rekonstruktion am Rand
des Datenwürfels. Durch das Tracing Cube-Verfahren ist es möglich, nur die Oberfläche des
linken Herzens zu verfolgen.
Die Größe der Dreiecke ist über die Oberfläche weitgehend uniform. Um dennoch Triangula-
tionen mit unterschiedlicher Anzahl von Dreiecken zu generieren, kann der Datensatz inner-
halb einer Gauß-Pyramide rekursiv gefiltert werden. Durch die unterschiedliche Auflösung
des Volumendatensatzes ergeben sich bei der Triangulation damit ebenfalls unterschiedlich
große Dreiecke, bzw. eine unterschiedliche Anzahl von Dreiecken.
8.3. Optimierung von Triangulationen
Um eine hohen Detaillierungsgrad bei der Approximation einer gekrümmten Oberfläche
durch möglichst wenige ebene Dreiecke zu erhalten, ist es notwendig, die Größe der Dreiek-
ke an die lokale Oberflächenkrümmung anzupassen. In der Literatur existieren eine Reihe
von Verfahren zur Reduzierung der Komplexität von Dreiecksnetzen. Einen guten Überblick
geben [HeGa97] und [CMS 98]. Grundsätzlich basiert ein Großteil der Ansätze auf folgenden
Operationen:
• Zusammenfassen koplanarer Polygone
Dabei werden koplanare oder nahezu koplanare Bereiche gesucht und zu größeren Po-
lygonen zusammengefasst und abschließend neu trianguliert [KCHN 91].
• Lokale Dreiecksdezimierung
Der Algorithmus führt mehrere Iterationen über das gesamte Dreiecksnetz durch und
entfernt alle Stützstellen, die ein Distanzkriterium oder Winkelkriterium erfüllen. Im An-
schluß daran werden die entstandenen Löcher retrianguliert [SZL 92]
• Optimierung aufgrund einer Energiefunktion
Durch das lokale Entfernen bzw. Hinzufügen von Dreiecken durch Kollabieren bzw. Zer-
legen einer Kante sowie durch Kantentausch wird eine Energiefunktion minimiert, welche
die Gesamtlänge aller Kanten, die Güte der Approximation sowie die Anzahl der Kanten
bewertet [Hop 94].
• Zusammenfassen von Stützstellen
Naheliegende Stützstellen werden zu einer Stützstelle zusammengefasst, indem der
Schwerpunkt eines Clusters berechnet wird.
• Unterteilen von Dreiecken
Durch Hinzufügen von Stützstellen werden neue Dreiecke generiert. Dabei werden die
neuen Stützstellen an Punkten großer lokaler Krümmung eingefügt. Einige Ansätze ver-
wenden dabei eine Datenstruktur, die mehrere Auflösungsstufen gleichzeitig generiert,
aus dem eine geeignete Repräsentation extrahiert werden kann [Hop 96].
8.3.1. Dreiecksoptimierung durch ein geometrisch deformierbares Modell
Das hier vorgestellte Verfahren implementiert den in Abb. 8-5 gezeigten Pseudocode
[GrNe 98a]. Dabei wird abwechselnd jeweils die Netztopologie durch Hinzufügen, Modifizie-
ren und Löschen von Dreiecken verändert. Anschließend werden die Positionen der Stütz-
stellen der Triangulation verbessert.
Dissertation, S. Großkopf GRIS, TU-Darmstadt
99
Adapt Mesh (T)
{
loop {
loop {
Verfeinere Vertex-Positionen (T);
loop {
Entferne kurze Kanten (T);
Entferne redundante Punkte (T);
Tausche Kanten (T);
} while weniger als n Stützstellen entfernt wurden;
} while weniger als m Stützstellen entfernt wurden;
Unterteile Dreiecke (T);
Tausche Kanten (T);
Verfeinere Vertex-Positionen (T);
} until die geforderte Genauigkeit erreicht wurde;
}
Abb. 8-5: Pseudocode der Dreiecksreduktion
8.3.1.1. Verbesserung der Netztopologie
Es werden die folgenden Operationen definiert, die zusätzlich zu einer Ausgangstriangulation
z. T. auch eine vorzeichenbehaftete Distanzfunktion verwenden.
• Löschen kurzer Kanten
Durch das Zusammenfassen von Stützpunkten, die durch eine Kante verbunden sind,
deren Länge einen Schwellwert unterschreitet, und das Löschen der zugehörigen Drei-
ecke kann die Zahl der Dreiecke sehr leicht reduziert werden.
• Löschen redundanter Punkte
Hierbei werden diejenigen Stützstellen gelöscht, deren Normale nur geringfügig (d. h. in-
nerhalb eines vorgegebenen Winkels) von der Normale der Nachbarstützstellen ab-
weicht. Nach dem Löschen der Stützstelle wird das umschließende Polygon neu durch
einen Traversierungsalgorithmus retrianguliert.
• Dreiecksunterteilung
Ein Dreieck wird hierbei in mehrere Dreiecke unterteilt. Die Anzahl und Konstellation der
dabei neu erzeugten Dreiecke sind in Abb. 8-6 dargestellt. Für jeden Kantenmittelpunkt
bzw. den Schwerpunktes eines Dreiecks wird eine neue Stützstelle generiert, sofern der
Distanzwert einen Schwellwert überschreitet. Jeder Stützpunkt wird senkrecht auf die
Lage der impliziten Oberfläche verschoben.
