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FACETS AND VOLUME OF GORENSTEIN FANO POLYTOPES
TAKAYUKI HIBI AND AKIYOSHI TSUCHIYA
Abstract. It is known that every integral convex polytope is unimodularly
equivalent to a face of some Gorenstein Fano polytope. It is then reasonable to
ask whether every normal polytope is unimodularly equivalent to a face of some
normal Gorenstein Fano polytope. In the present paper, it is shown that, by giving
new classes of normal Gorenstein Fano polytopes, each order polytope as well as
each chain polytope of dimension d is unimodularly equivalent to a facet of some
normal Gorenstein Fano polytopes of dimension d+1. Furthermore, investigation
on combinatorial properties, especially, Ehrhart polynomials and volume of these
new polytopes will be achieved. Finally, some curious examples of Gorenstein
Fano polytopes will be discovered.
1. Introduction
First of all, fundamental materials on integral polytopes are summarized and the
notation employed in the present paper is introduced.
1.1. Gorenstein Fano polytopes. Recall that an integral convex polytope is a
convex polytope all of whose vertices have integer coordinates. An integral convex
polytope P ⊂ Rd of dimension d is called Gorenstein Fano if the origin of Rd is a
unique lattice point (i.e., integer point) belonging to the interior of P and its dual
polytope
P∨ := {x ∈ Rd | 〈x,y〉 ≤ 1 for all y ∈ P}
is again integral. A Gorenstein Fano polytope is also called a reflexive polytope. In
recent years, the study on Gorenstein Fano polytopes has been achieved by many
authors. It is known that Gorenstein Fano polytopes correspond to Gorenstein
toric Fano varieties and, furthermore, they are related with mirror symmetry (e.g.,
[1, 2]). There exist only finitely many Gorenstein Fano polytopes up to unimodular
equivalence in each dimension ([12]), and all of them are known up to dimension 4
([11]).
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1.2. Two poset polytopes. Let P = {p1, . . . , pd} denote a finite partially ordered
set (poset, for short). A linear extension of P is a permutation σ = i1i2 · · · id of
[d] = {1, 2, . . . , d} which satisfies ia < ib if pia < pib in P . Stanley [16] introduced
two classes of integral convex polytopes arising from finite posets, order polytopes
and chain polytopes. The order polytope OP of P is defined to be the convex
polytope consisting of those (x1, . . . , xd) ∈ R
d such that
(1) 0 ≤ xi ≤ 1 for 1 ≤ i ≤ d;
(2) xi ≥ xj if pi ≤ pj in P .
The chain polytope CP is defined to be the convex polytope consisting of those
(x1, . . . , xd) ∈ R
d such that
(1) xi ≥ 0 for 1 ≤ i ≤ d;
(2) xi1 + · · ·+ xik ≤ 1 for every maximal chain pi1 < · · · < pik of P .
It then follows that both order polytopes and chain polytopes are integral convex
polytopes of dimension d.
We say that an integral convex polytope P ⊂ Rd of dimension d is normal if, for
each integer N > 0 and for each a ∈ NP ∩ Zd, there exist a1, . . . , aN ∈ P ∩ Z
d for
which a = a1 + · · ·+ aN , where NP = {Nα | α ∈ P}.
Let i(P, n) denote the Ehrhart polynomial of P. Thus i(P, n) is the numerical
function
i(P, n) :=
∣∣(nP ∩ Zd)
∣∣ , 1 ≤ n ∈ Z.
Then i(P, n) is, in fact, a polynomial in n of degree d with i(P, 0) = 1 ([4]). More-
over, the leading coefficient of i(P, n) equals the volume of P.
It is known that OP and CP are normal with i(OP , n) = i(CP , n). Thus, in
particular, one has vol(OP ) = vol(CP ) = e(P )/d!, where e(P ) is the number of
linear extensions of P ([16, Corollary 4.2]).
1.3. Gorenstein Fano polytopes arising from poset polytopes. Given two
integral convex polytopes P and Q of dimension d in Rd, we set
Γ(P,Q) = conv{P ∪ (−Q)} ⊂ Rd.
Let P = {p1, . . . , pd} and Q = {q1, . . . , qd} be finite posets. Our research objects
are Γ(OP ,OQ), Γ(OP , CQ) and Γ(CP , CQ). If P and Q possess a common linear
extension, then Γ(OP ,OQ) is normal Gorenstein Fano ([7]). Furthermore, each of
Γ(OP , CQ) and Γ(CP , CQ) is a normal Gorenstein Fano polytope ([9, 15]). In addition,
if P and Q possess a common linear extension, then these three polytopes have the
same Ehrhart polynomial ([10]) and a formula to compute their volume is given in
terms of the number of linear extensions of the underlying finite posets P and Q
([18]).
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1.4. Motivation and results. It is known [5] that every integral convex polytope
is unimodularly equivalent to a face of some Gorenstein Fano polytope. This fact
naturally lead us to the study of the following question:
Question 1.1. Is every normal polytope unimodularly equivalent to a face of some
normal Gorenstein Fano polytope?
In this paper, we discuss this question for (0, 1)-polytopes. Given two integral
convex polytopes P and Q of dimension d in Rd, we set
Ω(P,Q) = conv{(P × {1}) ∪ (−Q× {−1})} ⊂ Rd+1.
Then Ω(P,Q) is an integral convex polytope of dimension d + 1 and, in addition,
each of P and Q is a facet of Ω(P,Q). As an analogy of Question 1.1, we propose
the following question:
Question 1.2. Given any normal (0, 1)-polytope P ⊂ Rd of dimension d, does there
exist a normal (0, 1)-polytope Q ⊂ Rd of dimension d such that Ω(P,Q) is a normal
Gorenstein Fano polytope?
In Section 2, we consider Question 1.2 for order and chain polytopes. We dis-
cuss the problem when each of Ω(OP ,OQ), Ω(OP , CQ) and Ω(CP , CQ) is a normal
Gorenstein Fano polytope. Our first main result is
Theorem 1.3. Let P = {p1, . . . , pd} and Q = {q1, . . . , qd} be finite posets.
(1) If P and Q possess a common linear extension, then Ω(OP ,OQ) is a normal
Gorenstein Fano polytope.
(2) Each of Ω(OP , CQ) and Ω(CP , CQ) is a normal Gorenstein Fano polytope.
In Section 3, we consider combinatorial properties of these polytopes, especially,
the Ehrhart polynomials and the volume of Ω(OP ,OQ), Ω(OP , CQ) and Ω(CP , CQ).
The ordinal sum of P and Q is the finite poset P ⊕Q on the union P ∪Q such that
s ≤ t in P ⊕Q if (a) s, t ∈ P and s ≤ t in P , or (b) s, t ∈ Q and s ≤ t in Q, or (c)
s ∈ P and t ∈ Q. Our second main result is
Theorem 1.4. Let P = {p1, . . . , pd} and Q = {q1, . . . , qd} be finite poset. We set
P ′ = {pd+1} ⊕ P and Q
′ = {qd+1} ⊕ Q. If P and Q possess a common linear
extension, then all of Ω(OP ,OQ), Ω(OP , CQ), Ω(CP , CQ), Γ(OP ′,OQ′), Γ(OP ′, CQ′)
and Γ(CP ′, CQ′) have the same Ehrhart polynomial. In particular, these polytopes
have the same volume.
Moreover, a combinatorial formula to compute the volume of these polytopes in
terms of the underlying finite posets P and Q (Theorem 3.2).
Finally, in Section 4, some curious examples of Gorenstein Fano polytopes will
be discovered. It will be shown that there exist normal polytopes P and Q such
that Ω(P,Q) is Gorenstein Fano, but it is not normal (Example 4.1). Considering
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this example, we cannot escape from the temptation to study Question 1.2. We also
consider a difference of the class of Γ(P,Q) and that of Ω(P,Q). It is known that the
class of Ω(OP ,OQ) is included in that of Γ(OP ,OQ). However, the class of Ω(CP , CQ)
is not included in that of Γ(OP ,OQ), Γ(OP , CQ) and Γ(CP , CQ) (Example 4.2). The
class of Ω(OP , CQ) is included in none of the above classes. This fact says that the
class of Ω(OP , CQ) and that of Ω(CP , CQ) are new classes of normal Gorenstein Fano
polytopes. Futhermore, it will be shown that, by using these five classes, there exist
11 normal Gorenstein Fano polytopes of dimension 7 such that these polytopes have
the same Ehrhart polynomial and these polytopes are not unimodularly equivalent
each other (Example 4.3).
2. Squarefree Quadratic Gro¨bner basis
In this section, we show Theorem 1.3.
Before proving this theorem, we recall some terminologies of finite posets. Let
P = {p1, . . . , pd} be a finite poset. A subset I of P is called a poset ideal of P if
pi ∈ I and pj ∈ P together with pj ≤ pi guarantee pj ∈ I. Note that the empty set
∅ and itself P are poset ideals of P . Let J (P ) denote the set of poset ideals of P .
A subset A of P is called an antichain of P if pi and pj belonging to A with i 6= j
are incomparable. In particular, the empty set ∅ and each 1-elemant subsets {pj}
are antichains of P . Let A(P ) denote the set of antichains of P . For a poset ideal I
of P , we write max(I) for the set of maximal elements of I. In particular, max(I)
is an antichain. For each subset I ⊂ P , we define the (0, 1)-vectors ρ(I) =
∑
pi∈I
ei,
where e1, . . . , ed are the canonical unit coordinate vectors of R
d. In particular ρ(∅)
is the origin 0 of Rd. In [16], it is shown that
{the sets of vertices of OP} = {ρ(I) | I ∈ J (P )},
{the sets of vertices of CP} = {ρ(A) | A ∈ A(P )}.
Next, we define the toric rings of integral convex polytopes. Let K[t±1, s] =
K[t±11 , . . . , t
±1
d , s] the Laurent polynomial ring in d + 1 variables over a field K. If
α = (α1, . . . , αd) ∈ Z
d, then tαs is the Laurent monomial tα11 · · · t
αd
d s ∈ K[t
±1, s]. In
particular t0s = s. Let P ⊂ Rd be an integral convex polytope of dimension d and
P∩Zd = {a1, . . . , an}. Then, the toric ring of P is the subalgebra K[P] of K[t
±1, s]
generated by {ta1s, . . . , tans} over K. We regard K[P] as a homogeneous algebra
by setting each deg tais = 1. The toric ideal IP of P is the kernel of a surjective
homomorphism pi : K[x1, . . . , xn] → K[P] defined by pi(xi) = t
ais for 1 ≤ i ≤ n. It
is known that IP is generated by homogeneous binomials. See, e.g., [17].
In order to prove Theorem 1.3, we use the following lemma.
Lemma 2.1 ([8, Lemma 1.1]). Let P ⊂ Rd be an integral convex polytope such that
the origin of Rd is contained in its interior and P ∩ Zd = {a1, . . . , an}. Suppose
that any integer point in Zd+1 is a linear integer combination of the integer points
4
in P × {1} and there exists an ordering of the variables xi1 < · · · < xin for which
ai1 = 0 such that the initial ideal in<(IP) of the toric ideal IP with respect to the
reverse lexicographic order < on the polynomial ring K[x1, . . . , xn] induced by the
ordering is squarefree. Then P is a normal Gorenstein Fano.
Now, for finite posets P = {p1, . . . , pd} and Q = {q1, . . . , qd}, let
K[OO] = K[{xI}I∈J (P ) ∪ {yJ}J∈J (Q) ∪ {z}],
K[OC] = K[{xI}I∈J (P ) ∪ {ymax(J)}J∈J (Q) ∪ {z}],
K[CC] = K[{xmax(I)}I∈J (P ) ∪ {ymax(J)}J∈J (Q) ∪ {z}]
denote the polynomial rings over K, and define the surjective ring homomorphisms
piOO, piOC and piCC by the following:
• piOO : K[OO]→ K[Ω(OP ,OQ)] by setting
piOO(xI) = t
ρ(I∪{d+1})s, piOO(yJ) = t
−ρ(J∪{d+1})s and piOO(z) = s,
• piOC : K[OC]→ K[Ω(OP , CQ)] by setting
piOC(xI) = t
ρ(I∪{d+1})s, piOC(ymax(J)) = t
−ρ(max(J)∪{d+1})s and piOC(z) = s,
• piCC : K[CC]→ K[Ω(CP , CQ)] by setting
piCC(xmax(I)) = t
ρ(max(I)∪{d+1})s, piCC(ymax(J)) = t
−ρ(max(J)∪{d+1})s and piCC(z) =
s
where I ∈ J (P ) and J ∈ J (Q). Then the toric ideal IΩ(OP ,OQ) of Ω(OP ,OQ) is the
kernel of piOO. Similarly, the toric ideal IΩ(OP ,CQ) (resp. IΩ(CP ,CQ)) is the kernel of
piOC (resp. piCC).
Next, we introduce monomial orders <OO, <OC and <CC and GOO, GOC and GCC
which are the set of binomials. Let <OO denote a reverse lexicographic order on
K[OO] satisfying
• z <OO yJ <OO xI ;
• xI′ <OO xI if I
′ ⊂ I;
• yJ ′ <OO yJ if J
′ ⊂ J ,
and GOO ⊂ K[OO] the set of the following binomials:
(i) xIxI′ − xI∪I′xI∩I′ ;
(ii) yJyJ ′ − yJ∪J ′yJ∩J ;
(iii) xIyJ − xI\{pi}yJ\{qi};
(iv) x∅y∅ − z
2,
and let <OC denote a reverse lexicographic order on K[OC] satisfying
• z <OC ymax(J) <OC xI ;
• xI′ <OC xI if I
′ ⊂ I;
• ymax(J ′) <OC ymax(J) if J
′ ⊂ J ,
and GOC ⊂ K[OC] the set of the following binomials:
(v) xIxI′ − xI∪I′xI∩I′ ;
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(vi) ymax(J)ymax(J ′) − ymax(J∪J ′)ymax(J∗J ′);
(vii) xIymax(J) − xI\{pi}ymax(J)\{qi};
(viii) x∅y∅ − z
2,
and let <CC denote a reverse lexicographic order on K[CC] satisfying
• z <CC ymax(J) <CC xmax(I);
• xmax(I′) <CC xmax(I) if I
′ ⊂ I;
• ymax(J ′) <CC ymax(J) if J
′ ⊂ J ,
and GCC ⊂ K[CC] the set of the following binomials:
(ix) xmax(I)xmax(I′) − ymax(I∪I′)ymax(I∗I′);
(x) ymax(J)ymax(J ′) − ymax(J∪J ′)ymax(J∗J ′);
(xi) xmax(I)ymax(J) − xmax(I)\{pi}ymax(J)\{qi};
(xii) x∅y∅ − z
2,
where
• I and I ′ are poset ideals of P which are incomparable in J (P );
• J and J ′ are poset ideals of Q which are incomparable in J (Q);
• I ∗ I ′ is the poset ideal of P generated by max(I ∩ I ′)∩ (max(I)∪max(I ′));
• J ∗J ′ is the poset ideal of Q generated by max(J ∩J ′)∩ (max(J)∪max(J ′));
• pi is a maximal element of I and qi is a maximal element of J .
Proposition 2.2. Work with the same situation as above. If P and Q possess a
common linear extension, then the origin of Rd+1 is contained in the interior of
Ω(OP ,OQ) and GOO is a Gro¨bner basis of IΩ(OP ,OQ) with respect to <OO .
Proof. Set P ′ = {pd+1} ⊕ P and Q
′ = {qd+1} ⊕Q. Then we have
J (P ′) = {∅} ∪ {I ∪ {pd+1}|I ∈ J (P )},
J (Q′) = {∅} ∪ {J ∪ {qd+1}|J ∈ J (Q)}.
Hence we know that Ω(OP , CQ) = Γ(OP ′,OQ′). By [7], we can easily show if P and
Q possess a common linear extension, then the origin of Rd+1 is contained in the
interior of Ω(OP ,OQ) and GOO is a Gro¨bner basis of IΩ(OP ,OQ) with respect to <OO,
as desired. 
Proposition 2.3. Work with the same situation as above. Then GOC is a Gro¨bner
basis of IΩ(OP ,CQ) with respect to <OC .
Proof. It is clear that GOC ⊂ IΩ(OP ,CQ). For a binomial f = u − v, u is called the
first monomial of f and v is called the second monomial of f . We note that the
initial monomial of each of the binomials (v) – (viii) with respect to <OC is its first
monomial. Let in<OC(GOC) denote the set of initial monomials of binomials belonging
to GOC. It follows from [14, (0.1)] that, in order to show that GOC is a Gro¨bner basis
of IΩ(OP ,CQ) with respect to <OC, we must prove the following assertion: (♣) If u
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and v are monomials belonging to K[OC] with u 6= v such that u 6∈ 〈in<OC(GOC)〉
and v 6∈ 〈in<OC(GOC)〉, then piOC(u) 6= piOC(v).
Let u, v ∈ K[OC] be monomials with u 6= v. Write
u = zαxξ1I1 · · ·x
ξa
Ia
yν1max(J1) · · · y
νb
max(Jb)
, v = zα
′
x
ξ′
1
I′
1
· · ·x
ξ′
a′
I′
a′
y
ν′
1
max(J ′
1
) · · · y
ν′
b′
max(J ′
b′
),
where
• α ≥ 0, α′ ≥ 0;
• I1, . . . , Ia, I
′
1, . . . , I
′
a′ ∈ J (P );
• J1, . . . , Jb, J
′
1, . . . , J
′
b′ ∈ J (Q);
• ξ1, . . . , ξa, ν1, . . . , νb, ξ
′
1, . . . , ξ
′
a′ , ν
′
1, . . . , ν
′
b′ > 0,
and where u and v are relatively prime with u 6∈ 〈in<OC(GOC)〉 and v 6∈ 〈in<OC(GOC)〉.
Thus By using (v) and (vi), it follows that
• I1 ( I2 ( · · · ( Ia and J1 ( J2 ( · · · ( Jb;
• I ′1 ( I
′
2 ( · · · ( I
′
a′ and J
′
1 ( J
′
2 ( · · · ( J
′
b′ .
Now, suppose that piOC(u) = piOC(v). Then we have
∑
I∈{I1,...,Ia}
pi∈I
ξI −
∑
J∈{J1,...,Jb}
qi∈max(J)
νJ =
∑
I′∈{I′
1
,...,I′
a′
}
pi∈I′
ξ′I′ −
∑
J′∈{J′
1
,...,J′
b′
}
qi∈max(J ′)
ν ′J ′ .
for all 1 ≤ i ≤ d by comparing the degree of ti.
Assume that (a, a′) 6= (0, 0) and Ia \ I
′
a′ 6= ∅. Then there exists a maximal element
pi∗ of Ia with pi∗ /∈ I
′
a′ . Since pi∗ /∈ I
′
a′ , one has
∑
I∈{I1,...,Ia}
pi∗∈I
ξI −
∑
J∈{J1,...,Jb}
qi∗∈max(J)
νJ = −
∑
J′∈{J′
1
,...,J′
b′
}
qi∗∈max(J
′)
ν ′J ′ ≤ 0.
Moreover, since pi∗ is belonging to Ia, we also have
∑
I∈{I1,...,Ia}
pi∗∈I
ξI > 0.
Hence there exists an integer c with 1 ≤ c ≤ b such that qi∗ is a maximal element
of Jc. Therefore we have xIaymax(Jc) ∈ 〈in<OC(GOC)〉, but this is a contradiction. By
considering the case where (a, a′) 6= (0, 0) and I ′a′ \ Ia 6= ∅, it is known that one of
the followings is satisfied:
• (a, a′) = (1, 0), Ia = ∅;
• (a, a′) = (0, 1), Ia′ = ∅;
• (a, a′) = (0, 0).
Then we have ∑
J∈{J1,...,Jb}
qi∈max(J)
νJ =
∑
J′∈{J′
1
,...,J′
b′
}
qi∈max(J ′)
ν ′J ′.
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for all 1 ≤ i ≤ d. Assume that (b, b′) 6= (0, 0) and Jb \ J
′
b′ 6= ∅. Then there exists a
maximal element qi′ of Jb with qi′ /∈ J
′
b′. Since qi′ /∈ J
′
b′ , one has
0 <
∑
J∈{J1,...,Jb}
qi′∈max(J)
νJ 6=
∑
J′∈{J′
1
,...,J′
b′
}
qi′∈max(J
′)
ν ′J ′ = 0,
but this is a contradiction. By considering the case where (b, b′) 6= (0, 0) and J ′b′\Jb 6=
∅, it is known that one of the followings is satisfied:
• (b, b′) = (1, 0), Jb = ∅;
• (b, b′) = (0, 1), J ′b′ = ∅;
• (b, b′) = (0, 0).
Hence one has u = zαxξ∅y
ν
∅ and v = z
α′xξ
′
∅ y
ν′
∅ , where ξ, ξ
′, ν, ν ′ ≥ 0. Since x∅y∅ ∈
〈in<OC(GOC)〉 and since u and v are relatively prime, we may assume that ν = ξ
′ = 0.
Thus u = zαxξ∅ and v = z
α′yν
′
∅ . Note that either α = 0 or α
′ = 0. Hence by
comparing the degree of td+1, it is known that ξ = ν ′ = α = α′ = 0, contradiction.

Proposition 2.4. Work with the same situation as above. Then GCC is a Gro¨bner
basis of IΩ(CP ,CQ) with respect to <CC .
Proof. We can show that the assertion follows by a similar way in the proof of
Proposition 2.3. 
Finally, we show Theorem 1.3.
Proof of Theorem 1.3. It is easy to show that any integer point in Zd+2 is a linear
integer combination of the integer points in Ω(OP ,OQ)×{1} (resp. Ω(OP , CQ)×{1}
and Ω(CP , CQ) × {1}). By Lemma 2.1 and Proposition 2.2, 2.3, 2.4, the assertion
follows. 
3. Ehrhart polynomials and volume
In this section, we consider combinatorial properties of these polytopes, especially,
the Ehrhart polynomials and the volume of Ω(OP , CQ), Ω(OP , CQ) and Ω(OP , CQ),
for finite posets P = {p1, . . . , pd} and Q = {q1, . . . , qd}. In particular, we show
Theorem 1.4.
Let P ⊂ Rd be an integral convex polytope of dimension d. In order to prove
Theorem 1.4, we use the following facts.
• If P is normal, then the Ehrhart polynomial of P is equal to the Hilbert
polynomial of the toric ring K[P].
• Let S be a polynomial ring and I ⊂ S be a graded ideal of S. Let < be
a monomial order on S. Then S/I and S/in<(I) have the same Hilbert
function. (see [6, Corollary 6.1.5])
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Here, we put
ROO := K[OO]/in<OO(IΩ(OP ,OQ)),
ROC := K[OC]/in<OC(IΩ(OP ,CQ)),
RCC := K[CC]/in<CC(IΩ(CP ,CQ)).
Proposition 3.1. Work with the same situation as above. If P and Q possess a
common linear extension, then these rings ROO, ROC and RCC are isomorphic.
Proof. By Proposition 2.2, 2.3 and 2.4, we have
ROO ∼=
K[{xI}I∈J (P ) ∪ {yJ}J∈J (Q) ∪ {z}]
(xIxI′, yJyJ ′, xIyJ , x∅y∅ | I, I ′, J and J ′ satisfy (∗))
,
ROC ∼=
K[{xI}I∈J (P ) ∪ {ymax(J)}J∈J (Q) ∪ {z}]
(xIxI′ , ymax(J)ymax(J ′), xIymax(J), x∅y∅ | I, I ′, J and J ′ satisfy (∗))
,
RCC ∼=
K[{xmax(I)}I∈J (P ) ∪ {ymax(J)}J∈J (Q) ∪ {z}]
(xmax(I)xmax(I′), ymax(J)ymax(J ′), xmax(I)ymax(J), x∅y∅ | I, I ′, J and J ′ satisfy (∗))
,
where the condition (∗) is the following:
• I and I ′ are poset ideals of P which are incomparable in J (P );
• J and J ′ are poset ideals of Q which are incomparable in J (Q);
• There exists 1 ≤ i ≤ d such that pi is a maximal element of I and qi is a
maximal element of J .
Hence it is easy to see that the ring homomorphism ϕ : ROC → RCC by setting
ϕ(xI) = xmax(I), ϕ(ymax(J)) = ymax(J) and ϕ(z) = z is an isomorphism. Similarly, if P
and Q possess a common linear extension, we can see that the ring homomorphism
ϕ
′
: ROO → ROC by setting ϕ
′
(xI) = xI , ϕ
′
(yJ) = ymax(J) and ϕ
′
(z) = z is an
isomorphism. Hence it is known that ROO ∼= ROC ∼= RCC, as desired. 
Now, we prove Theorem 1.4.
Proof of Theorem 1.4. By Theorem 1.3, it is known that that Ω(OP ,OQ), Ω(OP , CQ)
and Ω(CP , CQ) are normal. Hence the Ehrhart polynomial of Ω(OP ,OQ) (resp.
Ω(OP , CQ) and Ω(CP , CQ)) is equal to the Hilbert polynomial of K[Ω(OP ,OQ)] (resp.
Ω(OP , CQ) andK[Ω(CP , CQ)]). By Proposition 3.1, ROO, ROC and RCC have the same
Hilbert polynomial. Hence K[Ω(OP ,OQ)], K[Ω(OP , CQ)] and K[Ω(CP , CQ)] also
have the same Hilbert polynomial. On the other hand, in the proof of Proposition
2.3, it is known that Ω(OP ,OQ) = Γ(O(P
′),O(Q′)). Hence by [10, Theorem 1.1],
we have the desired conclusion. 
Finally, we give a combinatorial formula to compute the volume of these polytopes
in terms of the underlying finite posets P and Q.
Given a subset W of [d] we define the induced subposet of P on W to be the
finite poset PW = {pi | i ∈ W} such that pi ≤ pj in PW if and only if pi ≤ pj in
P . For W ⊂ [d], we set ∆W (P,Q) = PW ⊕ QW , where W = [d] \W . Note that
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∆W (P,Q) is a d-element poset and we have A(∆W (P,Q)) = A(PW ) ∪A(QW ). Let
W = {i1, . . . , ik} ⊂ [d] and W = {ik+1, . . . , id} ⊂ [d] with W ∪W = [d]. Then we
have ∆W (P,Q) = {pi1 , . . . , pik , qik+1, . . . , qid}.
Now, by [18, Theorem 1.3] and Theorem 1.4, we obtain the following theorem.
Theorem 3.2. Let P = {p1, . . . , pd} and Q = {q1, . . . , qd} be finite posets, and
set P ′ = {pd+1} ⊕ P and Q
′ = {qd+1} ⊕ Q. If P and Q possess a common linear
extension, then we have
vol(Ω(OP , CQ)) =
∑
W⊂[d+1]
e(∆W (P
′, Q′))
(d+ 1)!
.
4. Examples
In this section, we give some curious examples of Gorenstein Fano polytopes. At
first, the following example motivates considering Question 1.2.
Example 4.1. Let P ⊂ R9 be the (0, 1)-polytope of dimension 9 whose vertices are
followings:
e1 + e2, e2 + e3, e3 + e4, e4 + e5, e1 + e5, e1 + e6, e1 + e7, e2 + e7, e2 + e8, e3 + e8,
e3 + e9, e4 + e9, e4, e5, e5 + e6.
Then P is normal ([13]). Moreover, Ω(P,P) is Gorenstein Fano, but it is not
normal.
By this example, it is known that even if P and Q are normal (0, 1)-polytopes,
Ω(P,Q) is not always normal. It hasn’t been known whether there exists a normal
Gorenstein Fano polytope Q such that the normal polytope P in Example 4.1 is
unimodularly equivalent to a face of Q or not.
Next, we consider a difference of the class of Γ(P,Q) and the class of Ω(P,Q). It
is known that the class of Ω(OP ,OQ) is included in that of Γ(OP ,OQ).
Example 4.2. Let P be the finite poset as follows,
P : t
t
t
t
tt
p6p5
p4p3
p2p1
❅
❅
❅
❅
 
 
 
 
 
 
 
 
❅
❅
❅
❅
For any finite poset P ′ with 7 elements, it is known that the f -vector of Ω(CP , CP )
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is not equal to that of Γ(OP ′ ,OP ′) and Γ(CP ′, CP ′). Hence Ω(CP , CP ) is not unimod-
ularly equivalent to Γ(OP ′,OP ′) and Γ(CP ′ , CP ′).
By this example, we know that the class of Ω(CP , CQ) is not included in that of
Γ(OP ,OQ), Γ(OP , CQ) and Γ(CP , CQ). Similarly, the class of Ω(OP , CQ) is included
in none of the above classes. This fact says that the class of Ω(OP , CQ) and that of
Ω(CP , CQ) are new classes of normal Gorenstein Fano polytopes.
Example 4.3. Let P be the finite poset as in Example 4.2 and P ′ = {p7}⊕P . Also,
we let P1, P2 and P3 be the finite posets as follows:
P1: t
t
t
t
tt
p6p5
p4p3
p2p1
p7t
❅
❅
❅
❅
 
 
 
 
❆
❆
❆
❆
❆
❆
❆
❆
✁
✁
✁
✁
✁
✁
✁
✁
P2: t
t
t
t
tt
p6p5
p4p3
p2p1
p7t
 
 
 
 
❅
❅
❅
❅
❆
❆
❆
❆
❆
❆
❆
❆
✁
✁
✁
✁
✁
✁
✁
✁
P3:
t
t
t
t
tt
p6p5
p4p3
p2p1
p7t
❅
❅
❅
❅
 
 
 
 
 
 
 
 
❅
❅
❅
❅
❆
❆
❆
❆
✁
✁
✁
✁
Then we have
Γ(CP ′, CP ′) = Γ(CP1 , CP1) = Γ(CP2 , CP2) = Γ(CP3 , CP3).
Hence it is known that the 11 normal Gorenstein Fano polytopes
Ω(OP ,OP ),Ω(OP , CP ),Ω(CP , CP ),
Γ(OP ′ , CP ′),Γ(CP ′, CP ′),
Γ(OP1 ,OP1),Γ(OP2,OP2),Γ(OP3 ,OP3),
Γ(OP1 , CP1),Γ(OP2 , CP2),Γ(OP3 , CP3)
have the same Ehrhart polynomial. However, these polytopes are not unimodularly
equivalent each other.
By these five classes of normal Gorenstein Fano polytopes, we can obtain several
interesting examples. From this example, one of the future problem is to discuss
how many Gorenstein Fano polytopes which have the same Ehrhart polynomial.
Finally, we give some examples of this problem.
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Example 4.4. Let P ⊂ Rd be the normal Gorenstein Fano simplex of dimension d
whose vertices are followings:
e1, . . . , ed,−e1 − · · · − ed.
Then we have i(P, n) =
∑d
i=0
(
n+d−i
d
)
. On the other hand, every Gorenstein Fano
polytope of dimension d whose Ehrhart polynomial is equal to
∑d
i=0
(
n+d−i
d
)
is uni-
modularly equivalemt to P.
Example 4.5. By checking any Gorenstein Fano polytopes of dimension 2, we ob-
tain followings:
• The number of Gorenstein Fano polytopes whose Ehrhart polynomials equal
3
2
n2 + 3
2
n+ 1 is 1;
• The number of Gorenstein Fano polytopes whose Ehrhart polynomials equal
2n2 + 2n+ 1 is 3;
• The number of Gorenstein Fano polytopes whose Ehrhart polynomials equal
3
2
n2 + 3
2
n+ 1 is 2;
• The number of Gorenstein Fano polytopes whose Ehrhart polynomials equal
3n2 + 3n+ 1 is 4;
• The number of Gorenstein Fano polytopes whose Ehrhart polynomials equal
5
2
n2 + 5
2
n+ 1 is 2;
• The number of Gorenstein Fano polytopes whose Ehrhart polynomials equal
4n2 + 4n+ 1 is 3;
• The number of Gorenstein Fano polytopes whose Ehrhart polynomials equal
7
2
n2 + 7
2
n+ 1 is 1.
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