Optimal Controller Synthesis and Dynamic Quantizer Switching for
  Linear-Quadratic-Gaussian Systems by Maity, Dipankar & Tsiotras, Panagiotis
Optimal Controller Synthesis and Dynamic Quantizer Switching
for Linear-Quadratic-Gaussian Systems
Dipankar Maity and Panagiotis Tsiotras
Abstract—In networked control systems, often the sensory
signals are quantized before being transmitted to the controller.
Consequently, performance is affected by the coarseness of
this quantization process. Modern communication technologies
allow users to obtain resolution-varying quantized measurements
based on the prices paid. In this paper, we consider optimal
controller synthesis of a Quantized-Feedback Linear-Quadratic-
Gaussian (QF-LQG) system where the measurements are to be
quantized before being transmitted to the controller. The system
is presented with several choices of quantizers, along with the cost
of operating each quantizer. The objective is to jointly select the
quantizers and the controller that would maintain an optimal
balance between control performance and quantization cost.
Under certain assumptions, this problem can be decoupled into
two optimization problems: one for optimal controller synthesis
and the other for optimal quantizer selection. We show that,
similarly to the classical LQG problem, the optimal controller
synthesis subproblem is characterized by Riccati equations. On
the other hand, the optimal quantizer selection policy is found
by solving a certain Markov-Decision-Process (MDP).
I. INTRODUCTION
Increasingly, many control systems nowadays consist of
multiple sensors, actuators and plants that are spatially dis-
tributed. Control of such systems requires uninhibited and
reliable exchange of signals among these components over a
shared communication network. Often, the underlying commu-
nication network suffers from several limitations such as in-
sufficient bandwidth, noisy transmissions, or delays. Although
many of these abovementioned limitations can be alleviated
with current advancements in communication technologies, at
the same time it may be expensive to deploy such a com-
munication infrastructure. Therefore, the performance of such
systems no longer depends solely on the controller structure
but also on the underlying communication infrastructure and
the associated communication cost.
In a typical communication framework, signals are quan-
tized (encoded) before being transmitted through a channel.
Upon receiving the transmitted signal, a reconstruction (de-
coding) is performed to estimate the original signal. Thus,
the quality of the quantization dictates the distortion in the
reconstructed signal. Higher resolution quantization results in
lower distortion. This typically requires a higher number of bits
to represent the quantized signal, and hence higher channel
bandwidth for transmission. Depending on the criticality of
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the task, at certain times high-resolution quantization may be
required, while other times coarser resolution is sufficient.
Therefore, the quantization selection must be adapted opti-
mally over the time horizon to meet the expected quantization-
resolution of the transmitted signal with minimal use of the
communication resources.
In this work we consider the classical LQG control problem
under quantization constraints which can be traced back to [1],
[2], [3], [4], [5]. While in most of the prior works, the emphasis
has been on the joint design of controller and quantizer, in this
paper we take a different approach where instead of designing
a quantizer, we formulate a quantizer scheduling problem. In
[4] and other related works, the necessity for a time-varying
quantizer for stability of linear systems has been studied. Re-
cent works, such as [6], also show the tradeoff between control
cost and communication data-rate in the context of infinite-
horizon LQG problems. Although LQG optimal control with
quantized measurements has been studied for decades, the
optimal structure of the controller and quantizer is, however,
still unknown. Approximate solutions to the optimal quantizer
and controller (for infinite time horizon) synthesis problem
have been constructed under restrictive assumptions on the
quantization schemes such as lattice quantization [6], entropy
coded dithered quantizer for single-input-single-output systems
[7], [8] etc.
One may alternatively think of the optimal quantizer design
problem as an equivalent problem of selecting the optimal
quantizer in the space of quantizers. In this work, instead of
designing the quantizers (or equivalently finding the optimal
quantizer in the space of quantizers), we ask whether one can
find the optimal quantizer(s) from a given set of quantizers.
To proceed with this framework, we assume that a control
system can choose from a given set of quantizers to quantize
its measurements and transmit the quantized signal to the
controller. The set of available quantizers is given a priori
along with the cost associated with using each quantizer.
While the controller aims to minimize the expected quadratic
cost, the measurements available to the controller are only
the quantized state information. It is worth mentioning here
that the observation equations are no longer linear due to
the quantization process. The optimization problem under this
framework is a bi-variable decision-making problem where
one variable is the control strategy and the other one is the
scheduling of the quantizers at each time instance.
A. Prior and Related Work
Some of the earlier works on quantization and control can
be traced backed to 1970s [9], [10], [11], [12]. Studies of
LQG control under communication constraints with a focus on
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quantization have been performed in several works such as [1],
[2], [3], [5], [13], [14],[15]. For example, [14] considered LQG
problems with explicit consideration of the quantization error
associated with analog-to-digital implementation. The studies
in [13] and [14] showed that the optimal controller does not
exhibit the separation principle. It was shown that the optimal
controller exhibits a separation principle and that the optimal
input-quantizer has to be time-varying with certain specific
quantization levels. In [5] the authors provided necessary
conditions for the controller to exhibit a separation principle.
In [1], the authors provided a quantization scheme that ensures
the existence of a separation principle in the optimal controller.
In that work, it was proposed to quantize a signal which the
authors refer to as “innovations,” rather than quantizing the
state. In this work, we will also adhere to the idea of quantizing
the “innovations” rather than quantizing the state itself.
Studies on quantization-based control have also dealt with
the stability aspects of the system [16], [17], [18], [19], [20].
In [17] and [18], the authors explicitly considered the issues of
quantization, coding and delay. The concept of containability
was used for studying the stability of linear quantized systems.
In [21], three quantization schemes (deadbeat, logarithmic, and
chaotic) were proposed to ensure practical stability of a linear
system. Optimality of these three quantization schemes was
addressed using the notion of symbolic dynamics. Symbolic
dynamics based analysis was also used in [12] for extracting
state information from quantized measurements. In [22] it was
shown that the least dense quantizer that quadratically stabi-
lizes a single input linear system is logarithmic. A logarith-
mic quantizer with finite quantization level can only achieve
practical stabilizability (a relaxed notion of stabilizability). A
quantization scheme with time-varying quantization sensitivity
was studied in [23] proving asymptotic stability of the system.
In [24] the author derived a relationship between the norm
of the transition matrix and the number of values taken by
the encoder to ensure global asymptotic stability. The work in
[25] addressed the problem of finding the smallest data rate
above which exponential stability can be ensured. In a more
recent work [26], an event-based encoding scheme has been
considered.
In the above-mentioned works [1]–[20], the role of quan-
tization has been proven to be crucial. However, for a given
control objective, how to select among available quantizers that
have an operational cost associated with them has not been
addressed, and is the subject of this paper. The problem is
similar in spirit to the problem of optimal scheduling of costly
sensors for control [27], [28], in the sense that measurements
are costly and optimal measurements are chosen to maintain
an optimal balance between the control performance and
observation cost. It is however different from these works,
in the sense that here we study the effects of quantization
in producing the measurements sent to the controller whereas
such works do not consider the role of quantization.
B. Contribution
The contributions of this work are:
• We formulate an LQG optimal control problem with a
set of costly quantizers that quantize the measurements.
We seek an optimal controller that minimizes the ex-
pected quadratic cost and an optimal selection of the
quantizers that determine the quality of the measure-
ments arriving at the controller.
• We show that quantizing the innovations separates the
controller synthesis problem from the quantizer selection
problem. Although the idea of innovation–quantization
is presented in [1], the initial state of the system was
needed to be deterministic in that work. Our framework
does not require such an assumption.
• We study the optimal controller structure and show that
the controller is of a certainty-equivalence type. The
controller gains can be computed offline and the gains
do not depend on the parameters of the quantizers.
• The study of the quantizer-selection reveals that the
optimal strategy for the selection of the quantizers can
be computed by solving an MDP. Moreover, depending
on the information available to the quantizer-selector, the
optimal strategy can be computed offline.
C. Organization
The rest of the paper is organized as follows: in Section
II we formally define the problem addressed in this paper;
Section III provides the structure for the optimal controller and
the quantizer selection scheme; numerical examples illustrating
the theory are presented in Section IV. Finally, we conclude
the paper with a summary and some remarks in Section VI.
II. PROBLEM FORMULATION
Let us consider an LTI discrete-time stochastic system
Xt+1 = AXt +BUt +Wt, (1)
where for all t ∈ N0 (= N∪{0}), Xt ∈ Rn, Ut ∈ Rm, A and
B are matrices of compatible dimensions, and {Wt}t∈N0 is an
i.i.d noise sequence in Rn with statistics W0 ∼ N (0,W). The
initial state, X0, is also a Gaussian random variable distributed
according to N (µ0,Σ0), and independent of the noise Wt for
all t ∈ N0. For notational convenience, we will write X0 =
µ0 + W−1 where W−1 ∼ N (0,Σ0). Thus, Wk and W` are
independent random variable for all k, ` = −1, 0, 1, . . . and
k 6= `.
In this work, we address the quantized feedback LQG (QF-
LQG) optimal control problem. As shown in Figure 1, we as-
sume that M quantizers are provided to quantize the state value
and transmit the quantized state to the controller. The range
of the i-th quantizer is denoted by Qi = {qi1, qi2, . . . , qi`i}.
Associated with the i-th quantizer, let Pi = {Pi1,Pi2, . . . ,Pi`i}
denote a partition in Rn such that Pij gets mapped to qij
for each j ∈ {1, 2, . . . , `i}. Specifically, one may think of
the i-th quantizer as a mapping gi : Rn → Qi such that
gi(x) = q
i
j if and only if x ∈ Pij . Thus, the i-th quantizer has
`i quantization levels. Without loss of generality, we assume
that the quantization error covariance decreases from the first
quantizer to the M -th quantizer, i.e., the quantization error
covariance is the lowest for the M -th quantizer and highest for
the first quantizer, and so on. Associated with each quantizer,
Set of Quantizers
Controller Plant Quantizer Selector
g1(·) gM (·)g2(·)
Ut Xt
θt
Quantized Signal Yt
Fig. 1. Schematic diagram of the system where the gray block contains the
set of quantizers and the desirable quantizer (gi) is selected by the quantizer
selector variable θ.
there is an operating cost that must be paid in order to use this
quantizer. Let λ(Qi) = λi ∈ R+ denote the cost associated
with the i-th quantizer1. For example, λi = log2 `i represents a
cost that is proportional to the code-length to encode the output
of the quantizer using a simple fixed-length coding scheme. In
this work, we do not adhere to any specific structure for λ.
We assume that the values of λi’s are given to us a priori. If
there is a cost for operating the communication channel, that
cost can be also incorporated into λi. For example, if every
transmission of measurement requires a cost of λc, then λi+λc
represents the joint quantization and communication cost for
using i-th quantizer to transmit a measurement. Designing
such costs in order to regulate the use of the quantizers is
an equally interesting problem for the service provider, and
that will be addressed elsewhere. We will further assume that
the communication channel between each quantizer and the
controller always transmits the quantized information without
any delay or distortion. A discussion on the implications of
delay and distortion is provided in Section V.
The objective is to minimize a finite-horizon performance
index that takes into account the quantization cost. Contrary to
the existing literature on quantization-based LQG [1]-[29], in
our case there are two decision-makers instead of one: one (the
controller) decides the input ({Ut}t∈N0 ) to apply to the system,
and the other (the quantizer-selector) decides the quality of the
measurements (quantized state values) which are transmitted
to the controller. That is, the proposed work does not fit
with the previous quantization literature that focuses primarily
on stability issues or the design of the optimal quantization
scheme to maintain performance.
We introduce a new decision variable θit for the quantizer-
selector in the following way:
θit =
{
1, i-th quantizer is used at time t,
0, otherwise.
Let us denote the vector θt , [θ1t , θ2t , . . . , θMt ]T ∈ {0, 1}M , that
characterizes the decision of the quantizer-selector at time t.
We enforce the quantizer-selector to select only one quantizer
1This framework also extends to the scenario where there is no cost in using
a quantizer, i.e., λi = 0 for all i = 1, . . . ,M .
at any time instance, and hence we have
∑M
i=1 θ
i
t = 1 for all
t ∈ N0.
The measurement available to the controller at time t is
represented as Yt =
∑M
i=1 gi(Xt)θ
i
t = gj(Xt)θ
j
t , if the j-
th quantizer is selected at time t.2 Let us also introduce the
sets Xt , {X0, X1, . . . , Xt}, Yt , {Y0, Y1, . . . , Yt}, Ut ,
{U0, U1, . . . , Ut} and Θt , {θ0, θ1, . . . , θt} to be the state
history, measurement history, control history and quantization-
selection history respectively. For convenience, we will use the
notation U for UT−1 and, likewise, Θ for ΘT−1 to denote the
history of the entire horizon [0, T ].
The information available to the controller at time t is Ict ={Yt,Ut−1,Θt} = Ict−1 ∪ {Yt, Ut−1, θt} with Ic0 = {Y0, θ0}.
It should be noted that Ict depends on Θt through Yt. In
classical optimal LQG control, the information available to
the controller is not decided by any active decision maker,
unlike the situation here. An admissible control strategy at time
t is a measurable function from the Borel σ-field generated
by Ict to Rm. Let us denote such strategies by γut (·) and
the space they belong to by Γut . On the other hand, the
information available to the quantizer-selector at time t is
Iqt = {Xt,Yt−1,Ut−1,Θt−1} = Iqt−1∪{Xt, Yt−1, Ut−1, θt−1}
with Iq0 = {X0}. The admissible strategies for the selection
of the quantizers are measurable functions from the Borel σ-
field generated by Iqt to {0, 1}M . Let us denote such strategies
by γθt (·), and the space they belong to by Γθt . For brevity,
often we will use γut instead of γ
u
t (·) or γut (Ict), and γθt
instead of γθt (·) or γθt (Iqt ). Let γΘ denote the entire sequence{γθ0 , γθ1 , . . . , γθT−1} and let ΓΘ denote the space where γΘ
belongs to. Likewise, γU and ΓU are defined similarly. The
sequence of decision-making within one time instance is then
as follows:
· · · → Iqt
γθt→ θt → Yt → Ict
γut→ Ut → Xt+1 → Iqt+1 → · · · .
The cost function to be minimized cooperatively by the con-
troller and the quantizer-selector is a finite horizon quadratic
criterion, given as
J(U ,Θ) = E
[
T−1∑
t=0
(XTtQ1Xt + U
T
tRUt + θ
T
tΛ) +X
T
TQ2XT
]
,
(2)
where Λ = [λ1, λ2, . . . , λM ]T, Q1, Q2  0, R  0, U =
γU (Ic) = {γu0 (Ic0), γu1 (Ic1), . . . , γuT−1(IcT−1)} and Θ =
γΘ(Iq) = {γθ0(Iq0), γθ1(Iq1), . . . , γθT−1(IqT−1)}. We seek to
find the optimal strategies γU∗ = {γu∗0 , γu∗1 , . . . , γu∗T−1} and
γΘ∗ = {γθ∗0 , γθ∗1 , . . . , γθ∗T−1} that minimize (2). To this end,
we will also rewrite (2) in terms of γU and γΘ as
J(γU , γΘ) = E
[ T−1∑
t=0
(XTtQ1Xt + U
T
tRUt + θ
T
tΛ) +X
T
TQ2XT
| Ut = γut (Ict), θt = γθt (Iqt )
]
. (3)
2In the following analysis we shall quantize Wt instead of Xt. This will
help us preserve the separation-principle for the optimal controller as shown
in [1].
We emphasize that Iqt contains the state value Xt for all t.
Such an information structure will be refereed to as perfect
measurement quantizer selection. In Section III-B, we will
consider a different information structure for Iqt where Xt
is not present, and Iqt contains the same quantized signals
as the controller information. Such information pattern will
be referred to as quantized measurement quantizer selection.
The perfect measurement quantizer selection leads to a MDP
formulation, which is more computationally expensive to solve
compared to the quantized measurement quantizer selection
scenario which can be solved through linear programming. As
will be discussed in detail later, the available information for
selecting the quantizers in the quantized measurement case is a
subset of the information available for the perfect measurement
case. Thus, the perfect measurement scenario results in better
performance (i.e., lower cost) than the quantized measurement
case, albeit at an expense of higher computation complexity.
III. OPTIMAL CONTROL AND QUANTIZATION SELECTION
A. Perfect Measurement Quantizer Selection
In this section we find the optimal γU∗ and γΘ∗ that min-
imize the cost function (3) amongst all admissible strategies,
that is,
(γU∗, γΘ∗) = arg min
γU∈ΓU ,γΘ∈ΓΘ
J(γU , γΘ). (4)
Before proceeding further to solve (4), let us specify the input
for the quantization process, since it will play a crucial role in
the following analysis. Unlike other quantized feedback based
control approaches [13], [14], we will quantize Wt−1 instead
of Xt at time t. Note that, Wt−1 can be readily computed from
the values of Xt, Xt−1, Ut−1 that are included in I
q
t . In the
existing literature [6], [4] it has been shown that quantizing the
state leads to a problem that is intractable, whereas in [1] the
utility of noise quantization has been proposed. The schematic
for the noise quantization based framework is presented in
Figure 2.
Let gi(Wt−1) ∈ Qi denote the quantized version of Wt−1
if the i-th quantizer is selected. Therefore, the quantized
information sent to the controller is
Yt =
M∑
i=1
gi(Wt−1)θit (5)
Note that Yt is a random variable taking values in the
discrete set ∪Mi=1Qi with P(Yt = qij) = P(Wt−1 ∈ Pij). Let
us now define wˆit , E[Wt | gi(Wt)]. It should be noted that
wˆit is a function of Wt although it is not explicitly expressed
as such. It is the estimate of the noise Wt given the output
from the i-th quantizer. If the quantizers are optimal [30], the
centroid condition3 of optimality implies:
wˆit =
`i∑
i=1
qij1Pij (Wt), (6)
3If X is a random variable quantized by Qi, then Qi is optimal if qij =
E[X|X ∈ Pij ] for all j = 1, 2, . . . , `i.
Set of Quantizers
Controller Plant
Quantizer Selector
Innovation extraction
g1(·) gM (·)g2(·)
Ut
Xt
Wt−1
Quantized Signal wˆt−1(θt)
θt
Fig. 2. Schematic diagram of the (perfect measurement quantizer selection)
system, where the gray block contains the set of quantizers and the desirable
quantizer (gi) is selected by the quantizer selector variable θ.
where 1S(·) is the indicator function of the set S. Equation
(6) reflects the fact that the optimal estimate4 of the noise
would be the quantized value sent by the quantizer when the
quantizer satisfies a certain optimality condition [31]. However,
in our study, the quantizers need not be optimal. If the i-th
quantizer has been used to quantize Wt and the quantized value
is qij = gi(Wt), then we know that Wt ∈ Pij .
One can verify that E[wˆit] = E [E[Wt | gi(Wt)]] = E[Wt] =
0 for all i = 1, 2, . . . ,M and t = −1, 0, . . . , T − 1. It follows
immediately from the definitions of Ict and I
q
t that
E[Wt|Ict ] = E[Wt|Iqt ] = 0, (7)
and
E[Wt|Ict+1] = E[Wt|Ict , Yt+1, Ut, θt+1]
(a)
= E[Wt|Yt+1, θt+1] (b)=
M∑
i=1
θit+1E[Wt|gi(Wt)]
=
M∑
i=1
θit+1wˆ
i
t , wˆt(θt+1), (8)
where (a) follows from the fact that Wt is independent of Ut
and Ict , and (b) follows from the facts that θt+1 ∈ {0, 1}M ,∑M
i=1 θ
i
t+1 = 1 and Yt+1 =
∑M
i=1 θ
i
t+1gi(Wt). To be more
precise, we should have written wˆt(θt+1) as wˆt(θt+1,Wt)
since wˆt depends on the noise realization. Often times, for
notational brevity, we will simply use wˆt and suppress the
θt+1 argument. Although we shall use wˆt or wˆt(θt+1) instead
of wˆt(θt+1,Wt), we must keep in mind that wˆt is a random
variable that depends on Wt.
Having a quantizer with just one quantization level is equiv-
alent to operating in open-loop since no information about the
input signal is retained in the quantized signal. Therefore, in
our study, one can include a hypothetical quantizer Q0 with
a single quantization level and cost λ0 = 0 to account for
4Unbiased estimation with minimum covariance.
the possibility to remain open-loop at any time whenever this
quantizer is selected.
Let us also define Xˆt = E[Xt|Ict−1], which will be referred
to as the prediction of Xt, and X˜t = E[Xt|Ict ] which will be
referred to as the filtered version of Xt.
Using (7) and the fact that Ut is Ict -measurable, one can
write
Xˆt+1 = AX˜t +BUt, (9)
where
X˜t =E[Xt|Ict ] = E[AXt−1 +BUt−1 +Wt−1|Ict ]
=AX˜t−1 +BUt−1 + wˆt−1(θt)
=Xˆt + wˆt−1(θt). (10)
Note that X˜t depends on Θt and Xˆt depends on Θt−1. In
(10), wˆt−1(θt) is the only term that depends on θt.
Let us define the error ∆t = Xt − X˜t. It follows that,
∆t+1 =A∆t +Wt − wˆt
=At+1∆0 +
t∑
k=0
At−k(Wk − wˆk), (11)
where ∆0 = W−1 − wˆ−1(θ0). Therefore, the state estima-
tion error, ∆t, depends on {θ0, . . . , θt} through the variables
{wˆ−1, . . . , wˆt−1}. It does not depend on the control strategy
γU . This implies a separation structure between the controller
and the quantizer-selection. In the following, we will formally
show the emergence of a separation-principle for this problem.
Associated with the cost function (3), let us define the value
function as follows:
Vk(x) = min
{γut }T−1t=k ,{γθt }T−1t=k
E
[ T−1∑
t=k
(XTtQ1Xt + U
T
tRUt + θ
T
tΛ)
+XTTQ2XT
∣∣ Ut = γut (Ict), θt = γθt (Iqt ),
Xk = x, t = k, . . . , T − 1
]
. (12)
By the optimality principle,
Vk(x) = min
γuk∈Γuk ,γθk∈Γθk
E
[
(XTkQ1Xk + U
T
kRUk + θ
T
kΛ)
+ Vk+1(Xk+1)
∣∣ Uk = γuk (Ick), θk = γθk(Iqk),
Xk = x
]
. (13)
If γu∗k and γ
θ∗
k minimize the right-hand-side of (13), then
U∗k = γ
u∗
k (I
c
k) and θ
∗
k = γ
θ∗
k (I
q
k). From (12), we also have
that
min
γU∈ΓU ,γΘ∈ΓΘ
J(γU , γΘ) = E[V0(X0)], (14)
where the expectation in (14) is taken over the random variable
X0. In order to maintain notational brevity in the subsequent
analysis, we will write Vk(x) as follows:
Vk(x) = min
γuk ,γ
θ
k
Ex
[
(XTkQ1Xk + U
T
kRUk + θ
T
kΛ)
+ Vk+1(Xk+1)
]
,
where Ex[·] in this context will denote the conditional
expectation given the event Xk = x, and Uk
and θk are implicitly assumed to be of the form
Uk = γ
u
k (I
c
k), θk = γ
θ
k(I
q
k) for some γ
u
k ∈ Γuk and
γθk ∈ Γθk. The following Theorem characterizes the optimal
policy γu∗k (·) for all k = 0, 1, . . . , T − 1.
Theorem 3.1: Given the information Ick to the controller
at time k, the optimal control policy γu∗k : I
c
k → Rm
that minimizes the right-hand-side of (13) has the following
structure
U∗k = γ
u∗
k (I
c
k) = −LkE[Xk|Ick], (15)
where for all k = 0, 1, . . . , T − 1, Lk and Pk are obtained by
Lk = (R+B
TPk+1B)
−1BTPk+1A, (16a)
Pk = Q1 +A
TPk+1A− LTk(R+BTPk+1B)Lk, (16b)
PT = Q2. (16c)
Proof: The proof of this theorem is based on the dynamic
programming principle. If there exist value functions Vk(·) for
all k = 0, 1, . . . , T that satisfy (13), then the optimal control
U∗k and the optimal quantizer selection θ
∗
k are obtained by the
policies γu∗k and γ
θ∗
k that minimize (13).
Let us assume that the value function at time k =
0, 1, . . . , T − 1 is of the form:
Vk(x) = x
TPkx+ Ck + rk, (17)
where Pk is as in (16b), and for all k = 0, 1, . . . , T − 1,
Ck = min
{γθt }T−1t=k
E
[
T−1∑
t=k
∆TtNt∆t + θ
T
tΛ
]
, (18)
where Nk ∈ Rn×n and rk ∈ R are given by
Nk =L
T
k(R+B
TPk+1B)Lk, (19a)
rk =rk+1 + tr(Pk+1W), (19b)
rT =0. (19c)
Therefore, neither Nk, nor rk depends on the past (or future)
decisions on the control or quantizer-selection. Therefore,
these quantities can be computed offline. Moreover, one notices
from (11) that ∆k does not depend on the past control history
Uk and it is solely characterized by Θk. Thus, Ck does not
depend on the control action Uk. Equation (18) can thus be
re-written as
Ck = min
γθk
E [∆TkNk∆k + θ
T
kΛ + Ck+1] .
From the definition of Vk(·) in (12), we can write VT (x) =
xTQ2x = x
TPTx for all x ∈ Rn. Next, we verify that VT−1(x)
is of the form (17). Note that
VT−1(x) = min
γuT−1,γ
θ
T−1
Ex
[
XTT−1Q1XT−1 + U
T
T−1RUT−1
+ θTT−1Λ +X
T
TPTXT
]
. (20)
Substituting the equation XT = AXT−1 + BUT−1 + WT−1,
and after some simplifications, yields
VT−1(x) = min
γuT−1,γ
θ
T−1
Ex
[
‖UT−1 + LT−1XT−1‖2(R+BTPTB)
+XTT−1PT−1XT−1 + θ
T
T−1Λ + tr(PTW)
]
,
where ‖ · ‖2K denotes a weighted norm with K
being the weight matrix. In the previous expression,
‖UT−1 + LT−1XT−1‖2(R+BTPTB) is the only
term that depends on UT−1. Therefore, we seek
γuT−1 : I
c
T−1 → Rm that minimizes the mean-square
error Ex
[
‖UT−1 + LT−1XT−1‖2(R+BTPTB)
]
. Thus, UT−1 is
a minimum mean squared estimate of LT−1XT−1. Hence,
U∗T−1 = γ
u∗
T−1(I
c
T−1) = −LT−1E[XT−1|IcT−1]. (21)
After substituting the optimal U∗T−1 in (20), we obtain
VT−1(x) = min
γθT−1
Ex
[
‖XT−1 − X˜T−1‖2NT−1 + θTT−1Λ
+ tr(PTW) +XTT−1PT−1XT−1
]
.
Given the event XT−1 = x, the above expression of VT−1(x)
can be simplified as follows
VT−1(x) = min
γθT−1
E
[
∆TT−1NT−1∆T−1 + θ
T
T−1Λ
]
+ xTPT−1x+ tr(PTW).
Therefore, using the definitions of CT−1 and rT−1, we obtain
VT−1(x) = CT−1 + xTPT−1x+ rT−1.
Thus, VT−1 is of the form (17). Let us now assume that (17)
is true for some k + 1. Then
Vk(x) = min
γuk ,γ
θ
k
Ex
[
(XTkQ1Xk + U
T
kRUk + θ
T
kΛ)
+ Vk+1(Xk+1)
]
= min
γuk ,γ
θ
k
Ex
[
(XTkQ1Xk + U
T
kRUk + θ
T
kΛ)
+XTk+1Pk+1Xk+1 + rk+1 + Ck+1(∆k+1)
]
.
Using (1), and after some simplifications, it follows that
Vk(x) = min
γuk ,γ
θ
k
Ex
[
‖Uk + LkXk‖2(R+BTPk+1B) +XTkPkXk
+ θTkΛ + tr(Pk+1W) + rk+1 + Ck+1
]
. (22)
By the principle of minimum-mean-square estimate,
the optimal Ick-measurable control U
∗
k that minimizes
E
[
‖Uk + LkXk‖2(R+BTPk+1B)
]
is given by
U∗k = γ
u∗
k (I
c
k) = −LkE [Xk|Ick] . (23)
After substituting the optimal control in (22), yields
Vk(x) =x
TPkx+ min
γθk
Ex
[
∆Tk(L
T
k(R+B
TPk+1B)Lk)∆k
+ θTkΛ + Ck+1
]
+ tr(Pk+1W) + rk+1
=xTPkx+ min
γθk
E
[
∆TkNk∆k + θ
T
kΛ + Ck+1
]
+ rk
=xTPkx+ Ck + rk.
Thus, the value function is indeed of the form (17), and the
optimal control at time k = 0, 1, . . . , T − 1 is given in (23).
From Theorem 3.1, the optimal control is linear in X˜k. The
optimal gain is −Lk, which can be computed offline without
knowledge of γΘ∗. The effect of γΘ∗ on γU∗ is through the
term X˜k, which can be computed online using (10). From (17),
we have
V0(X0) = X
T
0P0X0 + C0 + r0.
Thus,
min
γU∈ΓU ,γΘ∈ΓΘ
J(γU , γΘ) =E[V0(X0)]
=tr(P0Σ0) + r0 + E[C0],
where
C0 = min
{γθt }T−1t=0
E
[
T−1∑
t=0
∆TtNt∆t + θ
T
tΛ
]
= min
{γθt }T−1t=0
E
[
T−1∑
t=0
ct(∆t, θt)
]
, (24)
where ct(∆t, θt) = ∆TtNt∆t + θ
T
tΛ.
Next, we study the optimal quantizer-selection policy γΘ∗.
The key insight here is that equation (24) is reminiscent of a
Markov-decision-process (MDP). However, it is not a standard
MDP. Unlike a standard MDP, ∆t can be deterministically
characterized by the information Iqt and θt. This is due to fact
that, before selecting θt, the disturbance Wt−1 is known. In
the following, we reduce (24) to a standard MDP problem in
some new state-space S and action-space A.
Let us consider the state at time t to be St =
[∆Tt−1,W
T
t−1]
T ∈ R2n. The action space is the set of all
canonical basis vectors of RM , i.e., A = {b1, b2, . . . , bM}
where bi ∈ RM is the i-th basis vector. From (11) it follows
that the dynamics of St is given by
St+1 =
[
A∆t−1 +Wt−1 − wˆt−1(θt)
Wt
]
= HSt −
[∑M
i=1 θ
i
twˆ
i
t−1
0
]
+
[
0
Wt
]
= HSt −
[
Gt(St)θt
0
]
+
[
0
Wt
]
, f(t, St, θt,Wt), (25)
where H =
[
A I
0 0
]
, Gt(St) = [wˆ1t−1, wˆ
2
t−1, . . . , wˆ
M
t−1].
wˆit−1 = E[Wt−1 | gi(Wt−1)] is a function of the state St.
The initial condition is
S0 =
[
0
W−1
]
∼ N
(
0,
[
0 0
0 Σ0
])
,
and the observation equation is
Zt = Wt = [0 I]St.
Therefore, St can be constructed from the histories Xt−1, Ut−1
and Θt−1, all of which are available in I
q
t . Also, note that
∆t = [I 0]St+1 and therefore, ct(∆t, θt) can be re-written as
ct(∆t, θt) = c˜t(St+1, θt) = S
T
t+1N˜tSt+1 + θ
T
tΛ,
where N˜t =
[
Nt 0
0 0
]
. Thus, (24) can be cast as an MDP
problem over a continuous state-space S = R2n and finite
action space A. Specifically, we have the following theorem.
Theorem 3.2: The optimal quantizer selection can be found
by solving the MDP (S,A,P, c˜) in (26) with state-space S =
R2n and action-space A = {b1, b2, . . . , bM},
min
γΘ∈ΓΘ
E
[
T−1∑
t=0
c˜(St+1, θt)
]
, (26)
s.t. St+1 = f(t, St, θt,Wt),
with corresponding transition probabilities P(St+1|St, θt) ∼
N (µ(St, θt),Σt) where µ(St, θt) = HSt −
[
Gt(St)θt
0
]
and
Σt =
[
0 0
0 W
]
.
Proof: The proof of this Theorem follows from the fact
that (24) is equivalent to (26) under the dynamics of St given
in (25).
Despite the quadratic nature of the cost and Gaussian
distribution of the noise, a closed-form solution to the above
MDP is not possible due to the non-linear dynamics in (26).
Due to the Markovian structure of the problem, we can
restrict ourselves to the space of Markovian policies, i.e.,
γθk : Sk → A instead of γθk : Iqk → A. The space of all
Markovian strategies at time k (entire horizon) are denoted by
Γθ,Mk ⊆ Γθk (ΓΘ,M ⊆ ΓΘ). With a slight abuse of notation,
let us use Ck(Sk) to denote the optimal cost-to-go from time
k for the MDP in (26), i.e.,
Ck(Sk) = min
{γθt }T−1t=k
E
[
T−1∑
t=k
c˜(St+1, θt)
∣∣∣Sk]
= min
γθk
E [c˜(Sk+1, θk) + Ck+1(Sk+1) |Sk] .
The following theorem characterizes the structure of Ck(s)
for all s ∈ R2n and k = 0, 1, . . . , T − 1.
Theorem 3.3: For each k = 0, 1, . . . , T − 1, there
exist a matrix Φk ∈ R2n×2n and M functions
{ψ1k(·), ψ2k(·), . . . , ψMk (·)}, where ψik : R2n → R for all
i = 1, 2, . . . ,M , such that
Ck(Sk) = S
T
kΦkSk + min
i=1,...,M
{ψik(Sk)}.
Moreover, for each k, the set R2n can be partitioned into M
disjoint regions {R1k,R2k, . . . ,RMk }, such that
θ∗k = γ
θ∗
k (Sk) = [1R1k(Sk), . . . , 1RMk (Sk)]
T.
Proof: The proof is provided in the Appendix.
Theorem 3.3 characterizes the structure of the value func-
tion associated with the quantizer-selection problem. However,
computing the expressions for ψik(Sk) is non-trivial and we
need to seek an approximation. Alternatively, instead of ap-
proximating ψik(·), one may directly approximate Ck(·) itself.
In general, finding the best approximation of the value function
still remains a challenging problem, and hence characterizing
the best approximation for Ck(·) or ψik(·) is beyond the scope
of this work.
The optimal controller is fully characterized by the
Riccati equations provided in Theorem 3.1, which can be
computed offline. On the other hand, the optimal quantization
scheme is characterized by the MDP presented in Theorem 3.3.
Corollary 3.4: Under the quantized (noise) feedback struc-
ture (5), the optimal controller is of certainty-equivalence
type. The optimal controller and optimal quantization selection
problem can be decoupled and solved independently.
B. Quantized Measurement Quantizer Selection
In the previous section we analyzed the case when the
quantizer selector had access to the state observation Xt for all
time t and the optimal quantizer selection strategy γθ∗t (·) was
constructed based on the information Iqt . In this section we
will consider the case when the decision-maker that performs
the quantizer selection does not have access to the state Xt,
but rather it receives the same quantized measurement (5) that
the controller also receives. Specifically, the information set Iqt
in this case is Iqt = {Yt−1,Ut−1,Θt−1}. The information of
the controller remains the same as in the preceding analysis.
We have Iq0 = ∅, Ict = I
q
t ∪ {Yt, θt}, Iqt+1 = Ict ∪ {Ut}.
A schematic diagram showing the interaction of different
components is provided in Figure 3.
In order to solve the optimization problem under this infor-
mation structure, let us consider the value function
Vk(I
q
k) = min{γut }T−1t=k ,{γθt }T−1t=k
E
[ T−1∑
t=k
(XTtQ1Xt + U
T
tRUt + θ
T
tΛ)
+XTTQ2XT
∣∣Iqk],
where it is implicitly assumed that Ut = γut (I
c
t), θt = γ
θ
t (I
q
t ),
for all t = k, k+1, . . . , T −1. With this definition of the value
Set of Quantizers
Controller Plant
Quantizer Selector
Innovation extraction
g1(·) gM (·)g2(·)
Ut Xt
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Fig. 3. Schematic diagram of the quantized measurement quantizer selection
system, where the gray block contains the set of quantizers and the desirable
quantizer (gi) is selected by the quantizer selector variable θ.
function, we have minγU∈ΓU ,γΘ∈ΓΘ J(γU , γΘ) = E[V0(I
q
0)].
Using the fact that Ict ⊇ Iqt , we may write
Vk(I
q
t ) = min{γut }T−1t=k ,{γθt }T−1t=k
E
[
E
[ T−1∑
t=k
(XTtQ1Xt + U
T
tRUt + θ
T
tΛ)
+XTTQ2XT
∣∣Ick] | Iqk].
Using the dynamic programming principle, we can write,
equivalently,
Vk(I
q
k) = min
γuk ,γ
θ
k
E
[
E
[
(XTkQ1Xk + U
T
kRUk + θ
T
kΛ)
+ Vk+1(I
q
k+1)
∣∣Ick] | Iqk].
Assume that Vk(I
q
k) has the form
Vk(I
q
k) = E[X
T
kPkXk + ∆
T
k−1Πk∆k−1 | Iqk] + ηk, (27)
where ηk and Πk do not depend on the history Uk−1 and Θk−1.
In (27) Pk is the Riccati equation given in Theorem 3.1, and
Πk, ηk satisfy the equations
Πk = A
T(Πk+1 +Nk)A, (28a)
ΠT = 0, (28b)
ηk = ηk+1 + tr(Pk+1W) (28c)
+ min
γθk
{tr
((
Πk+1 +Nk
)(W − Fk−1(θk)))+ θTkΛ},
ηT = 0, (28d)
Nk = L
T
k(R+B
TPk+1B)Lk,
where Ft−1(θt) , Cov(wˆt−1 |Iqt ).
Let us compute first VT−1(I
q
T−1) to obtain
VT−1 = min
γuT−1,γ
θ
T−1
E
[
XTT−1Q1XT−1 + U
T
T−1RUT−1
+ (AXT−1 +BUT−1)TQ2(AXT−1 +BUT−1)
+ θTT−1Λ |IqT−1
]
+ tr(Q2W)
= min
γuT−1,γ
θ
T−1
E
[
XTT−1PT−1XT−1 + θ
T
T−1Λ
+ ‖UT−1 + LT−1XT−1‖2(R+BTQ2B) |I
q
T−1
]
+ tr(Q2W).
From the above expression, the optimal γu∗T−1(I
c
T−1) is
given by
U∗T−1 = γ
u∗
T−1(I
c
T−1) = −LT−1E[XT−1|IcT−1].
Thus,
VT−1(I
q
T−1) =E
[
XTT−1PT−1XT−1 |IqT−1
]
+ tr(Q2W)
+ min
γθT−1
E
[
∆TT−1NT−1∆T−1 + θ
T
T−1Λ |IqT−1
]
.
Due to the nested information structure IcT−1 ⊇ IqT−1, it
follows that
E[∆T−1|IqT−1] = E[XT−1 − E[XT−1| IcT−1] |IqT−1] = 0.
Using (11), we have ∆T−1 = A∆T−2 + WT−2 − wˆT−2. It
can be verified that
E[∆TT−1NT−1∆T−1|IqT−1] = E[∆T−2ATNT−1A∆T−2|IqT−1]
+ tr(NT−1W)− E[wˆTT−2NT−1wˆT−2| IqT−1].
Since ∆T−2 does not depend on θT−1, we have
VT−1(I
q
T−1) = E
[
XTT−1PT−1XT−1 |IqT−1
]
+ tr((Q2 +NT−1)W)
+ E[∆T−2ATNT−1A∆T−2|IqT−1]
+ min
γθT−1
E
[−wˆTT−2NT−1wˆT−2 + θTT−1Λ |IqT−1]
= E
[
XTT−1PT−1XT−1 |IqT−1
]
+ tr(Q2W)
+ E[∆T−2ATNT−1A∆T−2|IqT−1]
+ min
γθT−1
{θTT−1Λ + tr(NT−1
(W − FT−2(θT−1))},
where we have used the fact that5 Ft−1(θt) ,
5
E[wˆt−1|Iqt ]
(a)
= E[wˆt−1] = 0,
Cov(wˆt−1|Iqt ) = E
( M∑
i=1
θitwˆ
i
t−1
)(
M∑
i=1
θitwˆ
i
t−1
)T
|Iqt

(b)
=
M∑
i=1
θitE[wˆ
i
t−1wˆ
iT
t−1|Iqt ]
(a)
=
M∑
i=1
θitE[wˆ
i
t−1wˆ
iT
t−1]
where (a) follows from the fact that the random variable wˆit−1 is independent
of the σ-field generated by Iqt since the former is a function of Wt−1 and
the latter is a function of W−1, . . . ,Wt−2, and (b) follows from the fact that
θt is I
q
t measurable.
Cov(wˆt−1 |Iqt ) =
∑M
i=1 θ
i
tE[wˆ
i
t−1wˆ
iT
t−1] where
Ft−1(θt) =
M∑
i=1
θitF
i
t−1,
and
F it−1 , E[wˆit−1wˆi
T
t−1]
=
`i∑
i=1
P(Wt−1 ∈ Pij)E[Wt−1|Wt−1 ∈ Pij ]E[Wt−1|Wt−1 ∈ Pij ]T.
Using the definitions of Πk and ηk, VT−1(I
q
T−1) can be
rewritten as:
VT−1(I
q
T−1) = E[‖XT−1‖2PT−1 + ‖∆T−2‖2ΠT−1 |IqT−1]
+ ηT−1.
Note that ηT−1 does not depend on the history UT−2 and
ΘT−2. Therefore, the hypothesis about Vk(I
q
k) is true at k =
T − 1.
Now we assume that the same is true for Vk+1(I
q
k+1). It
follows that
Vk(I
q
k) = min
γuk ,γ
θ
k
E
[
(XTkQ1Xk + U
T
kRUk + θ
T
kΛ)
+ Vk+1(I
q
k+1) | Iqk
]
= min
γuk ,γ
θ
k
E
[
(XTtQ1Xt + U
T
tRUt + θ
T
tΛ)
+ ‖Xk+1‖2Pk+1 + ‖∆k‖2Πk+1 | Iqk
]
+ ηk+1.
In the above equation ηk+1 is taken out of the minimization
since it does not depend on Uk and Θk. Using completion of
squares yields
Vk(I
q
k) = min
γuk ,γ
θ
k
E
[
XTkPkXk + ‖Uk + LkXk‖2R+BTPk+1B
+ ‖∆k‖2Πk+1 + θTtΛ | Iqk
]
+ ηk+1 + tr(Pk+1W).
Clearly, U∗k = γ
u∗
k (I
c
k) = −LkX˜k, and hence
Vk(I
q
k) = min
γθk
E
[
‖∆k‖2Πk+1+Nk + θTtΛ | Iqk
]
+ E
[
XTkPkXk | Iqk
]
+ ηk+1 + tr(Pk+1W),
where Nk = LTk(R+B
TPk+1B)Lk. Using the fact
E
[
‖∆k‖2Πk+1+Nk | Iqk
]
= E
[
‖∆k−1‖2AT(Πk+1+Nk)A | I
q
k
]
+ tr((Πk+1 +Nk)(W − Fk−1(θk))),
we obtain
Vk(I
q
k) = min
γθk
{tr
((
Πk+1 +Nk
)(W − Fk−1(θk)))+ θTkΛ}
+ E
[
XTkPkXk + ‖∆k−1‖2AT(Πk+1+Nk)A | I
q
k
]
+ ηk+1 + tr(Pk+1W),
and using (28a) and (28c), we obtain
Vk(I
q
k) = E[X
T
kPkXk + ∆
T
k−1Πk∆k−1 | Iqk] + ηk.
Under the quantized measurement information pattern the
controller retains the same structure as for the perfect measure-
ment information pattern. However, the quantization selection
strategy has changed, as expected. In this case, the optimal
quantizer selection strategy is given by
γθ∗k (I
q
k) = arg min
θ∈A
{tr(ΩkMk−1(θ))+ θTΛ}. (29)
where Mk−1(θ) =W−Fk−1(θ) and Ωk = Πk+1 +Nk for all
k = 0, 1, . . . , T − 1. The optimal selection of θ∗k does neither
depend on the previous choices (θ∗1 , . . . , θ
∗
k−1) nor depends on
the future choices θ∗k, . . . , θ
∗
T−1. The optimal quantizer at time
k is the one which reduces the weighted noise estimation error
covariance (Mk(θ)) most with the least cost (λi).
Proposition 3.5: For all k = 0, 1, . . . , T − 1, Ωk = Υk −
Pk, where Υk satisfies the dynamics
Υk = A
TΥk+1A+Q1, (30)
ΥT = Q2.
Proof: The proposition is proved by showing that Υk −
Pk = Πk+1 +Nk for all k = 0, 1, . . . , T − 1. At k = T − 1,
ΥT−1 =ATQ2A+Q1
=ATQ2A+Q1 −NT−1 +NT−1
=PT−1 +NT−1.
Therefore, ΥT−1−PT−1 = ΠT +NT−1 since ΠT = 0. Thus,
the relationship holds for k = T−1. We shall use mathematical
induction to prove the proposition. Let us assume that the
relationship holds for some k = 1, . . . , T − 1, then
Υk−1 − Pk−1 =ATΥkA+Q1 − (Q1 +ATPkA−Nk−1)
=AT(Υk − Pk)A+Nk−1.
Using the hypothesis that Υk − Pk = Πk+1 + Nk and (28a),
we obtain
Υk−1 − Pk−1 =AT(Πk+1 +Nk)A+Nk−1
=Πk +Nk−1.
Therefore, for all k = 0, 1, . . . , T − 1, Ωk = Υk − Pk.
The purpose of the quantizer in this case is to reduce the
variance of the noise at the controller. The corresponding
reduction in the noise covariance by selecting the i-th quantizer
is W − F ik−1. Equation (29) also shows that the importance
of the noise covariance reduction at different time instances is
different. The weights Ωk = Πk+1 +Nk at each time k denote
the expected effect that the noise would have for the remaining
horizon t = k, k + 1, . . . , T − 1.
We summarize the results for the quantized measurement
optimal quantizer selection in the following theorem.
Theorem 3.6: Given the information patterns Iqk ={Yk−1,Uk−1,Θk−1} and Ick = {Yk,Uk−1,Θk}, the optimal
control policy γu∗k : I
c
k → Rm is given by
U∗k = γ
u∗
k = −LkE [Xk | Ick] ,
and the optimal quantizer selection policy is given by
θ∗k = γ
θ∗
k (I
q
k) = arg min
θ∈A
{tr(ΩkMk−1(θ))+ θTΛ},
where Mk−1(θ) = W − Fk−1(θ) and Ωk = Υk − Pk, Υk
satisfies the dynamics (30).
Proof: The proof of this theorem follows from the con-
struction of the value function Vk(I
q
k) followed by the analysis
presented in this section to show that the γu∗k and γ
θ∗
k described
in the the theorem are the optimal strategies for the value
function.
From the expression of γθ∗k (I
q
k), we notice that γ
θ∗
k (·)
is only a function of k, since the computation of any of
the parameters Ωk, Fk−1 does not require knowledge of I
q
k.
Thus, one may compute γθ
∗
k (·) without having access to Iqk.
Moreover, Πk, Nk, Fk can be computed offline and hence
γθ∗k (·) can be computed offline too.
Compared to the results obtained in Section III-A, the
optimal quantizer selection problem under the quantized mea-
surement information structure does not require the solution of
an MDP. The optimal quantizer selection strategy presented in
(29) is a sub-optimal strategy for the MDP (26). However, this
sub-optimal strategy can be used as an initial guess to solve
(26) via iterative techniques such as policy iteration.
Remark 3.7 (Constrained optimization): In the previous
sections we have considered a problem of the form:
min
γU ,γΘ
{JLQG + Jquant},
However, a possibly more interesting problem is to consider a
constrained optimization problem of the form
min
γU ,γΘ
JLQG, (31)
s.t. Jquant ≤ B,
Although solving the optimization problem (31) is beyond the
scope of this paper, however, the solution of this problem can
be constructed by solving the family of optimization problems:
min
γU ,γΘ
{βJLQG + (1− β)Jquant}, (32)
for all β ∈ [0, 1]. (32) can be solved by the framework
presented in this paper.
IV. SIMULATION RESULTS
A. Example1: Unstable System
Let us consider the two-dimensional (unstable) system
Xt+1 =
[
1.01 0.5
0 1.1
]
Xt +
[
0.1 0
0 0.15
]
Ut +Wt,
with initial condition X0 ∼ N (0, I) and Wt ∼ N (0, 14I).
The control cost has parameters Q = Qf = R = 12I . The time
horizon was set to T = 50. The simulation was performed with
a scenario of three quantizers (Q1,Q2,Q3) where Qi has 2i
number of quantization levels. The partitions associated with
the quantizers are P1 = {R+ × R,R<0 × R}, P2 = {R+ ×
Fig. 4. Optimal quantizer selection over time.
Fig. 5. Utilizations of different quantizers over time.
R+, R+×R<0, R<0×R+,R<0×R<0} and P3 = {[0, 0.5)×
R+, [0.5,∞)×R+, [0, 0.5)×R<0, [0.5,∞)×R<0, [−0.5, 0)×
R+, (−∞,−0.5)×R+, [−0.5, 0)×R<0, (−∞,−0.5)×R<0}.
The costs associated with the quantizers are Λ = [1, 2, 3]T ×
104. For this example, we consider the quantized measurement
information pattern for the quantizer selection. Therefore, the
optimal quantizer at time t is selected based on equation (29).
The optimal selection of the quantizers are plotted in Figure
4.
To characterize the utilization quotient of each quantizer, we
define the variable ρi(t) as
ρi(t) =
# utilization of i-th quantizer up to time t
t
.
Note that
∑3
i=1 ρi(t) = 1 for all t. The optimal utilization of
the quantizers are plotted in Figure 5.
The Pareto curve for the bi-objective optimization prob-
lem is shown in Figure 6. As can be seen from Figure
Fig. 6. Pareto front of the bi-objective problem.
6, the minimum control cost achievable for this problem is
JLQG = 2.295 × 106 with the maximum quantization cost
Jquant = 1.5× 106. On the other hand, the maximum control
cost is 3.367×106 when the quantization cost is kept at a min-
imum (5×105). One interesting observation for this particular
problem is the steepness of the Pareto curve. In this study
it shows that the quantization cost can be reduced drastically
with very minor change in the control cost. However, after
a point, a slight the reduction in the quantization cost leads
to large change in the control cost. Thus, it appears that the
rate of reduction in control cost by changing the number of
transmission bits is non-uniform, and furthermore, beyond a
certain quantization data-rate the rate of change in control cost
is negligible. In a future study it would be interesting to study
whether such behavior is fundamental to the LQG problem or
only occurs when certain choices of parameters (A,B,Q etc.)
are taken.
B. Example2: Stable System
We also performed a similar experiment with the stable
dynamics:
Xt+1 =
[
0.9 0.2
0 0.7
]
Xt +
[
0.1 0
0 0.15
]
Ut +Wt,
where the initial condition X0 ∼ N (0, I) and Wt ∼
N (0, 14I). All the other parameters were chosen to be exactly
the same as in Example 1 except the fact that the quantizer
costs are now Λ = [0.03, 0.06, 0.09]T. In this case, we observed
a similar quantizer utilization pattern (Figure 7) as we observed
for the unstable dynamics case. When the quantizer cost were
kept to Λ = [1, 2, 3]T, the optimal quantizer at any time was
the 1st quantizer (the cheapest one). In this case, the increment
in quantization cost for using a better resolution quantizer (at
any time) is higher than the decrement in the control cost using
the better quantizer. Thus, the quantization cost seems to be
too high for such a stable system.
Also, when the quantization cost was set to be 10−4 ×
[1, 2, 3], the optimal quantizer choice was the 3rd quantizer
Fig. 7. Utilizations of different quantizers over time.
(the best resolution quantizer). In this case, the decrement in
the quantization cost for using a lower resolution quantizer is
smaller than the increment in the control performance.
For this example we also implement the perfect state-
feedback strategy, i.e., the controllers had a perfect measure-
ment as opposed to quantized measurements. The deviation in
the state trajectories and control inputs between the optimal
perfect feedback scenario and optimal quantized are shown in
Figures 8 and 9. Combining Figures 7, 8 and 9 we notice
that by optimally using the quantizers, the control and state
trajectories are able to mimic the perfect-feedback trajectory
very closely. Since the quantizers considered in this example
have 2, 4 and 8 quantization levels, the number of bits
required to transmit the measurements will be 1, 2 and 3 bits
respectively. For this example, the average bit rate (bits per
sample) is (1/T )
∑T−1
i=0 θ
i
t log2 `i = 2.22.
V. DISCUSSION AND EXTENSIONS
A. Partial Noisy Observations
In this work we have assumed that perfect state measure-
ments are available at the sensor prior to quantization and
the communication channel is error-free and not susceptible
delay and distortion. The assumption on the availability of
perfect state measurement can be dropped and the proposed
framework can readily be extended to partially observed noise
corrupted sensory measurements. In order to incorporate partial
observation where process noise Wt is not readily computable
one needs to construct a different signal from the noisy obser-
vations and quantize that specific signal for communication. A
detailed study on partially observable systems can be found in
our recent work [32].
B. Delay and Distortion
Two major aspects in considering a digital communication
network is delay in the transmission and distortion. In this
paper, we have not considered either of these aspects and
rather considered an ideal network with zero delay and no
Fig. 8. Top: First component of the state under perfect feedback (blue) and
quantized feedback (red). Down: Second component of the state under perfect
feedback (blue) and quantized feedback (red).
Fig. 9. Top: First component of control input under perfect feedback (blue)
and quantized feedback (red). Down: Second component of control input under
perfect feedback (blue) and quantized feedback (red).
distortion in the channel. Although we have not considered
the effects of delay explicitly, this framework can easily be
extended to the scenario where delay is present. In the presence
of network delay, the information available at the controller
will be affected since some of the measurements arrival will
be delayed and hence the state estimation will be affected.
The detailed discussion on the effects of delay is beyond the
scope of this work, and the interested readers are directed to
our follow-up work in [32].
In order of discuss the effects on channel distortion, let us
assume that the channel input alphabet is I = ∪Mi=1Qi where
channel output alphabet is O,6 i.e., the channel accepts the
input qij from the quantizers and maps it to one of the outputs
o ∈ O based on the probability distribution pc(o|qij). pc(·|·)
is the channel characteristic which is known and hence, upon
receiving an alphabet o ∈ O, we can compute the posterior
distribution p(qij |o) by Baye’s rule. Thus, if at time t, the noise
Wt−1 is quantized and the controller receives ot ∈ O, then
E[Wt−1 | ot] = E
[
E[Wt−1 | qij , ot] |ot
]
=
M∑
i=1
`i∑
j=1
E[Wt−1 | qij ]p(qij | ot).
In the case of no distortion, we trivially have ot = qik if the
input to the channel at time t was qik, and hence E[Wt−1 | ot] =
E[Wt−1|gi(Wt−1)] as given in (6).
C. Choice of Quantizers
The aim of this paper is to select the best quantizer from
a given set of quantizers. It is assumed that such a set of
quantizers is designed a priori. An interesting research topic
is the design of such a set of possible quantizers. From the
analysis in this paper, one can immediately see that the cost
function is reduced to the form of
J(U∗,Θ∗) = E[XT0P0X0] + r0 + E
[
T−1∑
t=0
∆∗t
TNt∆
∗
t + θ
∗
t
TΛ
]
(33)
where the distribution of ∆∗t (and hence E[∆
∗
t∆
∗
t
T]) depends
on the quantizer parameters. Thus, one can re-write (33) as an
explicit function of these parameters, and may further optimize
J(U∗,Θ∗) with respect to these parameters to find the best set
of quantizers. Although, at least in principle, such a method
to directly design the quantization set is possible, it can be
computationally expensive.
VI. CONCLUSIONS
In this work, we have considered a classical quantization-
based LQG problem with a positive quantization cost. The
problem is to choose an optimal quantizer among a set of
available quantizers that minimizes the combined cost of
quantization and control performance. We have shown that the
optimal controller exhibits a separation principle and it has a
linear relationship with the estimate of the state. The optimal
gains are found by solving the classical Riccati equation
associated with the LQG problem. We have also shown that the
optimal selection for the quantizers can be found by solving
an auxiliary MDP problem that can be solved independently
from the controller synthesis problem. A closed-form solution
to the MDP problem is not available at this point. Instead,
we provided some structural properties of the value function
associated with the MDP. These structural properties can be
exploited for the purpose of value function estimation.
We also considered a version of the problem, where the
quantization selection is done based on limited information –
6 For simplicity, one may assume that O = I
which we refer to as the quantized measurement information
structure. We showed that, under such an information pattern,
the controller structure remains unchanged, and the optimal
quantization selection can be solved offline.
APPENDIX
Lemma 6.1: Let X : Ω → Rnx and W : Ω → Rnw be
two independent random variables defined over the probability
space (Ω,F ,P), and let f : Rnx → Rnw be a measurable
function. Let {ψ1(·), . . . , ψM (·)} be M measurable functions
from Rnw to R. Then there exists a function ψ˜ : Rnw →
R ∪ {−∞,+∞} such that
E
[
min
i
{ψi(f(X) +W )} ∣∣X] = ψ˜(f(X)).
Proof: Let us denote
RΨi = {w ∈ Rnw | ψi(w) ≤ ψj(w), j = 1, 2, . . . ,M},
so that
∪Mi=1RΨi = Rnw .
Note that RΨi and R
Ψ
j may not necessarily be disjoint for
all i, j. For all y ∈ Rnw , let us define RΨi (y) = {w ∈
Rnw | ψi(y + w) ≤ ψj(y + w), j = 1, 2, . . . ,M}. One
may think of RΨi (y) as the translation of the set R
Ψ
i by
the vector y. It is also true that ∪Mi=1RΨi (y) = Rnw for
all y ∈ Rnw . If RΨi (y) ∩ RΨj (y) 6= ∅ for some y, then
we randomly assign the elements of the set RΨi (y) ∩ RΨj (y)
either to RΨi (y) or to R
Ψ
j (y). Let us denote these sets to
be {R˜Ψi (y)}Mi=1 after this random assignment. The random
assignment is to ensure R˜Ψi (y) ∩ R˜Ψj (y) = ∅. However, we
still have ∪Mi=1R˜Ψi (y) = Rnw and
R˜Ψi (y) = {w ∈ Rnw | ψi(y + w) ≤ ψj(y + w),
j = 1, 2, . . . ,M}.
Using {R˜Ψi (y)}Mi=1 as a partition of Rnw , we can write
E
[
min
i
{ψi(f(X) +W )} ∣∣X] = ∫
Rnw
min
i
{ψi(y + w)}dP(w),
where y = f(X) for notational convenience. Therefore,
E
[
min
i
{ψi(f(X) +W )} ∣∣X] = M∑
i=1
∫
R˜Ψi (y)
ψi(y + w)dP(w)
,
M∑
i=1
ψ˜i(y),
where we define ψ˜i(y) =
∫
R˜Ψi (y)
ψi(y+w)dP(w). If we define
ψ˜(y) =
∑M
i=1 ψ˜i(y) for all y ∈ Rnw , then
E
[
min
i
{ψi(f(X) +W )} ∣∣X] = ψ˜(y) = ψ˜(f(X)).
Under the hypothesis that X and W are independent, and
{ψi(·)} being a set of measurable functions from Rnw to R,
there always exists a measurable function ψˆ : Rnx → R such
that
E
[
min
i
{ψi(f(X) +W )} ∣∣X] = ψˆ(X).
The above lemma shows that ψˆ can be represented as a
composition ψˆ(·) = ψ˜ ◦ f(·).
A. Proof of Theorem 3.3
Proof: Let us note that at k = T − 1 we have
CT−1(s) = min
γθT−1
E [c˜(ST , θT−1) | ST−1 = s]
= min
γθT−1
E
[
STT N˜T−1ST + θ
T
T−1Λ |ST−1 = s
]
= min
γθT−1
E
[∥∥∥HST−1 − [GT−1(ST−1)θT−10
] ∥∥∥2
N˜T−1
+ θTT−1Λ |ST−1 = s
]
,
where the last equality follows from N˜T−1
[
0
WT−1
]
=
[
0
0
]
.
Recall that H =
[
A I
0 0
]
and Gt(St) =
[wˆ1t−1(St), wˆ
2
t−1(St), . . . , wˆ
M
t−1(St)] where wˆ
i
t−1(St) =
E[Wt−1 | gi(Wt−1)], and St = [∆Tt−1,W Tt−1]T. Here we write
the argument in wˆit−1(·) to emphasize the fact that it depends
on St.
One can verify that∥∥∥ [GT−1(ST−1)θT−10
] ∥∥∥2
N˜T−1
= θTT−1GT−1(ST−1)
TNT−1GT−1(ST−1)θT−1
=
M∑
i=1
(
wˆiT−2(ST−1)
)T
NT−1
(
wˆiT−2(ST−1)
)
θiT−1
, G˜T−1(ST−1)θT−1,
where G˜T−1(ST−1) is the vector
[‖wˆ1T−2(ST−1)‖2NT−1 , . . . , ‖wˆMT−2(ST−1)‖2NT−1 ].
Thus, after some simplifications,
CT−1(s) = min
γθT−1
{
STT−1H
TN˜T−1HST−1
− 2STT−1
[
ATNT−1GT−1(ST−1)
0
]
θT−1
+ G˜T−1(ST−1)θT−1 + θTT−1Λ
}
= min
γθT−1
{
ΨT−1(ST−1)θT−1
}
+ STT−1H
TN˜T−1HST−1
where ΨT−1(ST−1) = −2STT−1
[
ATNT−1GT−1(ST−1)
0
]
+
G˜T−1(ST−1) + ΛT is an M dimensional row vector. Let us
denote by ΨT−1(·) = [ψiT−1(·), ψ2T−1(·), . . . , ψMT−1(·)], where
ψiT−1 : R2n → R is the i-th component of ΨT−1. Thus,
minγθT−1
{
ΨT−1(ST−1)θT−1
}
= mini{ψiT−1(ST−1)}. Let
i∗(ST−1) = arg min
i
{ψiT−1(ST−1)}.
If i∗(ST−1) is not unique, then without loss of generality, one
of the minimizers is randomly selected.7 It follows
θ∗T−1 = γ
θ∗
T−1(ST−1) = bi∗(ST−1),
where bi ∈ A is the i-th basis vector in RM . Thus,
CT−1(ST−1) = STT−1ΦT−1ST−1 + min
i
{ψiT−1(ST−1)},
where ΦT−1 = HTN˜T−1H .
Let us now assume that for some k it is true that
Ck(Sk) = S
T
kΦkSk + min
i=1,...,M
{ψik(Sk)}. (34)
Recall that,
Ck−1(Sk−1) = min
γθk−1
E
[
STkN˜kSk + θ
T
k−1Λ + Ck(Sk) |Sk−1
]
.
Using the hypothesis, let us replace Ck(Sk) in the above
equation, and consequently
Ck−1(Sk−1) = min
γθk−1
E
[
STk(N˜k + Φk)Sk + θ
T
k−1Λ
+ min
i=1,...,M
{ψik(Sk)} | Sk−1
]
. (35)
Using the dynamics of St in (25) one can write Sk = f0(k−
1, Sk−1, θk−1) +
[
0
Wk−1
]
. The expression for f0(·, ·, ·) can be
obtained from (25)
f0(t, S, θ) = HS −
[
Gt(S)θ
0
]
.
Since Sk−1 and Wk−1 are independent random variables and
θk−1 = γθk−1(Sk−1), we can use Lemma 6.1
8 to conclude that
there exists a function ψ˜k : R2n → R such that
ψ˜k(f0(k − 1, Sk−1, θk−1)) = E
[
min
i=1,...,M
{ψik(Sk)} | Sk−1
]
.
(36)
Since θk−1 ∈ A = {b1, b2, . . . , bM}, we define
ψ˜ik(Sk−1) , ψ˜k(f0(k − 1, Sk−1, bi)).
7In case there are multiple i ∈ {0, 1, . . . ,M} that minimizes
mini{ψiT−1(ST−1)}, let us introduce the set I∗ = {i∗1, i∗2, . . . , i∗l } where
l ≤ M , i∗j ∈ {1, 2, . . . ,M} and each i∗j is a minimizer. In such a case,
one can use a randomized policy over this set of minimizers to select the
quantizers, i.e., γθT−1(ST−1) = bj with probability pj ∈ [0, 1] where j ∈ I∗
and
∑
j∈I∗ pj = 1. Nonetheless, the value CT−1(ST−1) remains unaffected
by the choice of pj .
8Use Sk−1 as X and f0(K − 1, Sk−1, γθk−1(Sk−1)) as the f(X) in
Lemma 6.1.
Therefore,
ψ˜k(f0(k − 1, Sk−1, θk−1)) =
M∑
i=1
ψ˜ik(Sk−1)θ
i
k−1. (37)
Following similar steps as before, it can be shown that
E
[
STk(N˜k + Φk)Sk |Sk−1
]
= STk−1H
T(N˜k + Φk)HSk−1
+ E
[[
0
Wk−1
]T
(N˜k + Φk)
[
0
Wk−1
]]
− 2
M∑
i=1
STk−1H
T(N˜k + Φk)
[
wˆik−2(Sk−1)
0
]
θik−1
+
M∑
i=1
[
wˆik−2(Sk−1)
0
]T
(N˜k + Φk)
[
wˆik−2(Sk−1)
0
]
θik−1.
Using the fact E[Wk−1W Tk−1] =W , we obtain
E
[
STk(N˜k + Φk)Sk |Sk−1
]
= STk−1H
T(N˜k + Φk)HSk−1
+ tr
(
(N˜k + Φk)
[
0 0
0 W
])
− 2
M∑
i=1
STk−1H
T(N˜k + Φk)
[
wˆik−2(Sk−1)
0
]
θik−1
+
M∑
i=1
[
wˆik−2(Sk−1)
0
]T
(N˜k + Φk)
[
wˆik−2(Sk−1)
0
]
θik−1.
(38)
Let us now define ψik−1(Sk−1) as follows
ψik−1(Sk−1) = ψ˜
i
k(Sk−1) + λi + tr
(
(N˜k + Φk)
[
0 0
0 W
])
+
[
wˆik−2(Sk−1)
0
]T
(N˜k + Φk)
[
wˆik−2(Sk−1)
0
]
− 2STk−1HT(N˜k + Φk)
[
wˆik−2(Sk−1)
0
]
. (39)
Using (36), (37), (38) and (39) we can rewrite (35) as
Ck−1(Sk−1) = STk−1Φk−1Sk−1 + min
γθk−1
{
M∑
i=1
ψik−1(Sk−1)θ
i
k−1},
where Φk−1 = HT(N˜k + Φk)H .
Let us denote
i∗k−1(Sk−1) = arg min
i
{ψik−1(Sk−1)}.
If i∗k−1(Sk−1) is not unique, then without loss of generality
one of the minimizers is randomly selected. Therefore,
θ∗k−1 = γ
θ∗
k−1(Sk−1) = bi∗k−1(Sk−1),
where bi ∈ A is the i-th basis vector in RM . Thus,
Ck−1(Sk−1) = STk−1Φk−1Sk−1 + min
i
{ψik−1(Sk−1)},
and Ck(Sk) is indeed of the form of (34).
Let us now define the region
R˜ik−1 = {s ∈ R2n | ψik−1(s) ≤ ψjk−1(s) ∀j} ⊆ R2n,
and let us also define
R1k−1 = R˜1k−1,
Rik−1 = R˜ik−1 \ ∪i−1j=1(R˜ik−1 ∩ R˜jk−1).
It can be verified that ∪Mi=1R˜ik−1 = ∪Mi=1Rik−1 = R2n.
Moreover, Rik−1 ∩ Rjk−1 = ∅ for all i, j ∈ {1, 2, . . . ,M}.
By construction, if Sk ∈ Rjk−1 for some j, then ψjk−1(Sk) =
mini{ψik−1(Sk)}. Thus, γθ∗k−1(Sk) = bj is an optimal strategy.
In other words, θi∗k−1 = 1Rik−1(Sk) is optimal.
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