We develop a new approach to learn the parameters of regression models with hidden variables. In a nutshell, we estimate the gradient of the regression function at a set of random points, and cluster the estimated gradients. The centers of the clusters are used as estimates for the parameters of hidden units. We justify this approach by studying a toy model, whereby the regression function is a linear combination of sigmoids. We prove that indeed the estimated gradients concentrate around the parameter vectors of the hidden units, and provide non-asymptotic bounds on the number of required samples. To the best of our knowledge, no comparable guarantees have been proven for linear combinations of sigmoids.
Introduction
Classification and regression models with hidden variables have a long history in statistical learning. They naturally arise when learning mixtures, a topic recently receiving considerable attention [Chaganty and Liang, 2013 , Sun et al., 2014 , Anandkumar et al., 2012 , Hsu and Kakade, 2013 . Interest on such models has also increased because of the empirical success of deep neural networks in image and speech processing tasks [Bengio, 2009 , Krizhevsky et al., 2012 . One of the most striking properties of these models is the ability to learn high-level representations that are particularly useful for discriminative purposes [Boureau et al., 2008 , Mairal et al., 2009 , Boureau et al., 2010 , Yu et al., 2013 , Humphrey et al., 2013 . This ability-often referred to as 'feature learning'-is yet poorly understood. From a modeling point of view, it is unclear what are the key elements of such high-level representations, and how are they captured (for instance) by deep neural networks. From a computational point of view, the corresponding empirical risk minimization problem is highly non-convex, and it is unclear why existing algorithms are empirically successful at learning these representations.
In this work, we consider a regression model with response variable y ∈ R and covariates x ∈ R d , linked through the regression function:
where, w 1 , . . . , w k ∈ R d , u 1 , . . . , u k ∈ R, f : R → R is the sigmoid f (x) = tanh(βx) = e βx −e −βx e βx +e −βx , for some β > 0, and a, b = d i=1 a i b i is the usual scalar product in R d . In the general arXiv:1708.06678v1 [stat.ML] 22 Aug 2017 case, the weights u , ∈ [k] ≡ {1, . . . , k} have arbitrary signs, while in the mixture case, they are positive and sum to one. Our objective is to learn the parameter vectors {w } k =1 , particularly when k d; it is useful to pause for a few remarks on this model:
• In the general case, learning the parameter vectors {w } k =1 can be viewed as a simple model for feature learning. In particular, (1) corresponds to a two-layer neural network with k hidden units. The non-linear functions f ( w 1 , · ), f ( w 2 , · ), . . . , f ( w k , · ), provide a high-level, lower-dimensional representation of the data.
• In the mixture case, (1) is the expected label generated by a mixture of k logistic classifiers, each selected with probability u . Each vector w is the normal to the separating hyperplane defining each classifier; learning {w } k =1 thus corresponds to learning the mixture's constituent distributions. When k d, the number of classifiers (or 'modes') is smaller than the ambient dimension, as is the case in many applications [Sun et al., 2014 , Chen et al., 2014 .
• In both cases, once {w } k =1 are known, learning the full regression function is straightforward: fitting {u } k =1 is a standard linear regression problem.
Our approach is based on a simple remark. The gradient of the regression function r at any ξ ∈ R d is a linear combination of {w } k =1 , with coefficients depending on ξ, i.e., ∇r(x) = k =1 c (ξ) w (see Section 3.2). Further, if ξ is sufficiently far from the origin, this linear combination is typically sparse: it contains at most one non-vanishing coefficient. Our algorithm thus proceeds in two steps:
(1) estimate the gradient ∇r( · ) at m 0 random positions ξ 1 , . . . , ξ m0 ; (2) cluster these estimates and use cluster centers as estimates of {w } k =1 . Our main technical contribution is to prove that this approach is consistent: for large m 0 , the algorithm generates gradient estimates that concentrate around w 1 , . . . , w k . We establish non-asymptotic bounds on the minimum sample size that guarantees this clustering to take place. We do so under three different methods for estimating ∇r(·). Assuming access to a value oracle for r, we construct a gradient estimator under which clustering succeeds with only Θ(d) oracle calls. Assuming access to covariates x sampled from a standard Gaussian distribution, we show that clustering succeeds with access to e Θ(d) samples in the general case. A dimensionality reduction method by Sun et al. [2014] allows us to reduce the complexity to Θ(d) + e Θ(poly(k)) samples, in the mixture case (i.e., {u } k =1 positive and summing to one).
The rest of the paper is organized as follows. In Section 2, we review related work in the area. Section 3 describes in detail the new algorithm. In Section 4 we state our main results. Finally, we outline our proof in Section 5, with many technical details deferred to the appendix.
Related Work
Typical approaches to learning mixtures, like EM [Dempster et al., 1977] come with no guarantees, and suffer from convergence to local minima. Providing guarantees for even the idealized case of learning mixtures of Gaussians is non-trivial, and has been the subject of several recent studies [Moitra and Valiant, 2010, Hsu and Kakade, 2013] . There are relatively few rigorous results that guarantee learning for regression models with latent variables. Chaganty and Liang [2013] consider mixtures of linear regressions. In this setting, they show that regressing the response from second and third order tensors of the covariates yields coefficients, also higher order tensors, whose decomposition reveals the model parameters. A different approach, relying only on the second-order tensor (i.e., the covariance) and alternating minimization is followed by , for a mixture composed of two linear models in the absence of noise; the same setting, in the presence of noise, is studied by Chen et al. [2014] . None of these approaches can be applied to our model: our components are non-linear (sigmoids), while the above works focus on linear components; moreover, both and Chen et al. [2014] limit their analysis to k = 2 hidden units. Sedghi and Anandkumar [2016] apply the moment method, as well as tensor factorization techniques, to learn mixtures of sigmoids. Their contribution is not directly comparable to ours: they assume the vectors w are random, and require a special non-degeneracy condition on the expectations of third derivatives of the hidden units. For instance, this condition is not satisfied by f (x) = tanh(βx) if x has a symmetric distribution. Sun et al. [2014] consider the problem of learning a mixture of linear classifiers, and provide guarantees for learning the subspace spanned by {w } k =1 . This, in turn, can be used for dimensionality reduction: projecting the covariates to this space reduces the problem dimension from d to k. We focus on learning the parameter vectors, rather than their span; our contribution is thus complementary to Sun et al. [2014] . In fact, we exploit their result to reduce our algorithm's complexity under Gaussian covariates.
Our approach can be cast as a means to learn the parameters of a two-stage neural network. Such networks are known to be quite expressive [Barron, 1993] , in that they can approximate arbitrary polynomials. A recent result by Andoni et al. [2014] shows that, in the presence of a large number of neurons with random parameter vectors, a polynomial can be learned through gradient descent. Our contribution differs in two important directions: (i) we want to learn the hidden-unit parameter vectors, rather than approximate a given regression function, and (ii) we develop explicit bounds on the sample size, while Andoni et al. [2014] assume infinite sample size n = ∞. Namely, they assume access to the gradient of the regression function: a substantial part of our technical work is devoted to proving this can be sufficiently estimated. Arora et al. [2014] prove that certain very sparse deep neural networks with random connection patterns can be learned in polynomial time and sample complexity. In model (1), this would correspond to random, sparse vectors w , {u } k =1 . Their techniques do not seem applicable to non-random connections or to non-sparse graphs. Finally, there are several celebrated results on the sample complexity of approximating a function through a neural network (see, e.g., Anthony and Bartlett [2009] ). This is a different problem than the parameter estimation problem we solve here. A formal understanding of parameter estimation is crucial in understanding why neural nets learn low-dimensional representations well. Parameter estimation also naturally arises in learning mixtures, where correctly identifying the constituent components (or, modes) is of equal or greater importance than regressing the mixture function.
Modelling Assumptions and Learning Algorithm

Modeling Assumptions
Recall that we consider a regression model with response variable y ∈ R, generated through (1) from covariates x ∈ R d . Note that (1) is equivalent to y = k =1 u f ( w , x ) + ε , with ε a noise term such that E{ε|x} = 0. In the general case, we assume that for any ∈ [k] ≡ {1, . . . , k}, the vectors w have unit norm, i.e., w 2 = 1, the absolute value of each weight is at most one, i.e., u ∈ [−1, 1], and the response is bounded, i.e., y ∈ [−M, M ] for some M > 0. In the mixture case, we assume in addition that u ≥ 0, l ∈ [k], and k =1 u = 1. Clearly, we cannot learn a vector w if u = 0, nor distinguish two vectors w , w , where = , if they are identical. For this reason, we make the following two additional assumptions. First, coefficients u are bounded away from zero, i.e., there exists a u 0 s.t. 0 < u 0 ≤ |u | < 1, for all ∈ [k]. Second, the collinearity between any subset of vectors w is also bounded. Formally, let M = [w 1 |w 2 | · · · |w k ] ∈ R d×k be the matrix comprising the vectors w column-wise. We assume that there exists a κ > 0 such that κ ≤ σ min (M ), where σ min the smallest singular value of M . Intuitively, the existence of κ implies a lower bound on the angle between any two vectors w , w .
Our learning method relies on producing estimates of the gradient ∇r(·) at arbitrary points in R d . We produce estimators of the gradient under two different models on our ability to sample function r:
• Value Oracle Model. Under our first model, we assume access to a value oracle: given a x ∈ R d , the oracle produces a y ∈ R governed by (1), while successive calls to the oracle are independent. Put differently, we treat (1) as a 'black box', whose inputs are under our algorithm's control. • Gaussian Covariates Model. Under our second model, we assume that the covariates x follow a standard Gaussian N(0, I d×d ), while y is given by (1). Our learning algorithm has access to n independent pairs (x (1) , y (1) ), . . . , (x (n) , y (n) ) generated from the above joint distribution, and must construct gradient estimates ∇r(ξ) at different ξ ∈ R d from this dataset alone.
Intuition Behind our Approach
Consider the gradient of the expected response function r : R d → R, evaluated at a ξ ∈ R d :
Observe that ∇r(ξ) is a linear combination of the parameter vectors w . Moreover, since f is a sigmoid, lim |t|→∞ f (t) = 0. Thus, for any ξ such that | w , ξ | 1, the coefficient u f ( w , ξ ) weighing the contribution of w to the gradient ∇r(ξ) is small. As a result, w contributes significantly to the gradient ∇r(ξ) when it is approximately normal to ξ, i.e., | w , ξ | ≈ 0.
These observations motivate our approach. Presuming the existence of an estimator of the gradient, our algorithm amounts to the following three steps:
1. Pick several ξ ∈ R d , and produce estimates of the gradient w(ξ) ≈ ∇r(ξ). 2. If w(ξ) 2 is below a threshold w 0 , ignore this estimate. Otherwise, normalize it, producing w(ξ) = w(ξ)/ w(ξ) 2 . 3. Identify k clusters among the resulting 'candidate' vectorsw(ξ), and report the centers of these k clusters as the parameter vector estimates for {w } k =1 .
If a w(ξ) has a high norm, then ξ must be approximately normal to at least one vector in {w } k =1 . Moreover, if it is approximately normal to only one such vector, say w 1 , by (2) the estimated gradient w(ξ) will have a significant component in the direction of w 1 . As such, after renormalization, all such vectors are indeed clustered around w 1 . Our formal guarantees, as stated by Theorem 1, establish that most candidates indeed satisfy this property, with the exception of a small spurious set.
Gradient Estimation
The above approach crucially relies on estimating the response gradient ∇r(·) at an arbitrary ξ ∈ R d . We discuss our estimation process for each of the two models below.
• Gradient Estimation in the Value Oracle Model. Under the Value Oracle model, given a
, and y (i) is the corresponding value returned by the oracle. The estimate w(ξ) of ∇r(ξ) is then:
If m 0 is the number of gradient estimates, the total number of oracle calls is n = m 0 × n 0 .
• Gradient Estimation in the Gaussian Covariates Model. Given a ξ ∈ R d , we first compute the 'barycenter' of all covariates x (i) w.r.t. the exponential kernel K(ξ, ·) = exp ξ, · , namely,
. Then, we compute the estimate w(ξ) of ∇r(ξ) as:
.
(4) Note that the same n covariate/label pairs {(x (i) , y (i) )} n i=1 are used in the computation of each estimate w(ξ). This is in contrast to the Value Oracle model, where inputs to (1) are centered on ξ.
Correctness. The estimates w(ξ) produced under either of the two models through (3) and (4), respectively, capture the local slope of the regression function: both constitute asymptotically unbiased estimates of E ξ [∇r(X)], namely, the expectation of the gradient when X ∼ N(ξ, I d×d ) (c.f. Lemmas 5.1 and 5.2). However, our algorithm (Algoritm 1) is agnostic to how the gradient is estimated. In principle as well as in practice, alternative approaches (like, e.g., using different kernels, or regressing r(·) locally at ξ through linear approximation) could be used instead.
Candidate Generation Algorithm
The entire candidate generation process is summarized in Algorithm 1. In short, we first produce of m 0 i.i.d. vectors ξ, sampled from a common Gaussian distribution p ξ = N(0, ξ 2 0 I d ), with covariance proportional to the identity. For each such ξ, we produce a gradient estimate w(ξ) using Eq. (3) or (4). We ignore all estimates whose norm is below a threshold, namely w(ξ) 2 ≤ w 0 . Finally, we normalize the remaining estimates, thus producing the final 'candidate' set w(ξ 1 ), . . . , w(ξ m ), where m ≤ m 0 . Both ξ 0 as well as the threshold w 0 are design parameters, which we specify below in our convergence theorem (Theorem 1). 
Main Results
Generic Combinations under Value Oracle and Gaussian Covariates Models
Our first result establishes that Algorithm 1 indeed produces candidates clustered around {w } k =1 : Theorem 1. Let {w(ξ 1 ), . . . ,w(ξ m )}, where m ≤ m 0 , be the output of the CANDIDATEGEN-ERATION algorithm. Then, for any δ ∈ (0, 0.5], and any ρ ∈ (0, 1), there exist w 0 = Θ
, for which the following occur with probability at least 1 − δ:
, under the Gaussian Covariates model, for some absolute constants C, C , C .
There are several observations to be made. First, the gradient estimation procedures outlined in 3.3 indeed yield sufficiently accurate estimates so that, asymptotically, the candidates w concentrate around the parameter vectors. On the other hand, there exists also a set of 'bad' candidates, that may not necessarily be close to any parameter vector. However, this set can be made arbitrarily small compared to the smallest set of 'valid' candidates: indeed, for any ρ ∈ (0, 1), choosing m 0 and n 0 or n as in the theorem yields |C 0 |/ min |C | ≤ 4ρ. The spurious set C 0 is unavoidable; beyond incorrect estimates the gradient (occurring with low probability as n 0 and n increases), if d > 2, there are also ξs that are approximately normal to more than one parameter vectors w , ∈ [k]. Nonetheless, this is significantly less likely than the event that ξ is approximately normal to (and thus, estimating) only one of the parameter vectors (c.f. Lemma 5.4).
In both gradient estimation models, a small (m 0 = Θ(log k)) number of ξs suffices to correctly estimate the clusters. On the other hand, the sample complexity scales as n = m 0 × n 0 = Θ(d log k) in the Value Oracle model, and n = e Θ(d·poly(k)) in the Gaussian Covariates model. Nevertheless, in the next section, we show that the exponential dependence on d can be avoided when k d.
Gaussian Covariates with Dimensionality Reduction
We avoid the exponential dependence on d under Gaussian Covariates by preprocessing covariates through a dimensionality reduction method. Observe that r(x) depends on x only through the k inner products w , x , ∈ [k]. As a result, projecting a x (i) to the k-dimensional linear space spanned by {w } k =1 and estimating the gradient would result in no loss of information. Most importantly, this eliminates the dependence of the gradient estimation on d. Discovering the linear span of {w } k =1 can be performed using, e.g., the SPECTRALMIRROR method of Sun et al. [2014] in the mixture case:
Theorem 2 (Sun et al. [2014] ). Given n covariate/label pairs generated through the Gaussian Covariates model in the mixture case, the SPECTRALMIRROR Algorithm constructs an estimateM of M = span(M ) s.t., for all θ ≤ u 0 κ, the largest principal angle d P between M andM satisfies
The above theorem is a special case of Theorem 1 of [Sun et al., 2014] , when the covariates are sampled from a standard (rather than arbitrary) Gaussian. In short, it implies that O( d θ 2 ) points suffice to produce a linear space within a θ angle from M = span(M ). We leverage this result to improve on the bound of Theorem 1 for Gaussian covariates. First, given n samples from the Gaussian Covariates model, we use as subset of these samples to produce an estimateM of M through the SPECTRALMIRROR algorithm. To estimate the gradient ∇r(ξ) at ξ ∈ R d using the remaining samples, we apply again (4) on the projections of x (i) toM. More formally:
• Gradient Estimation with Projected Gaussian Covariates. Use n 1 < n samples to produce an estimateM of M. For every x ∈ R d , denote byx the projection of x toM. Using the remaining n 2 = n − n 1 samples, the estimate of ∇r(ξ) at ξ ∈ R s is given by:
where K(ξ, x) = e ξ,x andx(ξ) ≡ n i=n 1 +1 K(ξ,x (i) )x (i) n i=n 1 +1 K(ξ,x (i) ) .
Note that w(ξ) = w(ξ), i.e., the estimate depends on ξ only through its projection toM. The estimation (5) replaces (4) in Algorithm 1, indeed eliminating the exponential dependence on d:
where m ≤ m 0 , be the output of the CANDIDATEGENER-ATION algorithm when (5) is used to produce w(ξ) in the mixture case. Then, for any δ ∈ (0, 0.5], and any ρ ∈ (0, 1), there exist w 0 = Θ δu 2 0 k , ξ 0 = Θ k 2 κβρ log k u0δ , γ = Θ( κρ k 2 ), for which the following occurs with probability at least 1 − δ: the set of candidate indices C ⊆ [m 0 ], can be partitioned as C = C 0 ∪ C 1 ∪ · · · ∪ C k , so that if i ∈ C then w(ξ i ) − w 2 ≤ 7δ , and |C | ≥ γm 0 /2, for all ∈ [k], while C 0 is a set of 'bad' candidates such that |C 0 | ≤ 2ργm 0 . This occurs for Hence, n 1 = Θ(dk) suffices to estimate M, while n 2 = e Θ(k 5 log 2 k) suffices for gradient estimation.
Proof of Theorem 1
We prove Theorem 1 below. The proofs of all lemmas, as well as the proof of Theorem 3, can be found in the appendix.
Concentration Results
We first establish some concentration results regarding gradient estimation through (3) and (4). For ξ ∈ R d , let E ξ {·} be the expectation with respect to a Gaussian random variable X ∼ N(ξ, I d×d ) centered at ξ, and let:
Given ξ ∈ R d , (6) is the expectation of estimate w(ξ), under both (3) and (4): this is a consequence of Stein's lemma Stein [1973] . We also characterize the rate of convergence of w(ξ) to w(ξ):
Lemma 5.1 (Value Oracle Concentration Bound). There exist numerical constants c 1 , c 2 , c 2 , and c 4 such that, when w(ξ) is computed through (3), for any fixed ξ ∈ R d :
The proof of this lemma can be found in Appendix A, and relies on the sub-gaussianity of the r.v. yx, when x is gaussian and y is given by (1). Similarly, under the Gaussian Covariates model:
Lemma 5.2 (Gaussian Covariates Concentration Bound). There exists a numerical constant C such that, when w(ξ) is computed through (4), for any fixed ξ ∈ R d :
The proof of this lemma can also be found in Appendix A.
Characterizing Gradient Coefficients and Approximate Normality
Eq. (6) indicates that, asymptotically, w(ξ) is a linear combination of the vectors w . The following lemma, proved in Appendix B.1, bounds the coefficients of this linear combination:
where Φ(x) =
x −∞ e −z 2 /2 dz/ √ 2π is the one-dimensional Gaussian distribution function, and E ξ is the expectation with respect to a Gaussian random variable X ∼ N(ξ, I d×d ) centered at ξ.
The lemma implies that a vector w contributes significantly to w(ξ) only if z = w , ξ 0, and ξ is approximately normal to w . Thus, if ξ is approximately normal to only one w , w(ξ) ≈ w . Clearly, the success of the candidate generation process depends on the event that a randomly generated ξ is on approximately normal to a single parameter vector, but not two. The following lemma, whose proof can be found in Appendix B.2, bounds the probabilities of these events:
Lemma 5.4. Assume that Ξ ∈ R d is sampled from N(0, ξ 2 0 I d ). Then, for any 0 < ∆ < ξ 0 ,
Candidate Partitioning
We now describe how the m candidate indices C ⊂ [m 0 ] produced by Algorithm 1 can be partitioned as C = C 0 ∪ C 1 ∪ · · · ∪ C k , s.t. for any i ∈ C , candidatew(ξ (i) ) is close to w , while C 0 is a small set of spurious candidates. Let c 1 = c 1 (β) ≡ βΦ(−2β)e 2β 2 and c 2 = c 2 (β) ≡ 8βe 2β 2 , where Φ as in Lemma 5.3. Given δ ∈ (0, 0.5], and ρ ∈ (0, 1), let
and set the parameters of Algorithm 1 as follows
Note that our choice of ξ 0 is such that ∆ ξ0 satisfies the equation:
We define the following partition of
By (6) and (9), for ξ ∈ R 0 , w(ξ) can be rewritten as w
Similarly, the sets R are such that for any ξ ∈ R
where a ≡ |u | · E 0 f w , ξ + X . This follows from the same argument used above in proving (16). Moreover, from Eq. (9):
Armed with the above observations, we partition the set of generated ξ's as
Recall that the candidate set is, by construction,
We define the partition of the candidate set, as described in Theorem 1, as follows: for each ∈ [k], let C ≡ j ∈ G : ξ j ∈ R , w(ξ j ) 2 ≥ w 0 , and
Observe that this is indeed a partition of C. The following lemma, whose proof can be found in Appendix C.1, establishes that candidates in the sets C have the desirable property stated in Thm. 1, namely, that they are clustered around the corresponding vectors w : Lemma 5.5. For each ∈ [k] and each j ∈ C , w(ξ j ) − w 2 ≤ 6δ.
To conclude the proof, we need to show that, w.h.p., the sets C are large, while the spurious set C 0 is small. The next lemma upper-bounds the size of the spurious candidate set C 0 :
Lemma 5.6. The event |C 0 | ≤ 2γρm 0 occurs with probability at least (b) 1 − c1 γρ exp − min Using the above three lemmas and by applying a union bound, we get that the events in the theorem occur with probability at least 1 − δ if m 0 > C 1 γρ log k δ and, for the Value Oracle model, n 0 > C dM 2 δ 2 w 2 0 log k γρδ , or, for the Gaussian Covariates model, n >
where C,C , and C are absolute constants.
A Proof of Concentration Results
A.1 Proof of Lemma 5.1
We use the following variant of Stein's identity (see Stein [1973] , and Liu [1994] for this specific formulation). Let X ∈ R d , X ∈ R d be jointly Gaussian random vectors, sampled from a Gaussian distribution of arbitrary mean and covariance. Consider a function h : R d → R that is almost everywhere (a.e.) differentiable and satisfies E[|∂h(X )/∂x i |] < ∞, for all i ∈ [d ] . Then, the following identity holds:
In the case of the Value Oracle model, Stein's identity and (3) imply that:
Thus, w(ξ) indeed concentrates around w(ξ) by the law of large numbers. The tail bounds in Lemma 5.1 then follow from Lemma 1 of Sun et al. [2014] .
A.2 Proof of Lemma 5.2
It is convenient to define the following quantities z(ξ) i) . Note that, in terms of these quantities, we have w(ξ) = v(ξ) z(ξ) − u(ξ) s(ξ) z(ξ) 2 . The following concentration results then hold: Lemma A.1. For any fixed ξ ∈ R d , let E ξ {· · · } denote the expectation with respect to X ∼ N(ξ, I d ) .
..,n are generated under the Gaussian covariates model, we have E z(ξ) = n e ξ 2 2 /2 , E u(ξ) = n e ξ 2 2 /2 E ξ X = n e ξ 2 2 /2 ξ,
E s(ξ) = n e ξ 2 2 /2 E ξ r(X) , E v(ξ) = n e ξ 2 2 /2 E ξ X r(X) .
and
Proof. We use the following two simple properties of Gaussian random variables. For g : R d → R m , we have that for X ∼ N(0, I d ):
The statements in (20) therefore follow from (22) and the definition of the kernel K. By Chebyshev's inequality,
= e 2 ξ 2 2 − e ξ 2 2 nδ 2 ≤ e 2 ξ 2 2 nδ 2 . Moreover, by Markov's inequality:
The first two inequalities in (21) therefore follow. The remaining two follow similarly using the fact that the absolute values of the responses y are bounded by M .
An immediate consequence of Lemma A.1 is that w(ξ) concentrates around the following quantity:
= E ξ [∇r(X)] ≡ w(ξ).
Hence, (6) indeed describes the estimates, asymptotically. To prove (8), we use the following simple auxiliary lemma. Lemma A.2. For any a,ā ∈ R d , b,b > 0, and δ > 0, we have that:
If a −ā ≤ δ and |b −b| ≤ δ then
We have that
we have
where in the second to last step we use E ξ Xr(X) 2 2 ≤ E ξ Xr(X) 2 2 , by the convexity of · 2 2 . Similarly, for
Rewriting terms and applying a union bound gives
Finally, using a similar union bound as in (26) we get:
Adding the above bounds yields
Proof. Observe that Z = Σ 1/2 W , where W is a standard Gaussian. Hence, P(|Z 1 | < , |Z 2 | < ) = P(W ∈ R) ≤ |R| 2π , where R the parallelogram defined by the endpoints Σ −1/2 ± 1 ± 2 . The area |R| is given by the determinant of the matrix comprising the two vectors defining R; as such, it is |R| = det Σ −1/2 2 1 0 0 2 2 = (4 1 2 )(det(Σ)) −1/2 = 4 1 2
Observe that w , Ξ and w , Ξ are jointly Gaussian with zero mean and covariance Σ = ξ 2 0 [ 1 c c 1 ], with c = w , w . Hence, the second statement follows by Lemma B.1, as the latter implies:
Recall that M is the d × k matrix whose columns comprise all vectors w , ∈ [k], and let M be the d × 2 matrix comprising only vectors w and w . Notice that M T M is a principal submatrix of M T M . Hence, by the Cauchy interlacing theorem,
On the other hand, 1 − w , w 2 = det(M T M ) ≥ σ min (M T M ); the last inequality follows from the fact that the trace of M T M is 2 and, thus, at least one of its eigenvalues is at least 1. Hence, the second statement of the lemma follows.
C Proofs of Lemmas Bounding the Size of Each Partition
C.1 Proof of Lemma 5.5
Here, the first term in bound (a) follows from
as for j ∈ C , we have w(ξ j ) 2 ≥ w 0 and since C ⊆ G, we have | w(ξ j ) 2 − w(ξ j ) 2 | ≤ w(ξ j ) − w(ξ j ) 2 ≤ δw 0 . The second term in bound (a) follows from (17). Indeed, since ξ j ∈ R ,
On the other hand, since | w(ξ j ) 2 − w(ξ j ) 2 | ≤ δw 0 and w(ξ j ) 2 ≥ w 0 , we have that w(ξ j ) 2 ≥ (1 − δ)w 0 , so the second bound of (a) holds. Finally, (b) follows from δ ∈ (0, 0.5].
C.2 Proof of Lemma 5.6
We have (13). Hence, for any ≤ 2e − 1, we get the Chernoff bound P (|B * | ≥ m 0 γρ(1 + )) ≤ e − 2 m0γρ/4 . Hence, we have that
To obtain the two statements in the lemma, it therefore remains to bound size of G c . By Markov's inequality
Thus, under the Value Oracle model, (7) in Lemma 5.1 directly gives:
the first statement immediately follows.
To prove the second statement, assume that the Gaussian Covariates model, and (4), is used to produce w(ξ) instead. Note that
where C is a numerical constant, (a) follows from Corollary 5.2 and, in (b), we used (1 + x) ≤ e x . On the other hand, the square of the norm of a standard Gaussian follows a chi-squared distribution, so by Dasgupta and Gupta [2003] , for α > d we get that: 
and the second statement follows.
C.3 Proof of Lemma 5.7
We bound the size of C as follows:
where C ≡ j ∈ [m 0 ] : ξ j ∈ R , w(ξ j ) 2 ≥ w 0 and R ≡ ξ ∈ R d : | w , ξ | < ∆ 2 , min i∈[k]\ | w i , ξ | ≥ ∆ . We only need to lower bound |C |, as |G c | can be upper-bounded by (32) or (33), under the Value Oracle and Gaussian Covariates model, respectively. Observe first that, for any ξ j ∈ R , as in (17), we have that w(ξ) ≥ |a | − δw 0 where |a | ≥ c 1 u 0 e −2β ∆ 2 . On the other hand, for ∆ satisfying (10) we get that c 1 u 0 e −2β ∆ 2 = (1 + δ)w 0 . Hence, ξ j ∈ R ⇒ w(ξ j ) 2 ≥ w 0 . Moreover, since ∆ < ξ 0 by (12), Lemma 5.4 implies that |C | a binomial random variable with success probability P ξ 1 ∈ R ≥ 2 eπ ∆ 2ξ0 − k 2 κπ ∆ ξ0 2 = γ. Hence, for any ∈ (0, 1], we have P (|C | ≤ m 0 γ(1 − )) ≤ e − 2 2 m0γ .
D Proof of Theorem 3
Let M = span(M ), andM the estimate of M, suppose that the largest principal angle between the two spaces satisfies d p (M,M) ≤ θ ≤ π 2 .
Then, there exist orthonormal bases {e } k =1 , {ê } k =1 of M,M, respectively so that e ,ê ≤ cos θ, for all ∈ {1, . . . , k}.
(34)
Note that (34) immediately implies that e −ê 2 ≤ 2 sin θ 2 , for all ∈ {1, . . . , k}. Proof. Since w ∈ M, w, x = P P w, P P w = P w, P w as P P = I. On the other hand, we have that: P w, P x = P w,P x − P w, (P − P )x − (P − P )w, P x = P w,P x + d, x
where d ∈ R 1×d is a vector with d 2 ≤ ( P 2 + P 2 ) P − P 2 w 2 = 2 √ k · 2 √ k sin θ 2 · 1. The lemma follows again asP P = I. Corollary D.2. For any w ∈ M s.t. w 2 = 1, w − PM(w) 2 ≤ 2 k sin θ 2 .
Proof. From Lemma D.1 we have that w 2 2 − PM(w) 2 2 = | w 2 2 − PM(w) 2 2 | ≤ 4k sin θ 2 , where the first equality holds because projections are contractions. Hence w − PM(w) 2 2 = w 2 2 + PM(w) 2 2 − 2 w, PM(w) = w 2 2 − PM(w) 2 2 ≤ 4k sin θ 2 .
For every x ∈ R d , denote byx the projection of x toM, i.e.,
Then, the following holds: Lemma D.3 (Concentration Bound under Dimensionality Reduction). There exists a numerical constant C such that, when w(ξ) is computed through (5), for any fixed ξ ∈ R d :
whereŵ (ξ) =PP Eξ ∇r(X) = k =1 u ŵ Eξ f w , X ,
for E ξ denoting the expectation w.r.t. X ∼ N(ξ, I d×d ). are used in the gradient estimation, and m 0 > C 1 γρ log k δ samples are used in the candidate generation, then with probability at least 1 − δ the set of candidate indices C ⊆ [m 0 ], can be partitioned as
where for any ∈ {1, 2, . . . , k}, if i ∈ C then w(ξ i ) − w 2 ≤ 7δ , while C 0 is a set of 'bad' candidates, such that |C 0 | ≤ 2ργm 0 , and |C | ≥ γm 0 /2 for all ∈ [k].
