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Abstract. Let N(t) Ene a non-homogeneous Poisson process with mean value function A(t) and 
rate of occurrence A(t). We propose a conditional test of the hypothesis that the process is 
homogeneous, versus alternatives for which the mean valae function is superadditive. Specific 
models leading to superadditivity are presented, and the superadditive t st is compared, on the 
basis of consistency and asymptotic relative fficiency, with the Cox-Lewis test, the latter 
being directed to alternatives where h(t) is increasing. 
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1. Introduction 
In many applications of the Poisson process, it is important o deter- 
mine whether the associated mean value function is linear (correspond- 
ing to a homogeneous Poisson process) or not. The usual alternative is 
that the mean value function is convex; i.e., that the event rate of the 
process is increasing. In this paper, we consider an alternative hypothesis 
which arises in a number of applications, but which, as far as we know, 
has not been treated before. The alternative states, roughly speaking, 
that the expected number of events in any initial interval (i.e., of the 
form [ 0, t ] ) is no greater than the expected number of events in any 
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interval of the same length occurring later (i.e., of the form [x, x + t] ). 
Specifically, let (N(t), t 2 0) be a non-homogeneous Poisson process 
with mean value function A(t) = E {N(t)} _ Assume A(t) is differentiable 
with rate of occurrence A(t) = (d/dt)A(t). We observe the process on 
[O, t*] and consider a testing problem where the null hypothesis Ho 
asserts that the prccess 3s in fact a homogeneous Poisson process. We 
propose 8 test of 
Ho: 
versus 
X(t) 5 X , 0 5 t 5 t* (h unknown), (1) 
H, : ii(t,) + ii(t*) 5 A& + t*) , s<, t,+t,I t”, (2) . 
where in (2) the inequality is presumed strict for at least one (t 1, t$. 
The H, alternatives specify that, in the interval [ 0, t*l , A(t) is a super- 
additive function. When the inequality in (2) is reversed, A(t) is said to 
be a subadditive function. imposition, in (2), of the condition 
O<t,+t$ * t is a practical consideration. We are of course interested in 
the whole process, but we cannot check for superadditivity beyond the 
period of observation. 
Section 2 contains two models which illustrate the importance of 
the IT, alternatives and serve as partial motivation for our testing prob- 
lem and proposed test. (Additional superadditive alternatives are intro- 
duced in Section 4.) The test itself, which is conditional on N(i*) = n, 
is defined in Section 3. Here we also provide a null distribution table 
and large sample normal approximation for ease in implementing the 
test. Section 4 presents comparisons of our test with the Cox-Lewis 
(IS], [6, Chapter 3 ] ) conditional likelihood ratio test of H0 derived for 
the alternatives A(t) = exp [ar +@I, where I&, corresponds to p = 0. The 
comparisons are on the basis of consistency and asymptotic relative 
efficiency. We provide one class of superadditive alternatives, correspond- 
ing to rates of occurrence A(t) which vary and in particular are not non- 
decreasing, for which the proposed test of superadditivity isconsistent 
while the Cox-Lewis test is not consistent. Proofs, of various assertions 
that appear in the body of the text, are given in the Appendix. 
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odels that lead to superadditivity 
2.1. A device subject to overhaul 
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Consider a device which is overhauled at fixed times t, , 2~~) . . . . 
After overhaul at time ito, the device has failure rate h(t) = hi(x) at 
time t = it0 +x, 0 <, x < to. Since the device deteriorates with increasing 
age and increasing number of overhauls, we assume that 
(i) Xi(x) is increasing in X, 0 < x < tO, for fixed i; 
(ii) Xi(x) is increasing in i, i = 0, 1,2, . . . . for fixed x; and 
(iii) Xi+,(O) < Ai(ti), i.e., overhaul reduces the failure rate. 
If a part in the device fails at any time t, the failed part is imme&a.tely 
fixed or replaced. The failure rate A(t) of the device is then that of :a 
functioning device at time t. That is, failure and repair of a part have 
negligible effects on the overall failure rate of the device (since it con- 
sists of a great many parts). 
2.1 .I. For this overAau1 model, A.(t) = _$ h(u) du is superadditive. 
A proof of this assertion is to be found in Appendix A. 1. A graph dof 
a typical function A(t) for this case is given in Fig. 1. 
Fig. 1. A superadditive function corresponding to the overhaul model. 
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Note that by (iii), x(t) is not non-decreasing. Hence a test of H, versus 
Hy “h(f) non-decreasing”, such as the one proposed by Boswell [ 21 (see 
also [ 3]), is not particularly appropriate for this model. 
The testing problem II, versus HT can be viewed as a Poisson process 
analogue of the increasing failure rate testing problem considered by 
many authors (cf. [ 1, Chapter 61 for procedures and references). In the 
next subsection, we show how the testing problem H, versus Hr can be 
viewed as a Poisson process analogue of the NBU testing problem con- 
sidered by Hollander and Proschan [91 (also.see [ 10, Section 10.41). 
2.2. Sampling witF replacement 
The following life testing program is particularly useful when the 
underlying distribution is exponential. At time 0, Rr items are placed on 
test. Failed items are immediately replaced by new items. The succes- 
sive failure times observed are rtl) < . . . < rtn), v i_._&2 n may be <, = or > 
than N. The experiment ends at fixed time t*. rhe starting time for the 
item that failed at time rtO is not known, i = 1, . . . . n. 
Let F denote the (assumed common) underlying life distribution of 
each item. F is said to be new better than used (NBU) if 
F(tr+ t2) 6 JQ,)E&) for all t,, t, 2 0 , (3) 
where F(t) = 1 -F(t). !nequality (3) states that the probability Rtl) 
that Q new item will survive to age t, is greater than the conditional 
probability F(tl -t t2)/F(t2) that an unfailed item of age t2 will survive 
an additional time t, for all tl , t2 2 0. That is, a new item has stochasti- 
tally greater life than a used item of any age. The NBU class was system- 
atically studied by Marshall and Proschan [ 151 in their analysis of re- 
placement policies, and also plays an important role in shock models [ 71. 
Hollander and Proschan [ 91 devised a test of Ha: equality in (3), i.e. F 
is exponential, versus H, : F is NBU (and not exponential). Their test 
utilizes uncensored life lengths as the basic data. 
Suppose that we wish to test Ha versus H, on the basis of the failure 
times observed in this sampling with replacement situation. Note that 
F(t)= 1 -ee- M for some A > 0, implies that {N(t), t 2 0) is a homoge- 
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neous Poisson process with rate of occurrence x(t) = Nx, where N(t) = 
the number of failures during [ 0, t] . On the other hand: 
2.2.1. F NBU implies that 
N~t,L- 0 N(tl + t,)-N( 2 t ) for aZZ tI , t2 2 0, (4) 
where X 5 st Y means X is stochastically smaller than k: 
A proof of this assertion can be found in Appendix A.2. Note that, 
when (4) holds, H, is true. If more com:plete information were available, 
that is, the starting time si (say) of an item that failed at time r(i), 
i = 1, . . . . n, v!e could test Ha versus H, with the NW test statistic Jn 
proposed in 19, eq. ( 1 S)] . The statistic Jn is based on the life lengths 
X(i) = T(i) - si. Since these data are not (available in the situation 
described, we cculd instead use the Q, test, proposed in Section 3, that 
is based on the times of failure. 
3. The superadditive test 
Let 
P(A) = JJ Wt,) + W,) - GO, + t2)l Wt,) dG(t,), (5) 
t,+t&t* 
where 
( 
0, tc o,, 
G(t) = h(t)}A(t*) , 05 t 5 t*, 16) 
1, t > t”. 
Consider the following &statistic corresponding top(A). Define 
Q, = In(n-lNn-2))-’ ~‘I[2~(%3,~~,,)-~(70L3,~~1+~~2)1 $(~aI+ra2,t*N 
G9 
where rl, . . . . 7, are independent and identically distributed according 
to G, the Z’ is over all n(n - 1) (~-2) permutations (al, a2, as) of integers 
152 9 s--Y n with lyl f a2, a1 # a3, u2 # ar3, and 
$(a, b) = 
1 ifa< b, 
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Straightforward algebra shows that Q, can be written in a form more 
convenien,: for computation and tabulation, namely, 
Q, = 2K,lIn(n- lM-43 , (9) 
where 
T(l) < T(2) < l -* < rfn) are the ordered T’S (we associate the T(i)‘s with 
the times at which events occur in [0, t* ] ), and the E* is over all 
in(n - l)(n-2) choices of subscripts uch that 15 ‘Y~ < 012X CXY~ 5 n. 
Our test statistic Q, is motivated as follows: Given A&t*) = n, 
T(1)’ ...!! T(n) have the same distribution as the order statistics in a random 
sample of size n from the distribution G defined by (6) (cf. [ 16, p. 143 I), 
and it ?oElows that E{Q,) = p(A). Thus Q, can be viewed as an estimator 
of fl(A,$ When Ho is true, G(t) is the uniform distribution on [O, t* I and 
@(A) =?I. When H, obtains’ p(A) will be negative, and thus large negative 
values fkf Q, yield an appropriate critical region. Consider the test which 
reject+, if Q, < qn,crr, where qn,a! satisfies Po[Qn <, qn,J = CL In the 
sequel this test is called the superadditive t st. (Here PO indicates that 
the probability is conditional on N(t*) = n and Ho being true. Note that 
the value of I& is invariant under the transformation 7;i) = Tti)/t*, 
i= 1 , . . . . n, 1.“’ = 1. Hence, without loss of generality, we can take t* = 1 
and PO calculations can be made by taking G to be uniform on [ 0,1].) 
Table 1, based on Monte Carlo sampling ( 10 000 replications), gives 
upper and lower critical points of K, in the 01 = 0.01, 0.025, 0.075 and 
0.10 regions for n = 4( 1)20(5)35. Note that the null distribution of K, 
is asymmetric. The lower tail is to be used for tests of Ho versus the HI 
superadditive alternatives; the upper tail is to be used for tests of Ho 
versus ubadditive alternatives. lJpper tail entries C, are such that 
& [K, 2 C,] 5 ~1 and lower tail entries are such that PO [K, :g C,l 5 cy. 
For large n values not covered by Table 1, we can turn to a normal 
approximation. Note that N(t*) + = a.s. as t* -9 - if A(t*) + 0~. (The 
condition A( t *) + 00 is met in the homogeneous case and in the case 
where A iis superadditive on [ 0, -1, but not necessarily otherwise. For 
example, there exist subadditive A’s for which A(t) is bounded above.) 
Tke asymptotic normality of Q, , suitably normed, follows directly 
from Hoeffding’s U-statistic theory IS] . irect calculations yield 
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Table 1. Critical values of the Kn statistic n = 4 (1) 20(5) 35. 
201 
Ill n a! 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
25 
30 
35 
Lower tail Upper tail 
I-- . - 
3.01 O.CA 0.05 0.075 0.10 0.01 0.025 0.05 0.075 0.10 
-7 -6 
-12 -10 -9 
-18 -15 -13 
-26 -22 -19 
-35 -30 -25 
-45 -39 -33 
-60 -51 -44 
-76 -65 -56 
-92 -79 -67 
-215 -99 -86 
-136 -119 -100 
-161 -137 -117 
-187 -162 -139 
-224 -188 -160 
-254 -219 -185 
-297 -251 -215 
-524 -45 1 -383 
-849 -729 -634 
-1262 -1105 -949 
_. 3 
-5 
-8 
-11 
-17 
-22 
-30 
-39 
-49 
-59 
-75 
-90 
-104 
-124 
-142 
-165 
-190 
-340 
-564 
-858 
-j 
- 10 
-15 
-20 
-27 
-35, 
-44. 
-54, 
-67 
-81. 
-94 
-111 
-.130 
-149 
-170 
-30.‘; 
-5 15 
-769 
4 3 
10 8 7 6 5 
16 13 I1 9 8 
25 20 16 14 12 
36 28 23 20 17 
48 40 32 27 24 
61 52 42 35 3P 
81 68 55 46 40 
101 !3$ 68 58 51 
128 104 85 72 62 
161 129 104 88 77 
185 151 123 105 91 
217 183 146 124 107 
255 207 171 146 127 
286 240 198 170 150 
327 273 222 188 165 
382 316 259 224 195 
692 558 453 386 336 
1095 898 726 628 553 
1574 1290 1053 898 782 
E,(Q,; =o, (11) 
v=,(Q,) =(4)-’ j$(:)(;::)2c 3 (12) 
where El =&A2=ikE3=h’a.nd 
lim nVaro(Q,) = &j . 
n 
(1% 
Thus the normal approximation to the superadditive t st rejects when 
@On)+ Q, <, -2,) where z, is the upper lOOa-percentile point of a stan- 
dard normal distribution. 
To this point, the observation period off the process was assumed to 
be [O, t*] . If instead, observation ends when a preassigned number of 
events have occurred, the superadditive t st can still be applied with 
equal to the period of observation, and ~1 replaced by 12’ = n - I, the 
number of events preceding the one at tak (cf. [ 16, p. 
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4. Comp;arisons with the Cox-Lewis test 
Cox [ 5 ] and Cox and Lewis [ 6, p. 451 derived and investigated a 
conditional test of Ho designed for the alternatives X(t) = exp[cl! +&I, 
with p > 0. The test is conditional on N(t*) = n, and utilizes the statistic 
(14) 
If /3 > 0, the rate x(t) of occurrent, 1 p :s increasing, S, would tend to be 
large, and thus large values of S,., form the critical region for the Cox- 
Lewis test. Critical values and normal approximations are readily avail- 
able since the distribution of S, under Ho is that of a sum of n indepen- 
dent random variables, each being uniform on [ 0, f*] . The appropriate 
normal deviate under Ho is V, = {S, - 4 nt* )I[ t*(f, n)j] . 
The Cox-Lewis test is primarily designed PO detect alternatives 
where h(t) is increasing. Taking, without loss of generality, t* = 1, it is 
easy to show that the test, which rejects for large values of S, , will be 
consistent against hose alternatives for which E {SJn ) exceeds its null 
expected value 4. Equivalently, the test will be consistent when 
iJi?(t) dt > i, where C(t) = 1 -G(t). 
Similarly, it can be shown that the superadditive t st is consistent 
against hose alternatives for which /3(A) is less than 0. In particul.,ar, 
superadditivity of A (with the inequality in (2) strict for at least one 
(tr , tz)) and the continuity of A insure that P(A) < 0, and hence the 
superaddieive t st is consistent against he H, alternatives. 
Wr; now consider a class d of mean value functions for which the 
s-uperadditive test is consistent whereas the Cox-Lewis test is not con- 
sistent. Let 
d = {A: A(t) is superadditive on [U, 41, A(4 ) = 3, 
A(t)< ton [O,i],A(t)= l-Ah!l-t) 
for4 <, t< 1) a (15) 
4. I. For A E A, A(t) is superadditive on [0, 1 I. 
A proof of this assertion can be found in Appendix A.3. Thus the 
superadditive t st is consistent against A’s that aye members of SQ. Note, 
however, that 
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1 
Fig. 2. A superadditive function ipI ?hhe class 1. 
and hence the Cox-Lewis test will not be consistent against members 
of sI. A graph of a typical function A E ~4 is given in Fig. 2. 
Of course, we could also produce classes of mean value functions for 
which the Cox-Lewis test is consis’tent and the superadditive t st is not 
consistent. The point of the class $2 is to emphasize that the superaddi- 
tive test is designed for different alternative’s than is the Cox-Lewis test. 
Consider, for example, the mean value func,tion A(t) = 2tz for 0 < t < 
-2t2 + 4 - 1 for f 5 t I 1. It is eas’ily s’een t 
for 0 5 f < 4 ., 4 - 4t for 3; d t 5 1. Thus the rate of occurrence X is 
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increasing on [ 0, 3 ] and decreasing on [f , 13. Tests such as the Cox- 
Lewis S test and Boswell’s test [a] were designed primarily to detect 
situations where the rate of occurrence is increasing, whereas our super- 
additive test is intended detect, in situations where H, 
but where rate of occurrence not be increasing for example, 
to Note the superadditive t st also be 
sistent against hose A alternatives for u hi& x(t) is increasing, since 
then A(t) will be convex, and thus superaddiitive. (This implication fol- 
lows from the definitions of convexity, supe,tadditivity, and the fact 
that A(0) = 0.) . 
Another class of superadditive functions, which could arise as a result 
of seasonal variation, is given by 
A(t) = I 0, 0 5 t 5 (a+b)/X , 
[ -a+At+b sinct, t > (a+b)fh ! (16) 
where A, a, b, c > 0, a 2 3b, X 2 bc. (These functions are motivated by, 
but different from, the mean value funcl”ions of a particular class of 
non-homogeneous Poisson processes considered by Willis [ 201.) From 
(I 6), A’(t) = k(t) = h + bc cos ct > 0 for t > (Q + b)/X, and A(t) = 0 for 
0 5 t 5 (a + 2)/X. Furthermore, for t > (a+b)/X, A”(t) = -bc2 sinct 
which is positive for (212 +1) n/c < t < (2n + 2) n/c, and negative for 
2nnjc < t < (2n+ l)n/c for n = 0, 1,2, . . . . Thus A is alternating convex 
and concave in successive intervals of length r/c. Also, for t, 2 0, t2 2 0, 
DO,, t2) = AU, $- t2) - fWl) - A(t,) 
=a+b[sinc(tl+t2) - sinctr -sinct2] . 
Since a 2 3b > 0, D(t, , t2) 2 0. Thus A(t) is superadditive. A graph of 
A(t) is given in Fig. 3. 
We next consider the asymptotic relative efficiency of the super- 
additive test with respect o the Cox-Lewis test for two situations 
where k(t) is increasing; situations which could a priori be viewed as 
favorable to the Cox-Lewis S test. Let A, be a sequence of alternatives 
with Un + oO, where A,(t) = Xt, corresponding toHa. The Pitman 
asymptotic relative efficiency of the superadditive t st with respect o 
the S test is 
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(a+b)/X t 
Fig. 3. A superadditive function in the class defined by (16). 
where we take, without loss of generality, t* = 1, and where 
x J&l h,(f2) dt, dt, , (18) 
1 
PC@ = M&(l))- s $Jt)dt 
0 
(1% 
are the means of Q, and S, respectively for the alternative A,, where 
VarO(Q,) is given by (12), Var,(S,) = Hun, and ~‘(oo)Q~‘(oo)) is the 
derivative of fl@)(&)) with respect o o,, evaluated at u = oo. 
For the alternatives A(t) = cut + 4 ot2, a > 0, a > 9 with Ho achieveb 
at Q = u. = 0, we find p’(O) = -1/(24a), ,&O) = pl/(t2ar), and so (17) 
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yields e(Q, ,Y) = (5 ) = 0.625. 
For the alternatives A(t) = t” , u 2 1; with L-I, achieved at (P = o. = 1, 
wz find fl’( I ) = -&p’(l)=fn,andso(17)yieldse(Q,S)=(F)= 1.11. 
Addition.al inferential procedures for non-homogeneous Poisson 
processes can be found in [6, 11, 12, 13,4, 14, 191. [191 and [ 181 
provide concise summaries and additional references. 
Appendix. Proofs of assertions 2.1 .I, 2.2.1 and 4.1 
a.1 . . Pkx3pQf 2.1. I 
For the overhaul model of Section 2.1, A(t) = $i X(u) du is super- 
additive. 
Proof. For 0 5 t, 5 t2, define A(t,, t2) = A(t, + t2) - A(tn) - A(t2). 
We consider two cases. 
Case 1. Let [ tl /to ] + [ t2/t0 ] = [(tl + t2)/to ] , where [a] denotes the 
largest integer that is less than or equal to a. Then by assumption (ii) of 
Section 2.1, we have 
Ntl/tol toI + AW21fol toI 5 NW,+ f2)ltol to) . 
Also, by assumption (ii), we have 
AU,) -~(~fl/tOl toI I 
2 NW,+ t2)lq-,l t, + f, - [t,/t,lt0)-A([(tl+t2)/tolt0). 
Similarly, by assumptions (i) and (ii), we find 
Nta) - Mt2/to I to) 5 
5 AU, + f2) - AW,+ t,h’t,l to + tl - I tl/to I toI . 
Thus, adding the three inequalities, we conclude that A&, 62) 2 0. 
Case2.Writetl=ilt0+sl, t2=.i2t0+s2, t3=tI+t2=i3t0+s3, 
Where 05 Si< to, i= 1, 2,3. Suppose s1 + s2 2 to. 
A(i, to) + A(i, to) 5 A((i, + i2) to) p 
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since A((n + 1) to) - A(nt,) f in n by assumption (ii). Also, by (ii), 
A@,) - A(i, to) 15 A((i, + i2) t0 + t, - i, to) - A(& + i2) to) , 
and, by (i) and (ii), 
A(t,) - A(i, to) < A&) - A(t, - (t2 - i, t,)) . 
Thus, adding inequalities, we conclude that A([,, t2) 2 O,.and the proof 
is complete. 
Note that assumption (iii) of Section 2. I is not needed, andi was not 
used, to obtain superadditivity. This assumption does, howeve:r, insure 
that A is not convex and thus provides a class of alternatives against 
which, for example, Boswell’s test [ 2 ] is not particularly appropriate 
but against which the superadditive t st is appropriate. 
A.2. Proof of 2.2.1 
For the sampling with replacement model of Section 2.2, F NBU 
imp&s that 
N(Q) - cstN(tl + t2)-N( t ) 2 for all tl, t2 2 0. 
Proof. Pn socket j9 the item on test is nerw at time 0 and has age 2 0 at 
time t2. Note that P[Xr + . . . + & <, tJ = PINi(tl) 2 k] and 
P[XT + Xi + . . . + XL < tll = P[Ni(t2 + tl) - Nj(t2) 2 k], where Nj(t) = 
number of failures in socket j during [ 0, t] , XT is the remaining life of 
the item at time t2, and X,, *.., X,, X)2, . . . . X;C are independent and 
identically distributed according to F. Since F is NBU, Xr <St XI . Thus 
P[Nj(t,)2 kl < P[Ni(tz+t,)~ - Nj(t,)2 k] ) 
i.e., Ni(tl) 5” Nj(t2 + tl )-N&t2 ). Since N(t) = J$$ N$t), we have 
N(t,) sst N(tz + t, )- N(t2 ). This completes the proof- 
A.3. Proof of 4.1 
For A E & , where ~4 is defined by ( IIS), A(t) is !: 
W, 11.. 
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Proof. Let 0 I tr, t2 and tl + t2 5 4. Then A(tl) + A(t& A(tl + t2) 
since A is superadditive on [ 0, f ] . Next let 0 <, t, , t2 5 i with t, + t, > 1. 
Then AftI) + A(t2) <, tl + $2 5 A(t, + t2). Finally, let 0 5 tl < 4 < t2 
withtl+t25 1.Then 
A(t,) + A@,) = iI + 1 - A(1 - f2) , 
A@, + f2) = 1 - A( 1 - tr - f2) , 
and therefore 
A&+ t2) -A(t,) -A(t2)=A(l-t2)-A(tl)--~(l-tl-~2)2 o, 
since tr , 1 - t, - t2 E [ 0, 4 ] and A is superadditive on CO,+ ] . This com- 
pletes the proof. 
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