Abstract-Given the location of a relative maximum of the loglikelihood function, how to assess whether it is the global maximum? This paper investigates an existing statistical tool, which, based on asymptotic analysis, answers this question by posing it as a hypothesis testing problem. A general framework for constructing tests for global maximum is given. The characteristics of the tests are investigated for two cases: correctly specified model and model mismatch. A finite sample approximation to the power is given, which gives a tool for performance prediction and a measure for comparison between tests. The sensitivity of the tests to model mismatch is analyzed in terms of the Renyi divergence and the Kullback-Leibler divergence between the true underlying distribution and the assumed parametric class and tests that are insensitive to small deviations from the model are derived thereby overcoming a fundamental weakness of existing tests. The tests are illustrated for three applications: passive localization or direction finding using an array of sensors, estimating the parameters of a Gaussian mixture model, and estimation of superimposed exponentials in noise-problems that are known to suffer from local maxima.
I. INTRODUCTION
T HE maximum-likelihood (ML) estimation method is one of the standard tools for parameter estimation. Among its appealing properties are consistency and asymptotic efficiency [1] - [3] . However, a major drawback of this method when applied to nonlinear estimation problems is the fact that the associated likelihood equations required for the derivation of the estimator rarely have a closed-form analytic solution. This shortcoming poses a global optimization problem. Solving this problem by applying numerical methods is usually computationally prohibitive. To date, there have been few global optimization methods applied to ML estimation (e.g., [4]- [8] ) because of the computational complexity involved. More commonly, initiate and converge methods are applied. These methods are based on an initial guess (often found by a simpler method) which is followed by a local, often iterative, optimization procedure (e.g., the expectation maximization algorithm [9] and its variations [10] , Fisher scoring [10] , the Gauss-Newton method [11] , and majorizing or minorizing algorithms [12] , [13] ). As a consequence, the performance of these methods highly depends on the starting point. In particular, if the log-likelihood function is not strictly convex and there is no available method that is guaranteed to provide an initial guess within the attraction region of the global maximum, then there is a risk that a local search will stagnate at a local maximum. This phenomenon leads to large-scale estimation errors. The ML framework would benefit from an answer to the following question: Given a location of a relative maximum of the log-likelihood function, how to assess whether this is the global maximum? One approach to this question is the Kronecker-Picard integral framework [6] . However, the computation of this multidimensional integral is difficult, indeed, equivalent to the complexity involved in finding the global maximum, rendering this approach impractical. Instead, in this paper we take a statistical approach to answering this question.
The first statistical solutions for discriminating between local and global maxima were based on sampling the domain of the log-likelihood function. Given a sequence of random starting points and the corresponding set of relative maxima found by a local search method, Finch et al. [14] proposed a statistical method to assess the probability that the global maximum has not yet been found based on an asymptotic (in the number of starting points) result on the total probability of unobserved outcomes due to Bickel and Yahav [15] . Veall [16] used an order statistic result due to de Haan [17] that characterizes the distribution of the ordered values of a smooth function, sampled at random points. Given a relative maximum, the log-likelihood function is evaluated at a large number of randomly selected points. If a point with a value larger than the value of the candidate maximum is found, then clearly it is not the global maximum. If no such point is found, de Haan's result is used to assess the probability that the relative maximum is the global one. Since these methods are based on sampling the domain of the log-likelihood function, they suffer from the curse of dimensionality and do not generalize well to high-dimensional problems. Yet high-dimensional problems are exactly those in which global optimization methods are computationally demanding.
As an alternative, several authors applied results from asymptotic statistics that, instead of relying on sampling the domain of the log-likelihood function, require a large sample size. Dorsey and Mayer [18] reported poor performance of Veall's method and, as an alternative, proposed to use the available methods for testing parametric models to answer the question at hand. They observed that a local maximum of the log-likelihood function is in fact a global maximum of a particular misspecified model-a model in which the parameters are restricted to a region that does not contain the true parameter. For scenarios in which the model is known to be correctly specified, these authors tested whether a relative maximum is the global one by applying a test that detects model mismatch. If the result of the test leads to the conclusion that a model mismatch is likely, the hypothesis that the relative maximum is the global one is rejected. Otherwise, the relative maximum is declared the final estimate. Independently, Gan and Jiang [19] made the same observation and proposed White's information matrix test [20] as a test for global maximum. More recently, Biernacki [21] , [22] proposed a new test, which is closely related to Cox's tests for separate families of hypotheses [23] , [24] , and showed through simulations that his new test outperforms White's information matrix test.
A drawback of the methods of [18] , [19] , and [22] is that they are sensitive to model mismatch. In particular, when the model is not specified correctly, the tests lose their power to distinguish between local and global maxima. In some engineering applications, the statistical model is derived from the underlying physical phenomenon and deviations from this model are unlikely. In these cases, the methods can be directly applied. However, when there are uncertainties about the model, the methods [18] , [19] , and [22] need to be modified so as to not classify a global maximum of a misspecified model as a local maximum.
In this paper, the asymptotic statistics regime is also adopted, but the tests are derived under possible model mismatch. The sensitivity of the tests to model mismatch is analyzed in terms of the Renyi divergence and the Kullback-Leibler divergence between the true underlying distribution and the assumed parametric class. The analysis leads to a simple threshold correction method that accounts for possible deviations from the model as long as these deviations are bounded in terms of the mentioned divergences. When deviations from the model are defined in terms of an embedding in a larger parametric class, insensitivity to a Pitman drift is established by constructing tests based on a vector valued validation function that is orthogonal to the elements of the gradient of the log-likelihood function of the larger class. This construction leads to tests that are locally robust to deviations from the assumed model.
An exhaustive catalogue of all the available methods for model specification testing that might be considered as candidates for tests for global maximum is beyond the scope of this paper. Rather, this paper focuses on the class of M-tests, which includes the tests of [19] and [22] as special cases, and investigates their performance as tests for global maximum.
The problem of testing a relative maximum is related to the problem of eliminating spurious maxima in scenarios in which the ML estimator (MLE) is not necessarily consistent or may not even exist (see [25] and references therein). Although some of the results apply to that problem as well, we do not pursue this connection here.
The contributions in this paper are as follows. First, an analytical approximation to the power function of the test is given, which gives a tool for performance prediction and a measure for comparison between tests. Second, the effect of model mismatch on the tests' performance is analyzed and two methods for constructing robust tests are given, thereby overcoming a fundamental weakness of existing tests. Finally, the tests' performance is illustrated via three applications that are known to suffer from local maxima.
In Section II, we review the properties of the MLE under a possible model mismatch and pose the problem of discriminating between local and global maxima as a statistical hypothesis testing problem. The general framework for constructing M-tests [26] - [28] is presented, and it is shown that two of the available tests in the literature are special cases of M-tests. In Section III, the consistency of the tests is established and an approximation of the finite sample power of the tests is derived, which is useful for predicting performance and provides a measure for comparing between tests. The problem of model mismatch is treated in Section IV. The effect of model mismatch is characterized in terms of the Renyi divergence and the Kullback-Leibler divergence and two methods for making the tests robust to small deviations from the underlying model are given. Finally, to show the applicability of this framework, in Section V a Monte Carlo evaluation of the performance of the tests is presented in terms of level and power under both correct and mismatched models. While the analysis in the paper is carried under the assumption that the measurements are independent and identically distributed (i.i.d.), in section Section V-C a case in which the measurements are not identically distributed is considered to show the potential application of the results beyond the i.i.d. case.
II. PRELIMINARIES Let be a collection of independent observations drawn from an unknown distribution with density , . The information we want to extract from the data is encoded in a parameter vector , through which we define a parametric family of densities that are twice continuously differentiable in for all . For scalar functions denote by and the column vector of partial derivatives and the Hessian matrix with respect to , respectively. For vector valued functions, let be the matrix whose element is the partial derivative of the th element of the function with respect to the th element of . Assume that the elements of the matrices and are dominated by functions integrable with respect to , for all , a compact subspace of . The parameter space is compact whenever the optimization discussed below is carried out on a computer. In Section IV, we will impose additional assumptions on and . Denote by the normalized log-likelihood function of the measurements, where . The MLE 1 is defined as
Denote by the expectation with respect to the true underlying distribution , and by the minimizer of the Kullback-Leibler divergence, i.e., where is the ambiguity function, defined as (2) and assume that is a well defined unique interior point of .
Define the matrices
assume that and are nonsingular. Under these assumptions, Theorems 2.1, 2.2, and 3.2 of White [20] assert that (4) as , and is asymptotically Gaussian in the sense that
When almost everywhere for some unique , we say that the model is correctly specified and this result becomes the standard consistency, and asymptotic Normality result for the MLE. More specifically, if the elements of the matrix are dominated by functions integrable with respect to , for all , where is the dominating measure such that , and the support of does not depend on , then is the inverse of the Fisher information matrix (FIM) [3, p. 80] .
Denote by one of the relative maxima of the log-likelihood function. Then the problem addressed in this paper can be formulated as a hypothesis testing problem. Given , decide between (6) statistical test which gives a solution to this problem is called a test for global maximum.
A. M-Tests for Global Maximum
M-tests were proposed in an econometric context by Newey [26] , Tauchen [27] , and White [28] as a general way of testing the validity of parametric models (see [29, Ch. 9] as well). The tests are based on a vector valued test function (7) which is chosen to satisfy (8) Hence, given the MLE , large values of indicate that a model mismatch is likely. Small values of indicate that the model is correctly specified or alternatively that the type of model mismatch is such that but (9) The same framework can be used to construct tests for (6) . First suppose that the model is correctly specified and that is chosen to satisfy (8) . Then, given a location of a relative maximum of the log-likelihood function , large values of indicate that it is not likely that is the MLE. This directly extends to the case of model mismatch, if it is known that (9) holds.
The tests are constructed as follows. Assume that the elements of are twice differentiable with respect to for every , and that the elements of the vector and the matrices and are dominated by functions integrable with respect to for all . Define the vectors (10) the matrices (11) the matrix by (12) its empirical estimate by (13) where (14) and assume that is such that in (12) is nonsingular. Under the assumptions made above (15) (16) element by element, is nonsingular for sufficiently large , and as a result (17) is asymptotically chi-squared distributed with degrees of freedom [26] - [28] .
Based on this result, tests for global maximum can be constructed as follows. Choose a function having mean zero at the point , that is, (18) The function will be called the global maximum validation function. Under and when (18) is satisfied, the statistic (19) with computed by (13) is asymptotically chi-squared distributed with degrees of freedom, denoted by . Denote by the cumulative distribution function. Therefore, a false-alarm level test of the hypotheses (6) is made by comparing to , which is the critical value of the distribution for the desired false-alarm level. If exceeds the critical value, is rejected and one concludes that the iterative local search should be re-initiated in the hope of convergence to a different maximum. Otherwise, the null hypothesis cannot be rejected and is declared the final estimate. When the model is correctly specified, and (18) becomes (20) A global maximum validation function satisfying (20) can be constructed from any random function, e.g., call it , by replacing it with the centered statistic (21) This construction ensures that the mean of the validation function at the true parameter is zero. Under this construction, (10) becomes (22) and the property holds. This manipulation requires an analytical solution of the integral in (22) or its approximation via numerical integration.
Two tests for global maximum that are available in the literature fall into this framework. Taking to be the vector valued function defined as (23) where denotes the vector's th element, and the indices and ,
, are chosen so that is nonsingular, we obtain White's information matrix test [20] which was used by Gan and Jiang as their test for global maximum [19] . This test is motivated by the fact that when the model is correctly specified, defined in (14), and , defined by (24) converge almost surely (a.s.) as to the -FIM and FIM, respectively; an idea that was originally used by White in his test for model mismatch [20] . Hence, when the model is correctly specified, (18) is satisfied since the expected value of the sum at vanishes. Gan and Jiang noted that White's test suffers from slow convergence rates to unit power, i.e., it requires a large number of samples to detect local maxima with high probability. A test with better convergence rates was recently proposed by Biernacki [22] . The cost of this improvement is increased complexity due to the need to evaluate an integral of the type (22) . The validation function associated with Biernacki's test is the scalar function (25) which is a special case of (21) . Hence (26) This test is closely related to Cox's tests of separate families of hypotheses [23] , [24] . The choice (25) of leads to a test that compares the log-likelihood evaluated at to its expected value, which is calculated as if is the true parameter. The test requires the evaluation of an integral (26) of dimension (the dimension of ). This might be prohibitive in real-time applications, although later, in Section V-A, a closed-form expression for the case of Gaussian distributed is given.
B. Moment Matching Tests
Moment matching tests were previously proposed as tests for model mismatch (see, e.g., [27] ) but were not applied to the problem of discrimination of local maxima. The tests are based on the property that the moments of the distribution induced by the estimated parameter should be in good agreement with the empirical moments of the data. Therefore, these tests are especially suited for cases in which the underlying physical model specifies a simple parametrization of one of the moments of the data. For example, assume that the mean of is modeled by , i. If the mean of the data does not depend on or is weakly dependent, one can improve the test by including higher order moments. For example, one can specify as one or more elements of the difference between sample and ensemble covariance matrices where for matrices denotes the element, and is prespecified from the underlying model.
C. Covariance Matrix Estimation
It is possible to exploit properties of the null hypothesis (6) in order simplify and improve the estimator (13) of the covariance matrix of while preserving the false-alarm level (see, e.g., [19] , [20] , [26] , [27] , [29] ). Under , these properties do not necessarily hold and the new estimator will not in general be consistent. However, under , is not zero-mean, and the statistic diverges to infinity even if the covariance matrix estimator is inconsistent, leading to a test whose power approaches one as the number of sample increases. Therefore, such a modification leads to a test whose level converge faster to , and whose power increases to one as the number of samples increase, possibly at a different rate.
Under equals , and since by construction , it is possible to drop the term , which appears in (13) after substituting . Furthermore, when the model is correctly specified, under , the asymptotic covariance matrix of simplifies to (28) where and are given in (3) and (11), respectively, and since a correct model specification is assumed, expectations are taken with respect to the density . Using this property, the following covariance estimators can be considered. The first is based on the data and the form (28) (29) where and are defined in (24) and (11), respectively. In the correct model case, under , the estimator (29) converges a.s. to the covariance matrix (28) (30) where and It should be noted that under or under model mismatch, these estimates are not necessarily consistent and the estimator (29) is not necessarily positive definite. In the next section, the properties of the test under are investigated. Since the analysis relies on a consistent covariance estimator, one must use the estimator (13) for these results to hold.
III. POWER ANALYSIS
In order to derive the power function, the asymptotic distribution of under needs to be determined. Therefore, assumptions on the structure of the ambiguity function (2) at different local maxima are required. Assume that the system of equations has a finite number of solutions in and each one of these solutions is an interior point of . In addition, at each of these points, the matrix is either negative definite or positive definite. The ambiguity function has its global maximum at ; denote by the other local maxima of . 
where was defined in (32), i.e., is concave over . By the construction, the maximal eigenvalue is uniformly continuous over . Therefore w.p.
and (33) follows. The same argument holds for the proof of concavity of over the rest of the neighborhoods and the convexity of over . For each set , by (31) as increases, will eventually be greater at than at any point on the boundary of , . Therefore, will attain a single local maximum at an interior point of , w.p. (not necessarily at ). A similar argument holds for and for a minimum point in and the first part of the theorem is proved.
Finally, since the sets , can be taken arbitrarily small, the maximum points of are strongly consistent estimates of .
Theorem 1 ensures that as increases, the relative maxima of the log-likelihood function occur close to the relative maxima of the ambiguity function and only at these locations. This implies that the relative maxima of the log-likelihood function are asymptotically Gaussian distributed. More specifically, let be a closed neighborhood of , in which is the highest relative maximum of . Define the th local MLE by (34) If the optimization method used to solve (1) is certain to find a relative maximum of , then Theorem 1 asserts that for sufficiently large , will be equal to one of the local MLEs , w.p. . The local MLE is the MLE associated with the model and therefore falls into the mismatch model framework of White [20] . Hence we have the following.
Corollary 1: For all 1) as , and 2) .
In addition, by (15)- (17) we obtain the following. 
IV. MISSPECIFIED MODELS
In general, it is difficult to discriminate between the cases of: a) a local maximum in a correctly specified model; and b) a global maximum in a misspecified model. Under model mismatch, the probability of mistakenly rejecting as the global maximum, increases with the number of samples.
If the test statistic is designed under the assumption that the model is correctly specified but the actual underlying distribution is outside the assumed parametric family, then (18) may be violated. In this case, even when , and, similar to the discussion in the previous section, is approximately distributed as with noncentrality parameter , instead of the assumed central chi-squared. In this case, as tends to infinity, the probability of mistakenly rejecting as the global maximum increases to one regardless of the test threshold, and is approximately given by
A. A Bound on the Noncentrality Parameter
It is possible to bound the noncentrality parameter , induced by the model mismatch, in terms of the Renyi divergence between and true underlying density . Consider the case in which is a scalar function and satisfies
In this case, the noncentrality parameter simplifies to Since minimizes (2) with respect to Therefore, denoting we obtain
By the Cauchy-Schwartz inequality implying that where is the Renyi divergence between and with parameter .
Therefore, when a hopefully -independent bound on is available, say , it is possible to set the threshold of the test according to a distribution, i.e., reject the null hypothesis if (39) This choice of threshold leads to a test, the level of which decreases to zero, instead of increasing to one. Since (40) for all [32] , this adjustment decreases the power of the test. However, as long as the power characteristic of the test at a local maximum (38) is larger than , the test will detect such a local maximum with probability approaching one as tends to infinity. How to systematically validate this condition for all local maxima remains an open question, and hence, one should attempt to find the tightest bound possible on .
If the test (39) is conducted under a correctly specified model, its level and power can be approximated by and respectively, which, by (40), are smaller than the level and power of the test that compares to . In particular, the level decreases to zero as becomes larger, instead of converging to , and the power increases to one, assuming , at a lower rate. Often it is difficult to compute a bound on , especially due to the computation required for . When the true underlying distribution and the assumed parametric model are both embedded in a larger parametric class and are sufficiently close to one another, it is possible to approximate the Renyi divergence by the Kullback-Leibler divergence defined below. This leads to a simple approximation of .
Suppose that the parametric class is embedded in a larger class such that for all , and that the true underlying density is , with close to . This setting was recently treated in [33] , where the parameter vector was referred to as the background parameter.
In this case, the local equivalence and symmetry of f-divergence measures [34, p. 85 Therefore, can be bounded by up to terms of order . The advantage of the bound is that it does not require the difficult evaluation of .
B. Tests Insensitive to a Pitman Drift
Assume again that the parametric class is embedded in a larger class such that for all . Denote by the concatenated parameter vector and assume that there exist integrable functions and such that is integrable as well with respect to , and for almost all , and , , , , and are each less than for all , where for matrices denotes the maximum valued element. Furthermore, assume that the support of in independent of . Assume that the true underlying distribution depends on , hence denoted by , and is given by (41) for some fixed , and denote the limiting distribution by . In the context of model specification tests, this type of local alternative is called a Pitman drift. Newey [26] investigated the power of M-tests to such local alternatives. Applying Newey's result to our setting we obtain that if satisfies then under (42) where in the definition of (12), the expectation is taken with respect to the density and the term vanishes. The term in (42) is the expectations in the definition of and , (3) and (11), respectively, are taken with respect to the density as well.
and the matrix is the upper right block of the FIM associated with the density , that is, (43) and it is assumed that is nonsingular for all . Hence, , defined in (19) , is asymptotically noncentral chisquared distributed with degrees of freedom and noncentrality parameter
In [26] , this result is used to assess and optimize the power of M-tests against local alternatives. Here, our goal is reversed; we would like the tests to be insensitive to small deviations from the assumed model. Specifically, note that Therefore, considering the space of zero-mean functions of with inner product our objective is to construct a global maximum validation function , with elements orthogonal to the space spanned by the set of functions (44) By this construction, both terms of the matrix are zeroed out, i.e., the test is insensitive to the Pitman drift regardless of the vector . Denoting the classes of log-likelihood functions and by and , respectively, Fig. 1 gives a geometrical interpretation of the construction of . Given any global maximum validation function that satisfies , its orthogonal component with respect to the vector (44) , denoted by , is where is the matrix of inner products between the elements of and the functions in (44), given by
This can be verified by computing the matrix At any local maximum , , and therefore, computing reduces to where is the matrix composed of the right columns of defined in (43) . Furthermore, under the null hypothesis , a consistent estimator for the covariance matrix of is since the term (11), which appears in (28) , is zero by construction of . When closed-form expressions for and are available, the covariance matrix can also be consistently estimated under by
In summary, tests for global maximum which are based on are locally insensitive to model mismatch of the type defined in (41) for any . Another motivation for using can be obtained from the Taylor expansion of around . Assuming the derivatives can be taken inside the integrals, we obtain that the zeroth-order (constant) term is identically zero and the first-order (linear) term is zeroed by the construction of .
In practice, we expect these tests to be less sensitive to small deviations from the model. An example in which this is the case is given in Section V-A1.
V. APPLICATIONS
The asymptotic regime, adopted throughout the paper, raises the question of small-sample performance. It is known that as the number of parameters grows, more samples are required to achieve high power [18] , [19] , [22] . In this section, tests for global maximum will be derived and evaluated through simulations for several parameter estimation problems. In the simulations, the following aspects were studied. First, the accuracy of setting the test threshold to for a level test was evaluated. Second, we evaluated how fast the power of the test approaches , as the number of samples increases, and the accuracy of the finite sample power approximation (37) . Finally, the sensitivity of the tests to a misspecified model is examined. The threshold adjustment procedure and the construction of tests that are orthogonal to deviations from the model are demonstrated. The first two examples were chosen to be sufficiently simple so that the entire log-likelihood surface can be analyzed and the different aspects of the theory presented in the paper can be illustrated. The third example has two objectives, it shows that the method can be applied to problems with a relatively large number of unknown parameters (10 in this example), and it shows that the framework can be applied to cases in which the i.i.d. assumption does not hold.
A. Direction Finding in Array Signal Processing
For a review of the problem of direction finding using antenna arrays; see, e.g., [35] or [36] . The characterization of the MLE under possible model mismatch has been recently addressed in [37] and [33] .
Here we adopt the standard narrowband model of [38] . We consider the estimation of the directions of two uncorrelated narrowband Gaussian sources using a uniform linear array of sensors with spacing between elements ( is the wavelength of wavefronts propagating across the array). The received signal model is given by where is the noisy data vector at the array elements, where is the steering vector, contains the two signal components, and is a temporally and spatially complex white circular Gaussian noise. This signal model corresponds to the so called stochastic signal model in which the received signal at the array is distributed as a temporally white zero-mean complex circular Gaussian random vector with covariance matrix , where, due to an uncorrelated sources assumption, , and are the two source variances, and is the noise variance. Hence, the density of is given by (48) The variances , , and are assumed known. The only unknowns are the sources directions, . In the simulations, the true unknown parameters were taken to be and the other known parameters were set to , and . In Fig. 2 , the log-likelihood surface calculated from 200 samples is shown and it is seen that it has two relative maxima.
Recall that the global maximum validation function of Biernacki's test is given by Hence where Under the null hypothesis and assuming the model is correctly specified, a closed-form expression for the variance can be computed through (30) The threshold is set according to a distribution with one degree of freedom.
We compare Biernacki's test to a test which is based on the real part of the first off-diagonal element of the covariance matrix. To compare the first off-diagonal element of the covariance matrix at the candidate relative maximum to its unconstrained estimate from the data, the global maximum validation function is taken to be where is the symmetric Toeplitz matrix whose first row is , and hence For this choice of , we have
and by [1, p. 564] Hence the test statistic is given by (52) and, again, the threshold is set according to a distribution with one degree of freedom.
The power performance of Biernacki's test and a covariancebased test were evaluated for increasing for levels that were set to and . One thousand Monte Carlo iterations were used. At each iteration, the global maximum and the local maximum were found and the tests were applied to both maxima to evaluate the performance. When the number of samples is very small (e.g., ), the likelihood function my be distorted and the two relative maxima may collapse into one. Such cases were eliminated from the analysis. The results are summarized in Fig. 3 . While not presented here, we observed that the empirical levels of both tests were in good agreement with the specified values.
1) Model Mismatch:
In this section, the performance of the tests (50) and (52) under model mismatch is evaluated. The assumed model used for the estimation is the same as in the previous section (48). The samples were generated according to the model (48) but with covariance matrix (53) where is a symmetric Toeplitz matrix whose first row is , which corresponds to a first order autoregressive (AR) spatial noise covariance [39] , and in the simulation . For both Biernacki's test and the covariance based test the effect of model mismatch on the level was evaluated for three cases: a) The increase in level due to model mismatch when the tests are performed without any adjustment, b) the threshold correction described in Section IV-A, and c) the performance of the orthogonal counterparts given in Section IV-B.
To perform the threshold correction described in Section IV-A, the Kullback-Leibler divergence needs to be estimated. In the simulation, it was assumed that it is known that the parameter , which controls the deviation from the model, ranges between zero (correct model) and . At every Monte Carlo iteration, given a relative maximum was computed, using the known formula for the Kullback-Leibler divergence between two Gaussian densities (e.g., [40] ), where is given in (48) and is the same density but with covariance matrix (53). Then, the null hypothesis was rejected if (54) The simulation results show that, as anticipated, the level decreases rather than increases with the number of samples (see Fig. 4 , where CT is a shorthand notation for "corrected threshold").
To construct the orthogonal counterparts of the two tests, is found through (45) . For Biernacki's test the elements of (46), which is a vector in this case, are given by where, as defined earlier, . For the covariancebased test, the elements of are given by
The FIM is also available in closed form as given in (49). Using the closed forms for and , the variance for the two tests was computed through (47). In Fig. 4 , it is seen that while the original tests suffer from increased level as the number of samples increase, the orthogonal counterparts are unaffected by this type of model mismatch.
B. Estimation of Gaussian Mixture Parameters
The problem of estimation of Gaussian mixture parameters arises in both nonparametric density estimation (see, e.g., [41] and references therein) and a variety of clustering problems (see, e.g., [42] and references therein). The MLE for this problem is usually found by using the expectation-maximization (EM) algorithm [10] . In [42] , the authors describe a method that finds the global maximum with good performance. However, even this state-of-the-art method is not certain to find the global maximum, and therefore, tests for global maximum are useful.
Here we consider the univariate case, in which the independent scalar measurements are generated by the following two component univariate Gaussian mixture density (55) where the parameter vector consists of the two means . The number of components, the variances, and the mixing probabilities are assumed known. In the simulation, the true parameter is , the variances are and , the mixing probabilities are , and it is known that . The likelihood surface over of a realization of 200 samples generated according to this model is presented in Fig. 5 and two relative maxima appear.
The performance of the global maximum tests was evaluated as the number of samples increases. Onr thousand Monte Carlo iterations were generated. At each iteration, Biernacki's test and a mean-based test were performed on both the global and the local maxima. As in the previous section, Biernacki's global maximum validation function is given by (56) and therefore A closed-form expression to the integral in (56) is not available. Hence, in the simulations, numerical integration is used. The variance required for the construction of the test statistic (19) was calculated through (13) . Note that , required for calculating , simplifies under the null hypothesis, i.e., , to was calculated in the simulation by numerical integration. The global maximum validation function of the mean based test is given by which leads to (57) Similar to the previous test, the variance required for the test statistic was calculated through (13) , where, for this test, the vector is given by
The level of the tests was set to and the empirical power was estimated from 10 000 Monte Carlo iterations and compared to the analytic approximation (37) . The results are summarized in Fig. 6 and it can be seen that the analytical power approximation predicts the empirical power well. It can be seen that the power of the mean-based test is better than that of Biernacki's test. For other choices of parameters different results may be obtained. While not reported here, the empirical level of both tests was in good agreement with its specified value.
C. Estimation of Superimposed Exponentials in Noise
For a review of the problem of estimating the parameters of superimposed exponentials in noise see, e.g., [38] . Consider the following model:
where is a white circular Gaussian noise with unknown variance . The unknown parameters are the frequencies of the exponentials , their complex-valued amplitudes , and the noise variance. The number of components is assumed known and was set to 3, hence there are 10 unknown parameters. The unknown parameters were set to , , and . Under this generating model, the data are independent but not identically distributed. They are distributed as nonzero timevarying mean circular Gaussian process. Hence, the treatment in Section II-A does not cover this problem. Furthermore, since the MLE for this problem is super efficient [43] , the more general framework of White [29] for constructing tests in dynamical models does not cover this problem either. However, a detailed statistical asymptotic analysis for this problem is available in the literature and can be used to construct a test for global maximum. In particular, in [43] it was shown that the MLE is asymptotically normal distributed under an appropriate normalization. Based on this analysis, we propose a test which is based on the autocorrelation function. In particular, our test is based on the fact that at the true parameter and, hence, given the local maximum , we construct a test from the real part of the statistic It is shown in the Appendix that under the null hypothesis, the real part of this statistic is asymptotically distributed as a zeromean Gaussian random variable with variance . Hence, since under the null hypothesis is a consistent estimator for , the statistic (58) is asymptotically distributed with one degree of freedom, and can be used to discriminate between local and global maxima. In Fig. 7 , the performance of this test is presented when the level is set to . The empirical level and power of the test were estimated from 1000 Monte Carlo iterations. It is seen that the asymptotic approximation to the level is accurate for greater then and the power of the test approaches when is greater then .
VI. CONCLUDING REMARKS
This paper has investigated a method that relies on asymptotic statistics for detecting a case in which a local search for the ML has stagnated at a local maximum. This is a useful tool for exploring solutions of the global optimization problem associated with the ML method. Because existing tests are sensitive to model mismatch, the general treatment given here is necessary for practical implementation of this tool. The framework given for the construction of tests and the power analysis enable us to pose fundamental questions of optimality: Given a statistical model, what is the best choice of validation function in terms of achieving maximum power for a given level with minimum sensitivity to model mismatch? Given a statistical model and a choice of , how to systematically determine if a model mismatch is so severe that one can no longer distinguish global from local maxima? These remain open questions.
It is possible to generalize the above concept to non-i.i.d. measurements. A unified treatment of the MLE under a possible model mismatch and the construction of model mismatch tests for dynamic models is given in [29] and an example is which the measurements are independent but not identically distributed was treated in Section V-C. The concept of using a statistical test for discriminating between global and local maxima can be generalized to other M-estimators [2] , or any other optimization problem in which a statistical characterization of the global maximum is available.
APPENDIX ASYMPTOTIC DISTRIBUTION OF THE TEST STATISTIC FOR EXPONENTIALS IN NOISE
Here we prove that (58) is asymptotically distributed under the null hypothesis, for which . Using the mean value theorem we obtain a.s.
Using the martingale central limit theorem with the filtration [44] , we obtain that converges in distribution to a zero-mean Gaussian random variable with variance . Next, we show that the second term is . First split the second term into two components It is possible to show that both and converge to zero in probability. Therefore, since it was shown in [43] that both and converge in distribution, we have that this term converges to zero in probability. This establish the asymptotic normality of . In [43] it was also shown that converges to the true value of a.s. Therefore, by Lemma 3.3 of White [45] , we obtain that the test statistic is asymptotically distributed.
