In this article some fundamental issues in hydrologic modeling are discussed, and some emerging methods toward their solutions are presented.
INTRODUCTION
hydrologic extremes at those regions. These issues with hydrologic modeling shall be discussed in the following sections with respect to the above-mentioned modeling topics.
CURRENT ISSUES AND EMERGING METHODS IN HYDROLOGIC MODELING
As mentioned above, the current state-of-the art in hydrologic modeling utilizes conceptual models. Conceptual hydrologic models conceptualize certain land components in terms of some conceptual storages, such as soil water storage, groundwater storage, etc. Then, they describe the corresponding hydrologic processes at these land components in terms of some water budgets and release rules, without considering the momentum or energy in these processes.
Besides being based on governing equations of mass and momentum/energy conservation, the fundamental criterion for a fully-physically-based hydrologic model is that it should be possible to estimate all of its parameters directly from the existing land data bases, without resorting to any model fitting. In this context none of the existing hydrologic models are fully-physically-based. While some models come close to being fully-physically-based, some of the fundamental parameters, such as surface roughness, are still not related well to land properties for their direct estimation from the land databases. Also, the current spatial resolutions in the globally-available digital elevation maps are not fine enough to be able to discern the widths of the individual channels within the stream network of a river basin. As such, such channel widths still need to be estimated by model fitting. However, there are some fundamental reasons why the physicallybased approach is necessary in the modeling of hydrologic processes. Since conceptual models need to be fitted to hydrologic data in order to calibrate their parameters, the availability of hydrologic data in a specific study region is essential. As long as one can assume that the future hydrologic conditions and land conditions will stay the same in the modeling region, then one can use the conceptual hydrologic model that has been calibrated by the existing current/past hydrologic and land data for the future applications in the study region. However, if the change in climate is a reality in the study region, then the future hydrologic conditions in the region would change under the changing future hydroclimate system at the study region. Since there are no future rainfall-runoff data at a study region, then, strictly speaking, it is not possible to calibrate the conceptual hydrologic model under the realities of the future hydro-climate. As such, a conceptual model would not be applicable to future conditions of a changed climate. What complicates this problem even further is the evolving land use/land cover conditions in a modeling region toward the future. Under the evolving land surface conditions with time toward the future, it is necessary to have models that can account for such changes.
However, the conceptual models are calibrated based on the current land use/land cover conditions. Once these conditions change in the future, these conceptual models are no longer applicable to those new conditions. On the other hand, a fully-physically-based hydrologic model, whose parameters are totally estimated from the land conditions, will accommodate any change in the land conditions toward the future since its parameters will also change as function of the changing land conditions. Hence, within the framework of climate change and land use/cover change, the only set of hydrologic models that can evolve with the evolving hydro-climate and land conditions are the physically-based models.
In order to be able to make scientifically sound inferences on the future water balances and hydrologic extremes it is necessary to utilize physically-based hydrologic models in the study region.
In many watersheds of the world the sparseness or lack of atmospheric and hydrologic data are causing serious problems to hydrologic modeling necessary for the assessment of water balances and hydrologic extremes in those watersheds. One way to resolve this issue is the implementation of coupled atmospheric-hydrologic models over such study watersheds where an atmospheric model over the watershed is coupled with a land hydrologic model through the atmospheric boundary layer and land surface processes. Within this coupled framework, it is possible to create the nonexistent atmospheric data input to the hydrologic model for its numerical simulations (for example, please see Kavvas et al. 2013; Kure et al. 2013) .
Another issue that has not been given too much attention in hydrologic modeling is the issue of the effect of subgrid variability on the outcome of hydrologic model simulations. Almost all of the current physically-oriented hydrologic models utilize point-location-scale hydrologic governing equations which are strictly applicable at the nodal points of the computational grid network over a study watershed. The parameters of the governing equations, being at point scale, take values only at the node locations of the computational grid network. However, even over a 30 m × 30 m computational grid area there is substantial variability in the soil and land surface conditions, leading to substantial spatial variability of the studied hydrologic process within each of the individual grid areas. Such spatial variability is not represented by the values that the state variables of the hydrologic process take at the nodal points of the computational grid network. Since the hydrologic governing equation is supposed to represent the behavior of the hydrologic process within the whole grid area that surrounds a nodal point, it is necessary to upscale the original governing equation from its nodal point scale to the scale of the grid area that surrounds the node. One way of achieving this consistency in scale is by averaging the hydrologic governing equation over the grid area that surrounds a node. Among several options to achieve such averaged governing equations, ensemble averaging of the governing equations may be the most straightforward approach (for this approach, please see Kavvas et al. 2004; Chen et al. 2004a,b) . The use of averaged hydrologic governing equations has the advantage that these equations scale with the grid scales (grid resolutions) of the modeling region. This is because these averaged governing equations have areal-average and areal-variance values for their parameters. As such, it is possible to entertain variable grid areas over the modeling domain in order to achieve substantial economy without losing fidelity in parameter estimation and numerical computations, which becomes a very important issue in the modeling of large watersheds.
ON THE FLOOD FREQUENCY ANALYSIS UNDER A CHANGING CLIMATE
As mentioned above, the risk analysis for regular hydraulic structures is performed by means of flood frequency analysis which attempts to quantify the flood peak discharge as function of the probability of exceeding a discharge threshold for a particular structure, such as a flood levee, defined in terms of a selected return period. A return period is defined as the average time interval in-between the consecutive occurrences of floods with discharges that exceed the critical discharge level above which the structure would be harmed. Dating back to 1960s (US Water Resources Council, 1967) , the flood frequency analysis was based on the development of a statistical sample from the record of annual maximum flow discharges at the river location of interest. Then, an empirical frequency distribution of annual maximum discharges against their return periods could be estimated by means of plotting position formulae, such as the Weibull formula (Benson, 1962) . However, due to the limited length of the historical flow records which were usually less than the desired return periods, such as 100-year return period or 200-year return period, it became necessary to extrapolate the statistical information of the limited observation record of the annual maximum discharges to those of the desired return periods. For this purpose, and for creating a uniform procedure for estimating the flood risks, the US Water
Resources Council (1976) developed the report, called "Bulletin 17", where they recommended the Log Pearson Type 3 (LP3) distribution as the probability distribution of the annual maximum flows. Once the LP3 distribution is fitted to the existing record of the annual maximum flow discharges, in terms of the estimation of its parameters, then it is used to extrapolate the annual maximum flow discharge magnitudes to those corresponding to the desired return periods.
Accordingly, a comprehensive procedure was developed by the US Department of Interior Interagency Advisory
Committee on Water Data (1982) for the calibration of the LP3 distribution's parameters in terms of the existing flow records relevant to the study watershed so that it could be implemented to the particular river location within the watershed. This procedure was reported in the so-called "Bulletin 17B" which became the standard reference for flood frequency analysis in USA and elsewhere until present. Currently, a new flood frequency analysis bulletin, Bulletin 17C
is being prepared by the US Subcommittee on Hydrology, Advisory Committee on Water Information Hydrologic Frequency Analysis Work Group (HFAWG, 2013) in order to revise mainly the estimation procedure of the main theoretical frequency distribution that is used in frequency analysis, the Log Pearson Type 3 probability distribution for the annual maximum flow discharges. The standard flood frequency analysis method of the Bulletin 17B is based on 29 1 2016 some fundamental assumptions. The foremost among these assumptions is that the hydro-climate system will stay in statistical equilibrium (so-called stationarity) during the time horizon from the present time when the flood exceedence probabilities are estimated based on the LP3 distribution that is calibrated by the data of the historical record, to at least the end time of the desired return period (usually 100 years or 200 years). A second, not-much-discussed assumption is that the single historical flow record of the study location is representative of the population statistical behavior of the flow process at that location. In other words, it is assumed that the statistical inferences that one can make from the statistics that are estimated from the single historical record of the study location can describe the future population behavior of the flows at the particular station as they evolve in time. This assumption amounts to "ergodicity in probability distribution" which means that when the length of the record of annual maximum flows at the study location is sufficiently long, the sample probability distribution of the annual maximum flows that can be estimated empirically by means of plotting position formulae from such a record could form the basis for estimating the population probability distribution of the annual maximum flows, which is taken to be the LP3 distribution whose parameters are to be estimated from the historical data of the particular location and of the surrounding region. In the face of the change taking place in the global climate (IPCC, AR4, 2007) , both of the above assumptions are seriously debatable. As the global climate is changing, the hydro-climate conditions at a study watershed are also changing. Furthermore, the there is no guarantee that the historical hydrologic trends, if there are such trends, shall continue in the same way in the future. Furthermore, if a region's hydro-climate system is changing, this may mean that the population characteristics of the hydrologic flows may be changing in that region. If this is the case, then it is questionable that a unique probability distribution, such as LP3, would be representative of the evolving population of flood flows throughout the 21st century and beyond. Concerning the issue of "ergodicity in the probability distribution" of floods, the necessary condition for this ergodicity is the time-stationarity of the underlying flow process which is going to be violated as the regional climates around the world evolve with time in the 21st century and beyond. Therefore, the practice of making statistical inferences based on one observed flow record at the study location, leading to building a probability distribution of future flood flows, which is based on the assumption of "ergodicity in the probability distribution" of floods, is not supported under a with time during the 21st century, reflecting the impact of the evolving climate throughout the 21st century. In each of these frequency distributions one would be able to estimate the annual maximum flow discharge that would correspond to as low as ~ 8 × 10 -4 exceedence probability. These probability distributions, since they are constructed from an ensemble of 40-plus realizations, would not need any assumption concerning an underlying probability distribution, nor would they need the assumption of ergodicity in the the probability distribution since they are estimated from an ensemble, not from one realization.
ON THE ESTIMATION OF PROBABLE MAXIMUM PRECIPITATION AND PROBABLE MAXIMUM FLOOD UNDER A CHANGING CLIMATE
As mentioned above, for the design of very large hydraulic structures such as dams, the probable maximum precipitation (PMP) procedure was developed by the US Weather Bureau in late-1950s to early 1960s ( US Weather Bureau, 1961) . While it has gone through some minor revisions through a series of Hydrometerological Reports, this approach to the estimation of probable maximum precipitation was adopted by World Meteorological Organization (WMO, 1986) , and have been practiced around the world. The probable maximum flood has been estimated by rainfallrunoff models that used various-duration probable maximum precipitation estimates as their input. The traditional PMP procedure consists of (Paulhus and Gilman, 1953; Hansen et al. 1977; Schreiner and Reidel, 1978, etc .) a) selecting a representative historical severe storm from the historical record of severe storms in the study region, b) maximizing the moisture within the selected severe storm, c) manually transposing the selected storm in order to place it in the optimal location and align it in the optimal direction to produce the maximum precipitation over the target watershed, d) adjust the estimated precipitation to account for the effect of elevation and topographic barriers, and e) adjust the estimated precipitation depths to various storm durations and areal coverage. In this standard PMP estimation procedure, the surface precipitation is taken proportional to the precipitable water which, in turn, is estimated from observed surface dew point temperature and an assumed saturated pseudo-adiabatic lapse rate in the atmosphere. The maximum precipitable water, which leads to the maximum precipitation, is estimated from the maximum surface dew point temperature. As such, the estimation of maximum precipitation in the standard PMP approach assumes that precipitation is linearly related to precipitable water within the selected severe storm. However, such a linear relationship does not exist in the formation of a precipitation field within a severe storm. Due to the nonlinear interaction of the atmospheric dynamics and thermodynamics, the resulting precipitation field from a severe storm is the result of a highly complex process. The precipitation field of a severe storm is not a local phenomenon that depends solely on the local conditions such as local surface dew point temperature and an assumed saturated pseudo-adiabatic lapse rate, but is much more 29 1 2016 dependent on the moisture convergence to the study watershed. In turn, the moisture convergence to the target watershed is a function of the atmospheric moisture, temperature, pressure and wind conditions that evolve in time and space over a range of scales. Manual transposition of a historical storm with respect to its location and alignment is a subjective procedure that does not conserve the atmospheric mass, momentum and energy balances over the study region. Hence, it may not produce unique results on the maximized precipitation field with respect to its intensity, duration and spatial distribution. The assumption of an ellipsoid shape for the precipitation field has no observational justification in the nature. Hence, the areal distribution of the precipitation field, based on some assumed geometric shape does not relate well with the actual geometries of the historical precipitation fields. Finally, basing the estimation of PMP over a target watershed totally on the historical severe storms does not account for the ongoing change in the regional climate within which the target watershed is located. In the light of recent advances in the numerical modeling of regional atmospheric processes and in computing technologies, a scientifically-sound approach to the estimation of maximum precipitation should be based on the numerical modeling of the atmospheric processes at a range of time-space scales with the target watershed being placed at the center of the modeling domain. With such a numerical atmospheric modeling approach, it is possible to first simulate numerically each of the historical severe storms in order to first validate their appropriate modeling with respect to the time-space evolution of the precipitation fields within these storms, and then maximize the precipitation fields with respect to the basin-average precipitation depth for a specified duration by just manipulating the atmospheric boundary conditions in order to conserve the mass, momentum and energy in these storms within the modeling domains (please see Ohara et al. 2011; Ishida et al. 2014 Ishida et al. , 2015 . The fundamental advantage that one gains from this numerical atmospheric modeling approach to the estimation of maximum precipitation is that it is applicable also to the evolving future climate conditions of the 21st century by means of dynamically downscaling the future climate projections over the target watershed in order to identify the future severe storms, and then maximize the precipitation in these storms with respect to the average precipitation over the target watershed for various specified durations.
The estimation of the design flood (usually referred to as "Probable Maximum Flood (PMF)") is performed by taking the estimated PMP for a specified duration over the target watershed as the input to a hydrologic model whose runoff simulation results in the desired design flood hydrograph. In this framework, the PMF is assumed to be dependent solely on the PMP. However, in the formation of flood runoff at a watershed, the initial moisture conditions and the temperature, radiation and wind fields that accompany the PMP may also be crucially important. In a recent study, Chen et al. (2015) have shown that for a mountainous basin in California where snowmelt is an important contributor to the watershed runoff, it was not the flood that was caused by the maximum precipitation, but another flood that was caused by a lesser precipitation field that was accompanied by anomalous temperature and radiation fields, along with a certain pattern of antecedent rainfall-runoff processes that resulted in the flood with maximum peak discharge among all the historical flood processes that were studied under the maximized historical precipitation conditions. In the presence of a changing climate in the 21st century, for the estimation of design floods it will be prudent to perform the rainfall-runoff simulations by physically-based hydrologic models that will account not only for the maximized precipitation (within the above-described framework of downscaled climate projections over the target watershed) but also the accompanying temperature, radiation and wind fields, along with the antecedent moisture conditions.
ON THE MODELING OF HYDROLOGIC PROCESSES UNDER UNCERTAINTY AND LONG RANGE DEPENDENCE: SOME EMERGING METHODS
Starting around 1960's, the river flow processes under uncertainty were modeled mainly by the family of Autoregressive-Moving Average (ARMA) time series models which can account for the finite memory in the hydrologic processes (see, for example, Salas et al. 1980) . Meanwhile, about a half-century ago Hurst (1951) analysed the long-term storage requirements on the Nile river based on the rescaled range statistic. The rescaled range statistic R/S may be defined as the range (the difference between the maximum and the minimum) of the cumulative sum of departures from the mean of a hydrologic process of a defined record length, divided by the standard deviation of the process for the defined record length (see eg. Nordin et al. 1972) . For a sequence of random variables within the Brownian domain (domain where the integral of the covariance of the random variables, when integrated with respect to the covariance lag from zero lag to infinite lag, yields a finite value) the statistic R/S becomes proportional asymptotically to the square root of the record length as the record length increases to infinity (Mandelbrot and Wallis, 1968) . This is the case for the ARMA family of stochastic hydrologic models that are used in practice. However, based on his analysis of the Nile river flow data Hurst (1951) showed that R/S becomes proportional to record length raised to a power H, where 0.5<H<1. Such a behavior of R/S for a hydrologic process, known as the "Hurst phenomenon" would render the process outside the 'finite memory' Brownian domain where the ARMA family of stochastic hydrologic models are located. Mandelbrot and Wallis (1968) suggested that Hurst phenomena may be present in a wide range of processes, from those with lowfrequency components, as may be found in long climatic records and streamflows with long record lengths, to those with high frequency components, such as the turbulent open channel flow events. By analysis of the estimated rescaled range statistic of the observed Missouri and Mississippi river flow events, Nordin et al. (1972) showed that even in the case of short period open channel flow events the rescaled range of the flow velocity fluctuations may not be proportional to the square root of the observation duration, but may be proportional to the duration raised to a power H (the so-called "Hurst coefficient) that is larger than 0.5 but less than 1. This finding implies that in such river flows the integral scale (the integral of the flow velocity autocorrelation function with respect to the time lag, over the range from zero to infinity) may not exist (Nordin et al. 1972) , putting the process again outside the Brownian domain. Mandelbrot and Wallis (1968) introduced fractional Gaussian noise (FGN) to model such geophysical phenomena where the rescaled range for the time series of a particular geophysical process in a time interval [0,t] is proportional to t H where 0.5<H<1. While FGN was used for modelling the Hurst phenomena in river flows (eg. Nordin et al. 1972; Lawrance and Kottegoda, 1977) , it is basically an operational statistical model. Klemes (1974) stated that, "...the mathematical definition of FGN did not arise as a result of the physical or dynamic properties of geophysical and other processes but from a desire to describe an observed geometric pattern of historic time series mathematically...Thus FGN is an operational, not a physically founded model." Klemes (1974) further mentioned that making inferences about the physical features of a process based on operational models can be not only inaccurate but also misleading. Furthermore, it was shown (McLeod and Hipel, 1978) that purely long memory models such as FGN may not provide a good fit to historical annual flow records with finite memory. From the above discussion it may be inferred that in order to be able to describe both the non-Brownian longmemory behavior as well as the Brownian finite-memory behavior of a hydrologic process at various scales, a desirable model needs to have a structure more flexible than a purely long-memory model, such as FGN, or a finite-memory model, such as the standard integer governing equations of the river flow processes. The standard integer governing equations of the river flow processes, having finite memory, are fundamentally in the Brownian domain, and cannot model the Hurst phenomenon in river flows that was documented by Nordin et al. (1972) . Meanwhile, as shown recently by Kavvas and Ercan (2015) and Ercan and Kavvas (2015) , it is possible to simulate long river flow waves in time and space by the fractional diffusion wave and fractional kinematic wave models of open channel flow. Also, since the integer derivative powers become special cases of the fractional powers in the governing equations of the fractional diffusion wave and fractional kinematic wave models, it is possible to simulate the finite memory river flow behavior by means of the developed fractional models as well when the powers become integers. As mentioned by Vazquez (2011) , the fractional derivatives being nonlocal, the differential governing equations with such fractional derivatives can model both the long memory processes by means of their time-nonlocal fractional time derivatives, and the long-range spatial interactions by means of their fractional space derivatives. Furthermore, when the fractional powers revert to integer powers, the integer power special case of the fractional governing equations should be able to model the standard kinematic wave and diffusion wave behaviors of open channel flow. What is of fundamental importance in the modeling approach with fractional governing equations of hydrologic processes is that these equations, while being able to account for both the long-memory and finite-memory characteristics of a particular hydrologic process, also have sound physical 29 1 2016 basis since they conserve both the mass and the momentum/energy in the particular process. The development of the governing equations of hydrologic processes in fractional time-space is currently at its infancy, and the future will see substantial research activity in this emerging field due to the flexibility of the fractional governing equations in modeling both the short-term and long-term memory and both the local and non-local characteristics of hydrologic processes in an economical way with few parameters.
DISCUSSIONS AND CONCLUSIONS
In this article some fundamental issues in hydrologic modeling are discussed, and some emerging methods toward their solutions are presented. In the numerical modeling of watershed hydrologic processes, while the standard practice utilizes conceptual hydrologic models, some of the fundamental issues with this modeling approach in the face of the emerging global climate change in the 21st century are pointed out. It is argued that physically-based hydrologic modeling becomes a necessity for projecting future hydrologic conditions when no rainfall-runoff data for the necessary calibration of conceptual models exist. Similarly, the standard flood frequency analysis and PMP/PMF approaches that are used in the hydrology practice for the quantification of river flow risks have some serious issues in the face of the ongoing global climate change during the 21st century. Some alternative approaches to the quantification of river flow risks are discussed and proposed. The basic advantage of the proposed approaches to the quantification of risks is that they are based on an ensemble of climate projections that can accommodate the emerging non-stationarity in the global climate during the 21st century. Finally, the modeling of stochastic hydrologic processes is discussed. It is argued that the ARMA family of stochastic hydrologic models that are used in practice, besides being purely statistical, do not account for the long-memory characteristics of hydrologic processes. As a physically-based alternative to the ARMA models, the fractional governing equations of hydrologic processes that account both for the short-memory and long-memory characteristics of the processes, is proposed.
