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ABSTRACT 
Digital color fundus imaging is a popular imaging modality for the diagnosis of retinal 
diseases, such as diabetic retinopathy, age-related macula degeneration and glaucoma. 
Early detection of glaucoma can be achieved through analyzing features in fundus 
images. The optic cup-to-disc ratio and peripapillary atrophy (PPA) are believed to be 
strongly related to glaucoma. Glaucomatous patients tend to have larger cup-to-disc 
ratios, and more likely to have beta type PPA.  Therefore, automated methods that can 
accurately detect the optic disc, optic cup and PPA are highly desirable in order to design 
a computer aided diagnosis (CAD) system for glaucoma. In this work, a novel statistical 
deformable model is proposed for optic disc segmentation. A knowledge-based Circular 
Hough Transform is utilized to initialize the model. In addition, a novel optimal channel 
selection scheme is proposed to enhance the segmentation performance. This algorithm is 
extended to the optic cup segmentation, which is a more challenging task. The PPA 
detection is accomplished by a regional profile analysis method, and the subsequent 
segmentation is achieved through a texture-based clustering scheme. Experimental results 
show that the proposed approaches can achieve a high correlation with the ground truth 
and thus demonstrate a good potential for these algorithms to be used in medical 
applications. 
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Chapter 1                                                 
Introduction 
1.1 Motivation 
Glaucoma is the second leading cause of blindness with an estimated 60 million 
glaucomatous cases globally in 2010 [1], and it is responsible for 5.2 million cases of 
blindness [2]. In Singapore, the prevalence of glaucoma is 3-4% in adults aged 40 years 
and above, with more than 90% of the patients unaware of the condition [3] [4]. 
Clinically, glaucoma is a chronic eye condition in which the optic nerve is progressively 
damaged. Patients with early stages of glaucoma do not have symptoms of vision loss. As 
the disease progresses, patients will encounter loss of peripheral vision and a resultant 
―tunnel vision‖. Late stage of glaucoma is associated with total blindness. As the optic 
nerve damage is irreversible, glaucoma cannot be cured. However, treatment can prevent 
progression of the disease. Therefore, early detection of glaucoma is crucial to prevent 
blindness from the disease. 
Currently, there are three methods for detecting glaucoma: assessment of abnormal visual 
field, assessment of intraocular pressure (IOP) and assessment of optic nerve damage. 
Visual field testing requires special equipment that is usually present only in hospitals. It 
is a subjective examination as it assumes that patients fully understand the testing 
instructions, cooperate and complete the test. Moreover, the test is usually time
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consuming. Thus, the information obtained may not be reliable. The optic nerve is 
believed to be damaged by ocular hypertension. However, studies showed that a large 
proportion of glaucoma patients have normal level of IOP. Thus, IOP measurement is 
neither specific nor sensitive enough to be used for effective screening of glaucoma. The 
assessment of optic nerve damage is superior to the other two methods [5]. Optic nerve 
can be assessed by trained specialists or through 3D imaging techniques such as 
Heidelberg Retinal Tomography (HRT) and Ocular Computing Tomography (OCT). 
However, optic nerve assessment by specialists is subjective and the availability of HRT 
and OCT equipment is limited due to the high cost involved. In summary, there is still no 
systematic and economic way of detecting early stage glaucoma. An automatic and 
economic system is highly desirable for detection of glaucoma in large-scale screening 
programs. The digital color fundus image (Figure 1.1) is a more cost effective imaging 
modality to assess optic nerve damage compared to HRT and OCT, and it has been 
widely used in recent years to diagnose various ocular diseases, including glaucoma. In 
this work, we will present a system to diagnose glaucoma from fundus images.   
 
Figure 1.1: An example of color fundus image 




In this work, a system is developed to detect glaucoma from digital color fundus images. 
The contributions of the work are summarized here: 
 An automatic optic disc localization and segmentation algorithm is developed. An 
edge-based approach is used to improve the model initialization, and an improved 
statistical deformable model is used to segment the optic disc. 
 The optic disc segmentation algorithm is modified and extended to the optic cup 
segmentation.  
 An algorithm is developed to detect and segment peripapillary atrophy. 
 The performance of the proposed algorithm is presented. Vertical cup-to-disc 
ratio is evaluated on several databases for glaucoma diagnosis. 
 
1.3 Organization of the thesis 
The outline of the thesis is as follows: 
 Chapter 2. A brief review of medical image segmentation algorithms is 
presented, followed by a discussion of glaucoma risk factors and previous work in 
retinal image processing. 
Chapter 1. Introduction 
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 Chapter 3. The formulation of the proposed optic disc and optic cup 
segmentation algorithm is presented. Experimental results and performance 
evaluations are given. 
 Chapter 4. The proposed peripapillary atrophy detection and segmentation 
method is presented, together with experimental results and discussions. 
 Chapter 5. This concludes the thesis.  
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Chapter 2                                                  
Background and Literature Review 
Image processing techniques, especially segmentation techniques, are commonly used in 
medical imaging, including retinal imaging. In this chapter, popular segmentation 
methods in medical image processing will be reviewed. Moreover, a brief introduction of 
glaucomatous risk factors in retinal images will be given. Finally, a review will be 
presented on prior work in glaucomatous feature detection. By analyzing the pros and 
cons of each segmentation method and characteristics of risk factors, we can have an 
overview of how to solve the problem and improve existing methods. 
 
2.1 Medical Image Segmentation 
Medical image segmentation aims to partition a medical image into multiple 
homogeneous segments based on color, texture, boundary, etc., and extract objects that 
are of interest. There are many different schemes for classification of various image 
segmentation techniques [6] [7] [8] [9] [10]. In order to give an overview of generic 
medical image segmentation algorithms, we divide them into six groups: 
1. Threshold-based 






6. Deformable model-based 
In the following sections, a brief introduction is given to each group of segmentation 
algorithms. 
 
2.1.1 Threshold-based Segmentation 
Thresholding is a basic method for image segmentation. It is normally used on a gray 
scale image, distinguishing pixels that have high gray values from those that have lower 
gray values. Thresholding can be divided into two categories, namely global thresholding 
and local thresholding, depending on the threshold selection [11].  
 
In global thresholding, the threshold value is held constant throughout the image. For a 
grayscale image I, the binary image g is obtained by thresholding at a global threshold T,  
   
 
        
                                           




The threshold value T can be determined in many ways, with the most commonly used 
method to be histogram analysis. If the image contains one object and a background 
having homogeneous intensity, it usually possesses a bimodal histogram like the one 
shown in Figure 2.1. The threshold is chosen to be at the local minimum lying between 
the two histogram peaks.  




Figure 2.1: Histogram of a bimodal image. 
The computational complexity of global thresholding is very low. However, it is only 
suitable to segment images that have bimodal distribution of the intensity. A better 
alternative to global thresholding is local thresholding, which divides the image into 
multiple sub-images and allows the threshold to smoothly vary across the image. 
 
The major problem with thresholding is that only intensities of individual pixels are 
considered. Relationships between pixels, e.g., gradient, are not taken into consideration. 
There is no guarantee that pixels identified to be in one object of the image by 
thresholding are contiguous. The other problem is that thresholding is very sensitive to 
noise, as it is more likely that a pixel will be misclassified when the noise level increases. 
 
2.1.2 Region-based Segmentation 
Region-based segmentation algorithms are primarily used to identify various regions with 
similar features in one image. They can be subdivided into region growing techniques, 
split-and-merge techniques and watershed techniques. 
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Region Growing  
Traditional region growing algorithm starts with the selection of a set of seed points. The 
initial regions begin as the exact locations of these seeds. The regions are iteratively 
grown by comparing the adjacent pixels to these seed points depending on a region 
membership criterion, such as pixel intensity, gray level texture and color [12].  For 
example, if we use pixel intensity as the region membership criterion, the difference 
between a pixel‘s intensity value and the region‘s mean intensity is used as a measure of 
similarity. The pixel with the smallest difference is allocated to the respective region. 
This process continues until all pixels are allocated to a region. 
 
The seed pixel can be selected either manually or automatically by certain procedures. 
One way proposed to find the seed automatically is the Converging Square algorithm 
[13]. The algorithm divides a square image of size     into four             
square images, and chooses the square image with the maximum intensity for the next 
division cycle. This process continues recursively until a seed point is found. 
 
Region growing methods are simple to implement, but may result in holes or over-
segmentation in case of noise. It may also give different segmentation results if different 
seeds are chosen.  
 
Split-and-Merge  
Split-and-merge segmentation, which is sometimes called quadtree segmentation, is 
based on a quadtree partition of an image. It is a combination of splitting and merging 
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methods, and may possess the advantages of both methods. The basic idea of region 
splitting is to break the image into a set of disjoint regions which are homogeneous 
within themselves. Initially, the image is taken as a whole to be the area of interest. If not 
all pixels contained in the region satisfy some similarity constraint, the area of interest is 
split and each sub-area is considered as the area of interest. A merging process is used 
after each split which compares adjacent regions and merges them if necessary. The 
process continues until no further splitting or merging occurs [14]. 
The starting segmentation of split-and-merge technique does not have to satisfy any of 
the homogeneity conditions because both split and merge options are available. However, 
a drawback of the algorithm is that it has an assumption of square region shape, which 
may not be true in real applications. 
 
Watershed 
Watershed image segmentation is inspired from mathematical morphology. According to 
Serra [15], the watershed algorithm can be intuitively thought as a topological relief 
which is flooded by water, and watersheds are the dividing lines of the domains of 
attraction of rain falling over the region. The height of each point represents its intensity 
value. The input of the watershed transform is the gradient of the original image, so that 
the catchment basin boundaries are located at high gradient points [16]. Pixels having the 
highest gradient magnitude intensities correspond to watershed lines, which represents 
the region boundaries. Water placed on any pixel enclosed by a common watershed line 
flows downhill to a common local intensity minimum. Pixels draining to a common 
minimum form a catch basin, which represents a segment. 




The watershed transform is simple and intuitive, making it useful for many applications. 
However, it has several drawbacks. Direct application of the watershed segmentation 
algorithm generally leads to over-segmentation of an image due to noise and other local 
irregularities of the gradient.  In addition, the watershed algorithm is poor at detecting 
thin structures and structures with low signal-to-noise ratio [17]. The algorithm can be 
improved by including makers, morphological operations or prior information [17]. 
 
2.1.3 Edge-based Segmentation 
Edge-based segmentation contains a group of methods that are based on information 
about detected edges in the image. There are many methods developed for edge 
detection, and most of them make use of the first-order derivatives. The Canny edge 
detector is the most commonly used edge detector [18]. An optimal smoothing filter can 
be approximated by first-order derivatives of Gaussians. Edge points are then defined as 
points where gradient magnitude assumes a local maximum in the gradient direction. 
Other popular first-order edge detection methods include the Sobel detector, Prewitt 
detector and Roberts detector, each using a different filter. There are also zero-crossing 
based edge detection approaches, which search for zero crossings in a second-order 
derivative expression computed from the image. The differential approach of detecting 
zero-crossings of the second-order directional derivative in the gradient can detect edges 
with sub-pixel accuracy. 
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The images resulting from edge detection cannot be used directly as the segmentation 
result. Instead, edges have to be linked to chains to produce contours of objects. There are 
several ways of detecting boundaries of objects in the edge map: edge relaxation, edge 
linking and edge fitting. Edge relaxation considers not only magnitude and adjacency but 
also context. Under such conditions, a weak edge positioned between two strong edges 
should probably be part of the boundary. Edge linking links adjacent edge pixels by 
checking if they have similar properties, such as magnitude and orientation. Edge fitting 
is used to group isolated edge points into image structures. Edges to be grouped are not 
necessarily adjacent or connected. Hough Transform is the most popular way of edge 
fitting, which can be used for detecting shapes, such as lines and circles, given the 
parametric form of the shape.   
 
Edge-based segmentation algorithms are usually of low computational complexity, but 
they tend to find edges which are irrelevant to the object. In addition, missed detections 
also exist in which no edge is detected where a real border exists. 
 
2.1.4 Graph-based Segmentation 
In graph-based image segmentation methods, the image is modeled as a weighted, 
undirected graph, where each vertex corresponds to an image pixel or a region and each 
edge is weighted with respect to some measure. A graph         can be partitioned 
into two disjoint sets   and   . Graph-based algorithms try to minimize certain cost 
functions, such as a cut, 
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 (2.2) 
where      is the weight of the edge that connects vertices i and j. 
 
Some popular graph-based algorithms are minimum cut, normalized cut, random walker 
and minimum spanning tree. In minimum cut [19], a graph is partitioned into k-sub-
graphs such that the maximum cut across the subgroups is minimized. However, this 
algorithm tends to cut small sets of isolated nods in the graph. To solve this problem, the 
normalized cut is proposed with a new cost function Ncut [20], 
            
         
          
 
         
           
  (2.3) 
where                         is the total connection from nodes in A to all nodes in 
the graph. 
 
Compared to region-based segmentation algorithms, graph-based algorithms tend to find 
the global optimal solutions. One problem with such algorithms is that it is 
computationally expensive. 
 
2.1.5 Classification-based Segmentation 
Classification-based segmentation algorithms divide the image into homogeneous regions 
by classifying pixels based on features such as texture, brightness and energy. This type 
of segmentation generally requires training. The parameters are usually selected by trial 
and error, which is very subjective and application specific. Commonly used 
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classification methods include Bayes classifier, artificial neural networks (ANN) and 
support vector machines (SVM). One drawback of classification-based segmentation is 
that the accuracy of the segmentation largely depends on the training set as well as the 
features selected for training. If the features in the testing set are not in the range of those 
in the training set, the performance is not guaranteed.  
 
2.1.6 Deformable Model-based Segmentation  
In this section, some widely used segmentation algorithms based on deformable models 
are reviewed, including the active contour model, gradient vector flow, level set and 
active shape model. 
 
Active Contour Model 
The active contour, also called a snake [21], represents a contour   parametrically as 
                      . It is a controlled continuity spline that can deform to 
match any shape, subject to the influence of image forces and external constraint forces. 
The internal spline forces serve to impose a piecewise smoothness constraint. The image 
features attract the snake to the salient image features such as lines and edges. The total 
energy of the snake can be written as 




where    represents the internal energy of the spline,     the image forces, and    the 
external constraint forces. The snake algorithm iteratively deforms the model and finds 
the configuration with the minimum total energy. 




The snake is a good model for many applications, including edge detection, shape 
modeling, segmentation and motion tracking, since it forms a smooth contour that 
corresponds to the region boundary. However, it has some intrinsic problems. Firstly, the 
result of the snake algorithm is sensitive to the initial guess of snake point positions. 
Secondly, it cannot converge well to concave features.  
To solve the shortcomings of the original formulation of the snake, a new external force, 
gradient vector flow (GVF), was proposed by Xu et al. [22]. Define        
               , and the energy function in GVF is  
         
    
    
    
                      (2.5) 
where    is the gradient of the edge map       , which is derived from the original 
image.   is a regularization parameter governing the trade-off between the first term and 
second term. When      is small, the energy is dominated by the first term, yielding a 
slowly varying field. When      is large, the second term dominates the equation, which 
is minimized by setting     .  As shown in Figure 2.2, at point A, there is no edge 
value. The original snake algorithm cannot ―pull‖ the contour into the concavity of the U-
shape. GVF can propagate the edge forces outward, and at point A, there are still some 
external forces that can ―pull‖ the contour into the concavity. 





Figure 2.2: Gradient vector flow [22]. Left: deformation of snake with GVF forces. Middle: GVF 
external forces. Right: close-up within the boundary concavity. 
 
GVF is less sensitive to the initial position of the contour than the original snake model. 
However, it still requires a good initialization. Moreover, it is also sensitive to noise, 
which may attract the snake to undesirable locations. 
Level Set 
Snakes cannot handle applications that require topological changes. Level set methods 
[23] solve the problem elegantly by doing it in one higher dimension. Letting   be an 
initial closed curve in 2-D, a 3-D level set function          , where      is the path of a 
point on the propagating front, can be defined as 
              (2.6) 
Moving   along   can yield 2-D contour at different time  , and the solution of equation 
    is the desired contour. 




Figure 2.3: Merging of contours. Left: Two initially separate contours. Right: Two contours are 
merged together. 
 
For a 2-D contour, the level set function              is represented as a 3-D 
surface, of which the height is the signed distance from a point       to the contour in the 
x-y plane. This constructs an initial configuration of the level set function  . The contour 
is the zero level set of the level set function, i.e.,             . 
 
To compute   at a later time, e.g.,    , we move the level set function up or down, and 
then compute the solution             . Denoting the force that gives the speed of 
  in its normal direction by  , the change of   over time  ,   , is given by 
             (2.7) 
where         
    
     .   
 
The major advantage of the level set method is that the level set function   remains a 
function, while the zero level set corresponds to the propagating contour that may change 
topology and form sharp corners. The drawback is that it generally does not maintain 
shape information, and thus is sensitive to noise.  
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Active Shape Model 
Many objects, including objects in medical images, are expected to have a generic shape 
with possibilities of variation to some extent from individual to individual. This notion 
gives rise to the idea of expressing objects in an approximately designed shape model. 
 
The active shape model [24] [25] is a statistical model that represents a model as a 
distribution of points (point distribution model). Given a set of training images, landmark 
points are identified in each image to represent the shape. Subsequently, the shapes are 
aligned spatially. Principal component analysis is then applied to identify major 
dimensions. An arbitrary shape can be represented by the linear combination of 
eigenshapes with different coefficients. After an initial guess of the shape, the model can 
be deformed by changing the coefficients. An optimization algorithm, such as generic 
algorithm or direct searching in the eigen space, can be used to find the optimal solution. 
 
The advantage of ASM is that the shape can be deformed in a more controlled way 
compared to snake and level set method. The disadvantage of the algorithm is that it 
requires a lot of training samples to build a point distribution model in the high-
dimensional eigenspace. An eigenspace with a small number of eigenshapes may not be 
able to generate the desired shape, while an eigenspace with a large number of 
eigenshapes may incur high complexity in finding the optimal solution. 
 




General medical image segmentation algorithms can be evaluated in many ways, such as 
information used, performance, sensitivity to noise, sensitivity to initialization, and 
training requirements. Comparing the algorithms above, threshold-based algorithms use 
information on individual pixels only and do not include spatial information among 
pixels. Thus, the result of thresholding methods depends highly on the intensity 
distribution of the images. Unlike thresholding, other methods employ spatial information 
among pixels, such as gradient and texture. One common problem for edge-based 
methods is that they tend to detect the wrong edges. Region-based algorithms are only 
suitable for images that have several objects with homogeneous features each. 
Thresholding-based, region-based and graph-based algorithms tend to over-segment the 
targeting object.   
 
Generally, all segmentation algorithms are sensitive to noise, but with different levels of 
sensitivity. Deformable model-based algorithms are less sensitive to noise because they 
have constraints embedded. Initialization is critical to region-based algorithms and 
deformable models. Classification-based algorithms and active shape models require 
training before actual segmentation. 
   
In summary, the best algorithm to choose depends on the specific application. 
Thresholding, region, edge, graph and classification-based algorithms can solve simple 
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medical image segmentation problems if used individually. For more complex 
applications, deformable models are more appropriate.  
 
2.2 Glaucoma Risk Factors 
Digital color fundus images is a popular imaging modality to diagnose glaucoma 
nowadays. A number of features can be extracted from fundus images to measure the 
damage of   the optic nerve. Commonly used imaging risk factors to diagnose glaucoma 
include optic cup-to-disc ratio (CDR), peripapillary atrophy, disc haemorrhage, 
neuroretinal rim notching, neuroretinal rim thinning, inter-eye asymmetry and retinal 
fiber layer (RNFL) defect. A brief description of each risk factor is given in this part.  
 
2.2.1 Cup-to-Disc Ratio 
Optic disc cupping is one of the most important risk factors in the diagnosis of glaucoma 
[26]. It is defined as the ratio of the vertical cup diameter over the vertical disc diameter. 
The optic disc (OD), also known as the optic nerve head, is the location where the optic 
nerve connects to the retina. It is also known as the blind spot as this area of the retina 
cannot respond to light stimulation due to the lack of photoreceptors. In a typical 2D 
fundus image, the OD is an elliptic region which is brighter than its surroundings. The 
OD has an orange-pink rim with a pale center called the optic cup. It is a cup-like area 
devoid of neural retinal tissue and normally white in color. Quantitative analysis of the 
optic disc cupping can be used to evaluate the progression of glaucoma. As more and 
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more optic nerve fibers die, the optic cup becomes larger with respect to the OD which 
corresponds to an increased CDR value. For a normal subject, the CDR value is typically 
around 0.2 to 0.3. If the CDR value is 0.3 or less, then the optic nerve is relatively 
healthy. There is no consensus of a single threshold CDR that separates normal from 
glaucoma. Typically, subjects with CDR value greater than 0.6 or 0.7 are suspected of 
having glaucoma and further testing is often needed to make the diagnosis [27]. Figure 
2.4 and 2.5 show measurement of CDR and the difference of a normal and a 
glaucomatous optic nerve. CDR can be measured manually by marking the optic disc and 
optic cup boundaries, which is the current clinical practice. However, the process is quite 
subjective and largely dependent on the experience and expertise of the ophthalmologists. 
Manual measurement of CDR is both time-consuming and prone to inter-observer 
variability, which restricts the CDR to be assessed in mass screening. Thus, an automatic 
CDR measurement system is highly desirable. 
 
Figure 2.4: Measurement of CDR on fundus image 
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Figure 2.5: Difference between normal disc and glaucomatous disc 
 
 
2.2.2 Peripapillary Atrophy 
Peripapillary atrophy (PPA) is another important risk factor that is associated with 
glaucoma [28]. PPA is the degeneration of the retinal pigment epithelial layer, 
photoreceptors and, in some situations, the underlying choriocapillaris in the region 
surrounding the optic nerve head. PPA can be classified as alpha type and beta type. 
Alpha PPA occurs within the ―outer‖ or ―alpha‖ zone, and is characterized by hyper- or 
hypo-pigmentation of the retinal pigment epithelium. Beta PPA occurs within the ―inner‖ 
or ―beta‖ zone, which is the area immediately adjacent to the optic disc, and is 
characterized by visible sclera and choroidal vessels. PPA occurs more frequently in 
glaucomatous eyes, and the extent of beta PPA correlates with the extent of glaucomatous 
damage, particularly in patients with normal tension glaucoma [29]. The development of 
PPA can be classified into four stages: no PPA, mild PPA, moderate PPA and extensive 
PPA. Figure 2.5 shows how these different stages of PPA look like on fundus images.  




Figure 2.6: Grading of PPA according to scale. 
 
 
2.2.3 Disc Haemorrhage 
Disc haemorrhage is a clinical sign that is often associated with optic nerve damage. Disc 
haemorrhage is detected in about 4% to 7% of eyes with glaucoma and is rarely observed 
in normal eyes [30]. The haemorrhage is usually dot-shaped when within the neuroretinal 
rim and flame-shaped when on or close to the disc margin. Flame-shaped haemorrhages 
within the retinal nerve fiber layer that cross the sclera ring are highly suggestive of 
progressive optic nerve damage.  Disc haemorrhages are most commonly found in the 
early stages of normal tension glaucoma, usually located in the infero- or supero-
temporal disc regions as shown in Figure 2.6. They are usually visible for 1 to 12 weeks 
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after the initial bleeding. At the same time, a localized retinal nerve fiber layer defect or 
neuroretinal rim notch may be detected, which corresponds to a visual field defect [30]. 
 




Neuroretinal rim notching, also known as focal enlargement of optic cup, is focal 
thinning of the rim which is a structural damage of glaucomatous optic disc [31]. Disc 
haemorrhage and RNFL damage often develop at the edge of the focal notching. Thus, it 
is the hallmark of glaucomatous optic disc damages, and its presence is considered to be 
practically pathognomonic. Figure 2.7 shows the difference of subject with focal 
notching and a healthy optic nerve. 




Figure 2.8: Example of focal notching of the rim, Left: notch at 7 o‘clock, Right: healthy disc. 
 
2.2.5 Neuroretinal Rim Thinning 
Neuroretinal rim loss can occur in a sequence of sectors. It occurs firstly at the inferior 
temporal disc sector and the nasal superior sector as the last to be affected [32] [33]. The 
measurement of the neuroretinal rim loss can also complement the PPA detection as the 
site of the largest area of atrophy tends to correspond with the part of the disc with the 
most rim loss [34]. Figure 2.8 shows the rim widths in different sectors of the optic disc. 
 
 
Figure 2.9: Rim widths in the inferior, superior, nasal and temporal sectors. 
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2.2.6 Inter-eye Asymmetry 
Inter-eye asymmetry of optic disc cupping is useful in identifying glaucoma for the 
reason that one eye is usually worse than the other in glaucomatous patients. In contrast, 
only about 3 percent of normal individuals have such asymmetry. Therefore, inter-eye 
optic disc cupping asymmetry is a good indicator for the suspicion of glaucoma. A 
difference in CDR of greater than 0.2 is usually considered to be a significant asymmetry. 
 
 
Figure 2.10: Example of inter-eye asymmetry of optic disc cupping. Left: eye with small CDR. 
Right: eye with large CDR. 
 
 
2.2.7 Retinal Nerve Fiber Layer Defect 
The RNFL appears as bright fiber bundle striations which are unevenly distributed in 
normal eyes. The fiber bundles can be most easily observed in the inferotemporal sector, 
followed by the supero-temporal sector, the supero-nasal sector and finally the infero-
nasal sector. They are rarely visible in the temporal and nasal regions. RNFL defects is 
associated with visual field detects in corresponding hemifield. When RNFL defect 
exists, there would be dark areas in the bright striations on the fundus image. The RNFL 
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defects are usually wedge-shaped, and are commonly seen in both hypertension and 
normal pressure glaucoma. Figure 2.10 shows examples of the RNFL defect.  
 
(a)                                                                    (b) 
   
(c)                                                            (d) 
 
Figure 2.11: Examples of RNFL defect. (a): cross section view of normal RNFL. (b): 
cross section view of RNFL defect. (c): normal RNFL in fundus image. (d): RNFL defect 
in fundus image. 
 
2.3 Retinal Image Processing 
Image processing, analysis and computer vision techniques are playing an important role 
in all fields of medical science nowadays, especially ophthalmology. The application of 
image processing techniques in ophthalmology has made exciting progresses in 
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developing automated diagnostic systems for a number of ocular diseases, such as 
diabetic retinopathy, age-related macular degeneration and retinopathy of prematurity. 
These automated systems offer the potential to be used in large-scale screening programs, 
consistent measurement and resource saving.  
 
In the diagnostic systems, various landmark features of the fundus are detected, such as 
the optic disc, fovea, lesions and blood vessels. Quantitatively analysis of these features 
is performed in diagnosis of pathology. In this part, we will review the methods 
developed in detecting key features related to glaucoma diagnosis.     
 
2.3.1 Optic Disc Detection 
The use of OD detection is not limited to glaucoma detection. Diagnosis of other 
diaseases, such as diagbetic retinopathy and pathological myopia, also requires OD 
detection. Therefore, it is a fundamental task in retinal image processing.  
 
A number of works have been published on localization and segmentation of the OD. 
These works can be gererally grouped into three categories based on the methods for 
extracting the OD boundary:  
 Template matching methods 
 Methods based on deformable models  
 Methods based on other approaches  
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Template matching methods are proposed in several works [35] [36] [37] [38], in which 
the OD is matched to a shape-based template. The matching is usually performed on an 
edge map of the fundus image. In [35], Lalonde et al. located the OD using a pyramidal 
decomposition of the grayscale image. They employed the Canny edge detector detect the 
edge map, and then matched the edge map with a circular template based on the 
Hausdorff distance. The circular Hough transform (CHT) is used in [36] [37]. In [36], 
Chrastek et al. smoothed the grayscale image using a non-linear filter and detected the 
edge map with the Canny edge detector. The OD boundary is then obtained by finding 
the optimal circle with the CHT on the edge map. Aquino et al. [37] used the Prewitt 
edge detector to obtain a gradient magnitude map from a vessel removed image. The 
gradient magnitude map is converted to a binary image through the Otsu thresholding 
method, which is subsequently cleaned by means of morphological erosion to reduce 
noise. Finally, the CHT is used on the binary image to extract the OD boundary. In [38], 
Pallawala et al. detected the OD using wavelet processing and ellipse fitting. Specifically, 
the OD region is first approximated by the Daubechies wavelet transform. An intensity-
based template is then used to obtain an abstract representation of the OD, from which an 
ellipse fitting algorithm is utilized to detect the OD contour. Shape-based template 
matching methods often suffer from restrictions of shape variations. The enforcement of 
a circular shape to the OD [35] [36] [37] may not be appropriate as it limits the range of 
OD shapes. The ellipse estimation of the OD in [38] can cater more variations of OD 
shapes.      
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Methods based on deformable models have been proposed in [39] [40] [41] [42] [43] 
[44]. In [39], Lowell et al. used a specialized template matching for disc localization and 
a modified circular deformable model for segmentation. This method is effective in 
localizing the OD by achieving up to 99% accuracy for usable images in the tested 
database. Osareh et al. [40] detected the approximate OD center by template matching 
and extracted the OD boundary using a snake initialized on a morphologically enhanced 
OD region. The enhancement of the OD region is a good way to reduce the influence of 
blood vessels. However, the snake may not converge to the true OD boundary due to 
fuzzy boundaries or missing edge features. Li et al. [41] proposed a method to locate the 
OD by principal component analysis and segment the OD using a modified active shape 
model. The point distribution model contains both OD boundary and vessels in the OD. 
This method is robust for images with clear OD structure, but may not work well for 
relatively low quality images in which blood vessels are not visible. Xu et al. [42] also 
used a deformable model technique that includes morphological operations, the Hough 
transform and an active contour model. This method is robust to blood vessel occlusions, 
but can be computationally expensive. Wong et al. [43] proposed a method that uses a 
modified level set method followed by ellipse fitting. The enforcement of a shape model 
in the post-processing step can help in handling local minima. One problem of this 
method is that other techniques are needed to handle the vessel occlusion problem. Joshi 
et al. [44] modified the Chan-Vese active contour model by including regional 
information in a defined domain, and applied the method on a multi-dimensional image 
representation. Similar to [43], red channel is chosen as the main representation 
component, but two more texture representations were used in this work. Deformable 
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model based methods are usually sensitive to initialization. Active contours, which 
depend on energy minimization, suffer from occlusion of blood vessels and existence of 
PPA. Additional techniques, such as knowledge-based constraints and pre-processing, are 
needed to handle these problems.  
 
Other approaches to segment the OD were proposed in [45] [46] [47] [48]. Kim et al. [45] 
made use of warping and random sample consensus (RANSAC) to segment the optic 
disc. This method may not handle ODs with low contrast as the RANSAC results depend 
on the threshold outputs. Abramoff et al. [46] detected the OD from stereo image pairs by 
a pixel classification method using the feature analysis and k-nearest neighbor algorithm. 
The method by Walter and Klein [47] approximated the center of the OD as the centroid 
of the binary image obtained by thresholding the intensity image, and applied classical 
watershed transformation to extract the OD contour. This method does not perform well 
in low contrast images, and tends to over-segment the OD. In [48], Muramatsu et al. 
implemented the active contour model and two pixel classification methods – fuzzy c-
means clustering method and artificial neural networks. The testing results show that the 
performances of these three methods are quite similar. In general, performance of pixel-
classification based methods highly depends on the features selected for training and 
testing. Moreover, raw results of pixel classification usually contain holes and sparse 
points, and thus morphological operations and empirical selection are often used to obtain 
the final result.   
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2.3.2 Optic Cup Detection 
Optic cup segmentation methods were also proposed in [42] and [43]. These methods are 
similar to their respective OD segmentation methods, except that depth information from 
a stereo image pair is used to extract the cup boundary in [42] while 2D fundus images 
are used in [43]. In [43], the green channel of the fundus image is chosen for optic cup 
detection because it has the best contrast. A variational level set method initialized by p-
tile thresholding is utilized to detect the optic cup boundary. Wong et al. [49] proposed a 
way of detecting the cup based on kinks in blood vessels. Edge detection and the wavelet 
transform are combined to identify likely vessel edges. Vessel kinks are obtained by 
analyzing the vessel edges for angular changes. Another vessel bending based method 
was proposed by Joshi el al. [44] [50]. Vessel bendings are detected in different scales, 
depending on whether the vessels are thin or thick. The cup boundary is obtained by a 
local spline fitting of the detected vessel bendings. Vessel bendings are relevant to the 
optic cup and are commonly used by medical doctors to mark the cup boundary. 
However, the selection of bendings is crucial towards accurate cup detection. Automatic 
vessel bending detections [49] [50] are very prone to detecting false positive bendings, 
thus affecting the accuracy of cup segmentation. Up to recently, there are still not many 
optic cup segmentation algorithms available and the results for existing methods are 
preliminary. 
 
Chapter 2. Background and Literature Review 
32 
 
2.3.3 Peripapillary Atrophy Detection 
PPA is an important risk factor in pathological myopia. However, research has found that 
PPA is also related to glaucoma [51]. Progress in PPA can lead to disc haemorrhage and 
thus progress in glaucoma. A few works have contributed to PPA detection for 
diagnosing pathological myopia [52] [53]. Tan et al. [52] proposed a disc difference 
method to detect PPA. The internal optic disc is detected by the variational level set 
method. The external optic disc, which may contain the PPA, is obtained by an outward 
growing level set initialized by the internal optic disc. The difference of these two optic 
discs is taken and thresholding in the HSV color space is used to roughly segment the 
PPA. The final decision of whether PPA exists is based on the difference of the PPA area 
in the temporal side and nasal side. A difference that is larger than some value implies 
that PPA exists. This method achieves high accuracy in detecting PPA for their images 
tested. However, it does not consider cases that have PPA in both temporal and nasal side 
of the optic disc. Furthermore, no real segmentation of PPA is carried out. Lee et al. [53] 
proposed a fusion of two decision methods. Entropy based texture analysis is used to 
generate a roughness score in the optic disc neighbourhood. A higher score in the 
temporal side compared to the nasal side indicates presence of PPA. Grey level analysis 
is performed in the vicinity of the optic disc boundary. The average intensity and 
standard deviation are used to determine whether PPA exists. Finally, the results of the 
two approaches are fused. If PPA is detected in both approaches, the image is confirmed 
to have PPA. Otherwise, no PPA is detected.  Similar to the method in [52], no PPA 
segmentation is done.      




In summary, the OD segmentation problem has been studied intensively, a few works 
have been contributed to the optic cup segmentation, but no effort has been spent on the 
PPA segmentation. The methods developed for the OD segmentation generally fall into 
three categories: template matching methods, deformable model based methods and 
others. Most of the methods suffer from some limitations, which reduce their robustness. 
In this work, we introduce a robust OD segmentation method based on statistical 
deformable model. Moreover, this method is extended to the optic cup segmentation. 
Chapter 3 presents the algorithm and experimental results of this method. A PPA 
detection and segmentation method is also proposed which is the first work dedicated in 




Chapter 3                                                                    
Optic Disc and Optic Cup Segmentation 
In this chapter, an innovative method for the optic disc and cup segmentation is 
described. The algorithm comprises of two stages: a model training stage and a boundary 
extraction stage. In the model training stage, the shape and appearance of the optic disc or 
cup are modeled. In the boundary extraction stage, a novel optimal channel selection step 
and an improved active shape model are used to extract the OD boundary. In addition, the 
method is slightly modified and applied to the optic cup segmentation. Finally, the 
algorithm is tested and evaluated on several databases. The novelty and effectiveness of 
the proposed method will be highlighted.  
 
 
3.1 Optic Disc Segmentation 
A system for localizing and segmenting the OD is proposed in this section. The flowchart 
of the system is shown in Figure 3.1. The method employs the ASM framework [24] 
using digital color fundus images. First, the general shape and appearance of the OD are 
modeled. For a new image to be processed, region-of-interest detection is performed to 
locate the OD. A pre-processing step analyses the image and chooses the optimal channel 
to process the image. The model is then initialized by edge detection and the CHT. The 
statistical deformable model evolves in a multi-resolution manner to fit the model to the 
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image. The model deformation process is improved from the original ASM with a new 
landmark updating scheme and a refinement stage for poor fittings. Finally, the contour is 
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Shape and Appearance 
 Modeling 
Figure 3.1: Flowchart of the proposed optic disc segmentation algorithm. 
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3.1.1 Shape and Appearance Modeling 
 
The point distribution model (PDM), which models the shape by a series of landmark 
points, is used in shape modeling. A 2D shape which is represented by   landmark 
points                   can be denoted by        
                  
  (3.1) 
In our model, we choose 24 landmark points around the OD boundary with each pair of 
adjacent points forming an angle of 15 degrees with the OD center. 
 
In order to build a robust PDM, we need to train the shape on a large training set. All the 
landmarked shape vectors should be aligned to each other by scaling, rotation and 
translation until the complete training set is properly aligned. The aim of aligning the 
training shapes is to minimize the weighted sum of squared distances. The mean shape 








   (3.2) 
and
    














  (3.3) 
respectively, where n represents the number of shapes in the training set. By applying 
principal component analysis (PCA), the major dimensions can be identified by 
identifying their corresponding eigenvalues. With the first   eigenvectors stored in the 
matrix              , a shape can now be approximated by 
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 ,x x b   (3.4) 
where 
 ( )Tb x x    (3.5) 
is a vector of   elements containing the weights. 
 
The largest eigenvalues are chosen to explain a certain percentage    of the variance in 
the training shapes. The eigenvalues are sorted in descending order, with t the smallest 










   (3.6) 
The gray-level appearance model describes the typical image structure surrounding each 
landmark point. The model is obtained from pixel profiles sampled around each point 
perpendicular to the line that connects the neighboring points. The appearance model is 
built using the normalized first derivatives of these pixel profiles. Denoting the 
normalized derivative profiles as            , the mean profile   and the covariance 
matrix    can be computed for each landmark. The model for the gray levels around each 
landmark is represented by   and   . 
 
3.1.2 OD localization and Region-of-Interest Selection 
 
In OD localization, we first find a pixel that belongs to the OD. The region-of-interest 
(ROI) is the cropped subimage from the original image that contains the OD. The 
purpose of finding the ROI is to improve the efficiency of OD segmentation by searching 
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a reduced region. The OD is normally brighter than other regions of the fundus image. 
However, due to uneven illumination or an out-of-focus image, the fringe of the eyeball 
can also be very bright. In order to detect the OD center accurately based on intensity 
values, we identified bright fringes and removed them. The fringe was extracted by 
locating a circle slightly smaller than the eyeball in the grayscale image     and 
thresholded for high intensity pixels outside the circle. The resulting image with only 
bright fringe pixels is denoted by   . The fringe-removed image can be obtained by    
      . This image is then thresholded to obtain the top 0.5% of pixels in intensity. The 
center of the OD is approximated by the centroid of the remaining bright pixels. The ROI 
is then defined as an image that is about twice the diameter of the normal OD. An 
example of the OD localization and ROI detection is shown in Figure 3.2. 
 
 
   (a)             (b)                              (c) 
 
 (d)              (e)     (f) 
 
Figure 3.2: Example of OD localization and ROI detection. (a) Original image; (b) Grayscale 
image; (c) Extracted high intensity fringe; (d) Image with high intensity fringe removed; (e) 
Thresholded high intensity pixels; (f) Extracted ROI. 
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                    (a)            (b)                    (c)           (d) 
 
                      (e)                             (f)                  (g)                              (h) 
 
Figure 3.3: Different channels of fundus image: from left to right, (a), (e) red; (b), (f) green; (c), 
(g) blue; and (d), (h) optimal image selected. 
 
  
3.1.3 Optimal Image Selection 
The interweaving of blood vessels is one of the major obstacles for accurate OD 
segmentation. Thus, a proper pre-processing is necessary to reduce the impact of blood 
vessels. For digital color fundus images, the red channel is least influenced by blood 
vessels in the OD region and has the best contrast of OD with respect to the surrounding 
regions. Therefore, this channel is preferred in the model fitting process. However, in 
some images, the OD region cannot be identified through this channel because the 
intensity of this channel is evenly distributed. In such cases, an artificial image that is 
created by arithmetic operations on the green and blue components is used.  
In order to determine the best image to process, we define the image contrast ratio   as 
   
  
 
  (3.7) 
where             is the mean intensity of all the pixels in the monochrome image  , 
and          is the standard deviation of all the pixel intensities. 
Chapter 3. Optic Disc and Optic Cup Segmentation 
 40 
For the majority of the images, the OD contrast in the red channel image is high with a 
bright OD and dark surroundings (Figure 3.3(a)). However, in some images, the intensity 
variation among pixels is small making the contrast low (Figure 3.3(e)). In such cases, we 
create an image    which increases the OD contrast: 
                     (3.8) 
where   and   are the green and blue channel images,   and   are the weights that 
correspond to   and   , and           is the function that performs histogram equalization 
on image  . The choice of   and   can affect the system performance significantly. The 
value of   controls the weight of the green component, which usually contains the fine 
structures of the image. Similarly, the value of   controls the weight of the blue 
component, which does not contain much detail of the image and has slightly higher 
intensity in the OD region than other regions. If   is set too high and   is set too low, the 
resultant image would contain too many fine structures, e.g. blood vessels, which will act 
as noise in the segmentation. If   is set too low and   is set too high, some important 
information such as the OD boundary may be lost. In this thesis,   and   are determined 
empirically in the experiment design. Alternatively, they can be chosen dynamically for 
each image to achieve a suitable contrast level. 
 
The optimal image to be processed,   , can be selected based on the image contrast ratio 
 : 
     
             
             
   (3.9) 
where     is the threshold value for the image contrast ratio determined empirically.   
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3.1.4 Edge Detection and Circular Hough Transform 
Initialization is a critical step for any deformable model. A good initialization can avoid 
the problem of local maxima/minima and reduce the computing time. In case of OD 
segmentation, a good initialization would locate the OD center and estimate the OD size 
for each image. Since the optimal image produced in the previous step has good contrast 
and minimum blood vessel and background information, we can estimate the position and 
size of the OD using an edge based method. The Canny edge detector [18] is used to 
obtain the edge map of the optimal image.  
The OD can be approximated by a circle in the fundus image. The knowledge-based 
circular Hough transform [54] is used to detect a circle that can best estimate the OD with 
appropriate disc diameter range. A circle can be represented in parametric form as  
                   (3.10) 
where       is the center of the circle and   is the radius. The circle shapes that exist in 
the edge map can be found by performing the Circular Hough Transform as follows: 
                           , (3.11) 
where     is the edge map of the optimal image,      and      are the minimum and 
maximum radius limits for the circle search,        is the center, and   is the radius of the 
best fitted circle. The constraint on the minimum radius is to eliminate the effect of 
random edges that can form a small circle while the constraint on the maximum radius 
can reduce the chances of detecting spurious large circles that may be caused by the 
existence of peripapillary atrophy. Figure 3.4 shows an example of the edge detection and 
CHT process. 
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    (a)                                                           (b) 
Figure 3.4: (a) Red channel image; (b) Edge map of (a) and the estimated circular disc by CHT. 
 
3.1.5 Model Initialization and Deformation 
3.1.5.1 Model Initialization 
 
After estimating the OD center and diameter from the previous step, we can initialize the 
statistical deformable model to fine-tune the OD boundary according to the image 
texture. The initial shape can be represented by a scaled, rotated and translated version of 
the reference shape   : 
               (3.12) 
where       is the scaling and rotation matrix, and   is the translation vector. In OD 
segmentation, rotation of the shape cannot be predicted for a new image. Thus, the initial 
shape is estimated by the scaled and translated version of the mean shape of the trained 
model. The scaling ratio can be obtained by taking the ratio of the diameter of the circle 
in the previous step over the OD diameter in the trained mean shape. The translation can 
      r 
(a,b) 
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be calculated by the vector between the center of the model and the center of the circle 
approximated in the previous step by CHT.  
3.1.5.2 Multi-resolution Evolution 
  
The evolving process of the active shape model can be constructed for multiple 
resolutions. Denoting the number of resolutions by   , the best resolution uses the 
original image with a step size of one pixel when sampling the profiles. Subsequent 
levels are obtained by halving the image size and doubling the step size. In the evolving 
process, the algorithm starts searching from the lowest resolution and proceeds to a 
higher resolution until the best one. This multi-resolution image search not only reduces 
the number of computations but also improves segmentation accuracy. Low-resolution 
images are used to search for points that are far from the desired position based on global 
image structures, and high-resolution images are used to search for near points for 
refinement of the segmentation result.  
3.1.5.3 Improved Landmark Updating 
 
In conventional active shape models, local texture model matching is conducted under 
the assumption that the normalized first derivative profile satisfies a Gaussian distribution. 
The minimum Mahalanobis distance from the mean profile vector is used as the criteria 
to choose the best candidate point during the local landmark search. Minimizing the 
Mahalanobis distance, denoted by 
 
1( ) ( ) ( ),i i g if g g g S g g
    (3.13) 
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is equivalent to maximizing the probability that ( )if g originates from a Gaussian 
distribution. There is no argument that this should be the optimal solution. Intuitively, the 
image segmentation task corresponds to finding the points that have strong edge 
information in most cases. Thus, we can adjust the landmark searching process to 
increase the probability of the landmark points locating on the edges. This can be 
achieved by adding the gradient information as a weight into the Mahalanobis distance 
function: 
 
1( ) ( )( ) ( ),i i g iF g k e g g S g g
     (3.14) 
where k is a constant, and e is the normalized gradient magnitude at the candidate point 
defined as    
            
               






  is the gradient,      
   
    
  is magnitude of the gradient. 
 
 In our algorithm, k is set to be 2. When the candidate point is near the edges, e has a 
value close to 1 and ( )iF g has a small weight. On the other hand, ( )iF g has a large 
weight if the candidate point is far away from edges. Including edge information in the 
landmark searching process leads to improved fitting along the OD boundary.    
 
Starting from the initialized shape, the models are fitted in an iterative manner. Each 
model point is moved toward the direction perpendicular to the contour. The updated 
segmentation can be obtained after all the landmarks are moved to new positions. This 
process is repeated by a specified number of times at each resolution, in a coarse-to-fine 
fashion. 
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3.1.5.4 Refitting of Poorly Fitted Images 
 
To improve the overall performance of the algorithm, we employ a refitting approach for 
images that are poorly fitted. To detect the quality of the fitting, the cost function is 
defined as 
          
 
   
  (3.15) 
where 
           
   
         (3.16) 
        is the distance between the  
   landmark point and its closest edge point in the 
edge map  .   represents the overall deviation of all the landmark points from the edges. 
The edge map is obtained through the Canny edge detector by choosing parameters that 
can remove most of the edges in the background. If the distance of a landmark point and 
its nearest edge point is greater than 15 pixels, this point is considered as poorly fitted. 
Denoting the number of poorly fitted landmark points in an image by   , the image is 
classified as poorly fitted if the following conditions are satisfied: 
                 (3.17) 
where    is the thresholding distance in pixels, and    is the thresholding number of 
landmark points. If an image is identified as poorly fitted, a refitting process will be 
carried out on the greyscale image using the results of the first fitting process as the 
initialization. This step helps boost accuracy for images that are overexposed in their 
optimal channel. Figure 3.1 shows an example of the improvement of the fitting. 
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Figure 3.5: Example of the refitting process. (a) The edge map (b) Position of landmark points 
(blue star) and their nearest edge points (green triangle) (c) Landmark points after refitting 
process. 
 
The direct least squares ellipse fitting method is used to fit the boundary of the contour 
into an ellipse [55]. The rationale behind this is to match it to the ground truth OD, which 
is of elliptic shape defined by our medical collaborators. Ideally, the ground truth OD 
boundary should be defined by tens of landmark points marked manually by the doctors 
and connected through spline interpolation. However, it is not practical to build a large 
database in this way as it is extremely time consuming. In fact, the OD was defined to be 
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a circular region in the early years [56]. However, the shape of the OD may not be 
limited to circles. Research has shown that the OD tends to be oval [57] [58] in shape. 
Thus, estimating the shape of the OD as elliptic is a reasonable estimation and it reduces 
the amount of effort needed to build a large database as only several key points are 
needed to specify an ellipse.  
 
3.2 Optic Cup Segmentation 
Similar to OD segmentation, the shape and appearance of the optic cup are modeled by 
the active shape model. However, its segmentation is more difficult due to the 
interweavement of blood vessels and the existence of indistinct cups. The segmented OD 
is the precursor to cup segmentation. Based on our analysis, the green channel image 
provides the most information for the optic cup. Therefore, the segmented disc in the 
green channel is used as the region-of-interest for the optic cup segmentation.  
 
In order to reduce the influence of blood vessels, we perform blood vessel elimination 
before model fitting. The blood vessel detection algorithm using local entropy 
thresholding in [59] is employed for its simplicity and robustness. After obtaining the 
blood vessel map, we can remove the blood vessels from the OD using the following 
steps. 
1. For each vessel pixel       in the vessel map    , define a neighborhood image 
    as a       image centered at      , where   is the number of rows and 
columns.  
2. For each R, G, B channel image (         , replace each vessel pixel intensity by 
Chapter 3. Optic Disc and Optic Cup Segmentation 
 48 
the median of the intensity values of the pixels in its neighborhood image that are 
not vessel pixels. 
3. Smooth the channel images produced in step 2 by a median filter       
             , where   is the neighborhood dimension. 
The purpose of step 1 and step 2 is to replace the vessel pixels which have low intensities 
with its neighbor pixels that are not on the vessels. As a result, the vessel pixels would 
have similar intensities with the rim or cup pixels. Step 3 aims to smooth the sharp vessel 
boundaries. Figure 3.5 illustrates the proposed vessel removal process. This blood vessel 
removal method differs with the one based on morphological operations [40] in that the 
proposed method changes the texture of the blood vessels only. Unlike the work in [40], 
our method can preserve the original information for most part of the OD, while the 
morphological operations modify the whole image. The proposed method is more 
desirable for optic cup segmentation because more original information is needed for 
accurate segmentation. 
 
The optic cup boundary is extracted by employing the active shape model in the green 
channel image of the vessel-removed OD image. The model is initialized by translating 
the mean cup model to the OD center. This assumption is valid as it is found that the 
optic cup center is very close to the OD center. 
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              (a)                           (b)         (c) 




3.3 Experimental Results and Discussion 
3.3.1 Image Database 
The ORIGA
light
 database [60] is used to test the performance of the proposed algorithm. 
This population based database consists of 650 digital color fundus images from the 
Singapore Malay Eye Study (SiMES) conducted by Singapore Eye Research Institute. 
The images were taken using a 45
o
 FOV Cannon CR-DGi retinal fundus camera with a 
10D SLR backing, with an image resolution of 3072x2048 pixels. The images were 
graded by a group of experienced graders. Optic disc and cup boundaries were marked 
manually upon group consensus. The manually segmented disc and cup are used as the 
ground truth in our analysis. In the ORIGA
light
 database, 168 images are of glaucomatous 
eyes and the rest are of non-glaucomatous eyes.  
 
To test our algorithm, we divided the database randomly into two sets with 325 images in 
each set. The first set was used to train the optic disc and optic cup models, and the 
second to test the performance of the algorithm. 
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3.3.2 Parameter Settings 
In our algorithm, the value of t is chosen to be the minimum number that can explain 
99% of the total variance of the shape in the training set. The dimension of the ROI 
image is set to 800 by 800 pixels, which is more than sufficient to contain the OD. The 
values of   and   in Equation 3.8 are chosen to be 1 and 1.6, respectively.     in 
Equation 3.9 is set to be 12 to choose the proper image. The two threshold values for the 
double thresholding process of Canny edge detection are chosen to be 40 and 102 
respectively.  Based on the OD diameter in eye anatomy and the camera settings of the 
images in our database, the minimum and maximum radius are chosen to be 150 and 230 
respectively in pixels for CHT. In Equation 3.17, c1 is set to be 200 and c2 is set to be 5 
in order to detect poorly fitted images.  
 
3.3.3 Performance Metrics 
To quantify the performance of our algorithm, a number of performance metrics were 
used. The Dice metric [61] is defined as follows:  
    
           
               
   (3.18) 
where   and   are the masks of the segmentations to be compared, with     denoting 
the mask of the intersection. This performance metric indicates how well the segmented 
result matches with the ground truth, where a    value of ‗1‘ indicates perfect match of 
the segmented result with the ground truth and a    value of ‗0‘ indicates no overlap. 
Another important metric for segmentation performance is the relative area difference 
(RAD) [62], which is defined as 
Chapter 3. Optic Disc and Optic Cup Segmentation 
 51 
     
               
       
       (3.19) 
In this scenario,   refers to the reference segmentation or ground truth segmentation. The 
relative area difference indicates whether the segmentation is over or under segmented by 
its sign, where a negative sign denotes under-segmentation and a positive sign denotes 
over-segmentation. An    value of ‗0‘ indicates no area difference between the 
segmented result and the ground truth.      , the absolute value of     , represents the 
extent of the area difference between two areas without regarding the sign. 
 
To measure the degree of mismatch of contour points, the Hausdorff distance is 
calculated. The Hausdorff distance is the maximum distance of a set of points to the 
nearest point in the other set [63]. It is defined as 
 ( , ) max( ( , ), ( , )),H A B h A B h B A  (3.20) 
where 1 2{ , ,..., }mA a a a and 1 2{ , ,..., }nB b b b are two sets of contour points and  
 ( , ) max min || ||,
b Ba A
h A B a b

   (3.21) 
with || ||a b representing the Euclidean distance between a and b . The higher the 
Hausdorff distance between two contours, the larger the mismatch exists in terms of the 
matched point distance. 
 
The OD height and width are very important parameters in determining the OD and the 
vertical and horizontal CDRs. We also measure the correlation of the segmented OD 
height and width with the ground truth OD height and width. The correlation coefficient 
is defined as  





     
        
    
 
               
    
  (3.22) 
A correlation value of ‗1‘ indicates that the two variables are perfectly positively 
correlated; while a correlation value of ‗-1‘ means that the two variables are perfectly 
negatively correlated. The correlation value of ‗0‘ indicates that the two variables are not 
correlated. 
 
3.3.4 Results of Optic Disc Segmentation and Discussion 
3.3.4.1 Validation of Methodology 
 
To validate the effectiveness of the steps in the proposed algorithm, we can compare the 
experimental result of the method with those of tests that take alternative options in one 
step and keep others unchanged. The alternative options include using a fixed channel 
instead of the optimal channel, using original Mahalanobis distance function without 
incorporating edge information, and using a scheme without the refitting process. The 
experimental results of the proposed method and tests with alternative options are 
summarized in Table 3.1.  
 
We can see that the algorithm performs better on red and blue channel images than green 
channel and grayscale images. It achieves even better performance in terms of Dice 
coefficient,       and Hausdorff distance through the step of optimal channel selection. 
If the original Mahalanobis distance function is used in the landmark updating process, 
the Dice coefficient will be lower while       and Hausdorff distance will be higher. 
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Moreover, the overall performance is also enhanced through the refitting process. 
Specifically, the refitting process can increase the average Dice coefficient by 0.04, and 
reduce the average       and Hausdorff Distance by 8.9% and 16.8 pixels respectively. 
Similar amount of improvement can be achieved by incorporating the edge information to 
the landmark updating process. The improvement through optimal channel selection can 
be even bigger than the previous two measures as the performance varies for different 
channels.   
 
TABLE 3.1: Comparison of performance of proposed method against those with alternative 
options in one step and other steps unchanged on the ORIGA-light database. 1-4: Tests with 
varying image channels. 5: Test using original Mahalanobis distance function without 
incorporating edge information. 6: Test without the refitting process. 7: The proposed method. 
SN 
Metrics       
Methods 
Dice Mean |RAD| Mean 
Hausdorff Distance 
(px) 
1 Red Channel  0.89 19.9% 44.2 
2 Green Channel 0.83 26.4% 72.0 
3 Blue Channel 0.90 16.4% 40.2 
4 Greyscale 0.84 26.6% 69.4 
5 Without Edge Info 0.90 20.1% 39.5 
6 Without Refitting 0.90 20.4% 40.0 
7 Proposed Method 0.94 8.9% 23.2 
 
3.3.4.2 Comparison against Other Methods 
 
In order to evaluate the performance of our proposed OD segmentation method, we 
implemented the level set based OD segmentation method in [43], Circular Hough 
Transform based method in [36] and fuzzy c-means clustering (FCM) based method in 
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[48] for comparison. The same performance metrics were computed for all three methods. 
The results for these methods are summarized in Table 3.2.    
 
As shown in the table, the average Dice value for the proposed method is 0.94, which 
improves significantly compared to the level set method, CHT method and FCM method. 
All four methods generally over-segment the OD, which is shown as the positive value of 
the mean RAD. The mean absolute RAD for the proposed method can be as low as 8.9%, 
which is much lower than that of the other three methods. The Hausdorff Distance for the 
proposed method is also the lowest among all methods. The correlation between OD 
height and ground truth is 0.72, much higher than that of other methods. Similar results 
are obtained for the OD width. Comparing the results of the proposed method with those 
of the level set method, CHT method and FCM method, we can see that the proposed 
method outperforms the other three methods in the overall segmentation performance.  
 
The level set method for OD segmentation searches the entire ROI for the OD. The 
evolution of the level set is based on the gradient of the image intensity, making it easily 
trapped by strong edges in the image. As shown in the segmentation result, the level set 
method usually over-segments the OD as the evolution stops at the peripapillary atrophy 
(PPA) boundary instead of the OD boundary. The CHT method assumes that the OD is 
circular, which is not practical. The best fitted circle may not be a good estimation of the 
OD. In the FCM method, the performance of the segmentation depends on the inputs to 
the unsupervised classifier as well as the number of clusters specified. This method 
normally over-segments the OD for images that have unclear or gradual OD boundaries. 
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The proposed method outperforms these three methods for two reasons. First, the robust 
initialization method estimates the OD position and size to a high accuracy level, 
resulting in minimal local refinement of the contour. Second, the statistical deformable 
model can refine the OD boundary more accurately due to its pre-determined direction 
and extent of evolution by training. Figure 3.8 shows segmentation examples by the 
proposed method, the level set method, FCM method and the manually graded ground 
truth.   
 
Vertical and horizontal diameters are also important parameters to measure in the OD 
segmentation. Figure 3.7 shows the comparison of the segmented result and the ground 
truth. We can see that with the same scale for X-axis and Y-axis, the scatter points 
approximately form a diagonal line, which indicates high linear correlation for the 
segmented OD diameters and ground truth OD diameters. 
 
Although the overall performance of the proposed algorithm is superior to existing 
algorithms, there are still some outliers for which satisfactory results cannot be achieved, 
as shown in Figure 3.7 for the points off the diagonal line. The reasons for inaccurate 
segmentation include the existence of multiple pathologies which influences the quality 
of the images as well as the shape of the optic disc, an ambiguous disc boundary and poor 
estimation of the initial shape. Future work on OD segmentation will focus on improving 
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TABLE 3.2: Summary of experimental results for optic disc segmentation in ORIGA-
light database. 
Methods     









Dice Mean 0.94 0.84 0.85 0.84 
RAD Mean >0 >0 >0 >0 
|RAD| Mean 8.9% 19.0% 29.9% 41.3% 
Hausdorff Distance (px) 23 56 73 68 
OD Height Corr 0.72 0.38 0.35 0.40 
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        (b) 































Figure 3.8: Comparison of OD segmentation using the proposed method (red), level set method 
(blue), FCM method (black), CHT method (white) and ground truth (green). 
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3.3.4.3   Discussion  
 
The proposed algorithm is innovative in four aspects. Firstly, the optimal channel 
selection makes the algorithm converge faster and boosts the segmentation performance. 
Secondly, the model initialization by knowledge-based CHT is accurate and robust. 
Thirdly, incorporation of edge information as the weight of the Mahalanobis distance 
function can be a better choice than traditional active shape models. Finally, detection of 
poorly fitted images and refitting the model on them can boost the overall performance. 
The effectiveness of these measures is validated by the experimental results.   
 
Comparing with prior works, the proposed method is more robust than template matching 
methods in two folds. Firstly, the performance of template matching methods depends 
highly on edge detection results while our method is not as sensitive to edge detection. 
Secondly, our proposed algorithm does not constrain OD to a specified shape, which can 
capture more OD shape variations. Methods based on deformable models also have their 
limitations. Constrained deformable models have the same problem as template matching 
methods by limiting the shape variations. Unconstrained deformable models such as level 
set and active contours usually have leaking problems. For example, level set based OD 
segmentation tends to leak in the temporal side because the gradient in the temporal side 
is generally weaker than other sectors. The proposed method constrains the shape to 
certain variations according to the training data, which is more flexible than a single-
shape constrained deformable models. Moreover, the improved ASM in our method is 
also less prone to leaking due to the optimal channel selection.           
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3.3.5 Results of Optic Cup Segmentation and Discussion 
To test the performance of our algorithm on optic cup segmentation, we used the 
manually segmented OD as the pre-condition, which will reduce the error of cup 
segmentation due to inaccurate OD segmentation. In order to test the influence of the 
blood vessel removal on cup segmentation, we performed the cup segmentation using the 
ASM method on the image without vessel removal. In addition, we also implemented the 
level set method to segment the optic cup. The results are summarized in Table 3.3. 
 
From the table, we can see that the proposed method outperforms the level set method for 
the optic cup segmentation in terms of Dice metric, mean absolute RAD and Hausdorff 
distance. The cup segmentation result also improves by removing the blood vessels, as 
shown by the improvement in the performance metrics. Figure 3.9 shows some examples 
of the cup segmentation results together with the ground truth. As shown in the examples, 
the level set (black contour) usually leaks in the temporal side. This is due to the fact that 
the gradient in the temporal side is relatively gradual, which results in level set 
propagation failing to stop at the cup boundary and continuing to evolve until the OD 
boundary. The cup segmentation by ASM on images without vessel removal also has its 
limitations. The model deformation tends to avoid the vessel structures, making the cup 
trapped at the high intensity portion of the cup only. The proposed method reduces the 
effect of the blood vessel so that the optic cup is more accurately centered and 
segmented. 
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The optic cup segmentation is also highly affected by the existence of the indistinct cups, 
in which the optic cup has very similar texture with the optic rim. In such cases, the 
deformable model will encounter no stopping edges until it reaches the OD boundary, 
resulting in a large optic cup and hence a large vertical CDR mistakenly. Future work on 
optic cup segmentation will focus on identifying indistinct cups and treating them 
separately.   
 











Dice Mean 0.81 0.68 0.76 
RAD Mean >0 >0 <0 
|RAD| Mean 32% 68% 40% 
Hausdorff Distance (px) 40 69 51 
Optic Cup Height Corr 0.62 0.17 0.52 










Figure 3.9: Comparison of optic cup segmentation using the proposed method (blue), ASM 
method without vessel removal (red), level set method (black) with ground truth (green). 
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3.3.6 Cup-to-Disc Ratio Evaluation 
 
Figure 3.10: Box and whisker plot for the CDR difference (test CDR – ground truth CDR). PM: 




Having obtained the segmented disc and cup, we can calculate the vertical CDR to 
evaluate the results. Let      and       be the cup-to-disc ratios from testing method 
and ground truth respectively. Then the error can be computed as                . 
The box and whisker plot is shown in Figure 3.10 for the error distribution of the 3 
methods tested. The results show that the proposed method and ASM method without 
vessel removal outperform the level set method in terms of average CDR difference and 
spread. Another important metric that can evaluate the results is the mean absolute error 
(MAE): 
     
  
    
      
 
    
 
  (3.23) 
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where N is the total number of samples tested. This metric is more stringent than the 
mean CDR error as it takes out the effect of the sign. A smaller mean absolute error 
means that overall performance of the method is better, while a mean CDR error that is 
close to zero only have the meaning of unbiased measurement. Our proposed method can 
achieve an MAE value of 0.10 while the ASM method and the level set method can 
achieve MAEs as high as 0.11 and 0.16, respectively. Again, our proposed method 
performs better than the other two methods. As described in [64], the CDR estimations by 
the same observer can vary by as much as 0.15 over time. Using this variability, we can 
see that the results of our proposed algorithm are well within the normal intra-observer 
variability.  
 
3.3.7 Testing on Other Databases 
Other than the ORIGAlight database, we also test the algorithm on two more databases, 
which are the Retinal Vasculature Glaucoma Subtype Study (RVGSS) and Singapore 
Chinese Eye Study (SCES). RVGSS is a case-controlled database with 66 images that are 
confirmed glaucomatous cases and 225 images that are normal cases. The SCES database 
consists of 1676 images, including 46 glaucomatous images. The difference of the two 
databases lies in that the RVGSS database is made up of clear cut cases only, while the 
SCES database also have images that are intermediate cases. Unfortunately, manually 
marked contours for the optic disc and optic cup are not available for these two databases. 
However, we have the clinical CDRs which are measured using HRT or slit-lamp camera. 
Moreover, the diagnosis data is also available. Therefore, we can evaluate the 
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performance of our algorithm based on the clinical CDR and diagnosis data, without 
comparing the segmentation metrics. 
 
In evaluating the performance of our algorithm on these two databases, we will focus on 
the diagnostic statistics: sensitivity, specificity and area under curve (AUC) of the 
receiver operating characteristic curve (ROC). In a study to screen people for a disease, 
the test result for each subject may or may not match the subject‘s actual status. Thus, 
there are four possibilities: 
 True positive (TP): Sick people correctly diagnosed as sick 
 False positive (FP): Healthy people incorrectly diagnosed as sick (Type I error) 
 True negative (TN): Healthy people correctly diagnosed as healthy 
 False negative (FN): Sick people incorrectly diagnosed as healthy  (Type II error) 
Sensitivity evaluates a test‘s ability to identify positive results. It is defined as  
     
  
            
  
     
  (3.24) 
It measures the proportion of sick people who are correctly identified as having the 
condition. On the other hand, specificity measures the proportion of negatives which are 
correctly identified. It evaluates a test‘s ability to identify negative results, and is defined 
as 
     
  
            
  
     
  (3.25) 
To evaluate the overall performance of a test, the ROC curve is often used.  It is a 
graphical plot of the sensitivity versus the false positive rate (1-specificity). The AUC of 
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the ROC curve is a measure of the test accuracy. An AUC value of 0.5 represents a 
random and worthless test. As the AUC increases, the test becomes more meaningful.   
 
TABLE 3.4: CDR measurement for the RVGSS and SCES databases 
Database Mean CDR Error Mean Absolute CDR 
Error (MAE) 
Standard Deviation of 
Absolute CDR Error 
RVGSS 0.049 0.123 0.086 
SCES 0.089 0.126 0.096 
 
From Table 3.4 we can see that the mean CDRs for both databases are positively biased 
to some extent. The reason is that most of the images in these databases are from normal 
patients, and CDRs for normal images are usually overestimated compared with the 
clinical CDRs. This also explains why the mean CDR error for the SCES database is 
larger than that of the RVGSS database, which is due to the larger proportion of normal 
images in the former case. The mean absolute CDR errors for both databases are close to 
0.12, which are below the inter- and intra-observer variability rate, standing at 0.2 and 
0.15 respectively [64] [65].  
 
To evaluate the performance of the proposed algorithm in diagnosing glaucoma, we need 
to analyze the ROC curve of the test. Figure 3.11 and Figure 3.12 show the ROC curve 
for the RVGSS database and SCES database respectively, together with ROC curves for 
the clinical data. Using the vertical CDR as the only risk factor, the proposed algorithm 
can achieve an AUC of 0.91 for the RVGSS database, compared to the value of 0.99 
using clinical CDR. The performance on the RVGSS on the database is very close to the 
clinical diagnosis. However, the AUC for the SCES database is only 0.74 compared to 
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the clinical AUC of 0.97. The reason for the difference in the diagnostic performance lies 
in the difference in the databases themselves. The images in the RVGSS database are 
from controlled cases, either having large CDRs or small CDRs. Small testing error in 
CDR does not have a big impact in the diagnostic result. However, the SCES database 
contains a large number of images with middle range CDRs, which are close to the 
thresholding CDR value. As a result, a small error in the CDR value can have big 
influence in the final diagnostic result. Therefore, accuracy in CDR measurement for 
images with middle range CDRs needs to be improved further to enhance diagnostic 
performance.       
 
Figure 3.11: ROC curve for the RVGSS database, Red curve: result of the proposed method 
(AUC = 0.91), Blue curve: clinical result (AUC = 0.99). 
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Figure 3.12: ROC curve for the SCES database, Red curve: result of the proposed method (AUC 
= 0.74), Blue curve: clinical result (AUC = 0.97). 
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Chapter 4 Peripapillary Atrophy Detection and 
Segmentation 
In this Chapter, we propose a method that utilizes texture segmentation techniques to 
detect peripapillary atrophy (PPA) from retinal fundus images. PPA appears as temporal 
choroidal or scleral crescents or rings around the optic disc. The appearance of  PPA is 
similar to the optic disc, especially for beta type PPA. In this work, the alpha type and 
beta type PPAs are not distinguished. The proposed method treats the optic disc and PPA 
as a whole, and segments both of them using a texture-based clustering method. 
Meanwhile, the optic disc is segmented using a robust method described in the Section 
3.1. The PPA is obtained by analysing the two segmentations. Figure 4.1 shows the flow 
chart of the proposed method. We will utilize the same ROI detection method described 
in section 3.1.2. 
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Figure 4.1: Flowchart of the proposed PPA detection method. 
 
4.1 Pre-processing 
The texture of the blood vessels is quite different from the background and the optic 
nerve head. Thus, the clustering process may be significantly influenced by the blood 
vessels. As suggested in [66], a morphological closing process can remove the blood 
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vessels in the fundus image. In mathematical morphology, the closing of a set A by a 
structuring element B is defined as the erosion of the dilation of set A: 
     
  
            (4.1) 
where  and  denote the dilation and erosion operation respectively. 
 
Choosing the size of the structuring element to be slightly greater than the width of the 
largest vessel, the vessels can be removed and replaced with their neighbouring textures. 
We tested ‗disk‘ and ‗square‘ structuring elements because they are most similar to the 
morphology of blood vessels. Figure 4.2 shows examples of the structuring elements. 
1 1 1 
1 1 1 
1 1 1 
(a) 
0 0 0 1 0 0 0 
0 1 1 1 1 1 0 
0 1 1 1 1 1 0 
1 1 1 1 1 1 1 
0 1 1 1 1 1 0 
0 1 1 1 1 1 0 
0 0 0 1 0 0 0 
 (b) 
Figure 4.2: Examples of (a) square structuring element with width of 3 pixels (b) disk structuring 
element with radius of 3 pixels. 
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For a fixed ROI size of 800 by 800 pixels, different sizes of structuring elements are 
tested to choose the optimal one. Figure 4.3 illustrates the outputs of different structuring 
elements. We can see that as the size of the structuring element increases the blood 
vessels get more and more blurred. The vessels are no longer visible when the structuring 
element reaches a certain size. 
(a)                                           (b)                                           (c) 
 
 
                       (d)                                           (e)                                             (f) 
 
Figure 4.3: Output of morphological closing using structuring element of (type, size) (a) square, 
20 pixels (b) square, 40 pixels (c) square, 60 pixels (d) disk, 10 pixels (e) disk, 20 pixels (f) disk, 
30 pixels. 
 
The output of square structuring element with a width of 60 pixels is quite similar to that 
of a disk structuring element with a radius of 30 pixels. Thus, either structuring element 
can be used for blood vessel removal. In this work, we choose the disk structuring 
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element in the algorithm. At the end of the pre-processing step, there would be mainly 
two types of textures left, as shown in Figure 4.3 (f).    
 
4.2 PPA Detection 
PPA occurs mostly on the temporal side, sometimes on both temporal and nasal sides, 
and on all four sectors for rare cases. For such reasons, we propose a knowledge-based 
approach to analyse whether PPA exists in a fundus image. Using the optic disc centre 
detected in the previous section, the optic disc is divided into four sectors as shown in 
Figure 4.4. Theoretically, only the temporal sector of the optic disc needs to be examined 
to determine whether PPA exists in one image. However, the nasal and temporal zones 
are of opposite sides if it was a left eye image. Thus, we perform analysis on both nasal 
and temporal sides so that it is not necessary to distinguish left and right eyes.  
 
To analyse each sector, we employ a line profile analysis method. Five lines are drawn 
from the centre of the disc to divide each sector into six regions, making an angle of 15 
degrees between adjacent lines (Figure 4.4). The intensity profiles of a line that crosses 
the PPA and one that does not cross the PPA are quite different. In the ROI image, the 
optic disc region has the highest intensity level, followed by the PPA, and the background 
is lowest in intensity. Thus, if a line crosses the PPA region, the intensity profile along 
the line should show a three-step pattern. Conversely, the intensity profile of a line that 
does not cross the PPA region should have a two-step pattern. Figure 4.5 illustrates how 
the line profiles differ for a synthesized image.  









(a)              
                            
 
                                                      (b)                                                 (c) 
 
Figure 4.5: (a) A synthesized image demonstrating difference in intensity levels of the optic disc, 
PPA and background. (b)Typical intensity profile of a line crossing the PPA. (c) Intensity profile 
of a line not crossing the PPA. 
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To determine whether the line crosses PPA, we use an empirical approach. From Figure 
4.5(b), we can see that a substantial portion of the line have intensities that are between 
the average intensities of the optic disc and average intensities of the background. Thus, 
we can estimate the approximate width of the PPA by counting the number of pixels that 
are within an interval defined in the middle range of the pixel intensities. Denoting the 
intensity image by   and pixels along the line by                      , the intensity 
range can be obtained by 
     
  
             (4.2) 
where                     and                             . 
The interval is defined as  
     
  
      
 
 
      
 
 
    
The number of pixels falling into this intensity interval is calculated, and the criterion to 
determine whether the line cross PPA is as follows: 
The line crosses PPA if       
where  is the number of pixels falling in the interval,   is a thresholding ratio, and   is 
the number of pixels falling in the range       
 
 
      . The reason for choosing the 
number of bright pixels as the benchmark is that it only depends on the approximate 
diameter of the optic disc, while the number of background pixels depends on several 
factors such as location of the disc centre in the ROI and angle of the line. The value of   
is chosen to be 0.5 in our experiments.   
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The final step is to determine whether PPA exists based on the obtained line profiles. If 
more than half the lines in one sector cross PPA, then this sector is classified as having 
PPA. If either the temporal or nasal sector has PPA, the image is determined to have PPA. 
Otherwise, no PPA exists in the image.   
 
The PPA detection algorithm is summarized as follows: 
Algorithm 4.1: PPA Detection    
1. Optic disc center estimation. 
2. Divide the optic disc into four sectors according to the Inferior, Superior, 
Nasal and Temporal alignment. 
3. For the temporal and nasal sector, draw five lines each from the disc 
center to divide each sector into 6 regions with adjacent lines making an 
angle of 15 degrees. 
4. Derive the intensity profiles along the lines. 
5. If the line profile shows a 3-step pattern, the line is identified to cross the 
PPA. 
6. If more than half the lines in the sector cross the PPA, the sector is 
determined to have PPA. 
7. If either of the two sectors has PPA, this image is identified to have PPA. 
Otherwise, PPA is not present in this image. 
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4.3 Texture Segmentation by Gabor Filter and K-
means Clustering  
4.3.1 Introduction 
Although there is still no one universal definition of texture, a common agreement in the 
literature is that texture exhibits some sort of periodicity of basic patterns. This fact leads 
to the idea of texture segmentation, which is the process of partitioning an image into 
regions based on the texture. Research has been focused on the investigation of how the 
human visual system (HVS) works. It is found that texture repetition can be characterized 
by its spatial frequency and directionality.  A commonly used approach for texture 
analysis is to fit the HVS model into a method that uses multi-channel filtering at 
different spatial-frequencies and orientation. Similar to wavelet analysis, the multi-
channel filtering approach is actually a multi-resolution decomposition process. One class 
of functions that can achieve such purposes is the Gabor function, which is widely used 
in texture segmentation due to its ability to be tuned to specific spatial frequency and 
orientation. 
 
Texture segmentation requires measurements in both the spatial and spatial-frequency 
domains. In the spatial-frequency domain, filters with small bandwidths are desirable as 
they can make finer distinctions among different textures. On the other hand, filters in the 
spatial domain are required to ensure accurate localization of texture boundaries. Gabor 
filters are suitable for texture segmentation problem because they satisfy both spatial and 
spatial-frequency domain requirements. 
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The process of texture segmentation using Gabor filters includes the following three steps 
(Figure 4.6): 
1). Design of a filter bank that is tuned to cover the spatial-frequency space 
2). Extraction of features from the filtered images. 
3). Image segmentation by clustering of pixels in the feature space. 
 
Figure 4.6: A general scheme of texture segmentation 
 
 
4.3.2 Gabor Filter Design 
To design the required set of filters, we need to choose a set of frequencies and 
orientations that will cover the spatial-frequency space and capture texture information as 
much as possible.  
 
A two-dimensional Gabor function consists of a sinusoidal plane wave of certain 
frequency and orientation, modulated by a two-dimensional Gaussian. The equation of 
the Gabor filter in the spatial domain is 
     
  
                    
         
   
        
  
 
   , (4.3) 
where 
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The variables in the equation are defined as follows: 
 : wavelength of the cosine factor 
 : orientation of the normal to the parallel stripes of a Gabor function in degrees 
 : phase offset in degrees 
 : spatial aspect ratio specifying the elliptically of the support of the Gabor function 
 : standard deviation of the Gaussian  
Since   is the wavelength,       is the spatial frequency of the cosine factor. The ratio 
    determines the spatial frequency bandwidth of simple cells and thus the number of 
inhibitory stripe zones.  The half-response spatial frequency bandwidth   (in octaves) and 
the ratio     are related as follows: 
     
  
      
 
   
    
 
 
   
    
 
  (4.4) 
The real part and imaginary part of the Gabor filter can be obtained by setting   to    
and     respectively. As recommended in [67], we choose a orientation separation angle 
of    , such that                            . The frequencies are chosen as 
follows as recommended in [68]: 
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where              
  
 
 ,    is the width of image. Thus, for an image with a width of 
64 pixels, a total of 36 filters is needed (6 orientations and 6 frequencies).   
 
4.3.3 Feature Extraction of Filtered Output  
A number of feature extraction methods can be used to extract information from the filter 
outputs. Some popular techniques include using the magnitude response, using the real 
component, using a non-linear sigmoidal function and using pixel adjacency information. 
Spatial smoothing can be applied to the methods above to enhance the performance of the 
segmentation process because it suppresses large variations in the feature map in areas 
which belong to the same texture.  
 
In our algorithm, we use a nonlinear sigmoidal function, which saturates the output of the 
filters. The function is defined as 
     
  
         
       
       
   (4.6) 
The function acts as blob detector and thus can detect texture, which can be characterized 
by blobs of different sizes and orientations. A Gaussian smoothing process is followed, 
which is given by  
     
  
            
     
   
   (4.7) 
Sample outputs of the filters are shown in Figure 4.7. Smoothed outputs are shown in 
Figure 4.8. 




Figure 4.7: Outputs of the designed filters. The ROI image is resized to 256 x 256 pixels. Thus, 
there are 6 orientations and 10 frequencies, and a total of 60 filters are needed. 
 




Figure 4.8: Smoothed outputs of the filters. 
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4.3.4 Clustering in the Feature Space  
After the feature extraction step, we can obtain a set of feature images extracted from the 
filter outputs. Pixels belonging to the same texture region have the same texture 
characteristics, and thus should be close to each other in the feature space. Hence, we can 
use an unsupervised learning method to classify the pixels. In the proposed algorithm, we 
implemented the k-means clustering method as follows: 
1. Initialize means of k clusters empirically. 
2. Assign each sample to the nearest centroid. 
3. Calculate new means by taking the centroid of each of the k clusters. 
4. Repeat step 2 and 3 until convergence has been reached. 
The spatial coordinates of the pixels are taken as two additional features in the clustering 
process. 
 
Traditional k-means clustering algorithm initializes the means randomly. The main 
disadvantage is that there is no guarantee that it will converge to the global optimum and 
the result strongly depends on the initial clusters. To overcome this shortcoming, we use 
a knowledge-based method to initialize the cluster centers. In this application, our 
purpose is to segment the optic disc and PPA from the image. Treating the PPA and optic 
disc as a whole, the problem becomes a two-class clustering problem. The performance 
of the k-means clustering can be improved considerably if each initial seed point is 
chosen in different clusters.  To achieve this task, the approximate disc center can be 
chosen as an initial cluster center, and the other one can be a point in one corner of the 
Chapter 4. Peripapillary Atrophy Detection and Segmentation 
 
 84 
ROI image.  Figure 4.9(a) shows the initialization of cluster centers. The result of the 
clustering contains both the optic disc and PPA, as illustrated in Figure 4.9(b). 
 
  (a)                                                             (b) 
 
Figure 4.9: (a) Cluster center initialization, blue circle: initialized disc center, black cross: 
initialized background center. (b) Clustering result with initialization in (a). 
 
4.3.5 PPA Extraction 
After the disc segmentation and texture-based segmentation, we can obtain the PPA by 
analyzing the two sets of results. Intuitively, the PPA is just the difference of the result of 
texture-based segmentation and the optic disc. However, the PPA is often confused with 
pigmentation around the optic disc, which is very thin. Thus, we define this PPA as the 
rough PPA. In order to get a better estimation of the PPA, we need to reduce the 
influence of the pigmentation. As the pigmentation is thin in nature, we can analyze the 
thickness of the rough PPA around the disc and remove the segments that are too thin.  
 
The rough PPA is divided into twelve segments radially from the center of the OD, 
having an angle of thirty degrees in each segment. If the thickness of the rough PPA in 
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one segment is less than 20% of the average radius for the segment of OD, this segment 
of rough PPA is considered to be pigmentation rather than real PPA. Since the OD is not 
a perfect circle and the shape of the PPA is also not regular, it is not practical to compare 
the thickness of PPA with the radius of the OD. Instead, we make an assumption of a 
circular OD and ring-shaped PPA, and compare their areas for decision making. Under 
such assumptions, if the area of the PPA is less than 45% of the area of the OD in one 
segment, this segment of the PPA will be removed from the rough PPA. The final PPA is 
obtained after analysis of all segments.    
 
4.4 Experimental Result  
Peripapillary atrophy identification attracts interests from researchers in recent years. 
Prior works are focused on identification and classification of PPA. No published efforts 
have been contributed on PPA segmentation. In this work, segmentation and subsequent 
quantitatively analysis of PPA will be carried out. 
 
4.4.1 Database 
The proposed algorithm is tested on 100 images from the ORIGA-light database, in 
which half of them are with moderate or extensive PPA and the other half have no or 
mild PPA. Mild PPA is usually considered as low risk. Thus, we only detect images with 
moderate and extensive PPA. The PPA is marked manually, and the demarcated PPA is 
used as the benchmark to analyze the segmentation result. 
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4.4.2 Result and Discussion 
For PPA detection, 90% of the normal images are correctly classified and 86% of the 
images with PPA are detected successfully. The overall accuracy of the testing result is 
88%.  
 
To evaluate the performance of the PPA segmentation algorithm, we performed test on 
all images that have PPA. Using the manually marked PPA as the ground truth, the 
average Dice coefficient for the segmentation result is 0.66. The distribution of the Dice 
coefficient is shown in Figure 4.10.  
 
Figure 4.10: Distribution of the Dice coefficient for the PPA segmentation. 
 
Although the proposed algorithm can achieve acceptable results for most of the images, it 
is not the case for some images due to a few reasons. One important factor is the image 
quality. From Figure 4.11 we can see that the algorithm fails to detect any PPA that 
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overlaps with the ground truth for two images in the dataset. In fact, the algorithm detects 
no PPA at all for both images. The reason for it is that the quality of these two images is 
not good, making the PPA more similar to the background rather than the OD. Another 
reason for inaccurate segmentation of PPA lies in poor OD segmentation. Due to 
existence of PPA, the OD segmentation result may not be good for some images. This 
would in turn affect the accuracy of PPA segmentation. In addition, the confusion of 
pigmentation and PPA also influences the accuracy of PPA segmentation. Figure 4.11 
shows some examples of segmented PPA. 
 
 












Figure 4.11: Examples of PPA segmentation results, original image (left), segmented PPA (right). 
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Chapter 5  Conclusion and Future Work 
In this work, algorithms are proposed to detect and segment the optic disc, optic cup and 
peripapillary atrophy from digital colour fundus image for glaucoma assessment. The 
optic disc and optic cup segmentation algorithm is based on statistical deformable model 
approach. Various knowledge-based measures are taken to boost the performance of the 
algorithm. A novel optimal channel selection scheme is proposed to choose the best 
image channel to extract the optic disc. Edge detection and the CHT are then used to 
initialize the trained active shape model. The model deforms in an improved scheme over 
the original ASM and a refitting process is utilized for bad fittings. A blood vessel 
removal method is proposed to reduce the influence of blood vessels in optic cup 
detection. Experimental results showed the proposed method‘s superior performance 
compared with existing methods on a large database. To evaluate the performance of the 
algorithm, both image segmentation evaluation metrics and clinical diagnostic metrics 
were adopted. The results show that the proposed method is able to achieve better 
segmentation accuracy for both optic disc and optic cup compared to many existing 
methods. In clinical diagnostic analysis, an evaluation based on clinical data suggests that 
the algorithm performs excellently in case-controlled database. However, the 
performance drops for population-based study that contains many ambiguous cases. This 
problem can be tackled by including other risk factors into the diagnosis process.  
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A peripapillary atrophy detection method is proposed by regional profile analysis and 
texture-based image clustering. Line profiles in the temporal and the nasal side of the 
optic disc are analysed to determine whether PPA exists. Subsequently, image clustering 
based on Gabor-filtered image features is used to segment the PPA.  The experimental 
result shows that the work is still preliminary and further efforts are needed to improve 
the segmentation accuracy. 
 
The current optic cup segmentation algorithm relies on intensity information which may 
not be sufficient to handle cases of pallor cups. For future work, an approach that 
integrates the intensity analysis and vessel bendings is targeted. Vessel bendings, which 
exist in most of the images, can help solve the pallor cup problem as well as improve the 
overall performance. In addition, a robust way to identify the boundary between the optic 
disc and PPA is also desirable, and is beneficial to both optic disc and PPA segmentation.  
 
The proposed feature extraction algorithms from digital colour fundus images can be 
applied in a wide range of medical applications. The algorithms as a whole can be used as 
a glaucoma diagnosis system, which is highly desirable for large-scale screening 
programs. The individual segmentation algorithms can also be applied to other 
applications. The optic disc segmentation itself can be used in analysis of diabetic 
retinopathy as well. The PPA detection is also a key step towards detection of 
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