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МЕТОДИКА ПОСТРОЕНИЯ РЕШАЮЩИХ ПРАВИЛ
ПРИ МНОГОПАРАМЕТРОВОМ
НЕРАЗРУШАЮЩЕМ КОНТРОЛЕ
О. А. ГИЛЕВА, В. С. ЕРЕМЕНКО
Рассмотрены вопросы построения решающих правил для неразрушающего контроля композитных материалов. С
помощью линейных методов распознавания построены разделяющие гиперплоскости, позволяющие с высокой дос-
товерностью определять аномальные участки изделий и проводить классификацию дефектов. Рассмотрен метод
выбора информативных параметров и определение их оптимального количества. Предложен алгоритм распознавания
видов дефектов.
Article describes questions of decision rules building for nondestructive testing of composite materials. The separating
hyperplanes built by linear recognizing methods, allows to high accuracy determine abnormal material areas and perform
defects classification. Also article describes method of choice information parameters and their optimal quantity. Algorithm
of defects recognizing offered too.
Композиционные материалы чаще всего форми-
руются одновременно с изделием и являются мно-
гослойными разнородными структурами, что зна-
чительно усложняет проведение их неразру-
шающего контроля (НК). Для таких материалов
и изделий разрабатываются комплексные методы
контроля, которые базируются на использовании
нескольких физических методов или дополнитель-
ных информативных параметров. Это обусловли-
вает необходимость разработки методик обосно-
ванного выбора диагностических признаков и
построения соответствующих решающих правил.
В теории распознавания образов существует
несколько основных подходов к решению задачи
построения решающих правил [1]. Подход, осно-
ванный на распознавании образов с помощью
функций расстояния, эффективен в том случае,
когда классы образов имеют тенденцию к прояв-
лению кластеризационных свойств и неэффекти-
вен, если сравниваемые классы имеют разную
дисперсию, а их законы распределения — точки
пересечения. Статистический подход основан на
применении отношения правдоподобия и требует
априорного знания законов распределения иссле-
дуемых сигналов. Поэтому в данной работе для
задач НК предлагается использовать итеративные
классификаторы образов, позволяющие строить
разделяющие гиперплоскости между множеством
признаков, соответствующих различным состоя-
ниям объекта контроля. Решающие функции этих
классификаторов строятся по заданной выборке
образов с помощью «обучающих» алгоритмов.
Предлагаемые алгоритмы просты в реализации и
не требуют большого объема экспериментальных
данных.
Теоретические сведения. Разделяющую фун-
кцию (или гиперплоскость) в пространстве приз-
наков при диагностике на два состояния D1 и D2
(соответственно бездефектная зона и зона с де-
фектом) можно представить в виде скалярного
произведения [2]
f(x– ) = λx– ,
(1)
где x– = {x1, x2, …, xN} — вектор признаков; λ —весовой вектор.
Вектор λ однозначно определяет положение
разделяющей плоскости в пространстве призна-
ков, поэтому задача построения разделяющей по-
верхности фактически сводится к поиску значения
вектора λ. Если существует обучающая последо-
вательность, т. е. эталонная совокупность образ-
цов с известным диагнозом, то ее можно приме-
нить для построения весового вектора, а значит,
и разделяющей гиперплоскости. При расчетах ис-
пользуется итеративный алгоритм последователь-
ных приближений, при предоставлении несколь-
ких образцов из обучающей совокупности обра-
зов. В общем виде эту процедуру можно предс-
тавить таким образом: при предоставлении каж-
дого образца из обучающей последовательности
x(1), x(2), …., x(n) происходит коррекция вектораλ:
λ(n + 1) = λ(n) + r(n + 1)x(n + 1).
(2)
В равенстве (2)
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r(n + 1) = 
⎧
⎨
⎩
0  для λ(n)x(n + 1) > 0
1  для λ(n)x(n + 1) < 0
 при x(n + 1) ∈ D1,
   r(n + 1) = 
⎧
⎨
⎩
–1  для λ(n)x(n + 1) > 0
0    для λ(n)x(n + 1) < 0
  при x(n + 1) ∈ D2.
(3)
Другими словами, при неправильном распоз-
навании образов к вектору λ(n) прибавляется зна-чение точки, относительно которой была сделана
ошибка. В соответствии с теоремой Розенблата и
Новикова [2] эта процедура последовательных
приближений приводит к определению весового
вектора за конечное число шагов итерации.
Условие разделения признаков для построен-
ной гиперплоскости имеет вид
f(x∗– ) = λx∗–  > 0  при  x∗–  ∈ D1,
f(x∗– ) = λx∗–  < 0  при  x∗–  ∈ D2.
       
Для построения решающего правила по при-
веденному алгоритму необходимо определить
критерий отбора наиболее информативных приз-
наков. Для этого предлагается использовать ин-
формационный подход, изложенный в работе [3].
Определить количество полученной инфор-
мации с увеличением количества использованных
для диагностики параметров (признаков) можно
по следующей формуле:
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(4)
где n — объем выборки; p — количество приз-
наков;
εi2 = (μi(1) – μi(2)) ⁄ di, (5)
μi(1),  μi(2) — математические ожидания классов;
di — дисперсия признаков.Для получения оптимального результата при
построении решающего правила необходимо ис-
пользовать признаки, обеспечивающие наиболь-
ший прирост информации.
Экспериментальные исследования. В качес-
тве физического метода НК, который использо-
вался для получения множества эксперименталь-
ных данных, выбрали метод низкоскоростного
удара. При проведении исследований энергия
ударного взаимодействия изменялась по случай-
ному закону с равномерным распределением. Та-
ким образом имитировалось большое количество
измерений информативных параметров в безде-
фектной зоне и зонах с дефектами. Эксперименты
проводили на образцах сотовых панелей с напол-
нителем типа ИСП-1 и обшивкой на основании
стеклоткани Т42/1-76. Моделями дефектов выс-
тупали зоны с повреждениями, нанесенными то-
чечными разрушающими ударами с энергиями
2,3; 2,8; 3,2 и 5,1 кДж [4].
Информативным признаком, по которому про-
водили контроль образцов, являлось изменение
формы импульса силы ударного взаимодействия,
которое численно может быть описано с помощью
спектрального разложения по ортогональным
функциям. Для построения ортогонального базиса
использовали функции Хаара {Н(N, m, t)}. Эти
функции образуют периодическую, ортонормиро-
ванную и полную систему функций [5]. Вид фун-
кций Хаара приведен на рис. 1. При построении
базиса использовано следующее рекуррентное со-
отношение:
H(0, 0, t) = 1 при t ∈ [0,1— ),
H(r, m, t) = 
⎧
⎨
⎩
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 ≤ t < m – 1 ⁄ 2
2r
,
–2r
 ⁄ 2 при m – 1
 ⁄ 2
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2r
,
где 0 ≤ r < log2N, 1 ≤ m ≤ 2r.Исследования проводили по результатам изме-
рений 250 случайных реализаций, полученных в
бездефектной зоне, и по 250 реализациям, полу-
ченным в четырех зонах с различными степенями
ударных повреждений. В качестве диагностичес-
ких признаков выбраны первые 10 коэффициентов
разложения, так как они соответствуют более чем
90 % энергии исследуемых сигналов (рис. 2).
Для построения гиперплоскости, разделяющей
диагностические признаки, соответствующие без-
дефектной зоне и зонам со всеми рассмотренными
Рис. 1. Функции Хаара
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видами дефектов, необходимо отобрать те коэф-
фициенты разложения, которые во всех дефект-
ных зонах принимают значения, лежащие по одну
сторону от значений, полученных в бездефектной
зоне. В противном случае построение такой ги-
перплоскости не представляется возможным.
На основе анализа спектрограммы, приведен-
ной на рис. 2, были отобраны шесть спектральных
коэффициентов по которым можно линейно раз-
делить информативные признаки, соответствую-
щие бездефектной зоне и зонам с дефектами. Это
коэффициенты с номерами 1, 2, 4, 5, 8 и 9.
Для ранжирования отобран-
ных коэффициентов по чувстви-
тельности к наличию дефектов
в контролируемой зоне по фор-
муле (5) вычислено величину
εi2, которая фактически опреде-
ляет информативность каждого
коэффициента разложения
(табл. 1) при линейном разде-
лении сигналов.
По данным табл. 2 можно
упорядочить спектральные
коэффициенты по информатив-
ности — 5, 1, 4, 9, 2, 8. Прирост
информативности распознава-
ния с увеличением количества
использованных для диагности-
ки коэффициентов разложения
определен по формуле (4) и гра-
фически представлен на рис. 3.
С использованием рассмот-
ренного итеративного метода построены две раз-
деляющие гиперплоскости: первая — по трем на-
иболее информативным коэффициентам разложе-
ния — 5, 1 и 4; вторая — по трем менее инфор-
мативным — 9, 2 и 8. Полученные уравнения ги-
перплоскостей и необходимое для их построения
количество итераций приведено в табл. 2.
Как видно из табл. 2, для разделения безде-
фектной зоны и зон с дефектами с помощью ите-
ративного алгоритма удалось построить разделя-
ющие гиперплоскости и по более информативным
спектральным коэффициентам (5; 1; 4), и по тем,
которые имеют меньшую информативность (9; 2;
8), однако при построении гиперплоскости по
менее информативным понадобилось в 15 раз
больше итераций для сходимости алгоритма.
Эффективность разделения информативных
признаков с помощью построенных гиперплос-
костей была экспериментально проверена по 125
реализациям, полученным при контроле безде-
фектной зоны и зон с различной степенью пов-
реждения. Во всех случаях обе гиперплоскости
позволили провести правильную классификацию,
т. е. разделить значения диагностических призна-
ков, соответствующих бездефектной зоне, от зна-
чений, соответствующих дефектным зонам.
Таким образом, построенные по трем диагнос-
тическим признакам (даже наименее информатив-
ным) гиперплоскости позволяют проводить эф-
Рис. 2.  Коэффициенты разложения информационных сигналов в базисе Хаара: n —
номер импульса ударного взаимодействия; аk — коэффициент разложения по базисуХаара; k — номер коэффициента разложения. Спектры сигналов: 1 — в бездефект-
ной зоне; 2–5 — в зонах с разными разрушающими ударами A, кДж, соответственно
2,297; 2,812; 3,240; 5,109
Т а б л и ц а  1. Значение величины εi2 между сигналами в безде-фектной зоне и зонах с дефектами
Номер зоны с
дефектом/раз-
рушающий
удар A, кДж
1 2 4 5 8 9
1/2,3 80,42 12,85 39,34 120,02 5,00 37,51
2/2,8 75,76 13,82 38,85 119,95 5,27 37,95
3/3,2 26,62 14,82 39,13 125,11 5,23 38,30
4/5,1 83,91 16,01 39,30 139,88 6,03 38,50
Рис. 3. Изменение информативности с увеличением количес-
тва коэффициентов разложения при сравнении сигнала в без-
дефектной зоне и в зонах с дефектами 1–4
Т а б л и ц а  2. Уравнения разделяющих гиперплоскостей
Спектраль-
ный коэффи-
циент
Уравнение гиперплоскости Количествоитераций
5, 1, 4 f(x) = –2,15x5 + 0,07x1 + 2,2x4 2
9, 2, 8 f(x) = 10,77x9 – 1,53x2 + 0,57x8 30
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фективное диагностирование, т. е. различать без-
дефектные зоны и зоны с дефектами. Предлага-
емый подход имеет смысл применить не только
для определения наличия дефекта в контролиру-
емой зоне, но и классификации типа дефекта. В
этом случае сначала нужно определить, содержит
ли контролированная зона дефект 1 вида, потом
2 и т. д. Для этого необходимо построить нес-
колько разделяющих гиперплоскостей между все-
ми дефектами, и если это возможно, то реализо-
вать следующий алгоритм классификации, приве-
денный на рис. 4. Он будет действующим при ус-
ловии, что разделяющая гиперплоскость между 1
и 2 видами дефектов есть также разделяющей ги-
перплоскостью между 1 и всеми остальными де-
фектами, а также гиперплоскость между 2 и 3 ви-
дами дефектов отделяет от 2 также 4 вид дефекта.
В приведенном алгоритме «Условие 1» — век-
тор информативных параметров Х — отвечает 1 ви-
ду дефекта по результатам проверки по гиперп-
лоскости между 1 и 2 видами дефектов; «Усло-
вие 2» — выборка Х — 2 виду дефекта по ре-
зультатам проверки по гиперплоскости между 2
и 3 видами дефектов; «Условие 3» — выборка Х
отвечает — 3 виду дефекта по результатам про-
верки по гиперплоскости между 3 и 4 видами.
Таким образом, для реализации предложенно-
го последовательного алгоритма классификации
четырех видов дефектов необходимо построить
три разделяющие гиперплоскости.
Для определения оптимального количества
коэффициентов разложения, необходимых для
построения каждой из гиперплоскостей и ранжи-
рования их по информативности, проведем вычис-
ления, аналогично приведенным выше (табл. 3).
По полученным данным для каждого условия
классификации отобраны три наиболее информа-
тивные спектральные коэффициенты. По ним пос-
троены разделяющие гиперплоскости, которые от-
вечают различным типам дефектов. Полученные
уравнения гиперплоскостей и количество итера-
ций, необходимых для их построения, приведены
в табл. 4.
Как видно из табл. 4, удалось построить все три
гиперплоскости за конечное количество шагов
итерации. Проверка разработанного классифика-
тора по 125 экспериментальным реализациям, по-
лученным в дефектных зонах с различными энер-
гиями повреждающих ударов, показала правиль-
ность построения разделяющих гиперплоскостей,
что подтверждается отсутствием ошибок распоз-
навания.
Выводы
Проведенные исследования показали эффектив-
ность применения линейных разделяющих фун-
кций для построения решающих правил в мно-
гопараметровой дефектоскопии. С помощью раз-
работанного алгоритма можно не только провести
Рис. 4. Алгоритм распознавания дефектов
Т а б л и ц а  3. Значения информативности коэффициентов разложения при разделении видов дефектов
Номер де-
фектной
зоны
0 1 2 3 4 5 6 7 8 9
1, 2, 3 2,4 9,6 2,3 10,0 51,6 0,65 2,30 7,50 0 7,7
2, 3 3,0 0,3 17,0 0,10 0,87 9,09 42,4 65,6 4,3 15,9
3, 4 27,5 4,6 57,7 93,6 10,6 46,2 89,1 19,9 22,9 66,2
Т а б л и ц а  4. Уравнения гиперплоскостей между различными
типами дефектов
Номер де-
фектной
зоны
Номер
коэффици-
ента
Уравнение
гиперплоскости
Количест-
во итера-
ций
1, 2 4, 3, 1 f(x) = 2,92x4 – 0,41x3 + 0,05x1 16
2, 3 7, 6, 2 f(x) = 0,84x7 – 4,8x6 + 1,36x2 32
3, 4 3, 6, 9 f(x) = –1,48x3 + 0,48x6 + 0,17x9 2
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разделение контролируемых зон на дефектные и
бездефектные, но и осуществить классификацию
вида обнаруженного дефекта.
Вследствие того, что при построении разделя-
ющих гиперплоскостей использовали диагности-
ческие параметры, наиболее чувствительные к
наличию определенных видов дефектов, а также
учитывали разброс их значений, вызванный неод-
нородностью контролируемых материалов, пред-
ложенная методика позволяет разрабатывать
решающие правила, обеспечивающие более высо-
кую достоверность контроля по сравнению с по-
роговыми правилами.
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