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Abstract
In this paper we establish a connection between subresultants and locally nilpotent deri-
vations over commutative rings containing the rationals. As consequence of this connection,
we prove that for any commutative ring with unit and any polynomials P and Q in A[y], the
ith subresultant of P and Q is the determinant of a matrix, depending only on the degrees of
P and Q, whose entries are taken from the list built with P , Q and their successive Hasse
derivatives.
© 2003 Elsevier Inc. All rights reserved.
AMS classification: 12Y05; 68W30; 13P10
Keywords: Subresultant sequence; Locally nilpotent derivation; Bézout identity
1. Introduction
Resultants and more generally subresultants are nowadays one of the main tools of
elimination theory. The most known applications of such tools are gcd computation
for parameter dependent univariate polynomials, and the real root counting problem
(see e.g. [1,8,10]). There are also less known, but not less important, applications of
subresultants, such as the detection of symmetries with respect to the origin in the
complex roots of real coefficients univariate polynomials and the domain of stability
problem (see e.g. [1,5,6,11]).
LetA be a commutative ring with unit containing the rationals. Any given locally
nilpotent derivation X of A gives rise to an automorphism, namely exp(yX), of
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A[y]; see e.g. [7] for more details. The image of an element a ∈A under exp(yX)
is called a Lie series with respect to X. When for example the ground ring A is
Q[t] and X = ∂t , the image under exp(yX) of any polynomial P(t) is nothing but
P(t + y).
In this paper we show that if two polynomials P(y) and Q(y) are Lie series with
respect toX then the polynomials that appear in their subresultant sequence are also
Lie series with respect toX. As consequence of this connection, we prove that for any
commutative ring with unit, regardless of its characteristic, and any P(y),Q(y) ∈
A[y] the ith subresultant of P and Q is the determinant of a matrix, depending only
on the degrees of P and Q, whose entries are taken from the list built with P , Q and
their successive Hasse derivatives.
2. Review of subresultants
In this section we recall how subresultants are defined and give some of their
properties that will be needed for our purpose. For more details on subresultants
theory we refer to [2–4,9,12,14,15], but the list is nowhere near exhaustive.
Throughout this paper all considered rings are commutative with unit. Given two
positive integers m and n we denote byMm,n(A) theA-module of m× n matrices
with coefficients in A. Consider the free A-module Pn of univariate polynomi-
als with coefficients in A of degree at most n− 1 equipped with the basis Bn =
[yn−1, . . . , y, 1]. A sequence of polynomials [P1, . . . , Pm] in Pn will be identified
with the m× n matrix whose row’s coefficients are the coordinates of the Pi’s in
Bn. Given positive integers p, q we let δ(p, q) = q − 1 if p = q, and δ(p, q) =
min(p, q) if p /= q.
Definition 2.1. Let A be a ring and p, q be positive integers. Let P,Q ∈A[y] be
two polynomials with deg(P ) = p and deg(Q) = q. For any i  δ(p, q) we define
the ith subresultant polynomial associated to P and Q as follows:
Sri (P ,Q) =
i∑
j=0
sri,j (P ,Q)y
j ,
where sri,j (P ,Q) is the determinant of the matrix built with the columns 1, 2, . . . ,
p + q − 2i − 1 and p + q − i − j in the matrix
Sylvi (P ,Q) = [yq−i−1P, . . . , P , yp−i−1Q, . . . ,Q].
The determinant sri,i (P ,Q) is called the ith principal subresultant coefficient of P
and Q and is denoted by sri (P ,Q).
Recall that the polynomials Sri (P ,Q) belong to the ideal I(P,Q) generated by
P and Q inA[y], and that deg(Sri (P ,Q))  i. Moreover, Sr0(P,Q) is nothing but
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the resultant Res(P,Q) of P and Q with respect to y. If no risk of confusion arises,
we write Sri and sri,j for short instead of Sri (P ,Q) and sri,j (P ,Q).
In the sequel we give some fundamental properties of subresultants. The first one
is classical and it answers the well known problem of finding algebraic conditions
on the coefficients of P and Q in order that they have a gcd of given degree.
Theorem 2.1. Let A be a domain and P,Q ∈A[y] be two polynomials with
deg(P ) = p and deg(Q) = q. Then the gcd of P and Q over the fractions field
of A is of degree k if and only if
sri = 0, i = 0, 1, . . . , k − 1,
srk /= 0.
Another property subresultants satisfy is the so-called specialization property. The
version we give here is enough for our purpose. We refer to [9] for a complete study
of the cases when one of the polynomials drops down in degree.
Theorem 2.2. Let A and B be two rings, φ :A −→ B be a ring homomorphism
and P,Q ∈A[y] be two polynomials with deg(P ) = p and deg(Q) = q. If
deg(φ(P )) = p and deg(φ(Q)) = q then for any i  δ(p, q) we have:
Sri (φ(P ), φ(Q)) = φ(Sri ).
The last result we will need for our purpose concerns the behavior of subresultants
under translation. We refer to [13] for the study of subresultants under the more
general operation of composition.
Theorem 2.3. LetA be a ring and P,Q ∈A[y] be two polynomials with deg(P ) =
p and deg(Q) = q. Then for any i  δ(p, q) and any α ∈A we have:
Sri (P (y + α),Q(y + α)) = Sri (y + α).
3. Subresultants and locally nilpotent derivations
In this section we establish a connection between subresultants and locally nil-
potent derivations over commutative rings containing the rationals. More precisely,
we prove that if two univariate polynomials are Lie series with respect to a locally
nilpotent derivation then the polynomials in their subresultant sequence can also be
realized as Lie series with respect to the same derivation.
LetA be a ring containing Q. A given derivationX ofA is said locally nilpotent
if for any a ∈A we have Xn(a) = 0 for n 
 0. The exponential of X is defined by
exp(X) · a =
∑ Xi (a)
i! .
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If Y is another locally nilpotent derivation such that X ◦Y = Y ◦X then
exp(X) ◦ exp(Y) = exp(X+Y). In particular, exp(X) is an automorphism of A
with exp(−X) as inverse. If y is an indeterminate overA, we can extendX toA[y]
by letting X(y) = 0, so that exp(yX) becomes a Q[y]-automorphism of A[y]. For
any element a of A we let degXa to be the degree of the polynomial exp(yX) · a.
Given a ring A and a polynomial P in A[y], we denote by P [i] the ith Hasse
derivative of P , namely P (i)
i! . Notice that this quantity is well defined, regardless of
the characteristic of A.
Theorem 3.1. LetA be a ring containing Q andX be a locally nilpotent derivation
of A. Then for any a, b ∈A and any i  δ(degXa, degXb) we have:
Sri (exp(yX) · a, exp(yX) · b) = exp(yX) · sri,0. (1)
Proof. Let t be a new indeterminate over A and let us extend X to A[t] by let-
ting X(t) = 0. The map exp(tX) is then an automorphism of A[t]. To simplify,
we let P(y) = exp(yX) · a, Q(y) = exp(yX) · b and write Sri for short instead of
Sri (exp(yX) · a, exp(yX) · b). By Theorem 2.2 we have the relation
Sri (exp(tX) · P(y), exp(tX) ·Q(y)) = exp(tX) · Sri . (2)
On the other hand, for any c ∈A we have
exp(tX) · (exp(yX) · c) = exp((y + t)X) · c
and in particular exp(tX) · P(y) = P(y + t) and exp(tX) ·Q(y) = Q(y + t).
Now applying Theorem 2.3 and taking into account the relation (2) we get
exp(tX) · Sri = Sri (y + t).
By substituting 0 to y in the last equation we get exp(tX) · sri,0 = Sri (t), which is
exactly the desired relation provided that we replace t by y. 
Theorem 3.1 has quite interesting consequences for subresultants theory. Indeed,
let us consider two polynomials P and Q with formal coefficients, and write P =
apy
p + · · · + a0 and Q = bqyq + · · · + bq . Let us consider the locally nilpotent
derivation X of Z[a, b] defined by
X(ai) = (i + 1)ai+1 for i  p − 1, X(ap) = 0,
X(bi) = (i + 1)bi+1 for i  q − 1, X(bq) = 0.
Clearly, P = exp(yX) · a0 and Q = exp(yX) · b0, and applying Theorem 3.1 we get
algebraic identities of the type
j !sri,j = Xj (sri,0).
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On the other hand, using the relations exp(yX) · ai = P [i], exp(yX) · bi = Q[i]
and the fact that exp(yX) is an automorphism of A[y] we get the following result
which has no analogous in the classical approaches of subresultants theory.
Theorem 3.2. LetA be a ring and P,Q be two polynomials inA[y]with deg(P ) =
p and deg(Q) = q. Then the subresultant Sri (P ,Q) is the determinant of a (p +
q − 2i)× (p + q − 2i) matrix whose entries are taken from the list P, P [1], . . . ,
P [p],Q,Q[1], . . . ,Q[q]. In particular, Sri (P ,Q) is a polynomial with coefficients
in Z in terms of P, Q and their successive Hasse derivatives.
Proof. Following the specialization property, it is enough to prove it over Z[a, b],
where a = a0, . . . , ap, b = b0, . . . , bq are indeterminates and P = apyp + · · · +
a0, Q = bqyq + · · · + b0.
Let sri,0 be the constant coefficient of Sri , and Sylvi,0 be the sub-matrix of Sylvi
whose determinant is sri,0. By Theorem 3.1, and according to the fact that exp(yX)
is an automorphism of Q[a, b][y], we have
Sri = exp(yX) · det(Sylvi,0) = det(exp(yX) · Sylvi,0). (3)
Since exp(yX) · ai = P [i] and exp(yX) · bi = Q[i] the coefficients of the matrix
Mi = exp(yX) · Sylvi,0 are taken from the list P, P [1], . . . , P [p],Q,Q[1], . . . ,Q[q].
In particular, Sri is a polynomial with coefficients in Z in terms of P , Q and their
successive Hasse derivatives.
Recall that for any ring A and any R ∈A[y] the quantity R(i)
i! is well defined,
regardless of the characteristic of A. Therefore, the formula (3) specializes to an
arbitrary commutative ring with unit. 
Example 3.1. (i) The easiest example is the discriminant of a polynomial P of
degree 2. It is given by the formula (P ′)2 − 2PP ′′.
(ii) The discriminant of a polynomial P of degree 3 is
−27P [3]2P 2 + 18 P [3]P [2] P [1] P + P [2]2P [1]2 − 4 P [2]3P − 4 P [3]P [1]3 .
(iii) The first subresultant Sr1(P,Q) of two polynomials P and Q of degrees
respectively 3 and 2 is
Q[2]2P −QQ[2]P [2] +Q P [3] Q[1].
4. Bézout identities
Subresultants satisfy special algebraic identities, namely Bézout identities, which
were discovered by Habicht in his work [12]. More precisely, we have the following
result.
258 M. El Kahoui / Linear Algebra and its Applications 380 (2004) 253–261
Theorem 4.1. LetA be a ring and P,Q ∈A[y] be two polynomials with deg(P ) =
p and deg(Q) = q. For any i = 0, . . . , δ(p, q) there exist polynomials Ui, Vi ∈
A[y] such that deg(Ui)  q − i − 1, deg(Vi)  p − i − 1 and
UiP + ViQ = Sri (P ,Q). (4)
The coefficients of Ui and Vi are (p + q − 2i − 1)× (p + q − 2i − 1) minors ex-
tracted on the matrix Sylvi (P ,Q), and so they are polynomials in terms of the
coefficients of P and Q. Moreover, if one at least of the coefficients of Sri (P ,Q) is
not a zero divisor in A then the polynomials Ui and Vi are uniquely determined by
the degree restrictions deg(Ui)  q − i − 1, deg(Vi)  p − i − 1 and the identity
(4).
The question of uniqueness stated in Theorem 4.1 needs to be clarified. In fact, the
coefficients of Sri (P ,Q) are maximal minors extracted on the matrix Sylvi (P ,Q).
If one of these coefficients is not a zero divisor in A then the matrix Sylvi (P ,Q)
has full rank, and thus its rows yq−i−1P, . . . , P , yp−i−1Q, . . . ,Q are linearly inde-
pendent over A.
Our aim in this subsection is to study Bézout identities when the input polyno-
mials P and Q are Lie series with respect to a locally nilpotent derivation. First we
give a specialization property for Bézout identities.
Lemma 4.1. Let A and B be two rings, φ : A −→ B be a ring homomorphism
and P,Q ∈A[y] be such that deg(P ) = p and deg(Q) = q. Assume that
deg(φ(P )) = p and deg(φ(Q)) = q. For any i  δ(p, q), if UiP + ViQ =
Sri (P ,Q) is the Bézout identity corresponding to Sri (P ,Q) then
φ(Ui)φ(P )+ φ(Vi)φ(Q) = Sri (φ(P ), φ(Q))
is the Bézout identity of Sri (φ(P ), φ(Q)).
Proof. This is a direct consequence of the fact that the coefficients of Ui and Vi are
polynomials in terms of the coefficients of P and Q. 
As consequence of this specialization property, if UiP + ViQ = Sri (P ,Q) is the
Bézout identity of Sri (P ,Q) then
Ui(y + α)P (y + α)+ Vi(y + α)Q(y + α) = Sri (P (y + α),Q(y + α))
is the Bézout identity corresponding to Sri (P (y + α),Q(y + α)). Indeed, it suffices
to show this in the generic case and then deduce it for the general case by using
Lemma 4.1. For the generic case the result follows from the fact that the ground
ring Z[a, b] is a domain, and that in such situation the Bézout identities are uniquely
determined by the degree restrictions.
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We can now establish a connection between Bézout identities and Lie series.
Theorem 4.2. Let A be a ring containing Q and X be a locally nilpotent deriva-
tion ofA. Then for any a, b ∈A and i  δ(degXa, degXb) the polynomials Ui and
Vi appearing in the Bézout identity of the subresultant polynomial Sri (exp(yX) ·
a, exp(yX) · b) are Lie series with respect to X.
Proof. Let P = exp(yX) · a and Q = exp(yX) · b. Let t be an indeterminate over
A[y] and recall that exp(tX) : A −→A[t] is a ring homomorphism. We have
exp(tX) · P(y)= P(y+ t) and exp(tX) ·Q(y)=Q(y+ t), and so ifUiP +ViQ=
Sri (P ,Q) is the Bézout identity of Sri (P ,Q) then the Bézout identity of Sri (P (y +
t),Q(y + t)) writes as
Ui(y + t)P (y + t)+ Vi(y + t)Q(y + t) = Sri (P (y + t),Q(y + t)).
On the other hand, by Lemma 4.1 the Bézout identity of Sri (P (y + t),Q(y + t))
writes as
(exp(tX) · Ui)P (y+ t)+ (exp(tX) · Vi)Q(y+ t)= Sri (P (y+ t),Q(y+ t)).
Therefore, we have
Ui(y + t) = exp(tX) · Ui(y),
Vi(y + t) = exp(tX) · Vi(y),
and comparing the constant terms with respect to y we get the relations Ui(t) =
exp(tX) · ui,0 and Vi(t) = exp(tX) · vi,0. 
The following theorem is the analogous, for Bézout identities, of Theorem 3.2.
For its proof we just mimic the one given for Theorem 3.2.
Theorem 4.3. LetA be a ring and P,Q be two polynomials inA[y]with deg(P ) =
p and deg(Q) = q. Then the polynomials Ui and Vi appearing in the Bézout iden-
tity of Sri (P ,Q) are determinants of (p + q − 2i − 1)× (p + q − 2i − 1) matrices
whose entries are taken from the list P, P [1], . . . , P [p],Q,Q[1], . . . ,Q[q]. In partic-
ular, they are polynomials with coefficients in Z in terms of P, Q and their successive
Hasse derivatives.
Example 4.1. Let us continue on Example 3.1 and give the Bézout identity corre-
sponding to each case.
(i) The case of the discriminant of a degree 2 polynomial P is trivial, just take
U0 = −2P ′′ and V0 = P ′.
(ii) For the discriminant of a degree 3 polynomial P we have
U0 = −27 P [3]2P + 15 P [3] P [2] P [1] − 4 P [2]3 ,
V0 = 3 P [3] P [2] P + P [2]2P [1] − 4 P [3] P [1]2 .
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(iii) For the first subresultant of two polynomials P and Q of degrees respectively
3 and 2 we have
U1 = Q[2]2 ,
V1 = −Q[2] P [2] + P [3] Q[1].
5. Conclusion
We have proven in this paper that the ith subresultant of two polynomials P and
Q is the determinant of a square matrix, extracted from the Sylvester matrix of P
and Q, whose entries are taken from the list built with P , Q and their successive
Hasse derivatives. Recently, Henri Lombardi pointed out to me that this could be
used as new definition of subresultants in so far as it holds in a wider algebraic
structure extending univariate polynomials as well as Ore polynomials. Indeed, the
usual definition involves the coefficients of the input polynomials, and so it uses
the fact that polynomials can be evaluated at particular elements of the ground ring.
In the new definition we do not need such a property, but only an operation which
iteratively generates quantities that mimic Hasse derivatives. This approach will be
studied with more details in a future work.
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