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Abstract—Generating natural sentences from images is a
fundamental learning task for visual-semantic understanding
in multimedia. In this paper, we propose to apply dual
attention on pyramid image feature maps to fully explore
the visual-semantic correlations and improve the quality of
generated sentences. Specifically, with the full consideration of
the contextual information provided by the hidden state of the
RNN controller, the pyramid attention can better localize the
visually indicative and semantically consistent regions in im-
ages. On the other hand, the contextual information can help
re-calibrate the importance of feature components by learning
the channel-wise dependencies, to improve the discriminative
power of visual features for better content description. We
conducted comprehensive experiments on three well-known
datasets: Flickr8K, Flickr30K and MS COCO, which achieved
impressive results in generating descriptive and smooth nat-
ural sentences from images. Using either convolution visual
features or more informative bottom-up attention features,
the composite model can boost the performance of image-to-
sentence translation, with a limited computational resource
overhead. The proposed pyramid attention and dual attention
methods are highly modular, which can be inserted into
various image captioning modules to further improve the
performance.
Index Terms—Image Captioning; Dual Attention; Pyramid
Attention.
I. INTRODUCTION
The image captioning task is to apply machine learning
methods to reveal the image contents and generate descrip-
tive natural sentences, which combines visual understand-
ing in computer vision and machine translation in natural
language processing. The target of image captioning is to
bridge the semantic gap between visual feature descriptors
and human languages. Usually, an image captioning frame-
work consists of two sub-models, an encoder that extracts
the visual features from images, and a decoder that trans-
lates the visual properties to natural sentences. The encoder
is essentially a pre-trained convolutional neural network
(CNN), and the decoder is mainly a recurrent neural net-
work (RNN) that controls the word-flow in the sentences.
Thus, the challenges of image captioning are two-fold: first,
as a visual understanding task, the feature representation
should be discriminative enough to determine what visual
properties to describe; second, the language model should
be able to generate sentences that accurately describe the
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Fig. 1: Single-scale vs multi-scale attention maps. Caption:
a small red airplane sitting on top of an airport tarmac.
semantics in images. The second requirement differs from
cross-modal retrieval tasks [1], [2], [3], which do not need
to assemble words and form smooth sentences.
From the perspective of instance-based visual under-
standing, image captioning is a many-to-many learning
task, i.e., both image inputs and sentence outputs contain
multiple instances, and they should be well correlated
for sentence generation. Inferring with a unique global
visual feature vector is not a good option to describe
multiple instances in an image, because the many-to-many
correlations between the two modalities are usually lost,
thus aggregating local visual descriptors is more suitable for
word generation in a salient region at different time steps
in a sentence. With the help of the partial contextual infor-
mation, such aggregation is feasible via the control of the
RNN module in the decoder, and these salient regions can
be localized in accordance with the temporal order of the
natural sentence, which is called attention as a mechanism
for visual feature selection. The temporal attention model is
specifically designed for the task of machine translation [4],
[5]. As a kind of image-to-sentence translation, attention
models have also been used in learning-based image cap-
tioning. In [6], the authors introduced two attention-based
image captioning models under a common framework:
a “soft” deterministic attention and a “hard” stochastic
attention, respectively. The former model is trained by
standard back-propagation method while the latter one is
trained in a reinforcement learning approach. Following
this work, various image captioning models have been
proposed to further boost the captioning performance [7],
[8], [9], [10], [11]. While encouraging results on public
datasets have been reported, the performance gains obtained
from the latest proposed image captioning models mainly
rely on additional deep learning models such as attribute
learning [9] and region proposal network [10], to get fine-
tuned semantic information. Such conditions are not always
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satisfied either because the lack of label annotation or the
computational resource limitation.
We rethink the importance of visual feature represen-
tation for better attentions in a single inference model,
to improve the performance of image captioning. In the
decoder of an attention-based image captioning model, the
RNN controls a small region of the input image to gaze at
a time step. Such a region is represented by a feature vector
aggregated by a soft-max function or a hard mask function
in a salient area of an input image. However, the objects
usually render at multi-scales, so it is inaccurate if the
attention module just looks at one position at a single scale.
Consequently, the single-scale spatial attention may lead
to the mismatched visual-semantic relationship because of
the inconspicuous classes. As is illustrated in Figure 1, the
red airplane should be represented in a larger receptive
field in the image, and such kind of 2D areas usually
cannot be well described via a softmax function over the
whole convolutional feature maps. In [10], the authors
proposed to use a pre-trained object detector to estimate the
bounding boxes of the entities, forming a bottom-up feature
representation. Such an attention mechanism becomes a
very good start point for improving the semantically correct
mapping for image captioning [12], [13], [11].
In this paper, we propose to apply a pyramid attention
module on visual image feature maps to form multi-scale
representations and generate richer attentions. When using
the convolutional features without the help of the auxiliary
object detector, the attention can still capture the visual
properties accurately to facilitate the image description.
When using the bottom-up image features, the pyramid
attention yields semantic hierarchies. In either case, the
pyramid feature representations can outperform the single-
scale feature maps. Furthermore, we employ a dual atten-
tion module from both spatial and channel perspectives in
the decoder part. The spatial attention is conducted at a
local image area when given the contextual information
of a hidden state of RNN, while the channel attention
is to re-calibrate the feature components from a different
view of feature maps. With such settings, both the spatial
attention on pyramid feature maps and the dual attention
on the visual feature representations can improve the image
feature representations separately. When combining the two
modules to form a unified image captioning framework,
our proposed method is able to achieve very competitive
performance as a single image captioning model in terms
of BLEU [14], METEOR [15], ROUGE-L [16], and CIDEr-
D [17], on three publicly available datasets: Flickr8K [18],
Flickr30K [19] and MS COCO [20].
The rest of the paper is organized as follows. Section
II introduces related work. Section III elaborates the pro-
posed dual attention on pyramid feature maps for image
captioning. Experimental results and analysis are presented
in Section IV. Finally, Section V concludes the paper.
II. RELATED WORK
A. Image captioning
Inspired by the successful use of convolutional neural
networks (CNNs) in computer vision and recurrent neural
networks (RNNs) in natural langue processing, a large
number of deep learning-based visual captioning methods
have been proposed in recent years. The pioneering work
using the encoder-decoder structure to generate natural
sentences is proposed by Vinyals et al. [21], which is now
still the most widely used captioning structure. In [22],
Aneja et al. proposed an alternative method using the 1D
convolutional decoder to generate sentences, which has the
comparable performance to the RNN based decoder, while
has a faster training time per number of parameters. The
research targets of image captioning can be categorized as
the following three aspects: (1) how to accurately describe
the image contents [11], [9], (2) how to improve the training
strategy [23], and (3) how to evaluate the captioning model
[24]. In our work, we mainly focus on how to prepare
better visual feature representations to improve captioning
quality. A related visual understanding task is video cap-
tioning, which also aims to generate natural sentences by
considering the dynamic properties [25], [26].
B. Feature pyramid
In image processing, feature pyramid has been heavily
used in the era of hand-engineered features, while it is
still a common scheme in deep learning. The advantage
of the pyramid feature is that the model can “observe”
receptive fields at multi-scales to localize and recognize
the target patterns in a hierarchical manner. For example,
in semantic segmentation, pyramid features can assist the
dense prediction at pixel-level by considering the contextual
visual cues [27], [28]. In [29], pyramid strategy combines
the low-resolution but semantically strong features with
high-resolution but semantically weak features for object
detection. Inspired by these successful use of pyramid
features, the model proposed in this paper also benefit from
this strategy to prepare better visual feature representations
thus generate accurate image descriptions.
C. Attention models
Attention model has been widely used in many machine
learning tasks including machine translation [4], [5], image
classification [30] and semantic segmentation [31]. The
general idea of attention mechanism is to apply gated
weights to enhance or suppress feature components. In [30],
the authors proposed a squeeze-and-excitation module to
enhance the network from the perspective of the channel-
wise relationship. The motivation behind this is to explicitly
model channel-interdependencies within the module by se-
lectively enhancing useful features and suppressing useless
ones. In video-language analysis tasks, attention models
have been extensively used to improve the semantic con-
sistency [32]. By co-attending the temporal information in
video frames and the sentence descriptions, the VQA model
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can achieve better performance even without the use of
RNNs [33]. In image captioning, various attention methods
have been proposed to improve the sentence generation [8],
[10], [7], [34]. Specifically, [10] uses a pre-trained object
detector to natually form a bottom-up attention, so the
2D visual patterns in images can be accurately localized.
In machine translation, the recent proposed transformer
model [35] can well capture the contextual dependencies
in natural languages, which was then applied to the atten-
tion on attention (AoA) model for image captioning [12].
Inspired by the above attention models, our proposed image
captioning model applies attention mechanism mainly from
the perspective of visual feature representations, to fully
explore the visual-semantic correlations between image
feature maps and natural sentences.
III. METHOD
In this section, we first review the general framework
of spatial attention-based image captioning model, then
introduce the proposed learning methods. Specifically, we
detail two improvements in both encoder and decoder,
respectively, and explain why they can further boost the
captioning performance.
A. Review of spatial attention for image captioning
The basic deep learning-based image captioning ap-
proach generally feeds the image into a CNN for encoding,
then runs this encoding into an RNN decoder to generate
an output sentence. The model backpropagates based on
the error of the output sentence compared with the groud
truth sentence calculated by a loss function like cross-
entropy/maximum likelihood [21]. The performance of
sentence generation can be further optimized via policy
gradient when given a reward (e.g., CIDEr score [17]) of the
generated sentence [23]. However, translating from a single
image feature vector confuses the multiple visual patterns
that correspond to the words in the predicted sentences,
because the spatial dependencies in the 2D feature maps are
totally lost. To solve this problem, spatial attention method
tries to build the correlation between a specific 2D region in
an image and a word (or phrase) in a sentence to implement
more accurate mappings.
The image captioning model takes an image I and
generates a caption Y . Y is encoded as a sequence of K
words:
Y = {yt ∈ RK |t = 1, . . . , T}, (1)
where yt is the word probability vector at the time step t, K
is the vocabulary size and T is the length of the generated
sentence.
A pre-trained CNN model is usually used as an encoder
for image I . For spatial attention models, we would like
to keep the spatial information of the image, so the final
convolutional output is with the shape w × h × d, where
w, h and d are the width, the height and the number of
channels of the feature map, respectively. The output of the
encoder is a tensor with the shape w×h×d, which can be
conveniently reshaped to a feature map V ∈ RL×d, where
L = w×h. V can be considered as a set of feature vectors
{Vi|i = 1, . . . , L}, i.e., each row of V is a d-dimensional
feature vector describing a small 2D region in image I .
The spatial attention in the decoder aims to obtain a
context vector v(s)t ∈ Rd, which is weighted by a spatial









In image captioning, the spatial attention vector α is
determined by the contextual semantics of the sentence.
Specifically, the temporal dependencies are mainly sketched
by the hidden state of an RNN model. Following the com-
mon practise, we use Long Short-Term Memory (LSTM)
[36] as the RNN controller in the decoder. The LSTM learns
the sequential state of a certain cell by using several non-
linear mappings in the state-to-state and input-to-state tran-
sitions. For image captioning, the spatial attention vector α
is computed from a hidden RNN state ht−1 at a time step
t− 1 and the feature map V:
a = tanh((VWs + bs)⊕ ht−1Whs),
α = softmax(aWa + ba), (3)
where a is the spatial score vector, which controls the loca-
tion of semantically salient areas. Ws, Whs and Wa are
mapping matrices that project the feature maps and hidden
state to the same dimension, bs and ba are bias vectors,
and ⊕ is the broadcast adding operator, respectively.
From the work-flow of the spatial attention-based image
captioning, we have two important observations as follows:
• At each time step, the hidden state ht−1 of LSTM
controls the gaze at only a specific grid, which ap-
proximates to a one-hot mask, rather in a larger
receptive field of the input image I (see the softmax
operation in Eq. (3)). Such a setting essentially hurts
the mapping from the visual properties to the word in
the generated sentence, because a small grid is usually
insufficient to describe the object or stuff identity, and
it is unusual to compute less peaky weights to attend
larger 2D receptive fields. Furthermore, if the spatial
attention gives a “bad” position of the image region,
the decoder is very likely to mismatch the visual-
semantic relations.
• The hidden state of LSTM essetntially provides the
contextual information in captioning. It does not only
focuse on “where to gaze” in the whole image at each
time step, but can also be extended to control the
channel dependencies in the encoded visual features.
Thus, ht−1 should be further explored to select the
most useful components of the feature vector and sup-
press the less useful ones when given the contextual
information of the sentence.
To summarize the above observations, the visual-
semantic inconsistencies are related to the scales of atten-
tion. At the same time, the feature map in the channel di-
mension can be better represented to meet the requirements
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of word generation. In the following three subsections, we
first give the details of the design of pyramid feature maps
to generate better attention regions, and a dual attention
mechanism to re-calibrate the importance of the feature
vector in the channel dimension by considering the hidden
state of LSTM, then illustrate the overview of the proposed
learning framework.
B. Pyramid attention
We introduce the pyramid attention module to make it ca-
pable of capturing multi-scale spatial properties in images.
In a deep neural network, the size of receptive field roughly
indicates how much information can be used to identify an
object (e.g., a car or a person), some stuff (e.g., grass
or river), or a composite visual patterns. The empirical
receptive field in the convolutional output of a CNN is
much smaller on high-level layers because the information
is distilled, i.e., most of the visual properties are filtered
in convolution operations. This makes the attention on
a very small receptive field insufficiently incorporate the
momentous prior to a receptive field in a larger size. So
we address this issue by using the pyramid representation
prior with multi-scale feature maps.
In a convolutional feature representation, one image is
equally segmented into w×h grids, each of which describes
a small region of the image. To produce the multiple vec-
torized features at different scales of the receptive field, we
add extra average pooling modules to form the hierarchical
feature maps by adopting varying-size pooling kernels. The
coarsest level of average pooling generates the largest sub-
regions of images to attend, and the following pyramid
level separates the feature map into smaller areas. So the
pyramid feature maps describe all possible sub-regions with
varied sizes to attend for a better description. The number
of pyramid levels and the size of each level in the encoder
can be modified, which are related to the size of the feature
map that is fed into the decoder. Different from the settings
in [27] that concatenates all pyramid feature maps in the
channel dimension and the resolution is unchanged, we
just increase the number of 2D regions at multi-scales
in the encoder to generate rich feature maps. The multi-
scale pooling kernel should maintain a reasonable gap in
feature representation. In our setting, the pyramid attention
is set to three levels with the bin sizes 1 × 1 (original),
2 × 2 and 4 × 4, respectively. In the extreme case, global
average pooling describes an image as a single visual
feature vector, which is equivalent to the “no attention”
model for image captioning [21]. Extending the spatial
attention to multi-scale pyramid attention can enrich the
visual feature representation and sketch the hierarchical
semantic pattern structures. Even if some synthesis patterns
are completely useless for sentence generation, they can
still be well suppressed by the RNN controller by setting
to very low feature weights.
Recently, the bottom-up attention implemented by a pre-
trained object detector can boost the caption performance
due to the more accurate bounding boxes rather than
the equal-sized grids [10]. For general image captioning
purposes, such bottom-up attention with the help of auxil-
iary models can effectively improve the feature descriptive
power. However, each visual feature vector in the bottom-up
attention representation is no longer spatial-indicative. Even
when the spatial properties collapse, the pyramid attention
still applies. Note that the order of the local feature maps
in the 2D feature representation can be arbitrarily changed,
which does not affect the spatial attention, because the
attention weights are solely dependent on the RNN hidden
state and local feature representations. In this case, the
pyramid attention becomes the visual feature synthesis that
describes the composite visual patterns, which is similar to
the scenario of the spatial-semantic search method proposed
in [37]. In the following parts of this article, we simply refer
the attention on pyramid feature maps as pyramid attention
(P-attention).
C. Dual attention
The spatial attention in Eq. (2) requires the visual fea-
ture map V and the hidden state ht−1 to calculate the
weights in the width and height dimensions. However,
the attention vector v(s)t is just a linear combination of
Vi for i = 1, . . . , L, in which the channel dimension
is unchanged. In the convolutional feature representation,
each channel vector in a 2D grid or an object bounding
box can be regarded as a word response, and different
semantic responses are mutually associated with each other.
By modelling the inter-dependencies among the 2D feature
maps, it can improve the feature representation of specific
semantics. Hence, to better represent the context vector to
generate more accurate and smooth natural sentences, we
enhance the feature map by introducing a dual attention
module, which does not only focus on “where to gaze” in
the spatial perspective, but also re-calibrate the importance
of the feature components to improve the discriminative
power.
To discover the channel-wise dependency of the feature
representation, we aim to learn a channel weight vector
β = [β1, . . . , βd] ∈ Rd to re-calibrate the feature map V
thus form a channel context vector:
v
(c)






Given a hidden state ht−1 of RNN at the time step t−
1, the channel-wise score c and channel weight vector β
are computed in a similar way to the spatial attention as
follows:
c = tanh((WcV + bc)⊕Whcht−1),
β = sigmoid(Wbc+ bb), (5)
where c is the channel attention score vector. Wc, Whc,
Wb are learnable mapping matrices and bc, bb are bias
vectors, respectively. The main difference between Eq.(13)
and Eq.(5) is the linear projection terms Ws and Wc,
which project the feature map V from different dimensional
perspectives. While the spatial attention vector α is to select
This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TMM.2021.3072479, IEEE
Transactions on Multimedia
YU et al.:DUAL ATTENTION ON PYRAMID FEATURE MAPS FOR IMAGE CAPTIONING 5
which 2D regions can best describe the current word, the
channel attention vector β focuses on how much such
features can generate the desired prediction, which can
be considered as a channel regularization term. Also, in
the channel attention, we use the sigmoid activation to
re-calibrate the visual feature maps, but not the softmax
function. This is mainly because each channel dimension
works collaboratively with others, which is a joint feature
representation mechanism but not “one-hot” vector-like to
describe a small 2D region of images. Such a setting is
similar to the self-attention used in [38], [30].
By applying the two attention mechanisms, the final
context vector vt at the time step t to predict the word
probability vector yt is just the summation of the spatial








When applying both spatial and channel attentions on the
image feature representations, we name such an attention
module as dual attention (D-attention).
Note that the dual attention scheme in our model differs
from SCA-CNN [8] from the following two perspectives:
(1) The channel-wise attention and spatial attention in
SCA-CNN are computed sequentially, while in our model,
the two attentions from spatial and channel dimensions
are computed in parallel. Inspired by the split-attention
proposed in [39], a better visual feature representation can
be obtained via an element-wise summation across multiple
splits; (2) The activation of channel-wise attention used in
SCA-CNN is a softmax function, which is the same with
spatial attention in their paper. Such a setting is inappro-
priate because softmax is very like the one-hot encoding,
which negatively affects the feature representation, so we
applied the sigmoid function in the channel-wise attention.
In the experimental part of this paper, we empirically prove
that our dual attention can achieve much better results than
SCA-CNN.
D. System overview
Now we introduce how to equip pyramid attention and
the dual attention module to a single image captioning
model. The improvement the performance can benefit from
the two modules, while limited computation resources
overhead are required.
The attention model for image captioning is illustrated
in Figure 2. Given an input image (a) and a sentence
description (b), we use a pre-trained CNN (e.g., ResNet-
101 [40]) or an object detector (e.g., the bottom-up visual
features [10]) to extract the convolutional feature maps (c)
and a word embedding layer for text representation. To
better learn the word-sequence prediction, the visual feature
maps are augmented by pyramid pooling (d). With the help
of LSTM hidden state, the spatial and channel attentions are
computed in parallel, forming a spatial context vector (e)
and a channel context vector (f). By summing up the two
vectors, they are fused as a final context vector for the word
prediction in a partial sentence (g).
The overall image captioning architecture in our work is
based on the top-down attention model [10], which contains
two separate LSTMs: attention LSTM and language LSTM,
respectively. In the sentence prediction, the input vector
to the attention LSTM at each time step consists of the
previous output of the language LSTM, concatenated with








where We is a word embedding matrix and qt is the one-
hot encoding of the input word at time step t. These inputs
provide the attention LSTM with the maximal contextual
information regarding the state of the language LSTM,
the global feature of the image, and the partial sentence,
respectively. Then the hidden state of the attention LSTM






Given the hidden state h1t , the spatial context vector v
(s)
t
or the context vector of dual attentions vt can be computed
by Eq.(2) or Eq.(6), respectively (replacing ht with h1t in
Eq.(3) and Eq.(5)).
The input of the language LSTM is the concatenation of












Using the notation Y in Eq.(1), at each time step t the
conditional distribution over possible words is computed
by:
p(yt|h2t ) = softmax(Wph2t + bp), (11)
where Wp and bp are trainable weights and biases, re-
spectively. The word distribution over complete sentence is





Assume the whole trainable parameter set is θ. When
given a reference sentence represented by ŷ1:T , the most
straight-forward way to optimize the captioning model is to







Though training with the cross-entropy loss enables
the fully diffirentiable optimization by backpropagation,
the training objective is inconsistent with the language
evaluation metrics (e.g., CIDEr score). Furthermore, this
creates a schism between training and evaluation because
in the inference the model has no access to the previous
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Fig. 2: The learning framework of the dual attention on pyramid feature maps for image captioning.
ground truth token, which leads to cascading errors and
biased semantics. So after the cross-entropy optimization,
we can use the reinforcement learning to minimize the
negative expected reward:
LCD(θ) = −Ey1:T∼pθ [r(y1:T )], (14)
where r(·) is the reward function. It has been proved that
using the CIDEr score in Self-Critical Sequence Training
(SCST) [41] can effectively generate sentences with higher
quality. The approximate gradient is computed as follows:
∇θLCD(θ) ≈ −(r(ys1:T )− r(ŷ1:T ))∇θ log(r(ys1:T )),
(15)
where y1:T is a sampled caption and ŷ1:T is the baseline
score calculated by greedy decoding. Fine-tuning the cap-
tioning model with reinforcement learning focuses each
prediction step to achieve the best score of the overall
sentence and explores the space of captions by sampling
from the policy, whose gradient tends to increase the
probability of sampled captions with a higher CIDEr score.
Thus, after a few epochs’ fine-tuning, the CIDEr score
can be significantly increased, which also benefits all other
evaluation metrics.
In the inference procedure, given an image I , the
sentence is generated in the word-by-word manner. The
variables h10 and q0 are initialized by a zero vector and
the one-hot encoding of the start token, respectively. Each
word yt is sequentially calculated by applying Eq.(7) -
Eq.(11) until the end token of the sentence is met. However,
alternatively using Eq.(11) as a greedy search may be a sub-
optimal choice in Eq.(12). Usually, we use beam search,
which selects multiple alternatives for an input sequence at
each timestep based on conditional probability. The beam
search is also used for sampling y1:T in the self-critical
fine-tuning.
IV. EXPERIMENTS
We describe the experimental settings and results, then
qualitatively and quantitatively validate the effectiveness
of the proposed dual attention on pyramid feature maps
method for image captioning. We validate the effectiveness
of the proposed dual attention on pyramid feature maps
method for image captioning, by answering the following
two questions: Q1: Are pyramid attention and dual attention
effective to prepare better visual feature representations
for content description in images? Q2: How does the
performance of our method compare to other state-of-the-
art image captioning methods in a single model?
A. Datasets
We report the experimental results on three widely-used
benchmarks: (1) Flickr8K [18]: this dataset is comprised
of 8000 images in total and is split into 6,000, 1,000, and
1,000 images for training, validation and testing, respec-
tively; (2) Flickr30K [19]: this is a larger dataset with
25,381, 3,000, 3,000 for training, validation and testing,
respectively. In both of the above two Flickr datasets, each
image is manually annotated by 5 sentences, and we report
the results according to the standard splits. (3) MS COCO
[20]: it is the largest image captioning dataset as far as
we know, which contains 164,042 images in total. As the
ground truth of the test set is withheld by the organizers,
we followed [42] to use the 82,783 training set to learn
the model, 5,000 images for validation and another 5,000
images for testing, respectively.
B. Implementation details and computational complexities
We used three types of convolution features as image
representations: the final convolutional output of VGG19
[43] ResNet-101, ResNet-152 [40] on the Flickr8K and
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Flickr30K datasets, respectively. When the input RGB
image has the resolution 224 × 224, the image is equally
segmented into 49 grids, each of which describes a specific
region of the image. On the MS COCO dataset, we also
used the bottom-up feature computed by a pre-trained
object detector [10]. To produce the multiple vectorized
feature representation at different scales of the receptive
field, we added a 2× 2 and a 4× 4 average pooling, both
of which were conducted on the original convolution output
with 1 stride but no padding. Thus, the extra two pooling
operations give a 6 × 6 × d and a 4 × 4 × d feature map,
respectively. Here d = 512 for VGG19 and d = 2048
for ResNet. On the pyramid representation of convolutional
features, we applied separate dense mappings with ReLU
activations to reduce the feature dimensionality to 512. On
the MS COCO dataset, we also used the bottom-up features
provided by [10], with the fixed 36×2048 feature map size.
For language processing, we used a word embedding layer
to map each word in a description sentence to a 512d vector.
In both of the top-town attention and language LSTMs,
the sizes of the hidden units were set to 512 without any
change.
To observe the performance gains of the two proposed
attention methods, we tested two soft-attention-based image
captioning models, Show-Attend-Tell [6] and Top-down
[10], on the Flickr8K and Flickr30K datasets. Specifically,
we conducted the experiments using P-attention and D-
attention separately. After that, we combined them as a
single model (P+D attention) to test its effectiveness on
improving the quality of generated sentences. All of the
three attention models were trained with stochastic gradient
descent using the AdamW optimizer [44]. We followed [45]
to add a discriminability loss in training image captioning
models to improve the quality of resulting sentences. The
batch size was set to 96, which can well fit the memory of
a single Titan Xp GPU card. On Flickr8K and Flickr30K
datasets, we only conducted the cross-entropy optimization
with convolutional features to test the effectiveness of the
proposed methods. On the MS COCO dataset, we set a
two-stage training procedue. At the first stage, we used
the BLEU-4 score in the validation for model selection in
minimizing cross-entropy, which finished within 60 epochs.
At the second stage, we fine-tuned the captioning model
by optimizing Eq. (13) with 30 epochs. In the inference
procedure, we used the beam search (with beam size 5) to
generate the best natural sentences.
The feature maps of images were all pre-computed and
cached to accelerate the training procedure. Assume we
use the feature map of ResNet-101 with size 7× 7× 2048,
the sentence length is fixed to 50, and the vocabulary size
is 8,000, the numbers of trainable parameters and FLOPs
are summarized in Table I. Imposing either P-attention or
D-attention only leads to a marginal increase of learnable
parameters. In terms of FLOPs, the computational resources
overhead of P-attention mainly incurred by multiple linear
mapping functions on the convolution feature maps, while
D-attention requires more resources in computing the chan-
nel attention, where the dimension is much higher than the
number of 2D visual regions. Actually, there is always a
trade-off between model performance and computational
complexities. Applying the two attentions separately or
building a unified model (P+D attention), although has
a higher computational complexity in the training process,
it can still well fit most GPUs, with the improvement of
the better quality in image-language translation.
TABLE I: Computational complexities.
Model Params FLOPs
Top-down attention 29.5M 1.16G
Top-down + P-attention 29.6M 1.99G
Top-down + D-attention 31.8M 2.68G
Top-down + P+D attention 31.9M 5.32G
C. Evaluation metrics
We use BLEU scores (B@1, B@2, B@3 and B@4)
[14] without brevity penalty to evaluate the image caption
generation. Due to the criticism of BLEU, we also report
the METEOR score (MT) [15]. All of the above metrics
were evaluated by the NLTK toolkit1. For the evaluation on
MS COCO dataset, we also use ROUGE-L (RG-L) [16]
and CIDEr [17] for evaluation2.
D. Qualitative results
We show the P-attention and D-attention results as in Fig-
ure 3 and 4, respectively. By using the convolution features,
the saliency regions can show more accurate attentions on
the original image, since the pyramid attention provides a
broader range of feature maps to attend. Using the bottom-
up feature with pyramid attentions can not only describe
the visual content people and dog, but also the details of
the contextual clue bench. By applying the D-attention,
we observe the improvement on the model discriminative
ability. For example, the higher confidence scores on some
nouns such as windows and wooden table.
In Table II, we give some captioning result examples
of the proposed attention model. In the comparison of
the generated sentences by the proposed method and the
ground truth sentences, all our three attention methods
can well describe the most important spatial and semantic
information of the images to meet the humans’ cognition.
The pyramid attention can generally sketch the hierarchical
visual properties and identify the important entities, while
the dual attention can give more detailed and accurate
descriptions of the entities. The two types of attention
are complementary to each other, so the joint learning
framework generally outperforms any of the two single
attention models.
E. Quantitative results
We first give the ablation study on Flickr8K and
Flickr30K to investigate how the proposed two attentions
1https://www.nltk.org
2Note that the computations of BLEU and METEOR with the nlg-eval
package (https://github.com/Maluuba/nlg-eval) differs from NLTK.
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(a) Single-scale attention with ResNet-101.
(b) Pyramid attention with ResNet-101.
(c) Pyramid attention with bottom-up features.
Fig. 3: A visualization of top-down attentions on salient areas.
Fig. 4: A visualization of word predictions (ResNet-101).
TABLE II: Examples of image captioning using the proposed methods (using ResNet-101).
P-attention: a boat and a
swan parking on a river.
P-attention: two cows sitting
on the grass with a building.
P-attention: a group of people
playing in the courtyard.
P-attention: a person riding a
bicycle with a train.
D-attention: a boat with flags
sitting next to a green shore.
D-attention: a cow is
standing on a grassland.
D-attention: a girl with a red
shirt standing on the ground
D-attention: a person on a
bicycle next to a train.
P+D attention: a swan and a
boat floating on the river.
P+D attention: two cows
standing on the grass with a
temple.
P+D attention: a group of
people playing in the city
street.
P+D attention: a man is
riding a bike in front of a red
and white train.
GT: a swan is floating down
the river by the boat.
GT: two cows outside one
laying down and the other
standing near a building.
GT: people are standing
outside in a busy city street.
GT: a red and white train and
a man riding a bicycle.
provide better feature representation priors for image cap-
tioning. For pyramid attention, we adopted three pooling
settings, 1× 1, 2× 2 and 4× 4 separately with P-attention
model only, then combined them together as a pyramid
pooling setting. Note that only using 1 × 1 is equivalent
to the Bahdanau attention. We recorded the METEOR
scores, as are shown in Table III. When increasing the
pooling scale, the performance essentially degrades. This is
reasonable because the larger receptive fields often contain
fewer local visual details to predict the semantics. We
then conducted the ablation study of the dual attention.
Following [8], we tested the sequential attentions of spatial-
channel (SC) and channel-spatial (CS), as well as the pro-
posed parallel structure. The METEOR scores summarized
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TABLE III: METEOR scores with pyramid poolings.
Pooling settings Flickr8K Flickr30K
1× 1 (L = 49) 22.8 27.7
2× 2 (L = 36) 20.4 25.5
4× 4 (L = 16) 18.9 24.6
All 23.5 28.1
TABLE IV: METEOR scores with dual attentions.
Attention settings Flickr8K Flickr30K
SC 29.5 27.6
CS 29.7 27.5
Parallel (ours) 30.2 28.2
in Table IV empirically prove that the split attention can
achieve better performance.
We summarize the statistical results of the proposed
P-attention, D-attention and P+D attention methods, then
compare with state-of-the-art image captioning models in
Table V and Table VI for the Flickr8K, Flickr30K and MS
COCO datasets, respectively. In the two tables, we use the
bold font to emphasize the best results.
By observing the results in Table V obtained by two
separate attentions introduced in Section III-B and III-C,
we can get the following findings:
• The visual feature plays a significant role in the
image captioning performance. The ResNet features
are generally more descriptive in translating image
contents to natural sentences.
• Similar to other supervised learning tasks, the baseline
model plays an important role in the performance of
image captioning. Using both attention and language
LSTM in the top-down model can generate better
captioning results compared to Show-Attend-Tell.
• Applying the top-down model using both attention and
language RNN modules can achieve better captioning
performance compared to a single RNN in the decoder.
• Both pyramid attention and dual attention can provide
better feature representation prior, compared to the
Bahdanau attention for visual content captioning.
Specifically, on the Flickr8K dataset, the joint attention
model (P+D attention) outperforms the second-best method
by 1.8 / 9.9 / 13.5 / 15.8 / 8.5 percent in terms of BLEU-
1, BLEU-2, BLEU-3, BLEU-4 and METEOR, respectively.
On the larger Flickr30K dataset, the joint attention model
(P+D attention) outperforms the second-best method by 2.7
/ 8.6 / 13.6 / 17.1 / 2.8 percent in terms of the five evaluation
metrics, respectively. For the results on this dataset, simply
applying the dual attention obtains very high scores in terms
of BLEU and METEOR. The composite model with P+D
attention can generally perform better results compared to
the two single attentions.
On the large-scale MS COCO dataset, we separately
report the model performance comparisons using convo-
lution features and bottom-up features. Also, we reported
the evaluation results of both cross-entropy optimization
and CIDEr fine-tuning. When using convolution features,
both pyramid attention and dual attention can effectively
improve the baseline (Top-down). After fine-tuning, the
performance is further boosted.
The very recent image captioning models [10], [11],
[13], [12] adopt the bottom-up attention instead of the
traditional convolutional features to accurately implement
the visual-semantic mapping. With the help of a pre-
trained object detector to better attend the visual feature
maps within the bounding boxes, these models achieve a
noteworthy improvement over the captioning models that
using convolutional feature maps. However, it requires that
the training sources for both detection and description are
homogeneous. In some specific cases when the two data
sources are heterogeneous, e.g., the dataset for the object
detector training contains no person, while the target cap-
tioning dataset is mainly about human action description,
the bottom-up attention will fail.
In our experiment, the pyramid attention on bottom-
up features can be considered as multi-scale semantic
aggregation, which can slightly improve the performance
compared to the up-down method proposed in [10]. The
dual attention, however, is more effective to prepare better
visual feature representation for image captioning. Our
composite attention method, i.e., P+D attention model
trained with bottom-up features, achieved very competitive
results. Note that our methods P-attention, D-attention and
P+D attention are highly modular and can be integrated
into a variety of image captioning frameworks. In this
work, our models are based on the up-down model, while
all other comparison methods improve the attention-based
image captioning models from different perspectives. Thus,
the performance of the proposed image captioning model
can be further improved if we use more advanced settings.
For example, using the “look back and predict forward”
strategy [11]. In our experiments, we have mainly proved
that the proposed two attention variants P-attention and
D-attention, as well as the joint learning approach P+D
attention, are able to augment the computational capacity by
fully exploring the visual-semantic relationships between
visual image features and natural languages.
V. CONCLUSION
We have presented a novel learning framework that
applies dual attention on pyramid feature maps for im-
age captioning. Different from the attention model [12]
mainly focuses on language generation, we try to explore
visual feature representations for image captioning. The P-
attention model takes attentions from multi-scale receptive
fields in an image, which is a reasonable way to improve the
visual feature representation by enriching the feature maps.
The proposed D-attention model, on the other hand, can
better leverage the channel-wise and spatial-wise features
from two different perspectives. Both P-attention and D-
attention models can boost the image captioning perfor-
mance, while jointly applying the two proposed modules
to form a unified learning framework, our P+D attention
model achieves the state-of-the-art performance in a single
captioning model. We believe that our work can also benefit
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TABLE V: Performance comparison with the state-of-the-arts on the Flickr8K and Flickr30K datasets. All image
captioning models are trained using convolution features.
Dataset Method Feature B@1 B@2 B@3 B@4 MT
Flickr8K
Show-Att-Tell[6] VGGNet 67.0 44.8 29.9 19.5 18.9
SCA-CNN[8] ResNet-152 68.2 49.6 35.9 25.8 22.4
Bi-LSTM[46] VGG-16 65.5 46.8 32.0 21.5 -
Show-Att-Tell (Our implementation) ResNet-101 67.9 48.6 33.7 20.9 21.4
Show-Att-Tell + P-attention (Ours) ResNet-101 68.1 49.5 34.2 21.3 21.5
Show-Att-Tell + D-attention (Ours) ResNet-101 68.5 49.9 36.8 22.6 22.5
Show-Att-Tell + P+D attention (Ours) ResNet-101 68.4 50.3 37.0 22.8 22.6
Top-down + P-attention (Ours) VGG-19 67.4 52.1 44.8 36.6 23.5
Top-down + D-attention (Ours) VGG-19 67.7 53.2 45.1 36.8 23.9
Top-down + P+D attention (Ours) VGG-19 67.8 53.3 45.2 37.0 24.2
Top-down + P-attention (Ours) ResNet-101 69.1 57.5 47.5 39.5 29.4
Top-down + D-attention (Ours) ResNet-101 69.8 58.5 48.7 40.7 30.2
Top-down + P+D attention (Ours) ResNet-101 70.0 59.2 49.4 41.4 30.9
Top-down + P-attention (Ours) ResNet-152 69.2 57.7 47.2 39.4 29.3
Top-down + D-attention (Ours) ResNet-152 69.7 59.0 48.8 40.7 30.6
Top-down + P+D attention (Ours) ResNet-152 69.9 59.5 49.3 41.6 30.7
Flickr30K
Show-Att-Tell[6] VGGNet 66.7 43.4 28.8 19.1 18.5
ATT-FCN[7] GoogleNet 64.7 46.0 32.4 23.0 18.9
SCA-CNN[8] ResNet-152 66.2 46.8 32.5 22.3 19.5
Bi-LSTM[46] VGG-16 62.1 42.6 28.1 19.3 -
Saliency+Context Attention[47] VGGNet 61.5 43.8 30.5 21.3 20.0
Attention Correctness[48] VGGNet - - 38.0 28.1 23.0
Language CNN[49] VGGNet 73.8 56.3 41.9 30.7 22.6
Adaptive attention[50] ResNet 67.7 49.4 35.4 25.1 20.4
Att2in+RD[51] Resnet-101 - - - - 26.0
hLSTMat[52] ResNet-101 73.8 55.1 40.3 29.4 23.0
Show-Att-Tell (Our implementation) ResNet-101 69.4 45.6 32.9 22.4 19.6
Show-Att-Tell + P-attention (Ours) ResNet-101 69.6 45.6 34.1 22.8 19.9
Show-Att-Tell + D-attention (Ours) ResNet-101 69.9 46.1 35.3 23.5 20.2
Show-Att-Tell + P+D attention (Ours) ResNet-101 69.7 46.1 35.5 23.7 20.4
Top-down + P-attention (Ours) VGG-19 69.2 57.7 50.2 26.5 24.1
Top-down + D-attention (Ours) VGG-19 69.8 58.5 52.1 27.4 24.5
Top-down + P+D attention (Ours) VGG-19 71.3 58.6 52.2 33.9 25.6
Top-down + P-attention (Ours) ResNet-101 72.3 62.7 53.3 26.0 28.1
Top-down + D-attention (Ours) ResNet-101 76.5 64.2 53.3 44.6 28.2
Top-down + P+D attention (Ours) ResNet-101 74.4 64.8 55.5 47.8 28.7
Top-down + P-attention (Ours) ResNet-152 73.5 62.8 52.7 43.9 28.2
Top-down + D-attention (Ours) ResNet-152 76.3 64.7 55.4 46.6 28.8
Top-down + P+D attention (Ours) ResNet-152 76.1 64.9 55.3 47.8 28.3
the research community of visual-semantic understanding
in other learning tasks such as visual question and answer-
ing (VQA) [58] and video captioning [59], and we will
also explore the potential of the proposed method in both
network structure and other application fields.
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