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Рассматривается алгебраическая процедура получения обобщенного 
ортогонального базиса Вейля-Г ейзенберга, обладающего свойством наилуч­
шей локализации одновременно в частотной и временной областях. Вычис­
ляются оптимальные значения фазового параметра такого базиса для не­
скольких видов симметрии формирующей базисной функции. Представлен­
ные в работе результаты моделирования, подтверждают хорошие характери­
стики локализации и позволяют выбрать наилучший вид симметрии.
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Известно, что в цифровых системах связи, использующих принцип OFDM пе­
редачи, наибольшую спектральную эффективность можно достичь, применяя сме­
щенную квадратурную амплитудную модуляцию (OQAM) и согласованный с этим ви­
дом модуляции обобщенный ортогональный базис Вейля-Гейзенберга [i-4]. Переда­
ваемый OFDM/OQAM сигнал в этом случае можно эквивалентно представить в виде 
комплексной огибающей:
M-i
s(t) = X
k=0
X  ck,l¥k,l(t) X  ck,l¥k,l(t)
l=-ад l=-«
(t) = 9 (t -  lT ) exp 2.njFk I t -
, t e □ = (-ад, ад), 
aT  ^
2 M
vLj (t ) = -  j 9 (t + Tl 2 -  lT ) exp 2 j k  I t -
aT
2 M
\
(1)
(2) 
(3)
где j  = V - i ; cRl = Re(ak l) , c!kl = Im(ak l) - действительные и мнимые части комплекс­
ных информационных QAM символов ak l; y/Rt (t) и y/!kl (t) - комплексные функции, 
полученные в результате равномерных сдвигов по времени и частоте двух инициали­
зирующих функций 9 (t) и g(t + T/2)i; M  > 2 - количество поднесущих; F  = i/T - рас­
стояние между поднесущими; T  - символьный временной период; a e □ = (-ад,ад) - 
фазовый параметр. Система функций B [□ ] □ {yR (t),yk;l(t)} нормирована и ортого­
нальна
(y k,l (t),y k',l,(t)) R = k^,k '$l ,l', (y k,l (t),Wk',l '(t)) R = k^,k'^ l ,l', (y k,l (t),Wk',l '(t))R = 0 (4)
1 Обычный базис Вейля-Гейзенберга задается на символьном интервале только одной инициализирую­
щей функцией 9 (t) [5].
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в смысле вещественного скалярного произведения (x  (t), y (t))R = Re j  x  (t) y (t)dt и
называется обобщенным ортогональным базисом Вейля-Гейзенберга. При этом для 
модулирующих OQAM коэффициентов справедливы выражения:
cRl = (s(t) V h (t))R, cki = (s(t) W h (t))R ■
Запишем теперь модель OFDM/OQAM сигнала в дискретном времени. Если 
формирующий фильтр g(t) имеет полосу пропускания F  = i/T , то с учетом M  сдви­
гов в частотной области ширина спектра сигнала s(t) равна W  = M / T . Полагая M  
четным, нетрудно убедиться, что на конечном временном интервале [о, NT  ] дискрети­
зированный с частотой f d = W  сигнал (1) и соответствующий дискретный базис Вей­
ля-Гейзенберга B [ JN ] принимают вид:
M- i f  L-i L-i Л
,R ...R
s in ] = Z  I Z  cR VRl [n ]-  Z  cii Vk,i in ] , n e JN (5)
k=o Vl=0 l=o )
R
VRl [n ] = g [ (n -  lM  )mod N ] eXP V j  M  k (n - ^ 2)] , (6)
. 2n
Vl,l [n] = -  j g [ (n + M  / 2 -  lM )modN ] eXP V j  ^  (n -  “ 2) j  , (7)
B [ JN ]  ^ {Vk,l [n],Wk,l [n]}, (8)
где s [n ] = s (nT/M), g [n] = g (nT/M); JN = {o,i,..., N  - 1}, N  = M  • L > M  ( L - любое на­
туральное число). Система базисных функций B [ JN ] является дискретным аналогом 
системы B [□ ] и ортогональна в смысле вещественного скалярного произведения на 
дискретном интервале JN :
N - i  _
(x [n ], y [n ])r = Re Z  x i4  y in ]. (9)
n=o
Условие ортогональности (4) в этом случае можно представить в матричном
виде
Re (U*U ) = I2 n , (io)
где “*”- символ эрмитового сопряжения; I 2N - единичная (2N  х 2N ) -матрица; 
и  = ( U  r , U ,)  - блочная прямоугольная матрица размерности (N  х 2 N ) , у  которой бло­
ки U R , U I - квадратные ( N  х N ) -матрицы, составленные из столбцов соответствую­
щих базисных функций =(v R [0],...,VRi [N  -  i ])T , vi) = (vij  [ Ч - .^ м  [N  -  i ])T для
всех значений индексов k = о,...,M - 1 , l = о,...,L - 1 . Формула (5) описывает алгоритм 
формирования (модуляции) OFDM/OQAM сигнала в дискретном времени. Соответст­
вующий алгоритм демодуляции имеет вид:
cR  = (s in ]w ri in ]) R , ch  = (s in ],vi,l in]} R ■
Для построения робастной OFDM/OQAM системы, то есть наименее чувстви­
тельной к частотно-временному рассеянию канала, необходимо решить задачу синтеза 
обобщенного ортогонального базиса Вейля-Гейзенберга, для которого функция неоп­
ределенности формирующего импульса
Wд (t, f ) = A g (t, f ) = J”  g (x  + t/2) g (x  - t/2) exp (~2njfx) dx
обладает максимальной локализацией одновременно по t и f  .
В [4] был предложен общий алгебраический подход построения таких базисов. 
В данной работе будет показано, что характеристики локализации базисов могут быть 
улучшены, если решить дополнительную задачу оптимизации по выбору фазового па­
раметра а в формулах (5)-(7). Приводятся решения данной задачи при различных ог­
раничениях на структуру формирующих функций g [л] и соответствующие результаты 
моделирования.
С и н те з  о б о б щ е н н о го  о р т о го н а л ь н о го  б а з и с а  В е й л я -Г е й з е н б е р га
По аналогии с предыдущим, определим комплексный сигнальный базис с же­
лаемыми характеристиками локализации по времени и частоте в виде блочной мат­
рицы
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Gr (^  M  + k ) = YR [Л ] g(t )=go (t) , G, (П lM + k )=Wijl [Л ] g(t )=g»(t), (12)
G  = [G r , G ,  ], (11)
где л = о ,..., N  - 1 ,  k = о ,..., M  - 1 ,  l = о ,..., L - 1 ,  матрица G r определяет базис подпро­
странства для действительных компонент, модулирующих OQAM символов сkRl , а мат­
рица G , - для мнимых компонент ok 1. Формирующая функция g0 (t) определяет ха­
рактеристики локализации данного базиса. Например, в качестве g0 (t) может быть
выбран Гауссиан g0 (t) = (2<г)/^exp (-mjt2), t e □ , обладающий наилучшими характе­
ристиками локализации по времени и частоте [4]. Полученный в этом случае базис (8) 
B0 [ JN ] называется базисом Габора, а G  -  матрицей Габора.
Отметим, что G не удовлетворяет условию ортогональности (10), то есть, базис 
Габора не является ортогональным.
Обозначим через M mn (F ) множество всех матриц размера m х л над полем F .
Если m = л , будет использоваться сокращенная запись M n (F ). Здесь F или поле ве­
щественных чисел □ или поле комплексных чисел C , кроме того, обозначим через □ 
множество целых чисел.
Рассматривается задача для нахождения матрицы U  обобщенного ортогональ­
ного базиса Вейля-Гейзенберга, наиболее близкой к матрице базиса Габора G  по ма­
тичной норме |Л||E = tr(A A *).
Задача 1. На подмножестве A = {U e M N 2N (C ) :Re(U *U ) = I2N } комплексных 
ортогональных матриц, для которых справедливо выражение
Re(U *U) = I2 n (13)
найти оптимальную матрицу U опт, которая доставляет минимум в задаче на экстре­
мум
' '^опт : min||G  -  U \\E , (14 ) jiig  -  u "  2Ue A
где G  e M N 2N (C ) - матрица базиса Габора.
Отметим, что решение U опт будет задавать ортогональный базис (8 ) с наилуч 
шими характеристиками локализации.
Нахождение экстремума U опт, если решить следующую вспомогательную зада­
чу.
Задача 2. На множестве V = {V  е M2n (R): V * V  = I2n } вещественных ортого­
нальных матриц найти оптимальную матрицу V ^ , которая доставляет минимум в 
задаче
V опт : mini|G„ -  V |I2 , (15)
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где G  В =
В Не
: M 2N (□ ) задается комплексной матрицей базиса Габора G .
Re G  
Im G
В работе [4] показано, что экстремальные задачи (14) и (15) эквивалентны, а их 
решения связаны соотношением
U  опт V 1 опт + jV 2опт, (1б)
где матрицы V 1оnm, У ,опт е M Nx2N (□ ) находятся из блочного разбиения:
V опт
V 1опт
V 2опт
Таким образом, матрица и опт искомого оптимального базиса Вейля- 
Гейзенберга (8) может быть получена из решения задачи 2 по формуле (16). В [4] по­
казано, что матрица V ^  определяется следующей теоремой.
Теорема 1. Оптимальная матрица V ^ , доставляющая максимум в экстремаль­
ной задаче (15), определяется выражением
опт = S W " , (17)
где S, W e  V  -  пара действительных ортогональных матриц, входящих в сингулярное 
разложение матрицы G  В = S £ W r .
Матрицы S, W  составлены из собственных векторов матриц G в GB и GB G в , 
соответственно; £ = (oi j ) е M 2N -  диагональная матрица, у  которой на главной диаго­
нали стоят сингулярные числа = o ii матрицы G В, упорядоченные в порядке невоз­
растания: о 1 > о 2 > ... > o2 N > 0.
Значение достигаемого экстремума в задаче (15) равно
2 N
шт||Ов -  V||E =||GВ - V j  = 1  (о, - 1)2, (18)
i=1
а оптимальная формирующая функция g [л], n е JN для базиса (8) задается первым 
столбцом этой матрицы, то есть
g [Л] = и опт ( n,1) . (19)
Д о п о л н и т е л ь н а я  о п т и м и з а ц и я  п о  ф а з о в о м у  п а р а м е т р у  а
Отметим, что а выступает в качестве параметра в задачах (14) и (15) (см. (6)-(8) 
). Поэтому значение достигаемого экстремума (18) представляет собой некоторую 
функцию от а е □ :
F (а) □ IIGв ( а ) - V IЕ • (20)
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Следовательно, можно дополнительно уменьшить значение минимума и улуч­
шить локализацию базиса, решив дополнительную экстремальную задачу:
то есть наити
Обозначим
F  (а) ^  min,
'  ' Г*г- П
аопт : ПЛйП (||G в (а ) -  Уопт||Е ).
(21)
(22)
Fo (а) □ ||Gв ( а ) GB ( а ) - l||Е . (23)
Лемма 1. Для любого а е □ функция (23) мажорирует функцию (20), то есть
F  (а) = | |G в (а)-У о„т| |Е <| |0  в (а) G^ ( а ) - l|| Е = Fa ( а ) .
Из леммы 1 непосредственно следует, что минимизация функции Fo (а) по а 
приведет к минимизации функции F  ( а ) . Поэтому экстремальная задача (21) сводится 
к задаче Fo (а) ^  m in , то естьo '  '  «СП
хopt : min (| | °  в (а ) о в (а ) - 1 Е). (24)
Заметим, что G в G TB - 1 = tr (G BGR) -  2tr [G BGR ] + 2N . Следовательно, зада-
ча (24) эквивалентна экстремальнои задаче
tr (G вG R)2 - 2tr[ ° B G B m i n . (25)
Введем обозначение: B  = G BGR. Можно показать, что tr(B ) не зависит от а ,  
поэтому вместо (25) получаем следующую экстремальную задачу для нахождения
аopt
tr (G  в G TB) = tr [B 2 ] ^  min. (26)
'  '  L J аеП
Изменим группировку элементов блочноИ матрицы G B следующим образом: 
переставим строки так, что сначала идет стока из блока [Re U  R Re U  j ], затем из бло­
ка [Im U  R Im U  j ], потом опять из блока [Re U  R Re U  j ] и т.д. Полученную матрицу
обозначим G в . ЕИ соответствует матрица B  = G в G B . Нетрудно убедиться, что такая 
перестановка не меняет сумму диагональных элементов матрицы B  , поэтому 
tr [B 2 ] = tr Г в2 ].
В дальнеИшем, будем использовать не матрицу B , а матрицу B . При этом, за­
дача (26) принимает эквивалентный вид:
tr (о  в G  Тв )2 ] = tr [ B 2 ]I ^  min.
ае □ (27)
Представим матрицу 15 в следующем виде:
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M-1 M-1
B  = 1  B m = Х (  U  (а ))Ш A  (t i T (а ))т , (28)
т=0 т=0
где непосредственной проверкой можно установить, что A  -  симметрическая матри­
ца размерности 2N  х 2N , не зависящая от а и имеющая следующую структуру:
1=0
A  = £  G  l GT, G  l = G ^  G  (2) ... G  (,(N)'
Здесь G l -  блочная матрица размерности 2N  х 2 , а G (n^ =
нальная матрица размерности 2 х 2 с элементами
G g  = 9  [(n - 1  -  M )m0j N ] , G1, ; 1 = 9  [(n -  1 -  Iм  + M
Таким образом, A  представляется в виде
g (:r 0
0 Gj">
-  диаго-
2  mod N
, n е J N
A
A   A 1N
A AN1 NN
где A k n = M  G \k^ Gln^ -  симметрические матрицы размерности 2 х 2 .
l=0
Матрица U  ( а ) , входящая в (28), является блочно-диагональной матрицей раз­
мерности 2 N  х 2 N :
IJ (а) =
U  (а) 0 ...
0 U 2 (а) ...
0
0
0 ... 0 U N (а)
на диагонали которой находятся матрицы вращения размерности 2 х2  :
U  n+, (а ) =
o sH M ( n - а 2 ) ) - sin(2^ M (: 
in (2 ^ M (n - а 2 )) cos(2^ M (n
а
а
, n е J n .
В итоге мы получаем следующую структуру матрицы B m:
B „
(U ,)m A 1, (UT)m (U ,)m a .,2 (UT)m ... (U ,)m A ( U N ) "
( U  )m A „  (UT )m ( U  )m A 2,2 (u T )m ... (U  2 )m A .N  (UN)"
(U n )" A iV,. (UT )m (U , )m An,2 (U T)m ... (U N )m A n n  ( U - )"
В этих обозначениях задача (27) принимает вид:
( M-1 ) 2 ) M-1 , . M-1 M-1
tr ( ]82) = t r  [ Z B m ) = M > ( (B m)2) + M  M  HB mB m2 ) ^  ^ П .
m=0 у m1 =0, m2 ^ m1 =0
Нетрудно убедиться в справедливости следующей леммы:
(29)
(3 0 )
T
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M-1 , ч
Лемма 2. Z  tr ((B m )2) не зависит от а .
m=0
Эта лемма позволяет вместо задачи (30) рассматривать задачу
M-1 M-1
f (а) = Z  Z  tr(B miB m ) ^  min,
mi =0, m2 ^ mi =0
которая с учетом (29) после преобразований приобретает вид
N-1N-1 I
f  ( а ) = И К  j
n=0 к=0
( ( L-i
M-i M-i
Z  Z  cos
mi =0, m2 ^ mi=0
A — ( к + n - а )  
M v '
^  min,
аеП (3 i)
1 £   ^ ( ь-i ^ 2
где A 0 (m  - m2), Г2,„ = -  I Zo<k+‘> O'";" |-| Z G . k,“ ’ G<”,+‘)
2 VV 1=0 - l=0 //
Необходимым условием минимума функции f  (а) является равенство нулю ее 
производной: f ' (а) = 0 . Это условие выполняется, если
M-i M-i I Q_
z  z  | a mmi =0 m2 =0;mi ^ m2 |
N-i N-i
Z Z
n=0 к=0
г П,; sinI A M (к + n - а ) = 0. (32)
Будем рассматривать только внутренние суммы по n и к для любых фиксиро­
ванных mi = 0 ,i,...,M - 1; m2 = 0 ,i,...,M - 1; mi ^ m 2, то есть, для любого фиксированно­
го A = 1,2,..., M  - 1 :
N-1N-1
Z Z
n=0 k=0
2#
г П;  sin| a t t ( к + n - а )
M
(33)
Введем обозначение p  = n -  к , p  = 0,1,..., N  - 1 ,  к = n -  p  и перейдем в (33) к
суммированию по индексам n и ,  :
N-1
Z
Р=0
Z  ГР(n) sin ( a  f # (2n -  p - а )
n=p V
r p (n )= r n-p,n .
(34)
(35)
Достаточно рассмотреть только внутреннюю сумму выражения (34) при фикси­
рованных p  = 0,1,...,N  - 1 :
N -1+ p/
z r p ( n ) sin l AM [(2n - p - а ) )=  Z  r p(n + p 2 ) sin( а м (п - а (36)
В дальнейшем, нам потребуется воспользоваться свойствами симметрии функ­
ций дискретного аргумента rp (n ) и g [n]. В общем случае эти свойства определяются 
для произвольной комплексной функции, заданной на конечном интервале JN [7].
Определение 1. Функция дискретного аргумента g [n] называется
(N  - 1) -симметричной (или просто симметричной), если
g [N  - 1  -  n] = g [n ], n е  J n . (37)
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Определение 2. Функция дискретного аргумента g [n] обладает свойством со­
пряженной N  -симметрии, если
г 1 *г/ \ и f g * [о ] , если n = о ,
g [ n ]  = g  [ ( - "  L ™  ] = { g  .  [ N  -  k ] , если n *  о  ( n  = 1,..., N  -  1)  (38)
Если g [n] является действительной функцией, свойство приобретает вид:
Г 1 Г/ \ 1 f g [о ] , если n = о , ч
g  [и] = g [ ( - " L ™  ] = { g  [N  -  n ] , если и  *  о  (n = 1,..., N  - 1 ) .  (39)
Нетрудно убедиться в справедливости следующей леммы.
Лемма 3. Пусть функция g [n] является (N  - 1) -симметричной. Тогда функция 
(35) обладает следующими свойствами симметрии и периодичности:
1. N  -  периодичность: r p (N  + n + p/ ) = r p (n + p/ )
2. (N  -  i) -  симметрия: r p (N  - 1 - n + p/ )  = r p (n + p/ )
3. M 2 -  периодичность: r p (n + M/2 + p/ ) = r p (n + p/ )
4 . (M2 - 1 ) -  симметрия: r p (M/ 2 -1 - n + p/ ) = r p (n + p /) .
В рассматриваемой сумме (36) синус имеет период М / (2 А ) , т.е. на одном М/ 2 
периоде функции rp (n ) укладывается целое число периодов синуса.
Из леммы 3 следует, что на любом периодическом интервале
J fi, M/2 D [Р  М/2 ,(Р + i) М/2 -  i ] c  Jn  , где Р е J2^м = {o ,1,...,2N / M - 1 } ,  функция
sin^А4 ^ (n - а / 2 )j является четной, а функция rp (n + p/2) - нечетной относительно
середины отрезка J p, м/2, то есть точки М/ 4 -1/2 + РМ /  2 .
Таким образом, для того, чтобы сумма (36) обращалась в ноль, необходимо и 
достаточно, чтобы на каждом периоде J p, м/2 нулевое значение синуса попадало в точ­
ку симметрии функции rp (n ):
sK m a(m4 _ > 2 - аА ) ) = °. (40)
Отсюда непосредственно следует, что
а  = М 2  - 1  + qM/ 2 , q е D . (41)
При этом значении а сумма (36) обращается в ноль для любых p  = 0,1,...,N  - 1 ,  
следовательно, выполняется условие (32), поэтому а является экстремальной точкой 
функции f  ( а ) .
Проведенное рассмотрение позволяет сформулировать следующую теорему 
Теорема 2. Пусть дискретная формирующая функция g [n], n е J n , входящая в
описание (6)-(8) обобщенного ортогонального базиса Вейля-Гейзенберга B [J n ],
удовлетворяет свойству (N  - 1 )  -симметрии (37). Тогда наилучшая локализация базиса 
B [ J N ] по критерию (21), а значит и критерию :
||G(a) -  U lt  ^  min I min), (42)
1 "Ь аеО V UeA )
достигается при значениях аопт = М/ 2 - 1  + qM/ 2 , q e □ .
Аналогичное исследование можно провести и для случая, когда функция д [л]
удовлетворяет свойству сопряженной N  -симметрии (39). Полученный результат 
сформулируем в виде теоремы.
Теорема 3. Пусть в условиях теоремы 2 формирующая функция g [л] удовле­
творяет свойству сопряженной N  -симметрии (39). Тогда наилучшая, в смысле крите­
рия (42), локализация обобщенного ортонормированного базиса Вейля-Гейзенберга 
B [ J n ] достигается при значения параметра аопт = М/ 2 + qM/ 2 , q e □ .
Р е з у л ь т а т ы  м о д е л и р о в а н и я
На рис.1 представлены графики дискретной базисной функции Габора и опти­
мальной базисной функций (19) на интервале от о до N  - 1 ,  где N  = LM  ( L = 12,
М  = 16), в случае (N  - 1 )  -симметрии при значении а = аопт = М /2 - 1 .  Для наглядности 
кривые сдвинуты в середину интервала. Видно, что оптимальная базисная функция 
g [л -  N /2] достаточно близка к исходной функции Габора д0 [л -  N /2].
Смещение а от оптимального а  значения приводит к исчезновению симмет­
рии формирующего импульса и к увеличению его «боковых лепестков» (рис.2). При 
а > аопт = М /2 - 1  увеличиваются боковые лепестки справа, а при а > аопт -  слева.
Общие закономерности поведения базисных функций сохраняются и для слу­
чая сопряженной N  -симметрии.
При этом, как видно из результатов расчета, представленных в таблице 1, опти­
мальным с точки зрения локализации базиса по критерию (42) является случай со­
пряженной N  -симметрии (39).
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Отсчеты n
Рис.1. Графики исходной базисной функции Габора д0 [л -  N /2] 
и оптимальной базисной функции д [л -  N/ 2] при аопт = М/ 2 - 1
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Отсчеты n
Рис.2. Графики базисной функции д[л -  N/2] при а Ф аопт (а  = М / 4 -1  < аопт,
а  = 3М /4 -  1 > аопт )
Таблица 1
Норма разности F(a) между матрицами базисов для различных a (L=12, М=16)
Неоптимальное 
значение 
а  = 12
Неоптимальное
значение
а = 4
7=1-
S
'=а а = М/ 2 = 8
^-1)-симметрия 41,28 18,06 2,84 4,61
Сопряженная
N-симметрия
29,42 29,42 3,07 1,15
На рис.3 видно, что модуль спектра д„ [к ] □ —^ =
yJN
ции д [л] не зависит от а и является четной функцией.
N -1
X  д [л ] е j2nkn/N базисной функ-
Рис.3. Графики модуля спектра базисной функции Габора д0„ [к ] 
и оптимальной базисной функции д„ [к] (а  e □ )
В ы в о д ы
Приведенный в работе результат показывает, что дополнительная оптимиза­
ция по фазовому параметру а позволяет значительно улучшить характеристики ло­
кализации базисов в частотно-временной области.
Выбор оптимального значения а зависит от вида симметрии формирующего
импульса д [л]. Показано, что наилучшая локализация обеспечивается в случае со­
пряженной N  - симметрии.
Отклонение от полученного оптимального значения аор( приводит к наруше­
нию симметрии формирующей базисной функции во временной области, и как след­
ствие к ухудшению ее временной локализации. Однако, при этом хорошая локализа­
ция в частотной области сохраняется.
Полученные результаты могут быть использованы для построения цифровых 
OFDM/OQAM систем с хорошими частотно-временными характеристиками локализа­
ции. Применение таких базисов позволяет формировать оптимальные OFDM сигналы, 
обладающие наименьшей чувствительностью к межканальной и межсимвольной ин­
терференции и низким уровнем внеполосного излучения [3,4].
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ORTHOGONAL WEYL-HEISENBERG BASIS OPTIMISATION 
FOR DIGITAL COMMUNICATION SYSTEMS BASED ON OFDM/OQAM
V.P. Volchkov1 The article considers the algebraic method of receiving of generalized or-
П П D t  2) thogonal Weyl-Heisenberg basis well localized simultaneously in time and frequency
D.A. Petrov domain. Optimal magnitudes of phase parameter are calculated given several type of
symmetry of basis prototype function. Presented results of calculation confirm good 
localization characteristics and let to select the best type of symmetry.
Key words: digital communication systems, OFDM, OQAM,
Weyl-Heisenberg basis, orthogonalization, optimization.
