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Kurzfassung
Kurzfassung
Aktuelle, kommerziell getriebene Forschungsprojekte im Bereich autonom gesteuer-
ter Luftfahrzeuge zeigen, dass solche Fluggera¨te zuku¨nftig, fu¨r den allta¨glichen Trans-
port von Waren, in der Na¨he besiedelter Gebiete eingesetzt werden sollen. Um die
Menschen und Infrastrukturen in diesen Gebieten zu schu¨tzen, mu¨ssen Sicherheits-
vorkehrungen getroffen werden, wenn es zum Kontrollverlust des unbemannten Luft-
fahrzeuges kommt und ein Absturz des Systems droht. Diese Art der Gefa¨hrdung soll
im Rahmen dieser Abschlussarbeit planerisch, durch die automatisierte Wahl eines
risiko-minimalen Flugpfades, erreicht werden. Dazu wird ein Risiko-Kostenfunktional
aufgestellt, das ein Risiko fu¨r vorgeplante Flugpfade abscha¨tzt. Das Kostenfunktional
kann anschließend in einen Planungsalgorithmus integriert und von diesem minimiert
werden.
Zur Schaffung des Kostenfunktionals werden verschiedene Einflussfaktoren auf das
Risiko identifiziert. Dazu geho¨rt die Vorhersage mo¨glicher Flugverla¨ufe nach dem Kon-
trollverlust des Fluggera¨tes, fu¨r die verschiedene Methoden diskutiert werden und
schließlich eine normalverteilte zeitdiskrete Zustandspra¨diktion erarbeitet wird. Der
damit ausgestattete Pfadplaner ist in der Lage, mit verschiedenen Windverha¨ltnissen
und Spezifikationen des betrachteten Luftfahrzeuges zu rechnen. Das Risiko wird fu¨r
den konkreten Fall, in dem ein außer Kontrolle geratenes, unbemanntes Fluggera¨t mit
Hilfe eines Rettungsfallschirms zu Boden gebracht werden soll, bestimmt. Zum Ab-
schluss der Arbeit wird die Kostenfunktion im Planungsframework des Instituts fu¨r
Flugsystemtechnik des DLR in Braunschweig eingesetzt und in einem realen Pla-
nungsszenario demonstriert.
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Kapitel 1. Einleitung
1. Einleitung
1.1. U¨berblick
Der wichtigste Entwickler und Betreiber unbemannter Fluggera¨te, auch abgeku¨rzt als
UAV1 oder UAS2 bezeichnet, war lange Zeit das Milita¨r, das diese Systeme zuna¨chst
als U¨bungsziele und spa¨ter als Waffentra¨ger einsetzte. Aufgrund der kostspieligen
Technologien und fehlender Anwendungsmo¨glichkeiten, waren UAVs wirtschaftlich
uninteressant und wurden daher im zivilen Bereich kaum genutzt. Ihre Erprobung und
Verwendung fand aus Sicherheitsgru¨nden immer in großer Entfernung zu bewohn-
ten Gebieten statt, so dass Personen am Boden nicht gefa¨hrdet wurden. Krisen- und
Kriegsgebiete bildeten jedoch eine Ausnahme, da die Bedrohung durch ein außer
Kontrolle geratenes Fluggera¨t als wesentlich geringer eingescha¨tzt wird, als die Be-
drohung durch den Konflikt selbst.
Erst in den letzten Jahrzehnten sind die Kosten fu¨r die Technologien zum Bau und Be-
trieb von unbemannten Fluggera¨ten derart gesunken, dass sie zuna¨chst in der zivilen
Forschung und Entwicklung eingesetzt wurden und seit einigen Jahren in Form von
Massenwaren geringer Gro¨ße, wie zum Beispiel Freizeitartikeln, Einzug in zahlreiche
Privathaushalte gehalten haben. Ermo¨glicht wird dies durch die inzwischen massen-
hafte und damit kosteneffizientere Herstellung der beno¨tigten Bauteile, was aber auch
eine Abnahme der Bauteilqualita¨t zur Folge hat. Inzwischen werden UAVs auch ge-
werblich genutzt, beispielsweise zur Erstellung von Filmaufnahmen aus der Luft oder
zur Vermessung. Die Vielseitigkeit und Benutzerfreundlichkeit werden immer weiter
verbessert, so dass sich immer mehr Anwendungsfa¨lle fu¨r diese Gera¨te ergeben. Ein
Beispiel dafu¨r ist die am Institut fu¨r Flugsystemdynamik (FSD) der RWTH-Aachen, in
Zusammenarbeit mit dem Transportdienstleister DHL, entwickelte Paketauslieferdroh-
ne (siehe Abbildung 1.1). Dieses Projekt zeigt, dass sich UAVs zu einer Konkurrenz
zu den etablierten Transportsystemen entwickeln ko¨nnten.
Auf der anderen Seite ha¨ufen sich durch die massenhafte Nutzung dieser Flug-
gera¨te die Zwischenfa¨lle, bei denen Menschen durch deren leichtsinnigen Gebrauch
gefa¨hrdet werden. Dazu za¨hlen vor allem gefa¨hrliche Eingriffe in den Flugverkehr
und der Betrieb dieser Gera¨te in der Na¨he gro¨ßerer Menschenmengen. Sach-
bescha¨digungen und Verletzungen unbeteiligter Personen am Boden sind aber nicht
nur die Folge unsachgema¨ßer Benutzung, sondern auch dem Umstand geschuldet,
dass UAVs nicht die Sicherheitsstandards bemannter Fluggera¨te erfu¨llen.
1Unmanned Aerial Vehicle
2Unmanned Aerial System
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Abbildung 1.1.: Das UAV als Postbote: Paketliefersysteme, wie der DHL Paketkopter, stellen
eine zuku¨nftige Anwendungsmo¨glichkeit fu¨r unbemannte Systeme dar. Das
Bild stammt aus dem DHL-Demonstrationsvideo, vero¨ffentlicht am 16.05.2016.
Diese Vorfa¨lle zeigen, dass sich bisher noch kein allgemeines Risiko- oder Gefahren-
bewusstsein fu¨r den zivilen Betrieb unbemannter Fluggera¨te etabliert hat und es bis-
her an Regularien, die explizit die Nutzung von UAVs festlegen, fehlt.
”
Je mehr Droh-
nen aufsteigen, desto gro¨ßer wird die Gefahr von Kollisionen, Abstu¨rzen oder Unfa¨llen.
Fu¨r die Nutzung sind deshalb klare Regeln no¨tig“, sagte der Bundesverkehrsminister
Alexander Dobrindt im September 20163 und hatte dabei vor allem die Nutzung von
unbemannten Kleinstfluggera¨ten, mit wenigen Kilogramm Abfluggewicht, im Sinn.
Die in vielen Fachbereichen gefu¨hrte Diskussion u¨ber die Sicherheit von unbemann-
ten Fluggera¨ten und das große Interesse an technischen Weiterentwicklungen zeigen,
dass diese nicht einfach wegen Sicherheitsbedenken aus der Gesellschaft verbannt
werden ko¨nnen, sondern ein Kompromiss aus sinnvollen Anwendungsmo¨glichkeiten
und einem kalkulierbaren Risiko fu¨r die Bevo¨lkerung gefunden werden muss. Ein sol-
cher Kompromiss erfordert neue Regularien und Zertifizierungsmo¨glichkeiten, auch
fu¨r gro¨ßere unbemannte Fluggera¨te, die nachfolgend kurz vorgestellt werden sollen.
Ein wichtiges Element dieser Regularien ist die Einscha¨tzung und Minimierung von
Risiken fu¨r bestimmte Betriebsszenarien von unbemannten Luftfahrzeugen.
Durch die Beru¨cksichtigung und Vermeidung von Risiken bei der Planung von Flug-
pfaden kann ein wichtiger Beitrag zur Erfu¨llung solcher Regularien geleistet werden.
Deshalb wird in dieser Masterarbeit ein Ansatz vorgestellt, der die Gefa¨hrdung der
Umwelt durch den Betrieb eines UAVs, bei dessen Flugwegplanung beru¨cksichtigt.
Dies geschieht durch die Schaffung und Integration eines neuen Gu¨tefunktionals in
einen bestehenden Planungsalgorithmus. Das Ergebnis ist die risiko-minimale Bahn-
planung, die abha¨ngig von den zugrundeliegenden Annahmen zum Gefahrenpotential
eines UAVs bzw. den Anforderungen an deren Sicherheit, das Betriebsrisiko auf ein
Minimum reduzieren kann.
3Aus einer Meldung aus DER SPIEGEL, Ausgabe 40/2016
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1.2. Forschung zu unbemannten Luftfahrzeugen am DLR
Das Institut fu¨r Flugsystemtechnik des Deutschen Zentrums fu¨r Luft- und Raumfahrt
(DLR) bescha¨ftigt sich mit der Bewegungs- bzw. Missionsplanung, der Umgebungs-
wahrnehmung, sowie der Regelung autonomer Flugsysteme. Zur Forschung unter
realen Bedingungen, zur Demonstration und zur Erprobung von Software und Hardwa-
re, stehen mehrere unbemannte Fluggera¨te, auch in Form von Simulationsmodellen,
zur Verfu¨gung.
Abbildung 1.2.: Unbemannte Fluggera¨te des DLR: Prometheus (links) und ARTIS4(rechts)
Die Planung und Ausfu¨hrung von Flugmissionen wird in der ho¨heren
Flugfu¨hrungsebene vom institutseigenen MiPlEx-Framework5 durchgefu¨hrt. Die-
ses Framework wird sta¨ndig weiterentwickelt und ist in der Lage, umfangreiche
Planungsaufgaben, wie die Erstellung und Anpassung von zeit- oder la¨ngenoptimalen
Routen durch hindernisreiche Umgebungen, zu lo¨sen [NSA13].
Ein Beispiel fu¨r ein aktuelles DLR-Projekt, das sich unter anderem mit Kalkulierbar-
keit und Minimierung des Risikos fu¨r den unbemannten Flugbetrieb bescha¨ftigt, ist
ALAADy6. Ein Ziel dieses Projektes ist die Anhebung des Sicherheitsniveaus von un-
bemannten Fluggera¨ten, indem die Verla¨sslichkeit der autonom arbeitenden Syste-
me an Bord unbemannter Luftfahrzeuge gesteigert und zudem eine geeignete Ein-
schra¨nkung des Flugbetriebs gefunden wird. Letzteres meint beispielsweise die Wahl
einer geringen Flugho¨he oder das Umfliegen von dicht besiedelten Gebieten, wodurch
die Gefa¨hrdung seitens des UAVs minimiert werden kann.
4Autonomous Rotorcraft Testbed for Intelligent Systems
5Mission Planning and Execution
6Automated Low Altitude Air DeliverY - Automatisierter Lufttransport in geringer Flugho¨he
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1.3. Zertifizierung von unbemannten Luftfahrzeugen
Fu¨r die Zertifizierung von unbemannten Luftfahrzeugen plant die europa¨ische Flugsi-
cherheitsbeho¨rde EASA7 die Einfu¨hrung von drei Kategorien (siehe Abbildung 1.3).
Bereits angewandte Regelungen werden unter den Begriffen
”
offen“ und
”
zertifiziert“
neu zusammengefasst und nachfolgend kurz erla¨utert.
Die Kategorie
”
offen“ ist der Verzicht auf eine Zertifizierung und erfordert die Be-
schra¨nkung der kinetischen Energie des Fluggera¨tes. Dadurch werden nennenswer-
te Scha¨den durch außer Kontrolle geratene Gera¨te, rein physikalisch ausgeschlos-
sen. Die Folge sind Limitierungen auf sehr geringe Abfluggewichte und geringe An-
triebsleistungen. Die Mitfu¨hrung von Nutzlast ist dadurch extrem eingeschra¨nkt. Zu-
dem existiert, zur weiteren Erho¨hung der Sicherheit, eine strenge Beschra¨nkung des
Operationsbereiches: Fluggera¨te dieser Kategorie du¨rfen nur in der Sichtweite ihres
Operators und in großer Entfernung zu Verkehrswegen und Geba¨uden jeglicher Art
betrieben werden [Eur16]. Dies steht der Weiterentwicklung von UAVs zu vollsta¨ndig
autonom operierenden Systemen sehr im Wege, ebenso die starke Limitierung der
Nutzlast, die den Nutzen solcher Systeme in Frage stellt.
oﬀen zertiﬁziertspeziﬁsch
?
SORA
Abbildung 1.3.: Die drei Zertifizierungskategorien
Die Kategorie
”
zertifiziert“ ist die vollsta¨ndige Zertifizierung des UAV nach den Vor-
schriften, die auch fu¨r bemannte Luftfahrzeuge gelten [Eur16]. In dieser Kategorie
existieren keine mit der offenen Kategorie vergleichbaren, sicherheitsrelevanten Li-
mitierungen oder operationelle Beschra¨nkungen, jedoch sind die Sicherheitsanforde-
rungen, die zum Schutz der Passagiere an Bord eingefu¨hrt wurden, sehr hoch. Die
Erfu¨llung dieser Anforderungen ist im Allgemeinen sehr kostspielig, da qualitativ hoch-
wertige Bauteile und Sicherheitseinrichtungen verbaut, aufwendig getestet und gewar-
tet werden mu¨ssen. Der wirtschaftliche Vorteil in der Anschaffung und im Betrieb von
unbemannten Fluggera¨ten wird dadurch zunichtegemacht.
Da die Insassen von bemannten Luftfahrzeugen in mo¨glichen Fehlerfa¨llen immer zu-
erst gefa¨hrdet sind, ist der Schutz von Personen am Boden oder in anderen Luftfahr-
7European Aviation Safety Agency
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zeugen von geringer Bedeutung. Ganz im Gegenteil: Die Passagiersicherheit impli-
ziert die Sicherheit fu¨r alle Personen außerhalb des Luftfahrzeugs. Fu¨r unbemannte
Fluggera¨te ergibt sich daher eine neue Situation. Ein außer Kontrolle geratenes Flug-
gera¨t fu¨hrt nur dann zu Scha¨den, wenn es mit einem anderen Luftfahrzeug kollidiert
oder an einer entsprechenden Stelle auf dem Erdboden aufschla¨gt. Dies zeigt, dass
die Bedrohung, die von einem UAV ausgeht, durch eine geeignete Wahl des Flug-
weges, stark vermindert werden kann. Insbesondere die Beschra¨nkung der Operati-
onsho¨he auf den bodennahen Bereich bietet die Mo¨glichkeit, das Risiko einer Kollision
mit anderen Luftfahrzeugen zu verringern. Die Inkaufnahme des Total- oder Teilver-
lustes des Fluggera¨tes, zum Schutz unbeteiligter Personen, ist eine Option, die sich
bemannten Flugzeugen nicht bietet. Diese Umsta¨nde ero¨ffnen neue Mo¨glichkeiten,
den Betrieb von gro¨ßeren unbemannten Fluggera¨ten, auch außerhalb der Sichtweite
des Operators, unter gewissen Spezifikationen trotz Sicherheitsbedenken zu erlau-
ben. Die Gestalt dieser Spezifikationen wird derzeit in Zusammenarbeit mit den na-
tionalen Luftfahrtbeho¨rden verschiedener La¨nder und fu¨hrenden Forschungszentren,
auch außerhalb von Europa, erarbeitet. Denkbar sind beispielsweise ein exakt vorge-
gebener Flugpfad oder auch Limitierungen von Geschwindigkeit und Beschleunigung.
Den Rahmen fu¨r diese Art der Zertifizierung soll eine neue Kategorie mit der Bezeich-
nung
”
spezifisch“ bilden, die eine Bru¨cke zwischen den bereits etablierten Zertifizie-
rungsmethoden schla¨gt.
Die eigentliche Abwa¨gung, ob ein geplantes Flugvorhaben sicher durchgefu¨hrt werden
kann, wird im sogenannten Specific Operations Risk Assessment (kurz: SORA) reali-
siert. Diese Bewertungsmethode wurde von der JARUS8, einem interdisziplina¨ren und
internationalen Expertengremium entwickelt und erlaubt die Evaluation und sicher-
heitstechnische Einordnung eines Flugvorhabens. Zudem bietet SORA Begriffsdefi-
nitionen zur Risikobewertung an, welche aufgrund ihrer hohen Aktualita¨t im Rahmen
dieser Arbeit, zum besseren Versta¨ndnis in vereinfachter Form, Verwendung finden.
Die wichtigsten Definitionen aus SORA werden im Folgenden kurz vorgestellt.
Definitionen aus dem Specific Operations Risk Assessment
In Einklang mit den bereits existierenden Definitionen der SAE9 bzw. EUROCAE10
definiert SORA das Risiko wie folgt:
Definition 1.1. Die Kombination der Wahrscheinlichkeit bzw. Frequentierung von
Vorfa¨llen geringer zeitlicher Dauer und des damit verbundenen Schweregrades heißt
Risiko. Die Einheit des Risikos sei die Anzahl von Vorfa¨llen mit to¨dlichem Ausgang,
bezogen auf ein definiertes Zeitintervall bzw. die Anzahl von Flugoperationen (z.B.
to¨dliche Unfa¨lle pro Flugstunde oder to¨dliche Unfa¨lle pro Flug).11
Unter dem Oberbegriff des Vorfalls (engl. occurrence) werden alle technischen und
operationellen Sto¨rungen des Flugbetriebs verstanden. Sie werden nach dem Schwe-
regrad ihrer Auswirkungen, vom Vorfall ohne erkennbare Folgen bis zum Vorfall mit
to¨dlichem Ausgang, gestaffelt. Ein to¨dlicher Vorfall la¨sst sich eindeutig definieren, ist
8Joint Authorities for Rulemaking on Unmanned Systems
9Society of Automotive Engineers
10European Organization for Civil Aviation Equipment
11Siehe SAE ARP 4754A bzw. EUROCAE ED-79A
Institut und Lehrstuhl fu¨r Flugsystemdynamik | RWTH Aachen 5
Kapitel 1. Einleitung
daher international bestens vergleichbar und in der Regel statistisch gut erfasst, wes-
halb er sich sehr zur Definierung des Risikos eignet.
Abbildung 1.4.: Das holistische Risikomodell aus [Joi16]
Des Weiteren soll gelten:
Definition 1.2. Ein Vorfall, der sich zu einer Gefahr oder Gefa¨hrdung (engl. hazard)
entwickeln kann, wird auch als Gefahrenquelle (engl. threat) bezeichnet. [Joi16]
Typische Gefahrenquellen sind zum Beispiel: Technische oder menschliche Fehler
oder auch ungu¨nstige Operationsbedingungen. Fu¨r die Auswirkungen eines zur Ge-
fahr entwickelten Vorfalls gilt die folgende Definition:
Definition 1.3. Die Konsequenzen eines Vorfalls werden als Schaden (engl. harm),
im Sinne von Bescha¨digungen kritischer Infrastruktur oder to¨dlichen Verletzungen von
Drittbeteiligten am Boden oder in der Luft, bezeichnet. [Joi16]
Der Zusammenhang zwischen Gefahrenquellen, Gefahren und Scha¨den wird als Mo-
dell in Abbildung 1.4 verdeutlicht. Ein Modell, das alle mo¨glichen Fehlerquellen und
alle daraus entstehenden Gefahren in Beziehung zu potentiellen Scha¨den setzt, wird
auch als holistisches (ganzheitliches) Modell bezeichnet. Zur Kontrolle der Gefahren-
quellen werden Barrieren (engl. threat barriers) eingesetzt. Sie sollen zum einen die
Wahrscheinlichkeit fu¨r das Auftreten von Gefahrenquellen verringern und zum ande-
ren die Auswirkungen einer Gefahrenquelle durch technische oder operationelle Maß-
nahmen vermindern. Durchschreitet eine Gefahrenquelle diese Barrieren, wird dar-
aus eine Gefahr, z.B. der Kontrollverlust des Luftfahrzeugs. Eine Gefahr fu¨hrt dann zu
einem Schaden, wenn sie alle Schadensbarrieren (engl. harm barriers) u¨berwindet.
Schadensbarrieren beeinflussen die Wahrscheinlichkeit, dass eine Gefahr zu einem
Schaden fu¨hrt, und/oder den Schweregrad des Schadens [Joi16]. Das Fliegen u¨ber
unbewohntem Gela¨nde stellt in diesem Modell zum Beispiel eine Schadensbarriere
dar.
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1.4. Ziel und Aufbau der Arbeit
Die anhaltende o¨ffentliche Diskussion u¨ber die Sicherheit unbemannter Luftfahrzeuge
und die zahlreichen Aktivita¨ten der Regulierungsbeho¨rden, zur Schaffung geeigneter
Bestimmungen zum Betrieb dieser Systeme, machen die Risikobewertung, und damit
verbunden die Risikominimierung des Flugbetriebs, zu einem aktuellen Thema. Wie
bereits mehrfach erwa¨hnt wurde, hat die Wahl der Flugroute einen starken Einfluss
auf das Gefa¨hrdungspotential eines UAV. Deshalb ist es das Ziel dieser Arbeit, eine
Kostenfunktion zur Scha¨tzung des Risikos einer vorberechneten Trajektorie zu erarbei-
ten. Die entwickelte Funktion wird anschließend in das bestehende MiPlEx-Framework
integriert, so dass ihr Beitrag zur Planung risiko-minimaler Flugrouten vor Antritt des
Fluges u¨berpru¨ft werden kann. Die hohe Dynamik anderer Flugzeugbewegungen, ins-
besondere die Bewegungen von kleineren Luftsportgera¨ten und Flugzeugen ohne auf-
gegebenen Flugplan, schließen a priori Berechnungen zur Kollisionsvermeidung weit-
gehend aus. Das Kollisionsrisiko wird planerisch dadurch vermindert, dass Flugrouten
ausschließlich bis zu einer maximalen Ho¨he von 150 Metern u¨ber Grund geplant wer-
den. Somit wird im Rahmen dieser Arbeit nur das Bodenrisiko betrachtet.
Die eigentliche Risikobewertung geschieht durch die Verknu¨pfung von, in der ers-
ten Stufe der Pfadplanung generierten, Flugbahnsegmenten mit einer vorhandenen
bodenrisiko-klassifizierten Karte. Diese Verknu¨pfung besteht in der Kla¨rung der Fra-
gestellung, wo ein Fluggera¨t auf dem Boden aufschlagen ko¨nnte, wenn an einer be-
stimmten Position entlang seiner Flugroute, eine schwerwiegende Fehlfunktion auftritt
und welchen Schaden es dort anrichtet. Wichtige Einflu¨sse auf den Flugverlauf, wie
zum Beispiel die Windrichtung und -sta¨rke, sowie Unsicherheiten in Position, Flugrich-
tung und -geschwindigkeit entlang der Flugbahnen, sind vorab nicht exakt bekannt.
Dieser Umstand muss bei der Risikoberechnung beru¨cksichtigt werden.
Da das Planungsframework nicht auf ein bestimmtes Fluggera¨t festgelegt ist, muss die
hier entwickelte Methode weitgehend unabha¨ngig vom jeweils betrachteten System
sein. Zur Veranschaulichung soll das Luftfahrzeug Prometheus (siehe Abbildung 1.2
links) als Beispiel dienen.
Die meisten Aufgaben, die von unbemannten Luftfahrzeugen bewa¨ltigt werden
mu¨ssen, unterliegen einer zeitlichen Limitierung. Insbesondere bei ihrer Verwendung
als Transportmittel, ist die Zeitersparnis gegenu¨ber den Transportmitteln auf dem
Landweg ein gewichtiger Vorteil. Deshalb muss die Planung von Flugrouten mo¨glichst
schnell durchgefu¨hrt werden ko¨nnen. Die Nutzung der Risikoberechnung zur Pfad-
planung soll diese Laufzeitanforderung daher nicht verletzen. Fu¨r einen eventuellen
Einsatz der Risikoberechnung in der Pfadplanung wa¨hrend des Fluges, wa¨ren sogar
extrem kurze Rechenzeiten wu¨nschenswert.
Es ergibt sich folgender Aufbau der Arbeit: Im nachfolgenden Kapitel 2 werden wich-
tige Grundlagen zum Versta¨ndnis des MiPlEx-Frameworks und die no¨tigen Kennt-
nisse fu¨r die Rechnung mit Wahrscheinlichkeiten, die Teil jeder Risikoanalyse sind,
vertieft. In Kapitel 3 wird der aktuelle Stand der Technik anhand der Methoden aus-
gewa¨hlter vergleichbarer Arbeiten zur Risikoberechnung und Arbeiten zur Vorhersage
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von Flugverla¨ufen vorgestellt. Dabei werden die Methoden auf ihre Anwendbarkeit
fu¨r die risiko-minimale Bahnplanung untersucht. Das Kapitel wird mit der Beschrei-
bung des MiPlEx-Frameworks, in das die Risikorechnung integriert werden soll, abge-
schlossen. Darauf folgt in Kapitel 4 die Vorstellung der Methode zur Risikoberechnung,
die im Rahmen dieser Arbeit entwickelt wurde. Anschließend werden die Parameter
der Berechnungsmethode mithilfe einer Monte-Carlo-Simulation gescha¨tzt, sodass im
nachfolgenden Kapitel 5 eine Auswertung der Ergebnisse, anhand einiger Beispielsze-
narien vorgenommen werden kann. Zum Abschluss wird die Anwendung der Methode
im Rahmen einer realistischeren Aufgabe demonstriert. Schließlich entha¨lt Kapitel 6
eine Zusammenfassung u¨ber die gewonnenen Erkenntnisse und einen Ausblick auf
nachfolgende Arbeitsschritte.
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2. Theorie
2.1. Graphentheorie
Ein Graph G = (V,E) ist eine Struktur, die eine Sammlung V von Knoten und die
Sammlung E aller Verbindungen zwischen diesen Knoten, als Kanten bezeichnet,
entha¨lt. Eine Kante e ∈ E verbindet zwei Knoten u und v (u, v ∈ V ) miteinander:
e(u, v). Man unterscheidet gerichtete Graphen mit gerichteten Kanten von ungerichte-
ten Graphen mit entsprechend ungerichteten Kanten. Der Unterschied besteht darin,
dass eine ungerichtete Kante in beide Richtungen und eine gerichtete Kante nur in
eine Richtung beschritten werden kann. Im Folgenden soll nur der gerichtete Graph
behandelt werden.
(a) ungerichteter Graph (b) gerichteter Graph (c) Baum
Abbildung 2.1.: Verschiedene Graphentypen zur Darstellung von Objekten und ihren Ver-
knu¨pfungen zueinander.
Ist e(u, v) eine gerichtete Kante, so repra¨sentiert u den Startknoten der Kante und
v den Zielknoten. Eine Kante e(u, u), deren Startknoten gleich dem Zielknoten ist,
wird als Schleife bezeichnet. Zwei Kanten e(u, v) und f(u, v), die zwei gleiche Kno-
ten miteinander verbinden, sind parallel, wa¨hrend entgegengesetzte Kanten i(u, v)
und j(v, u), als antiparallel bezeichnet werden. Ein Graph heißt
”
schlicht“, wenn er
weder Schleifen, noch parallele Kanten entha¨lt und ist
”
vollsta¨ndig“, wenn jeder Kno-
ten mit allen anderen Knoten, u¨ber eine Kante, verbunden ist [Wag70]. Ein Knoten
u kann durch mehrere gerichtete Kanten mit anderen Knoten verbunden sein. Diese
Knoten werden auch als Nachbarn von u bezeichnet. Die Verbindungs- bzw. Nachbar-
schaftsbeziehungen der Knoten ko¨nnen zum Beispiel als Adjazenzmatrix gespeichert
werden, so dass diese Informationen leichter abrufbar sind.
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2.2. Verwendung von Graphen – Die Suche nach dem
ku¨rzesten Pfad
Die Aufgabe, den zeitlich oder ra¨umlich ku¨rzesten Weg von einem Startpunkt A zu
einem Zielpunkt B u¨ber eine begrenzte Anzahl an Wegen zu finden, stellt sich jedem,
der ein Automobil oder Fahrrad zum Zwecke des schnellen Vorankommens nutzt. Was
auf kurzen Strecken intuitiv geschieht, wird auf la¨ngeren und/oder unbekannten Stre-
cken von modernen Navigationsgera¨ten u¨bernommen. Ihre Funktionsweise soll als
Erkla¨rungsbeispiel fu¨r die automatisierte Suche nach dem ku¨rzesten Pfad durch einen
sogenannten Graphsuchalgorithmus dienen. Ein Pfad, der in der Graphentheorie auch
als Kantenzug oder Kantenfolge bezeichnet wird, ist eine Folge von Knoten, die jeweils
mit einer Kante untereinander verbunden sind. Er wird dadurch repra¨sentiert, dass je-
der Knoten entlang des Pfades, eine Information zu seinem Vorga¨ngerknoten entha¨lt.
Somit kann der Pfad, ausgehend vom Zielknoten, bis zum Startknoten nachvollzogen
werden.
Abbildung 2.2.: Die Verkehrswege im Innenstadtbereich einer Kleinstadt ko¨nnen durch einen
Graphen repra¨sentiert werden. Kreuzungen bilden die Knoten, die durch Ein-
bahnstraßen, oder beidseitig befahrbare Straßen und Wege verbunden sind.
Die Grundlage fu¨r die Graphensuche bildet ein gerichteter, u¨berwiegend schlichter
Graph, der im Beispiel das Straßensystem (engl. roadmap) einer Region repra¨sentiert.
Darin sind Straßenkreuzungen und Auf- bzw. Abfahrten die Knoten und die Straßen
die Kanten, die diese Knoten miteinander verbinden (siehe Abbildung 2.2). Ein gerich-
teter Graph ist deshalb no¨tig, weil zum Beispiel Einbahnstraßen das Befahren nur in
eine Richtung erlauben. Als Startknoten dient der Ort, an dem die Planungsaufgabe
begonnen wird und als Zielknoten beispielsweise eine Zieladresse oder Straßenkreu-
zung. Damit eine Planung mo¨glich wird, mu¨ssen beide Knoten u¨ber mindestens eine
Kante mit dem Rest des Graphen verbunden sein.
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Damit der Graph fu¨r eine Planungsaufgabe genutzt werden kann, muss er um ei-
ne weitere Information, zu einem sogenannten gewichteten Graphen, erga¨nzt wer-
den: Die Gewichtungsfunktion oder auch Kostenfunktion C(e) einer Kante e. Sie re-
pra¨sentiert den Aufwand, der betrieben werden muss, um von einem Knoten zum
na¨chsten Knoten zu gelangen. In der Planungsaufgabe im Beispiel bietet sich hier
die zu fahrende Wegstrecke zwischen zwei Knoten an, oder die dafu¨r no¨tige Zeit.
Klassischerweise verwenden Navigationsgera¨te Letztere, damit auch Pha¨nomene wie
Staus, die den zeitlichen Aufwand a¨ndern, aber nicht den ra¨umlichen, bei der Planung
beru¨cksichtigt werden ko¨nnen. Der ku¨rzeste Pfad eines Graphen ist also derjenige,
der die geringste Kostenakkumulation der verwendeten Kanten entlang eines Pfades,
vom Startknoten zum Zielknoten aufweist.
Prinzipiell kann die Kostenfunktion beliebige abstrakte Werte darstellen. Dennoch ist
es fu¨r die Suche nach dem ku¨rzesten Pfad auf dem Graphen essentiell, dass die
Kanten keine negativen Gewichte haben. Ein Gewicht kann auch den Wert unendlich
haben. Auf diese Weise kann eine Kante gesperrt werden, ohne sie aus dem Graphen
lo¨schen zu mu¨ssen. Fu¨r die Kostenfunktion gilt:
∀e ∈ E : C(e) ≥ 0 (2.1)
Der Aufwand, der in Form eines Pfades vom Startknoten zu einem Knoten u auf dem
Graphen aufgebracht werden muss, wird auch als Knotenpotential g(u) des Knotens
u bezeichnet. Ist der Knoten u durch verschiedene Pfade erreichbar, kann er auch
verschieden große Knotenpotentiale haben. Fu¨r das Knotenpotential gilt:
∀u ∈ V : g(u) ≥ 0 (2.2)
Auf der Suche nach dem ku¨rzesten Pfad ist jedoch immer das geringste Knotenpoten-
tial von Interesse. Die Aufgabe besteht also darin, das Kostenpotential des Zielkno-
tens zu minimeren. Dies wird in automatisierten Anwendungen, wie in Navigations-
systemen fu¨r das Auto, von Graphsuchalgorithmen u¨bernommen. Zwei prominente
Beispiele, die im MiPlEx-Framework Anwendung finden, werden im Folgenden vorge-
stellt.
2.2.1. Dijkstra Algorithmus
Der Algorithmus nach Dijkstra, benannt nach seinem Erfinder Edsger W. Dijkstra, wur-
de im Jahr 1959 vorgestellt und geho¨rt zur Klasse der Greedy-Algorithmen [Dij59]. Der
Algorithmus kann in drei Prozessphasen eingeteilt werden: Initialisierungsphase, Ex-
plorationsphase, Auswertungsphase.
Die Initialisierungsphase beginnt damit, dass das Knotenpotential aller Knoten auf un-
endlich gesetzt wird. Eine Ausnahme bildet der Startknoten, der als Ausgangspunkt
der Berechnung, das Knotenpotential von null hat. Anschließend werden zwei Listen
initialisiert, die wa¨hrend der Explorationsphase genutzt werden: Die Open-List und die
Closed-List. Die Open-List entha¨lt alle Knoten, die vom Algorithmus noch zu untersu-
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chen sind. Der Knoten mit dem geringsten und daher vielversprechendsten Potential
steht an erster Stelle. In der Initialisierungsphase entha¨lt die Open-List nur den Start-
knoten. Die Closed-List entha¨lt alle Knoten, die vom Algorithmus bereits untersucht
worden sind und ist am Anfang daher leer. In der Explorationsphase werden nach-
einander alle Knoten des Graphen abgeschritten. Jeder Schritt beginnt mit der soge-
nannten Expansion. Darin wir der erste Knoten aus der Open-List entfernt und ins
Zentrum der Betrachtung gestellt (also exploriert). U¨ber die Adjazenzmatrix des Gra-
phen werden anschließend alle Nachbarn des explorierten Knotens uExpl ermittelt.
Anschließend wird fu¨r jeden Nachbarknoten die Summe aus Potential des explorier-
ten Knotens und den Kosten der Kante zu diesem Knoten gebildet:
gNeu (uNachbar) = g
(
uExpl
)
+ C
(
e
(
uExpl, uNachbar
))
(2.3)
Ist das neu berechnete Potential gNeu eines Nachbarn geringer als das bereits dort
gespeicherte Potential, bedeutet dies, dass ein kostengu¨nstigerer Weg zu diesem
Knoten gefunden wurde. Daher wird dem Knoten das neue Potential zugewiesen
und zudem der explorierte Knoten als Vorga¨nger dieses Knotens gesetzt. Durch das
zuvor initial gesetzte, unendliche Knotenpotential wird garantiert, dass jeder Kno-
ten, der mit mindestens einer nichtunendlich gewichteten Kante verbunden ist, einen
Vorga¨ngerknoten zugewiesen bekommt. In jedem anderen Fall beha¨lt der betrachtete
Nachbarknoten sein Potential und seinen Vorga¨ngerknoten.
Ist die Betrachtung der Nachbarknoten abgeschlossen, wird der explorierte Knoten
zur Closed-List hinzugefu¨gt, was ihn als
”
bereits besucht“ kennzeichnet. Die Nachbar-
knoten, sofern nicht schon auf der Closed-List bzw. Open-List, werden zur Open-List
hinzugefu¨gt. Schließlich findet ein Update der Open-List statt, so dass immer der Kno-
ten mit dem geringsten Potential an erster Stelle steht.
Das Expansionsschema wird so oft durchgefu¨hrt, bis die Open-List leer ist bzw. sich
alle Knoten auf der Closed-List befinden. Damit gilt der Graph als vollsta¨ndig explo-
riert. In der letzten Phase wird der ku¨rzeste Pfad u¨ber die Vorga¨ngerinformationen
in jedem Knoten zusammengesetzt. Ausgehend vom Zielknoten erha¨lt man u¨ber den
Zeiger auf den Vorga¨nger eine Abfolge von Knoten bis zum Startpunkt. Kehrt man die-
se Abfolge um, erha¨lt man den gesuchten Pfad. Das Knotenpotential des Endknotens
entspricht den Pfadkosten.
2.2.2. A-Stern-Algorithmus
Da der Dijkstra Algorithmus die zu explorierenden Knoten nur nach ihrem Potential im
Bezug zum Startpunkt auswa¨hlt, findet die Exploration in alle Richtungen gleichzeitig
statt. Zudem werden unter Umsta¨nden Knoten untersucht, die keine niedrigen Pfad-
kosten versprechen, beispielsweise, weil sie in entgegengesetzter Richtung zum Ziel-
knoten liegen. Aus diesem Grund wird der Algorithmus um eine Heuristik h(u) erwei-
tert, die das ausstehende Potential jedes Knotens zum Zielknoten scha¨tzt und die Ex-
ploration des Graphen in die Richtung des Zielknotens treibt [HNR]. Der Graphsuchal-
gorithmus erha¨lt dadurch eine zusa¨tzliche Information, die er fu¨r die Auswahl des
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na¨chsten zu explorierenden Knoten nutzen kann, weshalb der A-Stern-Algorithmus
(kurz: A*-Algorithmus) zu den sogenannten informierten Algorithmen geza¨hlt wird.
Die Heuristik wirkt bei der Sortierung der Knoten in der Open-List, die die Knoten nach
einer neuen Bewertungsfunktion f(u) sortiert. Fu¨r diese Funktion gilt:
f(u) = g(u) + h(u) (2.4)
Die Knoten werden also nicht mehr nur nach dem bereits berechneten Potential, son-
dern zusa¨tzlich nach den gescha¨tzten Pfadkosten bewertet, sollte der Pfad u¨ber den
betrachteten Knoten fu¨hren. Damit durch das Hinzufu¨gen von Knotennachbarn zur
Open-List nicht doch der ganze Graph untersucht wird, terminiert der Algorithmus,
wenn der Zielknoten erreicht wurde. Damit dies auch geschieht, muss die gewa¨hlte
Heuristik in der Lage sein, den Algorithmus zum Ziel zu fu¨hren. Andernfalls ist der Al-
gorithmus nicht in der Lage, u¨berhaupt einen Pfad zum Zielknoten zu finden und man
spricht von einem unvollsta¨ndigen Algorithmus. Deshalb muss fu¨r die Heuristikfunkti-
on h gelten, dass die Kosten zum Zielknoten niemals u¨berscha¨tzt werden du¨rfen. Eine
solche Heuristik heißt zula¨ssige Heuristik und es gilt:
h(u) ∈ [0,K] , K = tatsa¨chliche Kosten (2.5)
Selbst bei der Verwendung einer zula¨ssigen Heuristik ist es mo¨glich, dass der Al-
gorithmus Knoten, die einen optimalen Pfad bilden ko¨nnen, zu schlecht bewertet
und deshalb nicht untersucht. In diesem Fall wird keine optimale Lo¨sung gefunden
und man spricht vom Verlust der Optimalita¨t. Um die Optimalita¨t des Algorithmus zu
gewa¨hrleisten, muss eine sta¨rkere Bedingung fu¨r die Heuristik gefunden werden. Sie
heißt Monotonie, impliziert die Zula¨ssigkeit und stellt sich fu¨r den Folgeknoten u′ des
Knotens u folgendermaßen dar:
h(u) ≤ C(u, u′) + h(u′) (2.6)
Mit einer monotonen Heuristik arbeitet der A*-Algorithmus optimal effizient, das heißt
er expandiert die minimale Anzahl an Knoten um zur Lo¨sung zu gelangen.
2.3. Sampling Algorithmen
Sampling Algorithmen (zu Deutsch: Diskretisierungs-Algorithmen) diskretisieren einen
Zustandsraum entweder strukturiert oder unstrukturiert. Die Qualita¨t der Diskretisie-
rung kann anhand zweier Gro¨ßen gemessen werden, der Verteilungsgu¨te (engl. di-
spersion) und der Diskrepanz (engl. discrepancy ). Eine beispielhafte Darstellung bei-
der Gro¨ßen ist in Abbildung 2.3 zu sehen. Die Verteilungsgu¨te bewertet die Abdeckung
des gesampleten Bereichs und ist besonders gut, wenn der freie Raum zwischen den
einzelnen Samples besonders klein ist. Strukturierte Diskretisierungen erfu¨llen dieses
Kriterium am besten, da der Raum zwischen den Samples immer gleich groß ist.
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Wie gut die Verteilungsdichte in einem beliebig gewa¨hlten Volumenelement auf
die Gesamtverteilungsdichte der Samples im Planungsraum schließen la¨sst, wird
in der Diskrepanz festgehalten. Zufa¨llige und unstrukturierte Diskretisierungsme-
thoden erfu¨llen dieses Kriterium besonders gut. Diese Methoden eignen sich da-
her zum adaptivem Sampling, also die Anpassung an verschiedenste Planungswel-
ten. Aus Gru¨nden der Planungssicherheit sollen sich Planungsalgorithmen immer
gleich verhalten, weshalb das MiPlEx-Framework statt zufa¨lliger, quasi-zufa¨llige (engl.
quasi-random) Sampling Algorithmen verwendet. Quasi-zufa¨llige Algorithmen, wie der
Hammersley-Algorithmus, sind fu¨r die Diskretisierung des freien Raums, zur Planung
von Flugpfaden, sehr nu¨tzlich [AA11].
(a) Verteilungsgüte (b) Diskrepanz
Abbildung 2.3.: Qualita¨tskriterinen fu¨r Sampling-Algorithmen nach [LaV06]
Hammersley Algorithmus
Das MiPlEx-Framework nutzt den sogenannten quasi-zufa¨lligen Hammersley-
Sampling Algorithmus, der aus der van der Corput Sequenz abgeleitet ist, bzw. diese
erweitert [WLH97]. Mit dem Hammersley-Algorithmus ko¨nnen Samples in beliebig vie-
len Dimensionen erzeugt werden. Man beno¨tigt lediglich die gewu¨nschte Anzahl von
Samples N , sowie fu¨r jede Dimension ein Intervall, in dem sich die Samples befin-
den sollen. Sampled man beispielsweise Punkte in einem dreidimensionalen karte-
sischen Koordinatensystem, ko¨nnen die zugeho¨rigen drei Sampleintervalle als qua-
derfo¨rmiges Samplingvolumen V der Samplingwelt W interpretiert werden.
Der Quotient aus Volumen und der Anzahl Samples kann auch als erwartete
Sampling-Dichte interpretiert werden:
DExp =
V
N
(2.7)
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2.4. Bewegungsplanung tieffliegender unbemannter
Flugzeuge
2.4.1. Einleitung
Der Kern der Bewegungsplanung (engl.
”
motion planning“) ist es, ein Objekt, wie ein
UAV, nachfolgend als Agent A bezeichnet, von einer Startkonfiguration q0 in eine
Zielkonfiguration qs zu u¨berfu¨hren. Dies geschieht durch eine zeitliche Abfolge von
durchfu¨hrbaren Zustandsa¨nderungen, sogenannten Aktionen, die zu einer Trajekto-
rie akkumuliert werden ko¨nnen. Existieren mehrere Trajektorien, ist es von Interesse,
davon die Optimale (z.B. die ku¨rzeste Wegla¨nge, die ku¨rzeste zeitl. Ausfu¨hrung) zu
finden [LaV06].
Durch die Limitierung der Planungsmo¨glichkeiten, z.B. durch geometrische Hinder-
nisse oder Einschra¨nkungen der Bewegungsmo¨glichkeiten des Agenten, wird das
Planungsproblem erschwert. Die zur Lo¨sung dieses Problems eingesetzten Algo-
rithmen ko¨nnen bezu¨glich ihrer Effizienz (Speicherbedarf, Rechenzeit) und ihrer
Lo¨sungsqualita¨t (Optimalita¨t und Vollsta¨ndigkeit) bewertet werden. Dabei zeigt sich,
dass viele Algorithmen fu¨r eine bestimmte Art von Planungsaufgabe besonders ge-
eignet sind. In den folgenden Abschnitten wird eine Methode erla¨utert, die zur Pfad-
planung tieffliegender unbemannter Fluggera¨te eingesetzt werden kann.
2.4.2. Probabilistic Roadmap
Das Fliegen in geringer Ho¨he bedeutet, dass selbst kleinsten Objekten am Erdboden,
wie Ba¨umen und Geba¨uden, ausgewichen werden muss. Die Hindernisdichte ist also
sehr hoch. Die Bewegungsgleichungen von Luftfahrzeugen enthalten nicht-holonome
Zwangsbedingungen, die sich in einer Einschra¨nkung der Bewegungsmo¨glichkeiten
des Systems a¨ußern. Fu¨r dieses Problem eignet sich besonders eine sampling-
basierte Pfadplanung, da sie in ho¨herdimensionalen Planungsra¨umen, wie denen von
Luftfahrzeugen, optimale Lo¨sungen anbieten kann. Der namensgebende Schritt die-
ser Methode ist die Erschließung eines Planungsraumes, indem dieser in mo¨gliche
Zwischenzusta¨nde, die auf dem Weg vom Start- zum Zielzustand liegen ko¨nnen, von
einem Sampling-Algorithmus diskretisiert wird [LaV06].
Der Planungsraum kann somit anschließend durch einen Graphen repra¨sentiert wer-
den, der die gesammelten Zwischenzusta¨nde entha¨lt. Die Knoten werden anschlie-
ßend u¨ber Zustandsa¨nderungen, in diesem Fall sind dies fliegbare Trajektorien, mitein-
ander verbunden. Analog zu dem Beispiel aus dem Straßenverkehr (siehe Abschnitt
2.2) hat man sich somit eine Straßenkarte fu¨r den Luftraum aufgebaut, die nachfol-
gend als roadmap bezeichnet wird. Durch die Verwendung eines zufa¨lligen bzw. quasi-
zufa¨lligen Sampling-Algorithmus, wie beispielsweise des Hammersley-Sampling Algo-
rithmus, basiert die roadmap auf einer stochastischen Erschließung der Planungs-
welt und ist daher eine Variante einer sogenannten probabilistic roadmap. Die Art
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der Bewegungsplanung mithilfe von probabilistic roadmaps wurde zum ersten Mal in
[Kav+96] vorgestellt.
Ein weiterer Vorteil einer roadmap, und auch der Straßenkarte im Navigationsgera¨t,
ist, dass sie fu¨r viele verschiedene Planungsaufgaben wiederverwendet werden kann
und nicht jedes Mal neu erstellt werden muss, wenn sich Anfangs- oder Zielknoten
a¨ndern. Im Folgenden wird die Generierung und Nutzung einer probabilistic roadmap
na¨her beschrieben. In [Kav+96] wird dies in eine Lernphase (engl. learning phase)
und eine Abfrage-Phase (engl. query phase) eingeteilt.
Erstellung der roadmap - Die Lernphase
Der erste Schritt zur erfolgreichen Planung ist eine ra¨umliche Abgrenzung des Zu-
standsraumes, in dem geplant werden soll, von der realen Welt, um den Umfang der
Planungsaufgabe zu begrenzen. Dieser dreidimensionale Raum wird im Folgenden
abku¨rzend als Welt W ∈ R3 bezeichnet. W entha¨lt den freien Raum, Hindernisse
O ∈W und den Agenten A ∈W .
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Abbildung 2.4.: Oben: Knoten nach dem Sampling durch einen Hammersley-Algorithmus
(links), Verbunden durch fliegbare Trajektorien (rechts). Unten: Fertiger Graph
mit Beispielinformationen, der ku¨rzeste Pfad fu¨hrt in diesem Beispiel u¨ber die
Knoten 11, 6, 8, 12.
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Die Position und die eulerschen Winkel des Agenten bilden dessen Konfiguration q.
Der Konfigurationsraum C, der alle mo¨glichen Konfigurationen von A entha¨lt, wird
durch die kinematischen Randbedingungen von A begrenzt. Alle Konfigurationen, die
eine Kollision mit einem Hindernis O darstellen, bilden die Teilmenge COb ∈ C. Alle
u¨brigen Konfigurationen CFree = C \ COb ko¨nnen von A erreicht werden, fu¨hren zu
keiner Kollision mit einem Hindernis und sind daher fu¨r die Pfadplanung nutzbar.
Die Erzeugung der probabilistic roadmap fu¨r die Pfadplanung beginnt mit der Anwen-
dung eines zufa¨lligen Sampling-Algorithmus, der eine Reihe von Konfigurationen in-
nerhalb vonW , erschließt. Liegt ein Sample S in COb wird dies von einer Kollisionsab-
frage erkannt, die das Hinzufu¨gen des Samples zur roadmap verhindert. Aus diesem
Grund kann die spa¨tere Samplingdichte D von der in Gleichung 2.7 ermittelten Dich-
te DExp abweichen. Dieser Vorgang ist fu¨r einen 2D Planungsfall in Abbildung 2.4
beispielhaft dargestellt.
Analog zu Abbildung 2.4 werden die Knoten mit fliegbaren Trajektorien verbunden.
Sie bilden die in Flugrichtung gerichteten Kanten der roadmap. Die Berechnung einer
solchen Trajektorie ist ein nicht-triviales Randwertproblem, da die Bewegung eines
Luftfahrzeugs oftmals unterbestimmt ist und die Lo¨sung zudem von dessen Flugleis-
tungen beschra¨nkt wird.
Die errechnete Trajektorie darf nicht mit einem Objekt kollidieren, was bedeutet, dass
sie sich vollsta¨ndig innerhalb von CFree befinden muss. Deshalb muss jede Trajektorie
einer Art von Kollisionsu¨berpru¨fung unterzogen werden. Eine fliegbare und kollisions-
freie Trajektorie wird im Folgenden als
”
gu¨ltig“ bezeichnet.
Die Anzahl V von Knoten und die Menge ihrer Verbindungen E untereinander
entscheiden daru¨ber, wie gut die vom Pfadplaner optimale Lo¨sung von einem
tatsa¨chlichen Optimum abweicht. Stehen zu wenig Knoten und Kanten zur Verfu¨gung,
gibt es auch weniger Alternativen, bis hin zu dem Fall, dass gar kein Flugpfad gefun-
den werden kann. Der umgekehrte Fall, also die Erzeugung sehr vieler Knoten mit
einer starken Vernetzung untereinander, la¨sst die roadmap schnell sehr stark wach-
sen, so dass die roadmap einen hohen Speicherbedarf erfordert und Prozesse, wie
die Graphensuche oder die Erzeugung der Trajektorien, lange Laufzeiten und eine ho-
he Ressourcenverwendung haben. Stellschrauben bieten sich beispielsweise in der
Vorgabe der Sampling-Dichte D oder der Steuerung des Vernetzungsverhaltens der
Knoten.
Nutzung der roadmap - Die Abfrage-Phase
Am Ende der roadmap-Generierung werden der Agent A als Startknoten, und je nach
Planungsaufgabe, ein oder mehrere Zielknoten, sowie mo¨gliche abzufliegende Weg-
punkte in die roadmap eingefu¨gt und u¨ber Trajektorien mit ihr verbunden. Fu¨r die Pla-
nung eines Pfades, durch die Nutzung eines Graphsuchalgorithmus, mu¨ssen die Kan-
ten des Graphen u¨ber eine Kostenfunktion nach Gleichung 2.1 gewichtet werden. Die
Anwendung der Kostenfunktion auf die Kanten kann zu einem beliebigen Zeitpunkt,
von der Kantenerstellung bis zur Initialisierung des Graphsuchalgorithmus, stattfin-
den. Auch eine A¨nderung bzw. Neuberechnung der Kantenkosten ist bei einer ge-
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planten Wiederverwendung der roadmap mo¨glich. Die Wiederverwendung wird durch
das Hinzufu¨gen eines neuen Startknotens und das Entfernen oder A¨ndern von Ziel-
bzw. Wegpunkten erreicht. Der vom Graphsuchalgorithmus gefundene Pfad ist das
Minimum des zuvor definierten Kostenfunktionals auf dem Graphen.
2.5. Grundlagen der Stochastik
2.5.1. Mittelwert und Varianz
In diesem Abschnitt sollen die Grundlagen der Wahrscheinlichkeitstheorie und der
beschreibenden Statistik, beide sind Teilbereiche der Stochastik, vertieft werden. Die
beschreibende Statistik ist dabei der anschaulichere Bereich, denn er bescha¨ftigt sich
mit der Auswertung von Experimenten bzw. Stichproben. Wichtige Kennzahlen zur
Beschreibung von Verteilungen, solche sind zum Beispiel Messergebnisse aus Expe-
rimenten, sind die Berechnung des Mittelwertes und der Standardabweichung bzw.
Streuung. Wird im Volksmund vom Mittelwert gesprochen, ist oftmals das arithmeti-
sche Mittel µ gemeint, das nach folgender Formel berechnet wird:
µx =
1
n
n∑
i=1
xi =
x1 + x2 + · · ·+ xn
n
(2.8)
Der Mittelwert allein reicht zur Beschreibung einer Stichprobe nicht aus, denn er kann
keine Aussage daru¨ber treffen, wie dicht die Messergebnisse beieinander liegen, bzw.
wie stark die tatsa¨chlichen Ergebnisse vom Mittelwert abweichen. Ein Indiz dafu¨r lie-
fert die Varianz, die die mittlere Abweichung der Ergebnisse vom Mittelwert µ berech-
net:
V ar(x) =
1
n
n∑
i=1
(xi − µx)2 (2.9)
Wie in der obigen Gleichung zu erkennen ist, gehen die Differenzwerte quadratisch
in die Varianz ein. Dies verhindert, dass sich negative und positive Abweichungen
gegenseitig aufheben. Zieht man die Wurzel der Varianz, erha¨lt man die Standardab-
weichung:
σx =
√
V ar(x) (2.10)
Wa¨hrend die beschreibende Statistik empirische Aussagen u¨ber stattgefundene Ex-
perimente trifft, bescha¨ftigt sich die Wahrscheinlichkeitstheorie mit der Prognose von
Experimenten, basierend auf theoretischen U¨berlegungen. Deshalb wird der Mittel-
wert hier als Erwartungswert E bezeichnet. Beide Gro¨ßen ko¨nnen voneinander ab-
weichen. Ein Beispiel dafu¨r bietet die Betrachtung eines idealen Wu¨rfels. Wird dieser
fu¨nfmal geworfen, erha¨lt man fu¨nf Ergebnisse, zum Beispiel die Folge 1, 3, 4, 1, 2.
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Der Mittelwert dieser Folge ist nach Gleichung 2.8 :
µWuerfel =
1 + 3 + 4 + 1 + 2
5
= 2, 2 (2.11)
Der Erwartungswert hingegen ist 3,5 (die Mitte zwischen eins und sieben) und re-
sultiert aus der theoretischen Betrachtung unendlich vieler Wu¨rfe, bei denen die
Ha¨ufigkeiten jeder Augenzahl gleich hoch sind. Wu¨rde man den Wu¨rfel deutlich
ha¨ufiger als fu¨nfmal werfen, dann na¨hert sich der Mittelwert dem Erwartungswert an
bzw. er beginnt mit jedem weiteren Wurf um den Erwartungswert zu schwingen, wobei
die Amplitude der Schwingung immer weiter abnehmen wird.
Ha¨ufig ist man an der Frage interessiert, welchen Ausgang ein Experiment nach nur
einem Versuch haben wird. Im Beispiel wa¨re dies die Augenzahl des Wu¨rfels nach nur
einem bzw. dem na¨chsten Wurf. Man verlangt in diesem Fall nach einem Prognosemo-
dell, das u¨ber die wahrscheinlichkeitstheoretischen Eigenschaften des betrachteten
Objektes informiert ist. Zu dieser Problemstellung existieren viele verschiedene Model-
le. Bei einem idealen Wu¨rfel kann beispielsweise von einer exakten Gleichverteilung
der Wahrscheinlichkeit fu¨r jede Augenzahl ausgegangen werden. Ein solches Modell
ko¨nnte mit kombinatorischen U¨berlegungen erga¨nzt werden, die die bereits geworfe-
nen Augenzahlen mit in die Vorhersage einbeziehen. Bei einem nicht idealen Wu¨rfel,
bei dem bestimmte Augenzahlen bevorzugt werden, ko¨nnte statt der Gleichverteilung
auch eine Normalverteilung genutzt werden, die den Augenzahlen des Wu¨rfels ver-
schiedene Wahrscheinlichkeiten zuordnet.
Das im Rahmen dieser Arbeit erarbeitete wahrscheinlichkeitstheoretische Modell wird
in Kapitel 4 na¨her erla¨utert. Vorab soll jedoch schon erwa¨hnt werden, dass die Grund-
lage dieses Modells, Aussagen auf der Basis von Normalverteilungen macht. Diese
werden im folgenden Abschnitt na¨her betrachtet.
2.5.2. Die Normalverteilung
Die Normalverteilung, oder auch nach ihrem Entdecker Carl Friedrich Gauß als Gauß-
Verteilung bezeichnet, ist eine stetige Wahrscheinlichkeitsverteilung. Ihre Grundlage
bildet ihre Dichtefunktion, die Gauß‘sche Glockenkurve. Sie wird durch die folgende
Gleichung beschrieben:
p(x) =
1√
2πσx2
exp
(
−(x− µx)
2
2σ2x
)
(2.12)
Die Wahrscheinlichkeitsdichte hat im Erwartungswert µx ihr globales Maximum, was
bedeutet, dass die Werte im Bereich des Erwartungswertes deutlich wahrscheinlicher
auftreten, als in großer Entfernung. Neben dem Erwartungswert, steuert die Standard-
abweichung σx die Gestalt des Dichteverlaufes. So liegen die beiden Wendepunkte
der Funktion immer genau ein σx vom Erwartungswert entfernt. Die Abbildung 2.5
zeigt verschiedene Dichtefunktionen fu¨r verschiedene Standardabweichungen und es
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zeigt sich, dass mit gro¨ßerem Sigma, die Funktion gestaucht wird und der Wert des
Maximums sich verringert.
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Abbildung 2.5.: Verlauf der Dichtefunktion der Normalverteilung fu¨r verschiedene Standardab-
weichungen. Der Mittelwert ist in den gezeigten Verteilungen jeweils null.
Die Integration der Dichtefunktion innerhalb des Intervalls [−∞, x] heißt kumulative
Verteilungsfunktion (engl. cumulative distribution function, kurz: CDF) mit der Glei-
chung:
CDF (X) = P (X ∈ [−∞, x]) =
∫ x
−∞
p(x∗)dx∗ =
1
2
(
1 + erf
(
x− µx√
2σx2
))
(2.13)
Sie beschreibt die Wahrscheinlichkeit, dass eine Zufallsvariable X einen Wert kleiner
oder gleich x annimmt. Darin ist die Fehlerfunktion, die die analytische Berechnung
des Integrals erlaubt:
erf(x) =
2√
π
∫ x
0
e−τ
2
dτ (2.14)
Eine Integration der Dichtefunktion im Intervall [µx − x, µx + x] berechnet die Wahr-
scheinlichkeit, dass sich ein Wert im Abstand von x um den Erwartungswert befindet.
Wegen der Symmetrie der Dichtefunktion gilt:
P (X ∈ [µx − x, µx + x]) = 2 · P (X ∈ [0, µx + x]) (2.15)
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Dru¨ckt man den Wert x als Vielfaches der Standardabweichung σx aus, erha¨lt man:
x = kσx (2.16)
Setzt man dies in Gleichung 2.15 ein, la¨sst sich fu¨r verschiedene Vielfache von σx
eine immer gleichbleibende Wahrscheinlichkeit errechnen. Diese Wahrscheinlichkeit
na¨hert sich immer mehr eins an, je gro¨ßer k gewa¨hlt wird.
Bei gleichzeitiger Betrachtung zweier normalverteilter Variablen x und y kann deren
Normalverteilung zu einer gemeinsamen zweidimensionalen Verteilungsfunktion ag-
gregiert werden. Der Zusammenhang zwischen den Variablen wird Korrelation Korxy
genannt. Sie wird analog zur Varianz folgendermaßen berechnet:
Korxy =
1
n
n∑
i=1
(xi − µx)(yi − µy) (2.17)
Wegen des Kommutativgesetzes der Multiplikation gilt:
Korxy = Koryx (2.18)
Korrelation und Varianzen ko¨nnen auch in einer Matrix zusammengefasst werden.
Diese Matrix heißt Kovarianzmatrix Kov. Auf ihrer Hauptachse befinden sich die Vari-
anzen, wa¨hrend auf den Nebenachsen die zugeho¨rigen Korrelationen zu finden sind.
Wegen Gleichung 2.18 ist die Kovarianzmatrix immer symmetrisch.
Kov =

 σx2 Korxy
Korxy σy
2

 (2.19)
Setzt man die Korrelation ins Verha¨ltnis zu den Varianzen zweier Variablen, erha¨lt man
den Korrelationskoeffizienten ρxy :
ρxy =
Korxy√
V ar(x)V ar(y)
=
Korxy
σxσy
(2.20)
Der Wertebereich von ρxy liegt im Intervall [0, 1]. Ist ρxy = 0 besteht kein Zusammen-
hang zwischen den Variablen und man spricht von unkorrelierten Werten, wa¨hrend
ein Wert von eins eine sehr starke Korrelation darstellt. Mit Hilfe des Korrelations-
koeffizienten la¨sst sich die zweidimensionale, normalverteilte Dichtefunktion wie folgt
ausdru¨cken:
p(x, y) = 1
2piσxσy
√
1−ρ2xy
exp
(
− 1
2(1−ρ2xy)
(
(x−µx)2
2σx2
− 2ρxy x−µxσx
y−µy
σy
+
(y−µy)2
2σy2
))
(2.21)
Institut und Lehrstuhl fu¨r Flugsystemdynamik | RWTH Aachen 21
Kapitel 2. Theorie
Um daraus eine Wahrscheinlichkeit zu erhalten, muss diese in zwei Dimensionen in-
tegriert werden:
P (X ∈ [xlow, xup] ∧ Y ∈ [ylow, yup]) =
∫ xup
xlow
∫ yup
ylow
p(x, y)dxdy (2.22)
Dieses Integral ist sehr aufwendig zu berechnen und wird fu¨r gewo¨hnlich numerisch
gelo¨st. Die Intervallgrenzen spannen eine rechteckige Fla¨che auf.
2.5.3. Normalverteilung - Die Unsicherheitsellipse
Unsicherheitsellipsen (engl. error ellipses oder uncertainty ellipses) sind die geometri-
sche Interpretation einer zweidimensionalen Normalverteilung in einem kartesischen
Koordinatensystem. Die Form der Ellipse wird von den Standardabweichungen und
der Korrelation der Koordinaten bestimmt, wa¨hrend der Erwartungswert E das Zen-
trum bildet. Die Darstellung einer dreidimensionalen Normalverteilung erweitert die
Ellipse zu einem Ellipsoiden, der dann als Unsicherheitsellipsoid bezeichnet wird und
fu¨r den die folgenden Gleichungen lediglich auf den dreidimensionalen Fall u¨bertragen
werden mu¨ssen.
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39,35 %
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Abbildung 2.6.: Die Skalierung der Halbachsen vergro¨ßert die Grenzwahrscheinlichkeit der El-
lipse.
Da die Normalverteilung auf einem Intervall unendlicher Breite definiert ist, ist auch die
zugeho¨rige Unsicherheitsellipse unendlich groß. Fu¨hrt man einen endlichen Ellipsen-
rand ein, definiert dieser eine Grenzwahrscheinlichkeit, mit der ein Wertepaar (x, y)
innerhalb der Ellipse liegt. Analog zu den U¨berlegungen in den Gleichungen 2.15 und
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2.16, vergro¨ßert sich der Wert dieser Wahrscheinlichkeit, wenn man die Standardab-
weichungen der Ellipse mit einem Faktor k aufskaliert. Die Formel
k =
[−2 ln (1− P )] 12 (2.23)
stellt einen Zusammenhang zwischen dem Skalierungsfaktor k und der Grenzwah-
scheinlichkeit im zweidimensionalen Fall her [Hoo84]. Sie geht aus der Chi-Quadrat-
Verteilung hervor, die eine Abwandlung der Normalverteilung darstellt und deren wich-
tigstes Merkmal die Unabha¨ngigkeit bzw. Unkorreliertheit aller untersuchten Varia-
blen ist. Im Gegenzug erlaubt sie die Berechnung von Skalierungsfaktoren und Wahr-
scheinlichkeiten in beliebig vielen Dimensionen, die wegen ihrer Unabha¨ngigkeit auch
Freiheitsgrade genannt werden. Wegen dieser Bedingung kann der Skalierungsfaktor
nicht direkt auf die Kovarianzmatrix angewendet werden, eine eventuell vorhandene
Korrelation ist vorab zu eliminieren. Die Skalierung von Unsicherheitsellipsen fu¨r ver-
schiedene Grenzwahrscheinlichkeiten ist in Abbildung 2.6 beispielhaft dargestellt.
Durch die Einfu¨hrung des Ellipsenrandes wird die Normalverteilung in ein mathema-
tisch besser beschreibbares Objekt verwandelt, das mit den Mitteln der analytischen
Geometrie fu¨r weitere Untersuchungen genutzt werden kann. Die dafu¨r notwendige
Kenntnis u¨ber die geometrischen Eigenschaften werden mittels einer Hauptachsen-
transformation bestimmt, bei der die Eigenwerte und Eigenvektoren der zugeho¨rigen
Kovarianzmatrix berechnet werden. Die Eigenwerte λ repra¨sentieren die La¨nge der
Ellipsenhalbachsen und die zugeho¨rigen Eigenvektoren ~v, die automatisch normiert
und zueinander senkrecht stehen, deren Ausrichtung in der Ebene. Die Transformier-
te Kovarianzmatrix ist eine Diagonalmatrix mit den Eigenwerten auf der Hauptachse,
die als Standardabweichungen im transformierten System zu verstehen sind.

λη2 0
0 λξ
2

 =

ση2 0
0 σξ
2

 (2.24)
Vergleicht man die Matrizen aus 2.24 mit 2.19 fa¨llt auf, dass die Korrelationsfaktoren
durch die Transformation eliminiert wurden. Das Hauptachsensystem ist daher immer
ein unkorreliertes System, weshalb die oben behandelte Skalierung nun auf die Halb-
achsen der Ellipse angewendet werden kann.
Die Verdrehung des Hauptachsensystems der Ellipse zum urspru¨nglichen Koordina-
tensystem wird durch den Winkel ϑ beschrieben, der auf die große Halbachse zeigt
(siehe Abbildung 2.7). Je nach Berechnungsmethode ist nicht immer ersichtlich, wel-
cher Eigenwert zu welchem Eigenvektor geho¨rt. Ein Eigenwert λη und ein Eigenvektor
~v1 sind einander zugeho¨rig, wenn sie folgende Gleichung erfu¨llen:
Kov · ~v1 = λη · ~v1 (2.25)
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Ist die Gleichung erfu¨llt, wird der Vektor ~v1 in ~vη umbenannt, um die Zusammen-
geho¨rigkeit zu verdeutlichen. Die große Halbachse der Ellipse in Abbildung 2.7 zeigt
in Richtung des Vektors ~vη. Der Winkel ϑ berechnet sich dann wie folgt:
ϑ = arctan
(
yη
xη
)
, mit ~vη =

xη
yη

 (2.26)
Unter Ausnutzung der Symmetrie der Ellipse ist es mo¨glich, den Winkel ϑ immer
im Intervall [0, π) darzustellen. Dies fo¨rdert die Anschaulichkeit und ermo¨glicht einen
schnellen Vergleich unterschiedlicher Ellipsenausrichtungen.
45,00°
15
,96
 m
m
62,96 mm
E
Abbildung 2.7.: Eine beispielhafte Unsicherheitsellipse mit allen, fu¨r diese Arbeit relevanten,
geometrischen Gro¨ßen.
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3. Stand der Technik
3.1. Nutzung von Risikokarten
Der erste Schritt zur risiko-minimalen Pfadplanung ist die Einfu¨hrung eines Scha-
denspotentials fu¨r den Operationsbereich des UAVs. Der Begriff Schadenspotential
stammt aus dem Risikomanagement und bezeichnet darin die Schadensanfa¨lligkeit
abgegrenzter Regionen gegenu¨ber einem bestimmten Ereignis. Man erha¨lt das Risiko
durch die Verrechnung des Schadenspotentials mit der Eintrittswahrscheinlichkeit des
betrachteten Schadensereignisses [Mu¨l15]. Ein außer Kontrolle geratenes UAV, das
einen Menschen am Boden to¨dlich verletzt, ist ein Beispiel fu¨r ein solches Ereignis
(vgl. Definition 1.3).
Wegen der engen Verknu¨pfung des Schadenspotentials mit dem Risiko wird die Inter-
pretation der Schadenspotentialverteilung, die richtigerweise Schadenspotentialkarte
genannt werden mu¨sste, auch als Risikokarte bezeichnet.
Je nach Zweck der Risikoanalyse kann das Schadenspotential einer Region auf un-
terschiedliche Art und Weise berechnet werden und besitzt keine festgelegte Einheit.
Definiert man beispielsweise den Schaden wie in Definition 1.3, wa¨chst das Schaden-
spotential einer Region mit der Menge der darin befindlichen Personen bzw. kritischen
Infrastrukturen. Die Aufenthaltsorte von Personen und essentiellen Einrichtungen sind
ha¨ufig nicht gleichverteilt, so dass sich das Schadenspotential lokal a¨ndern kann. Die-
se Schadenspotentialverteilung ko¨nnte sich beispielsweise auf statistische Daten, wie
die Bevo¨lkerungsdichte, oder die Auswertung von Geo-Datenbanken stu¨tzen.
Ist man an der qualitativen Schadenspotentialverteilung interessiert, ko¨nnen die zu-
grundeliegenden Daten bzw. das berechnete Schadenspotential normiert werden. Die
empirische Abscha¨tzung des Potentials von Regionen, in Relation zu einer Region mit
festgelegtem maximalen Potential, fu¨hrt ebenfalls zu einer normierten Darstellung. In
beiden Fa¨llen wird der Schaden nicht quantifiziert, sondern lokal unterschiedlich ge-
wichtet, weshalb diese Form der Risikokarte im Englischen auch weight map genannt
wird [Cas+16].
Die im Folgenden vorgestellten Beispiele zeigen einige Mo¨glichkeiten, das Schadens-
potential zu berechnen und fu¨r die Pfadplanung unbemannter Fluggera¨te zu verwen-
den.
In [Cas+16] wird die Pfadplanung fu¨r ein kleines und leichtes UAV, mit entsprechend
geringer kinetischer Energie, durchgefu¨hrt und das Schadenspotential empirisch in
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drei verschiedene Klassen eingeteilt. Dazu werden verfu¨gbare Geo-Datenbanken aus-
gewertet, um die genaue Lage von Geba¨uden und Verkehrswegen zu erfassen. Als
Datenbank dient Google Maps, welche die Geodaten in Form von zweidimensiona-
len Polygonen erfasst. Diesen Polygonen wird ein Schadenspotential zugewiesen, je
nachdem, welche realen Objekte sie repra¨sentieren. Die Zuweisung wird nach folgen-
dem Muster durchgefu¨hrt: Geba¨ude haben ein niedriges Potential, da sie vor kleinen
Fluggera¨ten einen guten Schutz fu¨r die darin befindlichen Personen bieten. Ein hohes
Potential haben dagegen die Verkehrswege (z.B. Straßen), da hier Personen, auf dem
Fahrrad oder zu Fuß, dem UAV ungeschu¨tzt ausgesetzt sind und Autofahrer durch
das UAV irritiert werden ko¨nnen. Ein mittleres Potential wird allen u¨brigen Gebieten
zugewiesen.
Analog zu [Cas+16] verwendet [Bei15] Kartenmaterial aus der Open Street Map1,
welche die Geodaten in verschiedene Klassen (engl. tags) einteilt. In [Bei15] werden
diesen Klassen verschiedene Potentialwerte exemplarisch zugewiesen.
Abbildung 3.1.: Die Schadenspotentialkarten (Risikokarten) aus den Arbeiten von [Cas+16]
(links, zeigt die Wright-Patterson Air Force Base in Ohio, USA), [HOA16] (mit-
tig, zeigt die Halbinsel Manhattan in New York City, USA) und [Bei15] (rechts,
zeigt die Innenstadt von San Diego in Kalifornien, USA).
Ein Beispiel fu¨r einen statistischen Ansatz bietet [HOA16], in dem die
Bevo¨lkerungsdichte fu¨r die Verteilung des Schadenspotentials herangezogen wird. Die
Bevo¨lkerungsdichte liegt als zweidimensionale rasterisierte Karte vor. Diese Methode
macht zum Ansatz nach [Cas+16] gegensa¨tzliche Aussagen zur Schadensverteilung.
Da sich Menschen hauptsa¨chlich in Geba¨uden aufhalten, ist dort die Personendichte
besonders hoch, weshalb Geba¨ude ein hohes Schadenspotential haben. Verkehrswe-
ge und freie Fla¨chen haben hingegen ein geringes Potential.
Die Beispiele zeigen, dass die Berechnungsmethode der Schadenspotentialverteilung
einen großen Einfluss auf das Verhalten der Pfadplanung hat. Wa¨hrend der Planer aus
[Cas+16] Pfade u¨ber bzw. in der Na¨he von Geba¨uden sucht, meidet der in [HOA16]
vorgestellte Planer eben solche. Die Hauptursache fu¨r diese Unterschiede liegen in
den zugrundeliegenden Annahmen und dem Konkretisierungsgrad des Schadenser-
eignisses bzw. von dessen Auswirkungen. Beispielsweise hat [Cas+16] mit der Ent-
scheidung, nur sehr kleine UAVs zu betrachten, eine wesentliche Einschra¨nkung fu¨r
1Die Open Street Map ist eine frei nutzbare Geodatenbank, die von jedem Nutzer bearbeitet werden
kann.
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die Nutzung der Risikokarte gemacht. Wird fu¨r ein gro¨ßeres und schwereres UAV mit
ho¨heren kinetischen Energien geplant, gilt die Annahme, dass Geba¨ude einen ausrei-
chenden Schutz bieten, unter Umsta¨nden nicht mehr, und es muss eine Neubewer-
tung des Schadenspotentials vorgenommen werden.
Eine Alternative dazu wa¨re, dass das betrachtete Schadensereignis, bei der Erstel-
lung der Risikokarte, so allgemein wie mo¨glich gehalten wird und no¨tige Konkretisie-
rungen, zum Beispiel die Ho¨he der kinetischen Energie, erst bei der Risikoberechnung
gemacht werden. Damit ko¨nnte eine einmal generierte Risikokarte fu¨r verschiedene
Szenarien wiederverwendet werden. In Abschnitt 4.2 wird eine entsprechende Metho-
de vorgestellt.
3.2. Verknu¨pfung von Flugverla¨ufen mit dem
Schadenspotential
Dieser Abschnitt behandelt die Fragestellung, wie eine Verbindung zwischen einer
geplanten Trajektorie und einer Risikokarte hergestellt werden kann, um daraus ein
Risiko zu berechnen. In [Cas+16], [HOA16] und [Bei15] werden die dreidimensionalen
Flugpfade auf die zweidimensionale Risikokarte projiziert und in kleine Segmente dis-
kretisiert. Anschließend wird jedem Segment das Schadenspotential aus der Region
zugewiesen, in dem es liegt. Das Potential geht anschließend in eine Kostenfunktion
ein, die das Risiko errechnet, welches anschließend minimiert werden kann.
Ein Vorteil dieser Berechnungsweise ist ihre Einfachheit und Anschaulichkeit. Es ist
jedoch sehr unwahrscheinlich, dass unbemannte Fluggera¨te sofort senkrecht zu Bo-
den fallen, sobald in ihnen ein schwerwiegender Fehler auftritt. Stattdessen ist der
Flugverlauf nach dem Auftreten einer Fehlfunktion, die das UAV zur Landung bzw.
zum Absturz zwingt, von sehr vielen, teils unvorhersehbaren Faktoren abha¨ngig. Da-
zu geho¨ren beispielhaft die Flugkonfiguration, -ausrichtung und -geschwindigkeit, Um-
welteinflu¨sse, sowie etwaige Auswirkungen des Fehlers selbst. Daher ist zu erwarten,
dass das System, vom ersten Auftreten des Fehlers bis zur Bodenberu¨hrung, deut-
lich von der geplanten Trajektorie abweicht. Dies muss in den vorgestellten Metho-
den zur risiko-minimalen Pfadplanung entsprechend beru¨cksichtigt werden. [HOA16]
beispielsweise begegnet diesem Problem mit der Schaffung einer Pufferzone um Be-
reiche mit hohem Schadenspotential. Diese Maßnahme ist weitgehend unabha¨ngig
von wechselnden Umgebungsbedingungen oder dem dynamischen Verhalten des be-
trachteten UAVs, weshalb das Risiko eines immer gleich geplanten Flugpfades stark
schwanken kann. Eine genauere Risikorechnung muss daher in der Lage sein, Ab-
weichungen von der geplanten Trajektorie exakter zu erfassen. Der folgende Abschnitt
zeigt dazu zwei etablierte Methoden auf.
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3.2.1. Die Erreichbarkeitsmenge
Unbemannte Flugzeuge sind dynamische, nichtlineare und hochkomplexe Sys-
teme, die stark von schwer vorhersehbaren, oftmals zufa¨lligen Sto¨rungen, wie
Winda¨nderungen und Sensorfehlern, beeinflusst werden. Deswegen ist es nicht ein-
fach, einen Folgezustand bzw. Flugverlauf vorherzusagen, selbst wenn der Ausgangs-
zustand genau bekannt ist. Man spricht in diesem Fall von einer Planungsunsicherheit
und die erzeugenden Sto¨rungen werden als Unsicherheiten bezeichnet.
Einfacher als die Vorhersage eines bestimmten Zustandsverlaufs, ist die Bestimmung
der Menge aller mo¨glichen Folgezusta¨nde, die ein System annehmen bzw. erreichen
kann. Diese Menge heißt Erreichbarkeitsmenge. Fu¨r Erreichbarkeitsmengen gibt es in
der Pfadplanung viele Verwendungsmo¨glichkeiten. Ein Beispiel dafu¨r ist ihre Nutzung
auf der Suche nach kollisionsfreien Pfaden: Ein System befindet sich in einem defi-
nierten Ausgangszustand A und strebt einen bestimmten Folgezustand B an. Durch
diverse Unsicherheiten, die sich wa¨hrend des U¨bergangs von A nach B ergeben,
spannt sich eine Erreichbarkeitsmenge um B auf. Schneidet diese Erreichbarkeits-
menge ein Hindernis, besteht die Mo¨glichkeit einer Kollision. Deshalb scheidet der
Zustand B als Folgezustand aus. Diese Art der Pfadplanung ermo¨glicht eine gewisse
Robustheit gegenu¨ber den Unsicherheiten, weshalb sie auch als robust path planning
bezeichnet wird [HKR].
Im Folgenden werden Methoden, die bereits bei der Trajektorienplanung bzw. –opti-
mierung Anwendung finden, vorgestellt und auf ihre Anwendbarkeit fu¨r die risikomini-
male Bahnplanung untersucht.
Funnel
Eine Mo¨glichkeit die Planungsunsicherheit von Trajektorien zu modellieren, ist eine
Stabilita¨tsbetrachtung. Ein Beispiel dafu¨r sind sogenannte funnel. Funnel (zu Deutsch:
”
Trichter“) sind dazu entwickelt worden, stabile Anfangs- bzw. Zustandsbedingungen
fu¨r nichtlineare dynamische Systeme zu finden, oder ihre Existenz zu beweisen. Die-
se gefundenen stabilen Zusta¨nde dienen im Rahmen einer Planungsaufgabe als Aus-
gangspunkte von Trajektorien, die zum garantierten Erreichen eines vorgegebenen
Zielbereichs fu¨hren (siehe Abbildung 3.2).
Funnel sind Bereiche, in denen sich die Systemeigenschaften in einem endlichen
Zeitbereich nicht a¨ndern. Dies ist no¨tig, damit ein Regler zur Stabilisierung des Sys-
tems innerhalb dieses Bereiches eingesetzt und automatisch optimiert werden kann.
Ein Beispiel dafu¨r ist die, in [Ted10] demonstrierte, automatisierbare Minimierung des
Kostenfunktionals eines LQ-Reglers, der ein System, das um eine Trajektorie zuvor
linearisiert wurde, lokal stabilisiert.
Eine anschließende Stabilita¨tsanalyse beweist zum einen die Stabilita¨t des Reglers
und findet zum anderen alle stabilisierbaren Anfangsbedingungen des Systems. Auf-
grund der Nichtlinearita¨t des Systems, wird fu¨r die Analyse die Lyapunov-Methode
verwendet, fu¨r die der Zielbereich als Ruhelage definiert wird. Inzwischen existieren
verschiedene automatisierbare Verfahren zur direkten Berechnung einer geeigneten
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Lyapunov-Funktion, so dass diese automatisch berechnet werden kann. Die Stabilita¨t
wird nachgewiesen, indem bewiesen wird, dass die Funktion bestimmte Eigenschaften
erfu¨llt. Oftmals ist dies mit Einschra¨nkungen des Definitionsbereichs der Funktion ver-
bunden, wodurch sich ein Unterraum des Zustandsraums mit den gesuchten und sta-
bilen Zusta¨nden bildet. Eine grafische Darstellung dieser Stabilita¨tsra¨ume hat ha¨ufig
die Gestalt eines Trichters, was dem funnel seinen Namen gegeben hat [Ted10].
In [Ted10] und [MT16] konnte bereits gezeigt werden, dass funnel in hochkomple-
xen Systemen eingesetzt werden ko¨nnen und ihr geringer Berechnungsaufwand eine
Verwendung in Online-Pfadplanern ermo¨glicht. U¨ber vorberechnete Bibliotheken, so-
genannte funnel libraries kann der Rechenaufwand wa¨hrend der Online-Planung noch
weiter reduziert werden [MT16].
x
!
Abbildung 3.2.: Eine Abfolge mehrerer funnel kann die Unsicherheit eines geplanten Flugpfa-
des darstellen (links, nach [Ted10]). Schneiden funnel des geplanten Flugpfa-
des ein Hindernis, muss ein anderer Pfad geplant werden (nach [MT16]).
Bei der Pfadplanung unter unsicheren Bedingungen ko¨nnen funnel entlang geplanter
Pfade eingesetzt werden, um alle mo¨glichen abweichenden Trajektorien einzuhu¨llen.
In [MT16] werden a priori mehrere lokal optimale und zeitlich begrenzte Trajektori-
en, auf der Basis verschiedener Steuervorgaben, generiert. Jede dieser Trajektorien
wird anschließend von einem funnel eingehu¨llt. Die Trajektorien ko¨nnen von einem
Online-Planer zu einem Pfad aneinandergereiht werden, so dass ein vorgegebenes
Ziel erreicht wird. Kommt eine anschließend durchgefu¨hrte Kollisionsu¨berpru¨fung zu
dem Ergebnis, dass die funnel des geplanten Pfades ein Hindernis schneiden oder
beru¨hren, bedeutet dies, dass eine Abweichung von der geplanten Trajektorie zu ei-
ner Kollision fu¨hren kann. Eine Aussage u¨ber die Wahrscheinlichkeit dieser Kollision
kann der funnel jedoch nicht machen. Dies liegt darin begru¨ndet, dass die Gestalt
eines funnel hauptsa¨chlich auf der Stabilita¨tsanalyse basiert, die nur zwei Zusta¨nde
kennt:
”
stabil“ und
”
nicht stabil“. Das bedeutet, dass funnel keine Wahrscheinlichkeits-
verteilungen enthalten.
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Nutzt man funnel fu¨r die Berechnung eines Landegebietes, so ko¨nnte man nur eine
Aussage u¨ber dessen Gro¨ße treffen, was eine konservative, aber dennoch ungenaue
Abscha¨tzung des Risikos erlaubt. Fu¨r die risiko-minimale Bahnplanung ist die Wahr-
scheinlichkeitsverteilung innerhalb eines Bereichs mo¨glicher Trajektorien jedoch eine
große Bereicherung, da nur so eine realistische Einscha¨tzung der Gefa¨hrdung einzel-
ner Bereiche gegeben werden kann.
Belief Space
Eine in der Robotik weit verbreitete Methode zur Bewegungs- bzw. Pfadplanung
ist der sogenannte Markov’sche Entscheidungsprozess (MDP2). Diese Methode
ermo¨glicht es autonomen Systemen, aus einer Anzahl mo¨glicher Aktionen, diejenige
auszuwa¨hlen, die zum Erreichen eines definierten Ziels, wahrscheinlichkeitstheore-
tisch am besten beitra¨gt. Ihr Name leitet sich nach der zugrundeliegenden Markov-
Annahme ab. Diese besagt, dass die Wahrscheinlichkeit eines neuen Zustands nur
von der Wahrscheinlichkeit ihres Vorga¨ngerzustands und der Wahrscheinlichkeit des
U¨bergangs zwischen diesen Zusta¨nden abha¨ngt. Dies ermo¨glicht es, einzelne Ent-
scheidungen in einer Kette von Entscheidungen getrennt voneinander betrachten zu
ko¨nnen. Den Ausgangspunkt dieses Entscheidungsprozesses, der deshalb auch als
Markov-Kette bezeichnet wird, bildet die Beobachtung bzw. Feststellung des System-
zustands und die Sammlung aller mo¨glichen Aktionen, die diesen Zustand in einen
neuen Zustand u¨berfu¨hren ko¨nnen. Jede Aktion fu¨hrt zu einem Gewinn, der ho¨her
ausfa¨llt, wenn eine Entscheidung das System seinem Ziel na¨herbringt. Da das Sys-
tem wa¨hrend der Ausfu¨hrung einer Aktion, also dem Wechsel des Zustands, den um-
gebenden Unsicherheiten ausgesetzt ist, kann nicht exakt vorhergesagt werden, wel-
chen neuen Zustand das System annehmen wird. Vielmehr bildet sich eine Menge un-
terschiedlicher Folgezusta¨nde mit zugeho¨rigen Eintrittswahrscheinlichkeiten. Daraus
kann eine U¨bergangswahrscheinlichkeit fu¨r jede Aktion errechnet werden. Schließ-
lich kann ein automatischer Entscheider (decision maker ) aus dem zuvor erwa¨hnten
Gewinn und der U¨bergangswahrscheinlichkeit eine Entscheidung nach zuvor festge-
legten Kriterien treffen [LaV06]. Dies demonstriert [LSH] anhand eines Gleitsegels
(engl. parafoil), das in der Lage ist, unter zufa¨lligem Windeinfluss, ein Ziel am Boden
zu erreichen. Die oben erwa¨hnten Unsicherheiten ko¨nnen auf vielfa¨ltige Weise model-
liert werden, in [LSH] werden a¨ußere Sto¨rungen, wie zum Beispiel der Wind, durch
normalverteiltes Rauschen dargestellt.
In einem beobachtbaren System la¨sst sich der Ausgangszustand vor je-
der Entscheidung immer exakt bestimmen, wodurch die errechneten
U¨bergangswahrscheinlichkeiten immer auf einer bekannten Ausgangslage beru-
hen. In der Realita¨t sorgen beispielsweise limitierte und fehlerbehaftete Sensoren
dafu¨r, dass der Zustand eines Systems nicht exakt festgestellt werden kann. Oftmals
la¨sst sich der Startzustand ebenfalls nicht exakt feststellen, weshalb der wahre
Systemzustand zu keinem Zeitpunkt bekannt ist. In solchen Fa¨llen berechnet ein
Algorithmus Wahrscheinlichkeitswerte fu¨r die mo¨glichen Zusta¨nde, in denen sich
das System befinden ko¨nnte. Das System gilt somit als teilweise beobachtbar und
fu¨hrt zum sogenannten Teil-beobachtbaren Markov’schen Entscheidungsprozess
2Markov decision process
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(POMDP3). Hier fu¨hrt die oben erwa¨hnte Markov-Kette dazu, dass sich die Wahr-
scheinlichkeitsverteilungen der Zusta¨nde mit den U¨bergangswahrscheinlichkeiten von
Aktionen verknu¨pfen und einen Wahrscheinlichkeitsraum aufspannen. Dieser wird
durch jedes neue Kettenglied vera¨ndert, abha¨ngig von der Wahrscheinlichkeit der
durchgefu¨hrten Aktionen und den Mo¨glichkeiten, den neuen Zustand zu bestimmen.
Dieser Wahrscheinlichkeitsraum wird im Englischen auch als belief space bezeichnet.
Ein belief space auf der Basis einer Normalverteilung kann mit statistischen Analy-
semethoden auf seine Eigenschaften hin untersucht werden, um beispielsweise die
Raumgrenzen, Erwartungswerte oder Standardabweichungen zu bestimmen (siehe
Abschnitt 2.5.3).
Mit Hilfe der belief space-Rechnung ist man in der Lage die Verteilung der Lande-
wahrscheinlichkeit eines UAVs nach dem Auftreten eines schwerwiegenden Fehlers
sehr gut zu erfassen, weshalb diese Methode im Rahmen dieser Arbeit angewendet
wird.
3.3. Pfadplanung mit dem MiPlEx-Modul
3.3.1. Initialisierung des Pfadplaners
Fu¨r die Planung zeitoptimaler Pfade fu¨r ein UAV, verwendet das MiPlEx-Modul eine
probabilistic roadmap (siehe Abschnitt 2.4.2). Die Erstellung der roadmap-Knoten wird
von einem quasi-zufa¨lligen Hammersley Sampling-Algorithmus u¨bernommen (siehe
Abschnitt 2.3), indem dieser viele Zwischenkonfigurationen fu¨r das UAV innerhalb
des Planungsraumes erschließt. Eine geeignete Darstellung der Fahrzeugkonfigura-
tion besteht aus drei kartesischen Koordinaten und drei Eulerwinkeln. Die Verwen-
dung aller drei Eulerwinkel zur Trajektorienberechnung wu¨rde zu einem hohen Kom-
plexita¨tsgrad und hohen Laufzeiten fu¨hren. Da der Kurswinkel ψ den gro¨ßten Ein-
fluss auf die Berechnung fliegbarer Trajektorien hat, werden die anderen Winkel daher
nicht beru¨cksichtigt. Der Hammersley Algorithmus sampled somit in vier Dimensio-
nen, weshalb er in dieser speziellen Variante als 4D-Hammersley Algorithmus und die
zugeho¨rige roadmap als 4D-roadmap bezeichnet wird. Fu¨r jeden Samplingpunkt ~P
gilt:
~P =


xP
yP
zP
ψP

 (3.1)
Die Trajektorien, die die Fahrzeugkonfigurationen miteinander verbinden, bestehen
aus einem horizontalen und einem vertikalen Verlauf. Beide Verla¨ufe werden getrennt
voneinander berechnet. Fu¨r den horizontalen Verlauf beschra¨nkt man sich auf drei Be-
3Partially observable Markov decision process
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wegungsprimitive: Kreisfo¨rmige Links- und Rechtskurven, sowie Geraden. Drei dieser
Elemente ko¨nnen zu einem Pfad so aneinandergereiht werden, dass zwei Knoten, un-
ter Erfu¨llung ihrer Richtungsvorgabe, miteinander verbunden werden ko¨nnen. Die so
erzeugten Verla¨ufe heißen Dubins-Pfade [Dub57].
Begrenzungen durch die zula¨ssige Fla¨chenlast oder die minimale Fluggeschwindig-
keit fu¨hren zu einem minimalen Kurvenradius, weshalb nicht fu¨r jedes beliebige Kno-
tenpaar ein Pfad gefunden werden kann. Zudem existiert eine Vernetzungsvorschrift,
nach der sich Knoten in einem festgelegten Radius zueinander verbinden. Stehen zu
wenig Knoten innerhalb dieser Spha¨re zur Verfu¨gung, wird eine festgelegte Anzahl
an Verbindungen zu Knoten außerhalb der Spha¨re forciert. Das Resultat dieser Maß-
nahmen und Umsta¨nde ist ein unvollsta¨ndiger Graph. Dessen Vernetzungsgrad ist
abha¨ngig vom gewa¨hlten Radius und der vorgeschriebenen Mindestanzahl an Verbin-
dungen pro Knoten und wurde bisher empirisch so eingestellt, dass sich Laufzeit und
Planungsqualita¨t ausgewogen gegenu¨berstehen.
Der vertikale Verlauf der Trajektorien wird als Polynom zweiten Grades modelliert.
Das Ergebnis der Verschmelzung beider Verla¨ufe ist eine parametrische Kurve. Diese
kann anschließend fu¨r eine Kollisionsabfrage verwendet werden. Zudem stellen sie
ein direktes Maß fu¨r die nominale Flugzeit dar, die als Kostenfunktion direkt verwendet
werden kann.
3.3.2. Pfadsuche
Zur Minimierung des Kostenfunktionals ist im MiPlEx-Framework unter anderem
ein A*-Graphsuchalgorithmus implementiert worden. Damit der verwendete A*-
Algorithmus optimal effizient arbeitet, wird eine Suchheuristikfunktion verwendet, die
eine Flugzeitscha¨tzung vom betrachteten Knoten u zum Zielknoten uZiel durchfu¨hrt:
h(u) =
1
VK,max
√(
xuZiel − xu
)2
+
(
yuZiel − yu
)2
+
(
zuZiel − zu
)2
(3.2)
Die berechnete Flugzeit auf der Basis der euklidischen Distanz zwischen den betrach-
teten Knoten und der maximal mo¨glichen Fluggeschwindigkeit VK,max bildet immer
die minimale Flugzeit, so dass die tatsa¨chliche Flugzeit nie u¨berscha¨tzt werden kann
und damit die Gleichung 2.5 erfu¨llt wird. U¨ber die Dreiecksungleichung kann zudem
gezeigt werden, dass die direkte Distanz zwischen zwei Knoten nie la¨nger ist, als
der Umweg u¨ber einen dritten Knoten. Setzt man fu¨r beide Fa¨lle dieselbe Flugge-
schwindigkeit voraus, wird somit auch die Forderung nach Monotonie aus Gleichung
2.6 erfu¨llt.
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3.3.3. Pfadgla¨ttung
Der stets vorhandene Diskretisierungsfehler, der bei der Anwendung des Sampling-
Algorithmus entsteht, kann dafu¨r sorgen, dass ein gefundener Pfad aus der roadmap
nicht die optimale Lo¨sung des Planungsproblems darstellt. Um diesen Fehler zu ver-
ringern, folgt auf die Pfadsuche eine Pfadgla¨ttung.
Eine einfache Mo¨glichkeit der Pfadgla¨ttung ist das U¨berspringen von Knoten entlang
des gefundenen Pfades. Beginnend mit dem Startknoten wird gepru¨ft, ob gu¨ltige und
kostengu¨nstigere Trajektorien zum u¨berna¨chsten und den nachfolgenden Knoten exis-
tieren. Solange dies der Fall ist, werden immer mehr Knoten u¨bersprungen und der
bis dahin fu¨hrende Pfad durch die neue Trajektorie ersetzt. Am Endknoten dieser Tra-
jektorie beginnt die Betrachtung von Neuem, bis der Zielknoten erreicht ist.
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4. Risikoberechnung
Das Konzept der risiko-minimalen Bahnplanung besteht darin, das Risiko eines vorge-
planten Flugweges zu berechnen, sodass beispielsweise, die in Abschnitt 3.3.1 vor-
gestellte Kostenfunktion zur Bewertung der Kanten einer roadmap, ersetzt werden
kann. Statt der bisherigen Berechnung der Flugzeit, wird das zu erwartende Risiko be-
stimmt und anschließend der Kante als Kostenaufwand u¨bergeben. Deshalb ist in die-
sem speziellen Fall, die Kostenberechnung mit der Risikoberechnung gleichzusetzen.
Durch die Nutzung des Kantenrisikos als Kantenkosten, ist es einem Graphsuchalgo-
rithmus mo¨glich, risiko-minimale Pfade zu finden.
Abbildung 4.1.: Tritt ein schwerer Fehler im dargestellten Punkt des Flugpfades auf, landet das
UAV im blau gefa¨rbten Landebereich. Dieser sollte nicht in schadensanfa¨lligen
Gebieten, wie dem abgebildeten Dorf (rote Fla¨che), liegen.
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4.1. Konzept der Risikoberechnung
4.1.1. Aufbau und Ablauf
Die Abbildung 4.2 verdeutlicht noch einmal die Position der Risikoberechnung in der
Graphengenerierung des MiPlEx-Planers, welche bereits im Abschnitt 3.3 erla¨utert
wurde. Sie ist ein Teil der Kantengenerierung und folgt direkt auf die Trajektorienbe-
rechnung. Die parametrische Kurve, die als Ergebnis aus der Trajektorienberechnung
hervorgeht, ist die einzige vorab bekannte Information u¨ber den Flugverlauf und ist
deshalb die vorranginge Bezugsquelle fu¨r die Risikoberechnung. Der Ausgangspunkt
der Berechnung ist ein beliebiger Punkt auf der Trajektorie, an dem ein kritischer Feh-
ler wa¨hrend des Fluges auftritt. Ein kritischer Fehler ist im Rahmen dieser Arbeit ein
Fehler, der immer zu einer Unterbrechung bzw. Terminierung des Fluges fu¨hrt. Die-
se Terminierung kann kontrollierter, durch bestimmte Schutzmaßnahmen (siehe Ab-
schnitt 4.4.3), oder auch unkontrollierter Natur sein. Letztere ist beispielsweise der
Absturz des Fluggera¨tes, der durch das Versagen essentieller Systeme oder Struktu-
ren herbeigefu¨hrt wird.
Abbildung 4.2.: Prozessdarstellung der Graphengenerierung und der Risikokostenberechnung
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Aufgrund der ra¨umlichen Verteilung des Schadenspotentials kann das Risiko in je-
dem Punkt der betrachteten Trajektorie variieren. Des Weiteren ko¨nnen sich Bahn-
geschwindigkeit und - winkel entlang der Trajektorie a¨ndern, was einen Einfluss auf
den Flugverlauf nach der Terminierung hat und das Risiko beeinflusst. Deshalb ist die
Auswertung der Trajektorie an nur einer Stelle nicht ausreichend. Stattdessen wird die
kontinuierliche, parametrische Kurve in mehrere Liniensegmente diskretisiert (siehe
Abschnitt 4.3), fu¨r die das Segmentrisiko einzeln berechnet und anschließend zum
Gesamtrisiko der Trajektorie aufsummiert wird. Der Ablauf dieses Prozesses wird in
Abbildung 4.2 dargestellt.
4.1.2. Die Risiko-Kostenfunktion
Fu¨r die Verwendung in einem Graphsuchalgorithmus muss die neue Kostenfunktion
lediglich die Kriterien aus Abschnitt 2.2 erfu¨llen und kann daher beliebig abstrakt sein.
Eine nachvollziehbare Darstellung des Risikos erlaubt jedoch eine ho¨here Transpa-
renz des Berechnungsprozesses und ero¨ffnet zumindest die Mo¨glichkeit, das errech-
nete Risiko deuten zu ko¨nnen. Deshalb ist es sinnvoll, die Risikoberechnung an be-
stehende Praktiken zur Sicherheitsanalyse von Luftfahrzeugen anzulehnen.
Zu Beginn des Abschnitts 3.1 wurde bereits erwa¨hnt, dass ein Risiko die Verrech-
nung eines Schadenspotentials mit der Eintrittswahrscheinlichkeit eines betrachteten
Schadensereignisses ist. Die Verrechnung la¨sst sich in einen zeitabha¨ngigen, orts-
abha¨ngigen und einen physikalischen Anteil aufteilen (siehe Abbildung 4.3), die nach-
folgend genauer betrachtet und anschließend zur Risikokostenfunktion zusammen-
gefu¨gt werden.
RisikoFlugterminierung System-
zuverlässigkeit
zeitlich
Landebereich
räumlich
Aufschlags-
energie
physikalisch 
Abbildung 4.3.: Die gezeigten Einflu¨sse stellen die Verbindung zwischen einem konkreten
Schadensereignis und dem zugeho¨rigen Risiko her.
Die zeitliche Abha¨ngigkeit eines Schadensereignisses resultiert aus den Zu-
verla¨ssigkeiten der kritischen Systemkomponenten eines betrachteten UAVs. Im Rah-
men verschiedener Methoden der Zuverla¨ssigkeitsanalyse, die zum Beispiel in den
ARP-Richtlinien1 der SAE beschrieben werden, ist es mo¨glich, die kritischen Fehler-
zusta¨nde des UAVs zu identifizieren und die Ha¨ufigkeit ihres Auftretens pro Flugstunde
zu ermitteln. Diese Fehlerha¨ufigkeit wird im Folgenden pCF genannt. Durch die Mul-
tiplikation mit der Flugzeit fu¨r einen Flugabschnitt, beispielsweise ein Pfadsegment,
1Aerospace Recommended Practice
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erha¨lt man die Wahrscheinlichkeit dafu¨r, dass in diesem Segment ein kritischer Fehler
auftritt:
PCF,Segment = pCF · tSegment (4.1)
Diese Formel bildet den zeitabha¨ngigen Teil der Kostenfunktion. Der Abschnitt 4.3
bescha¨ftigt sich eingehender mit der Berechnung der Segmentflugzeit und der Be-
stimmung weiterer wichtiger Segmentparameter.
Die ra¨umliche Komponente des Risikos beinhaltet die Wahrscheinlichkeit dafu¨r, dass
das UAV an einem bestimmten Punkt auf den Boden trifft und sich am selben Punkt
Personen oder kritische Infrastrukturen (vgl. Definition 1.3) befinden. Der vorhande-
ne zeitabha¨ngige Anteil der Aufenthaltswahrscheinlichkeit von zum Beispiel Perso-
nen an einem bestimmten Ort, wird im Rahmen dieser Arbeit nicht betrachtet. Er
ko¨nnte beispielsweise in Form einer zeitvarianten Risikoklassifizierung der Risikokarte
beru¨cksichtigt werden.
Lo¨st ein kritischer Fehler die Terminierung des Fluges aus, durch die das UAV zu
Boden gebracht wird, ergibt sich ein Landegebiet als zweidimensionale Wahrschein-
lichkeitsverteilung mit dem wahrscheinlichsten Landepunkt in ihrem Zentrum. Die Be-
rechnung des Landegebietes wird in Abschnitt 4.4 erkla¨rt.
Durch die Verrechnung des Landegebietes mit einer Schadenspotentialkarte, die unter
anderem die Aufenthaltswahrscheinlichkeit von Personen und kritischen Infrastruktu-
ren in einer Region abbilden kann, entsteht eine Summe S von gewichteten Scha-
denspotentialen. Die Gewichtung wird u¨ber die ra¨umliche Verteilung der Landewahr-
scheinlichkeit bestimmt und die entsprechende Gewichtungsfunktion wird in Abschnitt
4.4.5 vorgestellt. Wie in Abschnitt 4.2 nachzulesen ist, wird ein normiertes und daher
einheitenloses Schadenspotential in der Risikokarte verwendet, weshalb S ebenfalls
einheitenlos ist.
S deckt die ra¨umliche Komponente des Risikos ab, sodass schließlich noch die phy-
sikalische Komponente betrachtet werden muss. In Abschnitt 3.1 wurde anhand ei-
nes vorgestellten Beispiels gezeigt, dass die Intensita¨t eines verursachten Schadens
von der Gro¨ße der Aufprallenergie eines Luftfahrzeugs auf den Erdboden beeinflusst
wird. Dieser Einfluss der kinetischen Energie ko¨nnte direkt im Schadenspotential der
verwendeten Risikokarte beru¨cksichtigt werden, wie im Abschnitt 3.1 gezeigt wurde.
Damit die Gestalt der hier verwendeten Risikokarte unabha¨ngig von der Konfigurati-
on des betrachteten UAVs bleibt, geht die Aufprallenergie u¨ber eine Funktion in die
Berechnung der Kostenfunktion ein. Dies erlaubt die automatische Anpassung der
Risikorechnung an verschiedene Konfigurationen eines UAVs und eine differenzier-
te Bewertung verschiedener Trajektorien bezu¨glich der Aufprallenergie. Das Ergebnis
dieser Funktion, die in Abschnitt 4.4.6 na¨her behandelt wird, ist PSchaden. Derselbe
Abschnitt bescha¨ftigt sich zudem eingehender mit der Frage, auf welche Weisen ein
UAV Scha¨den verursachen kann.
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Das Risiko eines Segments errechnet sich aus der Multiplikation aller drei Kompo-
nenten. Somit erha¨lt man fu¨r das Risiko bzw. die Kosten einer Kante e die folgende
Gleichung:
C(e) = R(e) =
∑
Segmente
von e
pCF · tSegment · SSegment · PSchaden,Segment (4.2)
4.2. Die verwendete Risikokarte
Im Zuge des Projekts ALAADy wurde mit dem Aufbau einer SQL-Datenbank2 begon-
nen, die europaweit alle relevanten Umweltbedingungen fu¨r die Planung von Flugrou-
ten enthalten soll. Die Abbildung 4.4 zeigt, wie die fertige Datenbank aussehen ko¨nnte.
In [Ger17] wird beschrieben, wie die Datenbank mit einem Ho¨henmodell fu¨r Europa,
luftfahrtrelevanten Hindernissen und einer Bodenrisikokarte aufgebaut wurde. Letzte-
re wird fu¨r die Risikoberechnung in dieser Arbeit genutzt.
C
D (CTR)
D (CTR)
ED-R (TRA)
ED-D
Wetterdaten
Lufträume
Hindernisse
Verkehrswege
Bodenrisikokarte
Höhenmodell
G/E
Abbildung 4.4.: Aufbau der Datenbank
Die urspru¨nglichen Daten der Bodenrisikokarte stammen aus dem CORINE Land Co-
ver Datensatz (CLC)3. Schirmherrin dieses Projektes ist die Europa¨ische Union, die
an einer Erhebung der Fla¨chennutzung in Europa interessiert ist. Dazu wurden Satel-
litenbilder erfasst, ausgewertet und die gesamte Fla¨che Europas in 44 verschiedene
Landnutzungsklassen eingeteilt. Die CLC Landnutzungsdaten sind in unterschiedlich
hohen Auflo¨sungen verfu¨gbar. In der Datenbank wird eine ra¨umliche Auflo¨sung von
100 Metern verwendet und zweidimensionale Polygone repra¨sentieren die einzelnen
Fla¨chen [Ger17].
2SQL ist eine Datenbanksprache zur Strukturierung von Informationen
3Coordination for Information in the Environment - Koordinierung von Informationen u¨ber die Umwelt
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Risiko
Abbildung 4.5.: Konvertierung der Landnutzungsklassen in Risikogebiete
Durch die Zuweisung eines Schadenspotentials zu jeder Landnutzungsklasse wird
die CLC-Karte zu einer Risikokarte (siehe Abbildung 4.5). Die Polygone der Risiko-
karte ko¨nnen entsprechend als Risikopolygone bezeichnet werden. Die Nutzung der
Landnutzungsklassen ermo¨glicht eine fla¨chendeckende Potentialverteilung, die Unter-
schiede in den o¨rtlichen Gegebenheiten zwischen Fla¨chen gleicher Nutzungsklasse
jedoch nicht beru¨cksichtigt. Dazu wa¨re eine individuelle Schadensbeurteilung jeder
einzelnen Fla¨che no¨tig, indem weitere Datenerhebungen, wie beispielsweise Anga-
ben zur Bevo¨lkerungsdichte, verwendet werden. Solche Daten sind fla¨chendeckend
nur schwer verfu¨gbar, die zudem aufwendig aufbereitet werden mu¨ssten, so dass sie
in dieser Arbeit nicht betrachtet werden.
0%
100%
50%
Abbildung 4.6.: Zugrundeliegende Risikozuweisung zu den Landnutzungsklassen
Um die Verwendung einer Risikokarte dennoch zu demonstrieren, wurde daher eine
normierte, empirische Potentialverteilung gewa¨hlt. Abbildung 4.6 veranschaulicht die
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genutzte Zuweisung. In Abschnitt 4.2 wurde bereits festgestellt, dass sich Personen
gro¨ßtenteils in Geba¨uden oder deren Na¨he aufhalten. Da das in ALAADy betrachtete
Fluggera¨t eine hohe Abflugmasse hat, ko¨nnen diese Geba¨ude keinen ausreichen-
den Schutz mehr gewa¨hrleisten, zudem sind hohe Sachscha¨den zu erwarten, wes-
halb Stadt- und Industriegebieten ein hohes Potential zugewiesen wird. Unbewohntes
Gela¨nde hingegen birgt weniger Mo¨glichkeiten fu¨r Personen- oder Sachscha¨den und
hat ein entsprechend geringes Potential.
4.3. Segmentierung des Flugpfades
Die parametrische Darstellung einer Trajektorie kann, durch deren Auswertung an vie-
len verschiedenen Punkten, in eine diskrete Darstellung u¨berfu¨hrt werden. Die direk-
te Verbindung zweier benachbarter Punkte auf der Trajektorie ist ein Liniensegment.
Zwei benachbarte Liniensegmente ko¨nnen zu einem gro¨ßeren Segment zusammen-
gefasst werden (siehe Abbildung 4.7). Dadurch wird der Verbindungspunkt der bei-
den Segmente zum Mittelpunkt des gro¨ßeren Segmentes und liegt auf der Trajektorie.
Wertet man diesen Punkt in geoda¨tischen Koordinaten aus, erha¨lt man die Position
des Punktes und, u¨ber die Auswertung der ersten Ableitung der Kurve, auch den dort
vorgesehenen Bahngeschwindigkeitsvektor. Da in den folgenden Abschnitten nur eine
vereinfachte Betrachtung eines Fluggera¨tes verwendet wird, reichen diese Informatio-
nen zur Definition des Fahrzeugzustands in diesem Punkt vo¨llig aus. Mit Hilfe der Po-
lardarstellung der Bahngeschwindigkeit wird folgender Ausgangszustand definiert:
xTr(t0) =


xg
yg
zg
VK
γK
χK


(t0) (4.3)
Die Risikoberechnung nach Gleichung 4.2 erfordert die Berechnung der Segmentflug-
zeit tSegment. Wa¨hlt man die Segmentla¨nge klein genug, kann angenommen werden,
dass die Bahngeschwindigkeit des Luftfahrzeugs u¨ber das Segment konstant ist. Die-
se Annahme erfordert die Einfu¨hrung einer maximalen Segmentla¨nge Lmax, und einer
maximalen lateralen Abweichung des Liniensegmentes vom Flugpfad hmax die bei der
Diskretisierung nicht u¨berschritten werden darf. Zu groß gewa¨hlte Segmente fu¨hren
auch zu einer schlechten Auflo¨sung des Schadenspotentials am Boden. Dieser Effekt
wird in Abschnitt 5.5 na¨her erla¨utert. Die Flugzeit kann mit Hilfe der approximierten
Segmentla¨nge wie folgt berechnet werden:
tSegment =
‖~peval − ~pfrom‖+ ‖~pto − ~peval‖
VK
(4.4)
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Abbildung 4.7.: Die Abbildung zeigt ein beispielhaftes Segment des Flugpfades. Die gestri-
chelten Linien sind die euklidischen Distanzen, mit denen die Segmentla¨nge
bestimmt wird.
4.4. Berechnung des Landebereiches
In Abschnitt 3.2.1 wurde die Erreichbarkeitsmenge eingefu¨hrt und gezeigt, dass die
Berechnung einer wahrscheinlichkeitsverteilten Menge von Folgezusta¨nden (belief
space), mo¨gliche Flugverla¨ufe eines UAVs darstellt. Ein Fluggera¨t bewegt sich in drei
Dimensionen fort, weshalb auch die ra¨umliche Interpretation der Erreichbarkeitsmen-
ge dreidimensional ist. Da ein Luftfahrzeug nicht unterhalb der Erdoberfla¨che fliegt,
bildet diese eine vertikale Beschra¨nkung der Erreichbarkeitsmenge. Somit verbleibt
auf der Ho¨he des Erdbodens nur noch eine horizontale, zweidimensionale Positions-
unsicherheit. Dies ist der gesuchte Landebereich des Luftfahrzeugs.
Damit die Erreichbarkeitsmenge zur Bestimmung des Landebereiches genutzt werden
kann, muss sie zuna¨chst berechnet werden. Diese Berechnung wird in den folgenden
Abschnitten erla¨utert. Anschließend wird in Abschnitt 4.4.4 eine Methode vorgestellt,
welche fu¨r die U¨berfu¨hrung der Erreichbarkeitsmenge in den Landebereich genutzt
wird.
4.4.1. Auswahl einer zeiteffizienten Methode zur Berechnung der
Erreichbarkeitsmenge
Wie in Abschnitt 3.2.1 bereits festgestellt wurde, handelt es sich bei Fluggera¨ten um
nichtlineare Systeme, die verschiedenen Sto¨reinflu¨ssen ausgesetzt sind. Um das Ver-
halten eines solchen Systems vorhersehen zu ko¨nnen, mu¨ssen die Sto¨reinflu¨sse bzw.
Unsicherheiten zuna¨chst in Modellen erfasst werden. Viele Unsicherheiten, wie der
Wind als Umwelteinfluss und Fehler in der Sensorwahrnehmung, die sich direkt auf die
Steuerung des Luftfahrzeuges auswirken, lassen sich wahrscheinlichkeitstheoretisch
darstellen. In [PR09] wird gezeigt, dass sich Abweichungen in der Positionsbestim-
mung, die durch verrauschte Messsignale und fehlerbehaftete Navigationssensorik
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verursacht werden, durch Normalverteilungen anna¨hern lassen. Der Windeinfluss ist
eine Komposition aus Prozessen verschiedener Frequenzen, die zum Teil vorhersag-
bar sind (mittlere Windgeschwindigkeit), andernteils aber auch chaotisch sein ko¨nnen
(Bo¨en und Turbulenzen). Deshalb kann der Einfluss des Windes nicht exakt durch
ein einheitliches Wahrscheinlichkeitsmodell, wie beispielsweise die Normalverteilung,
modelliert werden. Die Tra¨gheit des Luftfahrzeugs an sich oder auch die Tra¨gheit der
Regelung in Bezug auf a¨ußere Sto¨rungen sind Unsicherheiten, die unter Umsta¨nden
durch keine Wahrscheinlichkeitsverteilung geeignet darstellbar sind. Ihre Vorhersage
stu¨tzt sich idealerweise auf eine genaue Kenntnis des Regelkreises und dessen Re-
aktion auf a¨ußere Sto¨rungen. Dieses Verhalten des Luftfahrzeugs wird im Rahmen
dieser Arbeit nicht betrachtet.
Die Berechnung der Erreichbarkeitsmenge erfordert eine Methode, die auf die nicht-
linearen Bewegungsgleichungen des Fluggera¨tes anwendbar ist und zudem die Aus-
wirkungen der verschiedenen Unsicherheiten beru¨cksichtigt. Ein Mittel zur Lo¨sung die-
ses Problems ist die Verwendung eines Partikelfilters, beispielsweise in der Form einer
Monte-Carlo-Studie. Fu¨r die Anwendung dieser Methode mu¨ssen keine Vereinfachun-
gen der UAV- und Unsicherheitsmodelle gemacht werden, sodass sehr genaue Ergeb-
nisse zu erwarten sind. Die Monte-Carlo-Methode basiert jedoch auf der mehrfachen
Simulation mo¨glicher Flugverla¨ufe nach der Terminierung, was zu einem hohen Re-
chenaufwand fu¨hrt. Dieser Effekt quantifiziert sich umso mehr, wenn in einemGraphen
mit vielen Kanten, viele Segmente pro Kante berechnet werden mu¨ssen. Deshalb ist
eine Monte-Carlo-Simulation sehr laufzeitintensiv. Daru¨ber hinaus wird ihre Verwend-
barkeit in Echtzeitberechnungen in [LSH] angezweifelt.
Eine schnellere Berechnungsmethode ist die normalverteilte zeitdiskrete Zustand-
spra¨diktion, die nachfolgend mit NZZP abgeku¨rzt wird. Darin werden sa¨mtliche
Sto¨reinflu¨sse auf das System, sowie die Unsicherheit des Systemzustands mithilfe
einer Normalverteilung beschrieben. Wie zu Beginn dieses Abschnitts bereits fest-
gestellt wurde, sind aber nicht alle Unsicherheiten normalverteilt, so dass die NZZP
diese nicht exakt abbilden kann. Zudem fu¨hrt die zeitliche Diskretisierung kontinuierli-
cher Systeme und die fu¨r die NZZP notwendige Linearisierung nichtlinearer Systeme,
wie dem UAV-Modell, zu weiteren Fehlern. Die Sta¨rke der NZZP ist ihre hohe Re-
chengeschwindigkeit, weshalb sie beispielsweise im Pra¨diktionsschritt eines Extended
Kalman Filters (EKF), der ha¨ufig in Echtzeitsystemen genutzt wird, Anwendung findet.
Beispiele dafu¨r sind die Arbeiten [LSH], die die NZZP direkt anwendet, und [PR09],
die den Extended-Kalman-Filter fu¨r belief space-Planungen in Echtzeit nutzt.
Trotz der schlechteren Genauigkeit der NZZP, ist diese, aufgrund der wesentlich
schnelleren Laufzeit, der Monte-Carlo-Simulation vorzuziehen. Durch die konsequen-
te Anwendung konservativer Abscha¨tzungen innerhalb der Normalverteilungen der
NZZP ist es mo¨glich, die Gro¨ße der Erreichbarkeitsmenge bzw. des Landebereiches
zu u¨berscha¨tzen, sodass diese die unbekannte, exakte Lo¨sung stets einhu¨llt. Die Qua-
lita¨t dieser Scha¨tzung bzw. ihr Fehler, kann mit einer Monte-Carlo-Studie optimiert
werden. Da eine solche Optimierung seltener durchgefu¨hrt wird, als die Berechnung
einer Erreichbarkeitsmenge, sind die Laufzeitanforderungen weniger streng und die
Genauigkeit einer Monte-Carlo-Studie kann voll ausgenutzt werden. Der Aufbau und
die Anwendung der Monte-Carlo-Simulation wird in Abschnitt 4.6.2 erla¨utert.
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4.4.2. Belief Space - Die normalverteilte zeitdiskrete Zustandspra¨diktion
Die Grundlage der Zustandsscha¨tzung ist die Anwendung des Satzes von Bayes, in-
dem vorausgesetzt wird, dass die Wahrscheinlichkeit des aktuellen Systemzustands
nur von der Wahrscheinlichkeit des vorherigen Systemzustands abha¨ngt. Diese Art
der Vorhersage ist eng mit der, in Abschnitt 3.2.1 vorgestellten, Markov-Annahme ver-
wandt, weshalb die Zustandsraumscha¨tzung mithilfe der Normalverteilung ein soge-
nanntes Gauß-Markov-Modell ist [Hua].
Die NZZP soll im Rahmen dieser Arbeit Berechnungsschleifen in einer vorwa¨rts ge-
richteten Simulation mit konstanten Zeitschritten ∆t durchfu¨hren. Beginnend mit ei-
nem normalverteilten Anfangszustand, berechnet die NZZP aus dem Erwartungswert
des Vorga¨ngerzustands, im Rahmen einer sto¨rungsfreien Rechnung, den Erwartungs-
wert des Folgezustands. Fu¨r die Varianzscha¨tzung wird das betrachtete System um
den Vorga¨ngerzustand linearisiert und damit die Wahrscheinlichkeitsverteilung des
wahren Systemzustands um den neuen Erwartungswert ermittelt. Dies geschieht, in-
dem eine normalverteilte Kovarianzmatrix aus der vorherigen Verteilung und einem
Sto¨rungseinfluss, der wa¨hrend des Zustandsu¨bergangs wirkt, berechnet wird. Dazu
ist eine genaue Kenntnis des Systemverhaltens, in Form einer diskreten Gleichung fu¨r
den Zustand x, no¨tig, der mithilfe eines Systems aus nichtlinearen, multidimensionalen
Bewegungsgleichungen f berechnet wird:
xt = f
(
xt−1, ut−1, zt−1
)
(4.5)
Der Vektor u entha¨lt alle Steuereinga¨nge des Systems, wie beispielsweise eine aus-
geschlagene Ruderfla¨che oder den Triebwerksschub. Die Sto¨reinflu¨sse werden durch
den Vektor z repra¨sentiert. Eine normalverteilte Sto¨rung kann in einen statischen und
einen stochastischen Anteil aufgeteilt werden [LSH]:
zt = z¯t + δzt (4.6)
Wegen der Symmetrie der Normalverteilung ist der Erwartungswert der Sto¨rung gleich
dem statischen Anteil aus Gleichung 4.6:
E
(
zt
)
= z¯t (4.7)
Nun wird mithilfe der Bewegungsgleichungen aus dem alten Systemzustand, der Er-
wartungswert des aktuellen Systemzustands ermittelt. Nach Gleichung 4.7 bleibt von
der Sto¨rung nur der statische Anteil u¨brig:
Et = f
(
xt−1, ut−1, z¯t−1
)
(4.8)
Ebenso wird die Kovarianzmatrix P, die die Wahrscheinlichkeitsverteilung um den Er-
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wartungswert des Systemzustands entha¨lt, aus dem alten Zustand gescha¨tzt:
Pt = Ft−1Pt−1Ft−1
T
+ Zt−1Qt−1Zt−1
T
(4.9)
Darin sind F und Z die Jacobimatrizen des nichtlinearen, multidimensionalen Glei-
chungssystems, bezogen auf die Zustands- bzw. Sto¨rvariablen:
Ft−1 =
(
∂f t−1
∂xt−1
1
∂f t−1
∂xt−1
2
. . .
∂f t−1
∂xt−1n
)
(4.10)
Zt−1 =
(
∂f t−1
∂zt−1
1
∂f t−1
∂zt−1
2
. . .
∂f t−1
∂zt−1n
)
(4.11)
Die MatrixQ entha¨lt die Standardabweichungen der Sto¨rungen, die bei jedem Berech-
nungsdurchgang auf die Kovarianzmatrix aufaddiert werden. Im Allgemeinen ko¨nnen
sich die Standardabweichungen der Sto¨rungen wa¨hrend der Berechnung a¨ndern, so
dass die Gestalt von Q variiert. Im Folgenden soll dies jedoch nicht der Fall sein, so
dass gilt:
Qt−1 = Q0 (4.12)
E und P bilden zusammen die gesuchte Erreichbarkeitsmenge.
4.4.3. Art der Flugterminierung und Bewegungsgleichungen
Damit die NZZP eine Erreichbarkeitsmenge berechnen kann, muss das Gleichungs-
system f , das im vorherigen Abschnitt eingefu¨hrt wurde, aufgestellt werden. Damit
dies mo¨glich ist, muss das Systemverhalten, vom Zeitpunkt der Flugterminierung
bis zum Erreichen des Erdbodens, modelliert werden. Prinzipiell erlaubt die NZZP
die Definition beliebig vieler Systemzusta¨nde, so dass ein vollsta¨ndiges kinemati-
sches Modell fu¨r ein Luftfahrzeug zum Einsatz kommen kann. Dieses Modell kann
man um Sto¨rungen erweitert werden, die die physikalischen Auswirkungen eines kri-
tischen Fehlers, wie beispielsweise Ausfa¨lle von Motoren oder Steuerfla¨chen, simu-
lieren. Auch ko¨nnen aktive Maßnahmen zur Schadensvermeidung modelliert werden.
Beispiele dafu¨r wa¨ren Steuerroutinen, die das UAV automatisch auf Bereiche mit ge-
ringem Schadenspotential zufliegen lassen, oder durch Aktivierung eines Fallschirms
und bestimmte Flugmano¨ver, die kinetische Energie reduzieren. Dem Umfang und
der Komplexita¨t der kinematischen Modelle sind aus Sicht der Berechenbarkeit kei-
ne Grenzen gesetzt, sodass verschiedene Terminierungsverfahren betrachtet werden
ko¨nnen. Es sollte jedoch erwa¨hnt werden, dass, durch die Verwendung von Bewe-
gungsgleichungen ho¨herer Ordnung, der Linearisierungsfehler zunimmt und die Ge-
nauigkeit der NZZP abnimmt.
Im Folgenden wird zur Demonstration der Risikoberechnung ein stark vereinfachtes
Modell, fu¨r die Flugterminierung mit einem Fallschirm, erarbeitet und genutzt. Fall-
schirme sind eine verha¨ltnisma¨ßig kostengu¨nstige und verla¨ssliche Technologie, de-
ren Verwendung in unbemannten Luftfahrzeugen, zur mo¨glichen Erho¨hung der Si-
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cherheit und zur Schadensreduzierung, beispielsweise in [Wyl01] untersucht wurde.
[Wyl01] kommt zu dem Schluss, dass ungelenkte Rundkappenfallschirme gut auto-
matisierbare Sicherheitssysteme fu¨r UAVs sein ko¨nnen und empfiehlt deren Einsatz in
eher geringeren Ho¨hen, um Unsicherheiten aufgrund des Windversatzes zu reduzie-
ren. Inzwischen werden Fallschirme als Rettungssysteme in bemannten Kleinmaschi-
nen verwendet. Ein Beispiel dafu¨r ist das von Cirrus Aircraft entwickelte Airframe Para-
chute System (CAPS). Dieses System wird vom Piloten in Notfallsituationen per Hand
ausgelo¨st. Bei Verwendung in einem unbemannten Fluggera¨t ko¨nnte die Auslo¨sung
einem Sicherheitsmonitor an Bord des Fluggera¨tes oder dem Operator u¨berlassen
werden.
Die Bewegungsgleichungen fu¨r die Flugterminierung mit einem ungelenkten Fall-
schirm gestalten sich sehr einfach, da außer den Gleichungen fu¨r den Fallschirmein-
fluss keine Steuereinflu¨sse modelliert werden mu¨ssen und der maßgebende Unsicher-
heitsfaktor der Wind ist. Zur weiteren Vereinfachung der Gleichungen wird das Flug-
gera¨t nachfolgend als Punktmasse ohne Auftriebs- und Steuerfla¨chen modelliert. Das
bedeutet, dass die Variablenanzahl aus Gleichung 4.3 zur Beschreibung des Fahr-
zeugzustandes ausreicht und nicht erga¨nzt werden muss. Zudem hat der Ha¨ngewinkel
φ keinen Einfluss auf die Bewegung der Punktmasse, weshalb er nachfolgend ver-
nachla¨ssigt wird.
Die Position eines Luftfahrzeugs in erdlotfesten, kartesischen Koordinaten ist
abha¨ngig vom zeitlichen Verlauf der Bahngeschwindigkeit. Nach der Gleichung
~VK,g = ~VA,g + ~VW,g (4.13)
ist die Bahngeschwindigkeit eine U¨berlagerung der Geschwindigkeit des Luftfahr-
zeugs gegenu¨ber derjenigen der durchflogenen Luftmasse und der Geschwindigkeit
dieser Luftmasse gegenu¨ber dem Erdboden (Wind). Der Wind wird analog zu Glei-
chung 4.6 in einen statischen und einen stochastischen Anteil getrennt:
~VW,g =


V¯W,g,x
V¯W,g,y
V¯W,g,z

+


δW bx
δW by
ǫW bz

 (4.14)
Der statische Anteil des Windes ist wa¨hrend der Rechnung bekannt. Er besteht aus
der Geschwindigkeit VW und wird u¨ber den, auf rechtweisend Nord bezogenen, Winkel
χW orientiert. Ein Windfeld mit konstantem Auf- bzw. Abwind kann durch den Winkel
γW simuliert werden. Eine Transformation u¨berfu¨hrt die Polardarstellung des Windes
in die oben verwendete kartesische Interpretation. Die Winddaten ko¨nnen entweder
gescha¨tzt oder auch, bei entsprechender Verfu¨gbarkeit, aus einer Datenbank bzw.
einer nahegelegenen Wetterstation abgerufen werden.
Die stochastischen Anteile b des Windes bilden die Schwankungen (Bo¨en und Turbu-
lenzen) der Windgeschwindigkeit und -richtung ab und werden mithilfe einer N (0, 1)
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Normalverteilung4 modelliert. Die Parameter δW und ǫW steuern die Intensita¨t der
Schwankungen in horizontaler bzw. vertikaler Ebene.
Die erdlotfeste Position, hier beispielhaft die x-Koordinate, des Fluggera¨tes ergibt sich
aus den Gleichungen 4.13 und 4.14 zu:
VK,g,x = x˙g = VA cos (γA) cos (χA) + VW cos (χW ) cos (γW ) + δW bx (4.15)
Fu¨r die Anwendung in der NZZP muss diese Gleichung zuna¨chst zeitlich, unter Ver-
nachla¨ssigung von Termen ho¨herer Ordnung, diskretisiert werden:
xtg − xt−1g
∆t
= VA
t−1 cos
(
γA
t−1
)
cos
(
χA
t−1
)
+VW cos (χW ) cos (γW )+ δW bx
t−1 (4.16)
Somit erha¨lt man fu¨r die x-Koordinate der Position:
xtg = x
t−1
g +∆t ·
(
VA
t−1 cos
(
γA
t−1
)
cos
(
χA
t−1
)
+ VW cos (χW ) cos (γW ) + δW bx
t−1
)
(4.17)
Die Berechnung der anderen Koordinaten folgt demselben Schema.
Der Vorgang der Fallschirmo¨ffnung ist sehr kompliziert, da er aus mehreren, teils
u¨berlagerten physikalischen Effekten besteht. Zu diesen Effekten geho¨ren die Stre-
ckung und allma¨hliche Entfaltung der Fallschirmkappe, die die Fallschirmkraft konti-
nuierlich und nicht schlagartig ansteigen lassen. Dieser Verlauf wird in den kinemati-
schen Gleichungen vereinfacht mit einem PT1-Verzo¨gerungsglied dargestellt:
PT1Para =
(
1− e−
t−t0
TPara
)
(4.18)
Darin ist t0 der Zeitpunkt der Flugterminierung, an dem die Entfaltung des Fallschirms
beginnt.
Zudem wird der Auftrieb des Fallschirms vernachla¨ssigt, weshalb die Fallschirmkraft
dem aerodynamischen Geschwindigkeitsvektor exakt entgegengerichtet ist (siehe Ab-
bildung 4.8). Der zeitliche Verlauf der Fallschirmkraft lautet somit:
FPara,a,x = −
(
1− e−
t−t0
TPara
)
ρ
2
VA
2cD,ParaSPara (4.19)
Unter den bisher getroffenen Vereinfachungen wirkt neben der Fallschirmkraft nur
noch die Gewichtskraft auf das Luftfahrzeug. Ihr Anteil im aerodynamischen System
betra¨gt:
Ga,x = −g sin (γA) (4.20)
Ga,z = g cos (γA) (4.21)
4Notation fu¨r eine Normalverteilung mit dem Mittelwert null und der Standardabweichung von Eins.
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Abbildung 4.8.: Die Abbildung zeigt die wirkenden Kra¨fte und Geschwindigkeiten im aerody-
namischen System.
Der zeitliche Verlauf der Fluggeschwindigkeit VA resultiert aus dem Verlauf der Be-
schleunigung in Flugrichtung, die u¨ber das zweite Newton’sche Axiom als Summe der
Kra¨fte dargestellt werden kann:
V˙A(t) =
∑
aA,x(t) =
1
m
∑
FA,x(t) (4.22)
Die zeitliche Diskretisierung der Gleichung fu¨hrt zu:
VA
t = VA
t−1 +∆t
1
m
∑
Fa,x
t−1 (4.23)
Entlang der aerodynamischen x-Achse wirken die Kra¨fte aus den Gleichungen 4.19
und 4.20, somit erha¨lt man:
VA
t = VA
t−1 +∆t ·
(
−g sin (γAt−1)− 1m
(
1− e−
t−tterm
TPara
)
ρ
2
(
VA
t−1
)2
cD,ParaSPara
)
(4.24)
Der Queranteil der Gewichtskraft Ga,z induziert eine Geschwindigkeit senkrecht zur
Fluggeschwindigkeit, wodurch sich der Neigungswinkel γA a¨ndert (siehe Abbildung
4.8). Mithilfe des Tangens la¨sst sich diese Abweichung zeitdiskret wie folgt darstel-
len:
γtA = γ
t−1
A − arctan
(
∆t
VA
t−1 g cos
(
γA
t−1
))
(4.25)
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Zur Beschreibung des Flugzeugzustands fehlt noch der Kurswinkel χA. Ohne vorhan-
dene Steuerfla¨chen kann dieser von der Punktmasse jedoch nicht beeinflusst werden,
weshalb der Kurswinkel konstant bleibt. Die entsprechende Gleichung lautet:
χtA = χ
t−1
A (4.26)
Zusammengefasst ergeben die diskretisierten Gleichungen fu¨r die Zustandsvariablen
(vgl. Gleichung 4.5) das folgende Gleichungssystem:


xtg
ytg
ztg
VA
t
γA
t
χA
t


=


xt−1g +∆t ·
(
VA
t−1 cos
(
γA
t−1
)
cos
(
χA
t−1
)
+ VW cos (χW ) cos (γW ) + δW bx
t−1
)
yt−1g +∆t ·
(
VA
t−1 cos
(
γA
t−1
)
sin
(
χA
t−1
)
+ VW sin (χW ) sin (γW ) + δW by
t−1
)
zt−1g −∆t ·
(
VA
t−1 sin
(
γA
t−1
)− VW sin (γW ) + ǫW bzt−1)
VAt−1 −∆t ·
(
g sin
(
γA
t−1
)
+ 1
m
(
1− e−
t−t0
TPara
)
ρ
2
(
VA
t−1
)2
cD,ParaSPara
)
γA
t−1 − arctan
(
g∆t
VA
t−1 cos
(
γA
t−1
))
χA
t−1


(4.27)
Die Jacobimatrix dieses Gleichungssystems ist nach Gleichung 4.10:
Ft−1 =


1 0 0 ∆t cos
(
γA
t−1
)
cos
(
χA
t−1
) −∆tVAt−1 sin (γAt−1) cos (χAt−1) −∆tVAt−1 cos (γAt−1) sin (χAt−1)
0 1 0 ∆t cos
(
γA
t−1
)
sin
(
χA
t−1
) −∆tVAt−1 sin (γAt−1) sin (χAt−1) ∆tVAt−1 cos (γAt−1) cos (χAt−1)
0 0 1 −∆t sin (γAt−1) −∆tVAt−1 cos (γAt−1) 0
0 0 0 1− ∆t
m
(
1− e−
t−t0
TPara
)
ρVA
t−1cD,ParaSPara −∆tg cos
(
γA
t−1
)
0
0 0 0
∆tg cos(γAt−1)
∆t2g2 cos2(γAt−1)+(VAt−1)
2 1 +
∆tgVA
t−1 sin(γAt−1)
∆t2g2 cos2(γAt−1)+(VAt−1)
2 0
0 0 0 0 0 1


(4.28)
Schließlich wird die Jacobimatrix der Sto¨reinflu¨sse nach Gleichung 4.11 bestimmt:
Zt−1 =


∆t cos
(
γW
t−1
)
cos
(
χW
t−1
) −∆tVW t−1 sin (γW t−1) cos (χW t−1) −VW t−1∆t cos (γW t−1) sin (χW t−1) ∆tδW 0 0
∆t cos
(
γW
t−1
)
sin
(
χW
t−1
) −∆tVAt−1 sin (γW t−1) sin (χW t−1) ∆tVW t−1 cos (γW t−1) cos (χW t−1) 0 ∆tδW 0
−∆t sin (γW t−1) −∆tVW t−1 cos (γW t−1) 0 0 0 ∆tǫW
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0


(4.29)
Fu¨r die Anwendung der NZZP fehlen noch die Anfangsbedingungen, die im ersten
Berechnungsschritt verwendet werden. In Abschnitt 4.3 wurde festgelegt, dass der
Systemzustand eines Trajektoriensegments als Ausgangspunkt der Rechnung dienen
soll. Es ist erkennbar, dass die Variablen aus der Trajektorie (vgl. Gleichung 4.3) ei-
ne Bahngeschwindigkeit definieren, wa¨hrend der Erwartungswert der NZZP die aero-
dynamische Geschwindigkeit entha¨lt. Deshalb muss vor dem Beginn der Rechnung
eine Umrechnung der Geschwindigkeiten nach 4.13 vorgenommen werden. Da die
Schwankungen des Windvektors nicht festgelegt werden ko¨nnen, wird bei der Um-
rechnung nur der statische Anteil verwendet.
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Die Unsicherheit des Anfangszustandes wird von P0 festgelegt:
P0 =


σx,0
2 0 0 0 0 0
0 σy,0
2 0 0 0 0
0 0 σz,0
2 0 0 0
0 0 0 σVA,0
2 0 0
0 0 0 0 σγA,0
2 0
0 0 0 0 0 σχA,0
2


(4.30)
Darin beziffern die Standardabweichungen σx,0, σy,0, σz,0 die Positionsungenauigkeit,
die z.B. durch Fehler in der Positionsbestimmung per GPS entstehen. Die anderen
Standardabweichungen entstehen aus Messfehlern und Abweichungen vom Sollzu-
stand.
Das einzig noch nicht definierte Element ist Q0:
Q0 =


σVW ,0
2 0 0 0 0 0
0 σγW ,0
2 0 0 0 0
0 0 σχW ,0
2 0 0 0
0 0 0 σbx,0
2 0 0
0 0 0 0 σby ,0
2 0
0 0 0 0 0 σbz ,0
2


(4.31)
Diese Matrix entha¨lt die Standardabweichungen des Windeinflusses. Die Parameter
σVW ,0
2, σγW ,0
2, σχW ,0
2 beschreiben Fehler bzw. Ungenauigkeiten bei der Windmes-
sung und beru¨cksichtigen kleine A¨nderungen des statischen Windes wa¨hrend der
Berechnung. Die Standardabweichungen der stochastischen Gro¨ße b wurden bereits
festgelegt, so dass gilt:
σbx,0 = σby ,0 = σbz ,0 = 1 (4.32)
4.4.4. Berechnung des Landebereiches aus der Erreichbarkeitsmenge
Schneidet man die Kovarianzen der kartesischen Koordinaten aus der Kovarianzma-
trix P heraus, erha¨lt man die 3 × 3-Matrix Kovxyz. Diese Matrix stellt die Aufenthalts-
wahrscheinlichkeit des UAVs in allen drei Raumrichtungen um den Erwartungswert
dar, die nach Abschnitt 2.5.3 als Unsicherheitsellipsoid interpretiert werden kann. Re-
duziert man Kovxyz auf die x,y-Ebene, durch einen horizontalen Schnitt durch den
Ursprung des Ellipsoiden, erha¨lt man Kovxy und damit eine Ellipse, die nach den
Methoden aus Abschnitt 2.5.3 analysiert werden kann. Die Wahrscheinlichkeitsdichte
(vgl. Gleichung 2.12) der Ellipse bzw. des Ellipsoiden heißt L.
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Abbildung 4.9.: Landewahrscheinlichkeit
Damit diese Ellipse den Landebereich darstellt, muss zuna¨chst festgelegt werden,
zu welchem Zeitpunkt die Berechnungsschleife der NZZP beendet werden soll. Dies
ko¨nnte der Fall sein, wenn der Erwartungswert der UAV-Position den Erdboden er-
reicht (xLand, yLand, ELEV ). Diese Position ist der wahrscheinlichste Landeort des
UAV. Die Ho¨he ELEV des Erdbodens ko¨nnte aus der Datenbank (siehe Abschnitt
4.2) abgerufen werden.
Wie im linken Teil der Abbildung 4.9 verdeutlicht wird, kann das UAV, aufgrund der
Dreidimensionalita¨t der Erreichbarkeitsmenge PTouchdown, zu diesem Zeitpunkt schon
la¨nger gelandet sein, oder sich noch in der Luft befinden. Letzteres ko¨nnte dazu
fu¨hren, dass das UAV außerhalb von PTouchdown landet. Ein Beispiel fu¨r diesen Fall
ist in der Abbildung 4.9 dargestellt.
Um diesem Fall vorzubeugen wird die Berechnungsschleife auch nach dem Erreichen
des Erdbodens weiter fortgesetzt und erst beendet, wenn das UAV mit einer festge-
legten Landewahrscheinlichkeit PLand gelandet ist. Dadurch werden die Sto¨rungen in
Q0 weiter auf P aufaddiert, weshalb die Erreichbarkeitsmenge auf den Landepunkt
aus dem Beispiel ausgedehnt wird. Der rechte Teil der Abbildung 4.9 deutet an, dass
das Zentrum der erweiterten Erreichbarkeitsmenge, unterhalb der Erdoberfla¨che liegt.
Dies ist jedoch unrealistisch, da das UAV den Erdboden einerseits nicht durchdringen
kann, andererseits der wahrscheinlichste Landeort auf der Erdoberfla¨che liegt. Des-
halb wird die erweiterte Erreichbarkeitsmenge in den zuvor gefundenen wahrschein-
lichsten Landeort (xLand, yLand, ELEV ) verschoben.
Die Landewahrscheinlichkeit erha¨lt man u¨ber die Berechnung der Wahrscheinlichkeit
fu¨r den Aufenthalt des UAV unterhalb der gedachten Erdoberfla¨che. Hierfu¨r muss das
dreidimensionale Integral u¨ber die Wahrscheinlichkeitsdichte des Unsicherheitsellip-
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soiden berechnet werden (vgl. Gleichung 2.22):
PLand =
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
z=ELEV
L (x, y, z) dxdydz (4.33)
Eine Mo¨glichkeit zur numerischen Berechnung des Integrals ist in [Gen92] zu fin-
den. Steigt die Landewahrscheinlichkeit PLand u¨ber einen festgelegten Schwellwert,
gilt das UAV als gelandet, die Berechnungsschleife der NZZP wird beendet und damit
ist der Landebereich bekannt. An dieser Stelle soll darauf hingewiesen werden, dass
die Wahrscheinlichkeitsverteilung des Landebereiches aufgrund dieser Methode mit
PLand verknu¨pft ist. Damit die Aussagefa¨higkeit des Landebereiches nicht gefa¨hrdet
wird, muss der Schwellwert von PLand groß genug gewa¨hlt werden. Andernfalls be-
steht die Gefahr, dass der Landebereich zu klein gera¨t, und nicht alle mo¨glichen Lan-
deorte eingehu¨llt werden.
4.4.5. Gewichtung des Schadenspotentials mit Hilfe des Landebereiches
Wie in Abschnitt 4.2 bereits erwa¨hnt wurde, wird die Verteilung des Schadenspotenti-
als am Boden durch zweidimensionale Polygone mit einer normierten Gewichtung re-
pra¨sentiert. Das Gewicht eines einzelnen Polygons heißt sPolygon. Je nach Gestalt der
Wahrscheinlichkeitsverteilung eines betrachteten Landebereiches ist es unterschied-
lich wahrscheinlich, dass das UAV in einem dieser Polygone landet. Im Falle der hier
genutzten Normalverteilung ist die Landung in Polygonen nahe dem Zentrum des Lan-
debereiches deutlich wahrscheinlicher, als in gro¨ßerer Entfernung. Im Folgenden soll
die Wahrscheinlichkeit fu¨r eine Landung in einem Polygon als Trefferwahrscheinlich-
keit PTreffer,Polygon bezeichnet werden.
Aufgrund der unendlichen Ausdehnung der Normalverteilung ist es theoretisch
mo¨glich, allen Risikopolygonen der verwendeten Risikokarte eine Trefferwahrschein-
lichkeit zuzuordnen. Das hier betrachtete Szenario hat einen lokal sehr begrenzten
Landebereich zur Folge, weshalb es sinnvoll ist, nicht alle verfu¨gbaren Polygone in die
Rechnung einzubeziehen, um Speicherplatz und Laufzeit einzusparen. Mithilfe der
Gleichung 2.23 aus Abschnitt 2.5.3 ist es mo¨glich, einen Rand des Landebereiches
einzufu¨hren, indem eine Wahrscheinlichkeit PTreffer,LB fu¨r die Landung innerhalb der
Landeellipse verwendet wird. Die fu¨r die Schadenspotentialrechnung relevanten Po-
lygone, liegen innerhalb des gewa¨hlten Ellipsenrandes oder werden von diesem ge-
schnitten bzw. beru¨hrt und ko¨nnen daher auch aus der Ellipse herausragen. Daraus
resultiert die folgende Ungleichung:
PTreffer,LB ≤
∑
Polygone
PTreffer,Polygon (4.34)
Mithilfe der Normalverteilung kann PTreffer,Polygon fu¨r alle ausgewa¨hlten Polygone ein-
zeln berechnet werden. Die Gleichung 2.22 aus Abschnitt 2.5.2 ist eine Mo¨glichkeit,
die Trefferwahrscheinlichkeit fu¨r eine achsenparallele Rechteckfla¨che zu berechnen.
Deshalb wird die Minimal Axis-Aligned Bounding Box (MAABB) jedes Polygons zur
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Scha¨tzung der Trefferwahrscheinlichkeit herangezogen. Es gilt:
APolygon ≤ AMAABB,Polygon =
(
xBB,up − xBB,low
) · (yBB,up − yBB,low) (4.35)
Da die MAABB fla¨chenma¨ßig mindestens genau so groß ist wie das Polygon, das
sie umschließt, wird die Trefferwahrscheinlichkeit immer u¨berscha¨tzt und fu¨hrt zu ei-
ner konservativen Abscha¨tzung des Risikos. U¨berlappen sich die MAABBs zweier
benachbarter Polygone, geht das u¨berlappte Gebiet zweifach in die Schadenspo-
tentialrechnung ein (siehe Abbildung 4.10). Diesen Fehler kann man korrigieren, in-
dem das Fla¨chenverha¨ltnis APolygon/AMAABB,Polygon als Korrekturfaktor fu¨r die Tref-
ferwahrscheinlichkeit verwendet wird:
PTreffer,Polygon =
APolygon
AMAABB,Polygon
∫ xBB,up
xBB,low
∫ yBB,up
yBB,low
L (x, y) dxdy (4.36)
Die Nutzung des Korrekturfaktors kann zur Unterscha¨tzung der Trefferwahrscheinlich-
keit fu¨hren (siehe Abschnitt 5.4), ist aber im Vergleich zu einer exakten Rechnung, wie
sie beispielsweise in [DH80] beschrieben wird, mit weniger Rechenaufwand verbun-
den.
Abbildung 4.10.: Die MAABBs (blaue Fla¨chen) zweier benachbarter Polygone ko¨nnen sich
u¨berschneiden (dunkelblaue Fla¨che). Die Koordinaten der MAABB werden
am linken Polygon beispielhaft dargestellt.
In Abschnitt 4.1.2 wurde bereits die Summe S der gewichteten Schadenspotentiale fu¨r
einen Landebereich eingefu¨hrt. Ist
PTreffer,LB ≈ 1 (4.37)
kann PTreffer,Polygon als normiertes Gewicht der einzelnen Risikopolygone angesehen
Institut und Lehrstuhl fu¨r Flugsystemdynamik | RWTH Aachen 52
Kapitel 4. Risikoberechnung
werden, die mit der Schadensgewichtung sPolygon verrechnet und zum Gesamtscha-
denpotential S summiert werden kann:
S =
∑
Polygone
PTreffer,Polygon · sPolygon (4.38)
4.4.6. Berechnung der Schadensauswirkung aus der Aufprallenergie
Zur endgu¨ltigen Bezifferung des Schadenspotentials mu¨ssen die Auswirkungen einer
Notlandung des UAVs abgescha¨tzt werden. Auf der einen Seite ko¨nnten Scha¨den
ohne direkten Kontakt mit dem UAV auftreten, was zum Beispiel dann der Fall ist, wenn
Verkehrsteilnehmer am Boden irritiert werden und sich in der Folge Verkehrsunfa¨lle
ereignen. Diese Scha¨den sind von menschlichen Faktoren abha¨ngig und deshalb nur
sehr schwer abscha¨tzbar.
Auf der anderen Seite, und besser bezifferbar, stehen die Scha¨den, die der Aufprall
eines UAV auf Gegensta¨nde oder Personen verursacht. Unter der Voraussetzung,
dass Menschen wesentlich verwundbarer sind als kritische Infrastrukturen, fordert der
Schutz von Personen eine wesentlich scha¨rfere Begrenzung der kinetischen Energie,
als der Schutz von Geba¨uden und Einrichtungen. Deshalb ko¨nnten die Auswirkun-
gen eines Schadensereignisses, bei dem ein UAV auf dem Erdboden aufschla¨gt, bei-
spielsweise in Form einer Letalita¨tswahrscheinlichkeit fu¨r diese Personen, erfasst wer-
den [Sec01]. Diese Wahrscheinlichkeit soll die, in Abschnitt 4.1.2 vorgestellte Scha-
denswahrscheinlichkeit PSchaden darstellen. Nach [Sec01] werden to¨dliche Verletzun-
gen durch einen direkten Zusammenstoß oder umherfliegende Tru¨mmerteile verur-
sacht. Beide Effekte werden umso verheerender, wenn die kinetische Energie des
UAV wa¨chst. Daher wird die Aufschlagenergie als maßgebliche Einflussgro¨ße identifi-
ziert. Diese wird nach der bekannten Formel
Ekin =
1
2
mVK
2 (4.39)
berechnet. Die Letalita¨tswahrscheinlichkeit berechnet sich nach [Sec01] bzw. [DVP]
nach der folgenden Formel (siehe auch Abbildung 4.11):
PSchaden(Ekin) =
1
1 +
√
α
β
(
β
Ekin
) 1
4ps
(4.40)
Darin ist ps ∈ (0, 1] der sogenannte Schutzparameter, der beziffert, wie sehr die Per-
sonen in einem betrachteten Gebiet vor dem UAV von Geba¨uden oder natu¨rlichen
Gegensta¨nden im Durchschnitt geschu¨tzt sind. Ist ps = 1, sind die Personen maximal
geschu¨tzt. Der Parameter α stellt die beno¨tigte kinetische Energie fu¨r eine 50 prozen-
tige Letalita¨t von Personen dar, die mit dem Faktor ps = 0.5 geschu¨tzt sind. Der Faktor
β ist die minimale kinetische Energie, die beno¨tigt wird, um einen vo¨llig ungeschu¨tzten
Menschen to¨dlich zu verletzen [DVP].
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Abbildung 4.11.: Verla¨ufe der Letalita¨tswahrscheinlichkeit fu¨r verschiedene Parameter. Die Pa-
rameter der Kurve 1© werden fu¨r die Auswertung in Kapitel 5 verwendet. Die
kinetische Energie von 35 kJ entspricht einer Masse von 25 kg mit einer Ge-
schwindigkeit von ca. 50 m/s.
4.5. Anpassung der Graphsuchheuristik an die
Risikoberechnung
Die Verwendung der neuen Risiko-Kostenfunktion erfordert die Anpassung der ver-
wendeten Heuristikfunktion fu¨r die Graphensuche, damit diese statt der Flugzeit (vgl.
Gleichung 3.2), das minimale Risiko zum Zielpunkt scha¨tzt. Damit der verwendete
A*-Algorithmus optimal effizient arbeitet, muss die neue Heuristikfunktion das Mono-
toniekriterium aus Gleichung 3.2 erfu¨llen. Dazu mu¨ssen die einzelnen Bestandteile
der Kostenfunktion aus Gleichung 4.2 minimal abgescha¨tzt werden.
Fu¨r die Abscha¨tzung der minimalen Flugzeit, kann die bereits verwendete Heuristik
aus Gleichung 3.2 verwendet werden:
tmin(u) =
1
VK,max
√(
xuZiel − xu
)2
+
(
yuZiel − yu
)2
+
(
zuZiel − zu
)2
(4.41)
Das minimale Schadenspotential Smin erha¨lt man, wenn angenommen wird, dass
das UAV immer in einem Risikopolygon mit dem geringsten mo¨glichen Gewicht
sPolygon,min landet:
Smin =
∑
Polygone
PTreffer,Polygon · sPolygon,min = 1 · sPolygon,min (4.42)
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Zuletzt muss die minimale Aufprallenergie abgescha¨tzt werden, so dass PSchaden
ebenfalls minimal ist. Im Fall der Flugterminierung mit einem Fallschirm in einer Um-
gebung konstanter Luftdichte, bremst der Fallschirm das UAV auf einen stationa¨ren
Wert der Sinkgeschwindigkeit ab. Der stationa¨re Zustand ist per Definition beschleu-
nigungsfrei und wird daher dann erreicht, wenn sich die Widerstandskraft des Fall-
schirms und die Gewichtskraft des UAVs aufheben:
m · g = ρ
2
Vk,min
2 cD,Para SPara (4.43)
Vk,min
2 =
2mg
ρ cD,Para SPara
(4.44)
Aus Gleichung 4.44 ist ersichtlich, dass sich die minimale Sinkgeschwindigkeit weiter
vermindert, wenn sich die Luftdichte erho¨ht. Rechnet man mit einer ho¨henabha¨ngigen
Luftdichte, mu¨sste diese somit maximal abgescha¨tzt werden. Eine Mo¨glichkeit wa¨re
die Berechnung der Dichte auf Meeresho¨he mithilfe aktueller Messungen und der ISA-
Standardatmospha¨re.
Die minimale kinetische Energie berechnet sich zu:
Ekin,min =
m2g
ρ cD,Para SPara
(4.45)
Setzt man die getroffenen Abscha¨tzungen in die Kostenfunktion ein, erha¨lt man die
neue Heuristikfunktion:
h(u) = PCF ·
√
(xuZiel−xu)
2
+(yuZiel−yu)
2
+(zuZiel−zu)
2
VK,max
· sPolygon,min · PSchaden(Ekin,min) (4.46)
4.6. Parameterscha¨tzung
Bevor die Risiko-Kostenfunktion in einem Planungsalgorithmus verwendet werden
kann, mu¨ssen die in Abschnitt 4.4.3 eingefu¨hrten Parameter bestimmt werden. Diese
ko¨nnen in drei Kategorien eingeteilt werden: Parameter des kinematischen Modells,
die Anfangsunsicherheit P0 und die Variabilita¨t der Sto¨rungen Q0. Die Parameter des
betrachteten Luftfahrzeuges werden im folgenden Abschnitt behandelt. Nachfolgend
wird gezeigt, wie die in Abschnitt 4.4.1 vorgestellte Monte-Carlo-Studie zur Parame-
terscha¨tzung der beiden anderen Kategorien verwendet werden kann.
Die in diesem Abschnitt ermittelten Werte, und weitere Werte, die empirisch festgelegt
wurden, stellen einen Referenzzustand fu¨r die Betrachtungen in Kapitel 5 dar und
ko¨nnen in der Tabelle A.1 im Anhang eingesehen werden.
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4.6.1. Parameter des kinematischen Modells
Das im Rahmen dieser Arbeit betrachtete Luftfahrzeug Prometheus hat eine Abflug-
masse von etwa 25 Kilogramm und erreicht im Horizontalflug Geschwindigkeiten von
u¨ber 100 Stundenkilometern. Das maximale kinetische Potential ist dementsprechend
groß genug, um schwere Scha¨den anrichten zu ko¨nnen, weshalb es als anschauliches
Beispiel fu¨r die Risikoberechnung genutzt werden kann. Die noch ausstehenden Wer-
te fu¨r den genutzten Fallschirm wurden so gewa¨hlt, dass die stationa¨re Sinkgeschwin-
digkeit des Prometheus am geo¨ffneten Fallschirm, wenige Meter pro Sekunde betra¨gt.
Damit wird einerseits eine ausreichende Begrenzung der kinetischen Aufschlagener-
gie erreicht und andererseits eine kurze Flugzeit nach der Fallschirmauslo¨sung erzielt,
so dass der Windeinfluss gering bleibt.
4.6.2. Optimierung der NZZP mithilfe einer Monte-Carlo-Studie
Die hier entwickelte Monte-Carlo-Methode ist eine, analog zur NZZP, zeitdiskrete Si-
mulation von Flugverla¨ufen nach der Terminierung, bei der die Anfangsbedingungen
und der Simulationsablauf wahrscheinlichkeitstheoretisch beeinflusst werden. Wie in
Abschnitt 4.4.1 angedeutet wurde, ist der Wind der gro¨ßte Unsicherheitsfaktor der Be-
wegung eines Fluggera¨tes am Fallschirm. Deshalb ist der Ausgangspunkt der Monte-
Carlo-Methode eine detaillierte Windsimulation in MATLAB Simulink, die in [Su¨l13]
genauer beschrieben wird. Das darin verwendete Windmodell besteht aus vier ver-
schiedenen Frequenzanteilen, die getrennt voneinander berechnet und anschließend
aufaddiert werden (siehe Abbildung A.1 im Anhang).
30
,56
 m
m
1/40
Abbildung 4.12.: Vergleich von Normal- und Gleichverteilung. Die Gleichverteilung bildet
gro¨ßere Abweichungen vom Referenzzustand ha¨ufiger ab (schraffierte
Fla¨chen).
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Diese Simulation wird um ein UAV-Modell mit den Bewegungsgleichungen aus Ab-
schnitt 4.4.3 erga¨nzt. Das so vervollsta¨ndigte Simulink-Modell ist in ein MATLAB-
Script eingebettet, das den Anfangszustand des UAV-Modells variiert und das Auf-
treten zufa¨lliger Ereignisse, wie zum Beispiel Windbo¨en, steuert. Auf diese Weise wird
mit jedem neuen Simulationsdurchgang ein anderer Flugverlauf gesampled. Die An-
zahl an samples bzw. Simulationsdurchga¨ngen wird nachfolgend NSample genannt.
Abha¨ngig vom festgelegten Windszenario, ko¨nnen sich die Windparameter wenig bis
stark a¨ndern, was die Gro¨ße des Landebereiches beeinflusst (vgl. Abschnitt 5.1).
Die Parameterscha¨tzung beginnt mit der Wahl eines Referenzzustandes, der im Bahn-
planer aus einem konkret betrachteten Pfadsegment hervorgehen wu¨rde. Anschlie-
ßend variiert ein gleichverteilter Zufallszahlengenerator jeden Zustandswert um den
Referenzzustand und legt das Verhalten des Windes fu¨r jeden Simulationsdurchgang
individuell fest. Im Gegensatz zur Normalverteilung ist die Gleichverteilung eine kon-
servativere Abscha¨tzung der Abweichung von Parametern, da gro¨ßere Abweichungen
vom Referenzzustand ha¨ufiger auftreten (siehe Abbildung 4.12).
Anschließend startet die Simulation, die dann gestoppt wird, wenn das Fahrzeugmo-
dell den Boden erreicht. Die horizontalen Koordinaten werden als Landeort gespei-
chert und die na¨chste Simulation wird vorbereitet. Nach NSample Simulationen ko¨nnen
die gesampleten Landepunkte in Form eines Streudiagramms angezeigt werden.
Anschließend berechnet die NZZP zum selben Referenzzustand einen Landebereich,
dessen Grenzen so festgelegt werden, dass ho¨chstens ein Landepunkt aus NSample
außerhalb der Ellipse liegen darf. Analog zur Formel 2.23 ergibt sich der Skalierungs-
faktor somit zu:
k =

−2 ln
(
1
NSample
)
1
2
(4.47)
Der so skalierte Landebereich wird mit dem Streudiagramm verglichen und u¨ber die
Variation der Parameter der NZZP wird der Landebereich so angepasst, dass er alle
Landepunkte knapp einhu¨llt. Dieser Vorgang wird mit hoher Variabilita¨t der Anfangs-
bedingungen einmal in einem Szenario ohne Windsto¨rungen, zur Festlegung der An-
fangsunsicherheiten und in einem Szenario mit sehr starken Windsto¨rungen, zur Er-
mittlung der Sto¨rvariablen, durchgefu¨hrt. Durch die Betrachtung sehr großer Abwei-
chungen wird eine konservative Abscha¨tzung des Landebereiches und damit ein kon-
servatives Planungsverhalten erreicht.
Abbildung 4.13 zeigt zwei Streudiagramme mit jeweils 2000 Landepunkten, die mit
der Monte-Carlo-Simulation berechnet wurden. Der schwarze Kreis markiert in beiden
Fa¨llen die Referenzposition des UAVs am Anfang der Simulation, das “x” den Mittel-
punkt der Ellipse. Der Skalierungsfaktor des Landebereiches betra¨gt nach Gleichung
4.47:
k =
[
−2 ln
(
1
2000
)] 1
2
= 3, 9 (4.48)
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Zehn beliebige Trajektorien aus dem rechten Teil der Abbildung 4.13 sind in Abbil-
dung 4.14 zu finden. In Rot ist die sto¨rungsfreie Trajektorie der NZZP eingezeich-
net, wa¨hrend die blauen Trajektorien aus der Monte-Carlo-Simulation stammen. In der
Monte-Carlo-Simulation wird die Massentra¨gheit des UAVs nicht beru¨cksichtigt, wes-
halb sich die Windsto¨rungen ungeda¨mpft auf seine Bewegung auswirken. Wegen der
Undurchla¨ssigkeit des Bodens sind Turbulenzen in Bodenna¨he eher aufwa¨rtsgerichtet
und reduzieren die Sinkrate des UAVs daher sehr stark. Dies fu¨hrt zu dem sehr flachen
Verlauf der blauen Trajektorien in der gezeigten Abbildung.
Windrichtung
Abbildung 4.13.: Links: Szenario ohne Windeinfluss mit angepasstem Landebereich, rechts:
Szenario mit ca. 15 m/s starkem Wind von rechts.
x
z
y
Abbildung 4.14.: Trajektorien aus der Monte-Carlo-Simulation (blau) und der NZZP-
Berechnung (rot)
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5. Auswertung der Ergebnisse
5.1. Wirkung von Unsicherheiten und Sto¨rungen auf die
Pfadplanung
In diesem Abschnitt soll anhand eines einfachen Planungsszenarios gezeigt werden,
wie sich verschieden große Unsicherheiten und Sto¨rungen, die bei der Berechnung
des Landebereiches genutzt werden, auf das Verhalten des Pfadplaners auswirken
ko¨nnen. Das betrachtete Planungsszenario ist der U¨berflug einer Region mit maxima-
lem Schadenspotential, die geradlinig zwischen Start- und Zielpunkt verla¨uft und in der
Realita¨t eine Landstraße oder Autobahn repra¨sentieren ko¨nnte. Fu¨r die Planung des
Flugweges wird eine probabilistic roadmap verwendet, die zur Berechnung der Kan-
tenkosten die Risiko-Kostenfunktion nutzt. Zur Identifizierung der Einflu¨sse von Unsi-
cherheiten und Sto¨rungen, wird die Pfadplanung fu¨r drei verschiedene Sammlungen
von Unsicherheits- und Sto¨rparametern durchgefu¨hrt und die ermittelten Flugpfade
miteinander verglichen. Die u¨brigen Eigenschaften der verwendeten roadmap werden
wa¨hrend der Untersuchung nicht vera¨ndert. Sie besteht in diesem Beispiel immer aus
770 Knoten, 4577 Kanten und wurde in circa 20 Minuten1 erstellt.
Die erste untersuchte Parametersammlung wurde bereits in Abschnitt 4.6, fu¨r einen
Fall mit hoher Zustandsunsicherheit und Windvariabilita¨t, bestimmt (siehe Tabelle
A.1). Bei Verwendung genauerer Sensorik an Bord des betrachteten UAVs und ei-
ner Planung mit geringen Windsto¨rungen, kann beispielsweise mit reduzierten Unsi-
cherheiten gerechnet werden. Daraus wird eine zweite Sammlung definiert, deren zu-
geho¨rige geringere Unsicherheits- und Sto¨rungsparameter empirisch festgelegt wur-
den. Die verwendeten Parameter sind in Tabelle A.2 im Anhang zu finden. In einer
dritten Sammlung wird quasi sto¨rungsfrei und ohne Unsicherheiten geplant, indem die
Standardabweichungen der Unsicherheiten und Sto¨rungen auf ein Tausendstel ihres
Wertes nach Tabelle A.1 verringert werden. Damit wird, neben der Planung mit sehr
großen Unsicherheiten im ersten Fall, der andere Extremfall betrachtet.
Die Ergebnisse der drei Planungsszenarien sind in Abbildung 5.1 mit Hilfe des Vi-
sualisierungstools CESIUM2 dargestellt. Die Dimensionen des Szenarios ko¨nnen aus
Abbildung 5.2 entnommen werden. Aus der Rechnung mit sehr großen Unsicherhei-
ten ergibt sich ein sehr großer Landebereich, der in der Abbildung rot umrandet ist und
mit dem der ebenfalls rot gefa¨rbte Flugpfad geplant wurde. Aufgrund der Gro¨ße des
Landebereiches liegt die Straße schon im Landebereich, wenn sich das UAV noch im
1Berechnet auf einem Desktop-Computer mit Intel Core i7-2600 CPU @ 3,4 GHz und 8 GB RAM
2CESIUM ist eine Open Source JavaScript-Bibliothek fu¨r statische und dynamische 2D und 3D Darstel-
lungen.
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Startpunkt befindet. Die Folge ist eine sofortige Ausweichbewegung nach links, die so
gestaltet ist, dass sich das UAV etwas von der Straße entfernt. Anschließend wird die
Straße in einem mo¨glichst stumpfen Winkel u¨berflogen, so dass die Aufenthaltszeit
des UAVs in der Na¨he der Straße verringert wird. Ein U¨berflug im rechten Winkel wird
vom Zeitanteil der Kostenfunktion verhindert, da sich dadurch eine Verla¨ngerung des
Pfades und damit eine zu große Erho¨hung der Wahrscheinlichkeit fu¨r eine Flugtermi-
nierung ergeben wu¨rde.
Start
Ziel
Abbildung 5.1.: Die drei Flugpfade zeigen den Einfluss der Landebereichsgro¨ße auf die Pfad-
planung: Großer Landebereich nach Tab. A.1 (rot), kleiner Landebereich nach
Tab. A.2 (blau), keine Unsicherheit (gru¨n). Die große Halbachse des großen
Landebereiches misst ca. 470 m, die des kleinen Bereiches ca. 57 m. Alle
Flugpfade verlaufen in einer Ho¨he von ca. 135 m u¨ber Grund.
Das Planungsszenario mit den verringerten Sto¨rungen und Unsicherheiten errechnet
einen deutlich kleineren, blau umrandeten Landebereich mit dem zugeho¨rigen blauen
Flugpfad. Es ist zu erkennen, dass das UAV na¨her an die Straße heranfliegen kann,
ohne diese zu gefa¨hrden und die Ausweichbewegung des UAVs na¨her an der Straße
stattfindet.
Treten praktisch keine Unsicherheiten und Sto¨rungen auf, ergibt sich der gru¨ne Flug-
pfad und der zugeho¨rige Landebereich reduziert sich auf eine wenige Quadratzenti-
meter große Fla¨che. Auch hier wird die Straße in einem stumpfen Winkel u¨berflogen,
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aber es fa¨llt auf, dass dies im spitzesten Winkel aller drei betrachteten Pfade erfolgt.
Gleichzeitig stellt dieser Pfad den la¨ngen- und zeitma¨ßig ku¨rzesten aller drei Pfade dar.
Dies ist ein Indiz dafu¨r, dass der ra¨umliche Anteil des Risikos fu¨r diesen Fall ein Op-
timum erreicht hat und sich der zeitliche Anteil sta¨rker auswirkt. Das Zusammenspiel
der verschiedenen Risikoanteile wird daher im folgenden Abschnitt, anhand desselben
Beispielszenarios, na¨her beleuchtet.
5.2. Wirkung der Risikoanteile
Um die Wirkungsweisen der verschiedenen Risikoanteile zu untersuchen, wird das
Planungsszenario aus dem vorherigen Abschnitt erweitert, indem zusa¨tzlich einzelne
Risikoanteile der Kostenfunktion vernachla¨ssigt werden. Die vorgenommenen Varia-
tionen der Kostenfunktion sind in der Tabelle 5.1 aufgelistet und die geplanten Flug-
pfade werden in Abbildung 5.2 verschiedenfarbig dargestellt.
Gestalt der Kostenfunktion Pfadfarbe Risiko Anmerkung
Zeitanteil + ra¨uml. Anteil mit Unsicherheit
nach Tab. A.1 + physik. Anteil
rot 100% Referenz
R = 4,6 · 10−9
Zeitanteil + ra¨uml. Anteil mit verringerter
Unsicherheit nach Tab. A.2 + physik.
Anteil
blau 115% -
Zeitanteil + ra¨uml. Anteil mit verringerter
Unsicherheit nach Tab. A.2
violett 621% -
Zeitanteil + ra¨uml. Anteil mit Unsicherheit
nach Tab. A.1
gelb 124% -
nur Zeitanteil gru¨n 413% -
Tabelle 5.1.: Variationen der Risiko-Kostenfunktion
Zusa¨tzlich zur Betrachtung der Flugverla¨ufe, soll die A¨nderung des Pfadrisikos in-
folge der vera¨nderten Kostenfunktion ermittelt und verglichen werden. Fu¨r den Ver-
gleich darf das Pfadrisiko, das von den verschiedenen Kostenfunktionen ermittelt wird,
nicht direkt verwendet werden, da es unter verschiedenen Voraussetzungen berech-
net wird. Stattdessen werden die Pfade der verschiedenen Kostenfunktionen von einer
Referenzkostenfunktion nachgerechnet. Die so ermittelten Risiken werden anschlie-
ßend auf das Risiko des Pfades bezogen, der mit der Referenzkostenfunktion ge-
plant wurde. Somit findet die Risikobewertung auf der Basis einer festgelegten Kos-
tenfunktion, unter vergleichbaren Voraussetzungen statt. Als Referenzfunktion dient
die vollsta¨ndige Risiko-Kostenfunktion mit den konservativ abgescha¨tzten Parametern
aus Tabelle A.1. Der Pfadverlauf der Referenzfunktion ist in Abbildung 5.2 in Rot dar-
gestellt.
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Abbildung 5.2.: Planungseinflu¨sse der Risikoanteile visualisiert mit CESIUM
Die Kostenfunktion des blauen Pfades unterscheidet sich von der Referenzkostenfunk-
tion nur in den Unsicherheitsparametern, die zu einem kleinen Landebereich fu¨hren.
Dies sorgt fu¨r das Heranru¨cken der Ausweichbewegung des Pfades an die Straße,
was bereits im vorherigen Abschnitt erkla¨rt wurde. Die gro¨ßere Na¨he des Pfades zur
Straße bewirkt eine leichte Erho¨hung des Pfadrisikos im Vergleich zum Referenzrisi-
ko.
Im Ho¨henprofil aller betrachteten Flugpfade wird deutlich, dass der rote und der blaue
Flugpfad die gro¨ßte Ho¨he u¨ber Grund erreichen. Dies ist auf den Einfluss des phy-
sikalischen Anteils zuru¨ckzufu¨hren, da eine große Ho¨he bei der Flugterminierung mit
Fallschirm eine maximale Bremswirkung ermo¨glicht. Dadurch wird die Aufprallenergie
reduziert und die Schadenswahrscheinlichkeit ist entsprechend gering.
Institut und Lehrstuhl fu¨r Flugsystemdynamik | RWTH Aachen 62
Kapitel 5. Auswertung der Ergebnisse
Im Folgenden wird ihr Anteil aus der Kostenfunktion entfernt, sodass sich der gelbe
und der violette Flugverlauf ergeben, die sich vor allem in der Wahl der Flugho¨he
unterscheiden.
Der gelbe Verlauf wurde mit den gro¨ßeren Unsicherheiten berechnet und verla¨uft
deutlich ho¨her als der violette Pfad. Dies ist darauf zuru¨ckzufu¨hren, dass der Flug in
gro¨ßerer Ho¨he, unter sehr variablem Wind, einen sehr großen Landebereich erzeugt.
Die Vergro¨ßerung des Landebereiches bewirkt, dass die Straße eine kleinere Tref-
ferwahrscheinlichkeit erha¨lt, wa¨hrend die Wahrscheinlichkeit fu¨r eine Landung in der
risikoarmen Umgebung steigt. Auf diese Weise wird das Risiko minimiert. Wegen des,
im Vergleich zum Flugpfad der Referenzfunktion, leicht geringerem Ho¨henverlaufs, ist
die Aufprallenerige ho¨her, weshalb sich das Risiko um ein Viertel erho¨ht.
Liegen der Berechnung des Landebereiches die verminderten Unsicherheiten aus Ta-
belle A.2 zugrunde, ergibt sich der violette Verlauf, der das Risiko durch die Wahl
einer besonders geringen Flugho¨he vermindert. Der kleine Landebereich hat zur Fol-
ge, dass die Straße nur dann gefa¨hrdet wird, wenn sich das UAV in unmittelbarer
Na¨he u¨ber ihr befindet. Andernfalls liegt der Landebereich neben der Straße in den
Regionen mit geringem Schadenspotential. Der Teil des Flugpfades, auf dem eine
Flugterminierung zur Landung auf der Straße fu¨hren kann, kann durch die Erzeugung
eines noch kleineren Landebereiches weiter reduziert werden. Dieser Effekt ist im
Vertikalverlauf des violetten Flugpfades (Abb. 5.2) zu erkennen, da der Pfad vor der
Straße deutlich niedriger wird, um in der Na¨he der Straße kleinere Landebereiche zu
erzeugen. Das Fliegen in geringer Ho¨he, nahe der Straße, bewirkt jedoch, dass im
Falle der Flugterminierung die kinetische Energie von einem Fallschirm nicht mehr
ausreichend abgebaut werden kann und das UAV mit hoher Geschwindigkeit auf die
Straße aufschla¨gt. Deshalb hat der violette Flugverlauf ein sechsfach ho¨heres Risiko
als der rote Referenzflugpfad.
Werden die ra¨umlichen und physikalischen Anteile der Kostenfunktion vernachla¨ssigt,
wird ein rein zeitoptimaler Pfad geplant. Da die Trajektorien fu¨r eine konstante Rei-
sefluggeschwindigkeit berechnet werden, ist der zeitoptimale Pfad auch gleichzeitig
die ra¨umlich ku¨rzeste Distanz zwischen dem Start- und Zielpunkt. Der entsprechen-
de Pfad ist in Abbildung 5.2 in gru¨ner Farbe dargestellt. Es ist zu erkennen, dass die
Straße in geringer Ho¨he in einem spitzen Winkel u¨berflogen wird. Ersteres bewirkt,
wie schon beim violetten Flugpfad erwa¨hnt, eine hohe Schadenswahrscheinlichkeit
infolge einer hohen Aufprallenergie. Letzteres verla¨ngert die Aufenthaltszeit des UAVs
u¨ber der Straße, sodass diese entsprechend la¨nger gefa¨hrdet wird. Die Folge ist ein
circa vierfach erho¨htes Risiko im Vergleich zum Referenzflugpfad.
5.3. Wirkung des Windes auf den Flugpfad
Die Berechnung des Landebereiches mit der NZZP ist in der Lage eine mittlere Wind-
geschwindigkeit und -richtung bei der Planung des Flugweges zu beru¨cksichtigen.
Dies a¨ußert sich darin, dass sich der Landebereich in Windrichtung mit zunehmen-
der Windsta¨rke verschiebt und die Planung des Flugweges dadurch beeinflusst wird,
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was in Abbildung 5.3 an einem Beispielszenario verdeutlicht ist. Die Aufgabe in dem
Szenario ist es, einen risiko-minimalen Pfad um eine quadratische Region mit sehr
hohem Schadenspotential zu planen. Um den Einfluss des Windes zu verdeutlichen,
wird die Pfadplanung unter verschiedenen Annahmen zur mittleren Windgeschwindig-
keit durchgefu¨hrt. Die verwendete probabilistic roadmap verfu¨gt u¨ber 3267 Knoten,
die u¨ber 25431 fliegbare Trajektorien miteinander verbunden sind.
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Abbildung 5.3.: Geplante Flugpfade unter verschiedenen Windbedingungen: Gelb: Windstille,
orange: 10 m/s Wind von rechts, rot: 17 m/s Wind von rechts. Die Flugho¨he al-
ler Pfade betra¨gt etwa 140 m u¨ber Grund. Die eingezeichneten Landebereiche
geho¨ren zum Mittelsegment des roten Flugpfades.
Der gelbe Pfad ergibt sich fu¨r eine Planung ohne vorhandenen Wind und es ist zu
erkennen, dass die Region mit hohem Risiko umflogen wird. Ein mittlerer Wind von 10
m/s von rechts nach links ergibt den orangen Pfad. Durch die Verschiebung des Lan-
debereiches in Windrichtung, na¨hert sich der geplante Pfad der Region mit hohem
Schadenspotential, wodurch die Flugzeit und somit die Wahrscheinlichkeit einer Flug-
terminierung verringert wird. Erho¨ht sich die Windgeschwindigkeit auf 17 m/s, versta¨rkt
sich dieser Effekt, sodass sich der rote Pfad ergibt. Fu¨r das geradlinige Mittelstu¨ck die-
ses Pfades sind die zugeho¨rigen Landebereiche eingezeichnet. Es ist zu erkennen,
dass der Windversatz nach links dazu fu¨hrt, dass ein U¨berflug u¨ber die Region mit
hohem Schadenspotential nicht zu einer Gefa¨hrdung fu¨hrt, da das Luftfahrzeug mit
hoher Wahrscheinlichkeit neben der Region auf dem Boden aufkommt.
Das Beispielszenario zeigt, dass unterschiedliche Windverha¨ltnisse zu unterschied-
lichen Pfadverla¨ufen fu¨hren ko¨nnen. Die geplanten Pfade sind aber nur dann risiko-
minimal, so lange sich die Windverha¨ltnisse nicht signifikant a¨ndern. Am gezeigten
Beispiel wu¨rde der rote Pfad zu einem sehr großen Risiko fu¨hren, sobald der Sei-
tenwind abnimmt und sich der seitliche Versatz derart verringert, dass das UAV in
Institut und Lehrstuhl fu¨r Flugsystemdynamik | RWTH Aachen 64
Kapitel 5. Auswertung der Ergebnisse
der Region mit hohem Schadenspotential landet. Daher ist immer dann eine Neu-
planung oder Aktualisierung der verwendeten roadmap sinnvoll, wenn sich die Wind-
verha¨ltnisse a¨ndern.
5.4. Fehler der Trefferwahrscheinlichkeit
Das Verhalten der Berechnung der Trefferwahrscheinlichkeit (siehe Abschnitt 4.4.5),
soll nachfolgend anhand einer kurzen Rechnung und eines einfachen Beispiels unter-
sucht werden. Es soll zudem gezeigt werden, dass es zur Unterscha¨tzung der Tref-
ferwahrscheinlichkeit fu¨r ein Polygon kommen kann. Fu¨r den relativen Fehler der Tref-
ferwahrscheinlichkeit nach Gleichung 4.36 in Bezug zur exakten Lo¨sung PTreffer,exakt
gilt:
eTreffer,rel =
PTreffer,Polygon−PTreffer,exakt
PTreffer,exakt
=
APolygon
AMAABB,Polygon
PMAABB−PTreffer,exakt
PTreffer,exakt
(5.1)
Im Folgenden soll durch einfache Abscha¨tzungen gezeigt werden, dass fu¨r eTreffer,rel
eine untere Begrenzung eTreffer,rel,min existiert und diese nicht positiv ist, die Tref-
ferwahrscheinlichkeit also stets unterscha¨tzt werden kann. Es gilt die folgende Aus-
gangsgleichung:
eTreffer,rel =
APolygon
AMAABB,Polygon
PMAABB − PTreffer,exakt
PTreffer,exakt
(5.2)
Dies fu¨hrt zu
eTreffer,rel + 1 =
APolygon
AMAABB,Polygon
PMAABB
PTreffer,exakt
(5.3)
Die MAABB ist fla¨chenma¨ßig mindestens genau so groß wie das betrachtete Polygon
(vgl. Gleichung 4.35) und hat daher auch eine gleichgroße oder gro¨ßere Trefferwahr-
scheinlichkeit. Nutzt man zuna¨chst die Abscha¨tzung fu¨r das Verha¨ltnis der Trefferwahr-
scheinlichkeiten erha¨lt man:
eTreffer,rel + 1 =
APolygon
AMAABB,Polygon
≥1︷ ︸︸ ︷
PMAABB
PTreffer,exakt
≥ APolygon
AMAABB,Polygon
(5.4)
Mit der Abscha¨tzung des Fla¨chenverha¨ltnisses folgt weiter
eTreffer,rel ≥
≤1︷ ︸︸ ︷
APolygon
AMAABB
−1︸ ︷︷ ︸
≤0
= eTreffer,rel,min (5.5)
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Somit erha¨lt man die folgende Abscha¨tzung:
eTreffer,rel,min =
APolygon
AMAABB,Polygon
− 1 ≤ 0 (5.6)
Daraus ist ersichtlich, dass die maximale Unterscha¨tzung der Trefferwahrscheinlichkeit
nur vom Fla¨chenverha¨ltnis des betrachteten Polygons zu seiner MAABB abha¨ngt. Die
Unterscha¨tzung des Risikos kann somit verhindert oder minimiert werden, wenn das
betrachtete Polygon und seine MAABB mo¨glichst fla¨chengleich sind.
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Abbildung 5.4.: Das Dreieck mit der Seitenla¨nge xDreieck = 10 m wird entlang der x-Achse
verschoben (links). Segmentiertes Dreieck mit beispielhafter Angabe der Seg-
mentmaße (rechts).
Die getroffene Abscha¨tzung soll nun an einem Beispiel validiert werden. Wie im linken
Teil in Abbildung 5.4 schematisch dargestellt ist, wird ein gleichschenkliges, recht-
winkliges Dreieck entlang der x-Achse durch einen normalverteilten Landebereich
bewegt. Auf diese Weise werden verschiedene relative Positionen zwischen einem
Polygon und dem Landebereich, die wa¨hrend der Berechnung der Schadensgewich-
te sPolygon auftreten ko¨nnen, simuliert und die Differenz der Trefferwahrscheinlichkeit
nach Gleichung 4.36 mit einer genaueren Approximation gebildet. Letztere besteht
aus der Diskretisierung des Dreiecks in n streifenfo¨rmige Abschnitte (siehe Abbilung
5.4 rechts), fu¨r die die Trefferwahrscheinlichkeit nach Formel 2.22 einzeln berechnet
wird. Fu¨r sehr große n strebt die Summe der Trefferwahrscheinlichkeit aller Abschnitte
gegen PTreffer,exakt.
Abbildung 5.5 zeigt den Verlauf der relativen Differenz der beiden Wahrscheinlichkei-
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ten, aufgetragen u¨ber der Position des Fla¨chenschwerpunktes des Dreiecks. In die-
sem Fall ist die MAABB des Dreiecks fla¨chenma¨ßig doppelt so groß wie das Dreieck,
so dass nach Gleichung 5.6 gilt:
eTreffer,rel,min = −1
2
(5.7)
Wie in Abbildung 5.5 zu sehen ist, na¨hert sich der Verlauf des relativen Fehlers fu¨r
große positive xS genau dieser Grenze an.
.
Abbildung 5.5.: Verlauf des relativen Fehlers fu¨r n = 1000 und 1200 Datenpunkte
5.5. Einfluss der Segmentla¨nge auf die Berechnungsdauer
und -genauigkeit
In Abschnitt 4.3 wurde die Segmentla¨nge fu¨r die Diskretisierung eines betrachte-
ten Flugpfades eingefu¨hrt, um das vera¨nderliche Risiko entlang des Pfades besser
auflo¨sen zu ko¨nnen. Eine Verringerung der Segmentla¨nge sorgt fu¨r eine gro¨ßere An-
zahl von Segmenten auf dem Pfad und es ist zu erwarten, dass das Risiko ab ei-
ner bestimmten Segmentla¨nge konvergiert. Gleichzeitig steigt mit jedem zusa¨tzlichen
Segment der Berechnungsaufwand, da fu¨r jedes Segment eine neue Kostenrechnung
durchgefu¨hrt wird. Dadurch steigt die Laufzeit der Kostenberechnung an.
4304m
Abbildung 5.6.: Das betrachtete Testszenario beinhaltet den U¨berflug u¨ber Gebiete mit ver-
schiedenen Schadenspotentialen. Das Bild zeigt ein Beispiel fu¨r eine schlech-
te Auflo¨sung des Flugpfades. Dieser wurde in nur drei Segmente unterteilt,
weshalb auch drei Landebereiche zu erkennen sind.
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Um die Laufzeit der Risikoberechnung zu steigern, soll untersucht werden, ob ei-
ne Erho¨hung der Segmentla¨nge zu einer Verringerung der Rechenzeit fu¨hrt und ab
welcher maximalen Segmentla¨nge, mit einem signifikanten Diskretisierungsfehler im
Risiko zu rechnen ist. Zur Untersuchung wird eine einfache Pfadberechnung durch-
gefu¨hrt und das Risiko bzw. die beno¨tigte Rechenzeit bei Variation der Segmentla¨nge
ermittelt. Das Szenario ist in Abbildung 5.6 zu sehen. Darin soll das Risiko fu¨r einen
linearen Pfad in einer konstanten Ho¨he von 150 m u¨ber Grund geplant werden. We-
gen der Linearita¨t des Pfades gestaltet sich die Vorgabe der Segmentla¨nge besonders
einfach. Der Flugpfad ist u¨ber 4000 m lang und fu¨hrt u¨ber Regionen mit verschiede-
nem Schadenspotential, wodurch eine mo¨glichst heterogene Planungsumgebung ge-
schaffen wird. Dieser Effekt wird durch die Triangulation der Risikopolygone in kleine
Dreiecke zusa¨tzlich versta¨rkt.
Der Verlauf der Rechenzeit ist in Abbildung 5.7 u¨ber der Segmentla¨nge in doppellogar-
tihmischer Darstellung eingetragen. Die Auswertung der entstandenen Gerade ergibt
den Zusammenhang
T =
KT
LSegment
(5.8)
zwischen der Rechenzeit T und der Segmentla¨nge LSegment. Die Konstante KT be-
tra¨gt in diesem Beispiel 150 [m · s]. Fu¨hrt man die Anzahl an Segmenten
nSegmente =
LPfad
LSegment
(5.9)
ein und ersetzt damit die Segmentla¨nge in Gleichung 5.8, erha¨lt man einen linearen
Zusammenhang zwischen der Anzahl an Segmenten und der Rechenzeit:
T = nSegmente ·KT · LPfad (5.10)
Die Gleichungen 5.8 und 5.10 zeigen, dass die Rechenzeit durch die Wahl der Seg-
mentla¨nge direkt beeinflusst werden kann.
Das ermittelte Pfadrisiko ist in Abbildung 5.8 u¨ber der Segmentla¨nge aufgetragen.
Fu¨r sehr kleine Segmente konvergiert das Risiko zu einem Wert von etwa 4,5 · 10−8.
Ab einer Segmentla¨nge von 160 m werden zu wenig Landebereiche erzeugt, um das
Schadenspotential am Boden ausreichend aufzulo¨sen, sodass es zu Abweichungen
kommt. Eine weitere Erho¨hung der Segmentla¨nge fu¨hrt zu einer numerischen Instabi-
lita¨t der Rechnung, die ab etwa 350 m deutlich zu erkennen ist.
Damit ist gezeigt, dass die Rechenzeit nicht beliebig durch die Vergro¨ßerung der Re-
chenzeit verringert werden kann, ohne die Genauigkeit der Risikoberechnung zu ver-
schlechtern.
Institut und Lehrstuhl fu¨r Flugsystemdynamik | RWTH Aachen 68
Kapitel 5. Auswertung der Ergebnisse
Abbildung 5.7.: Verlauf der Berechnungszeit3bei Variation der Segmentla¨nge in doppelloga-
rithmischer Darstellung
Abbildung 5.8.: Verlauf des Pfadrisikos bei Variation der Segmentla¨nge. Zur besseren Darstel-
lung ist die Segmentla¨nge logarithmisch aufgetragen.
5.6. Demonstration der risiko-minimalen Pfadplanung an
einem realen Beispiel
Zum Abschluss der Arbeit soll die entwickelte Kostenfunktion fu¨r die Planung einer
Flugstrecke in einem realistischen Szenario verwendet werden. Den Planungsraum
bildet die na¨here Umgebung des in den Bayerischen Alpen gelegenen Tegernsees,
fu¨r die ein detailliertes Ho¨henmodell und eine Schadenspotentialkarte verfu¨gbar sind.
Die Planungsaufgabe besteht darin, einen Transport von der westlichen Uferseite des
Sees zur gegenu¨berliegenden o¨stlichen Uferseite mit dem Luftfahrzeug Prometheus
durchzufu¨hren. Die Reisefluggeschwindigkeit soll 35 m/s (126 km/h) betragen. Da sich
am Seeufer viele Ferienha¨user befinden, liegen die Start- und Landepunkte einige
hundert Meter vom Ufer entfernt, auf den umliegenden Bergen und sind circa 6100 m
Luftlinie voneinander entfernt. Der Flug soll an einem sommerlichen Tag durchgefu¨hrt
werden, so dass mit der Anwesenheit vieler Badega¨ste und Boote auf dem See zu
3Berechnet auf einem Desktop-Computer mit Intel Core i7-2600 CPU @ 3,4 GHz und 8 GB RAM
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rechnen ist. Deshalb wird dem See ein entsprechend hohes Schadenspotential zu-
gewiesen. Ein noch ho¨heres Potential haben die umliegenden Ortschaften, die es zu
meiden gilt.
Tegern
see
N
Start
Ziel
Abbildung 5.9.: Draufsicht auf das Tegernseeszenario, der risiko-minimale Flugpfad ist in
Gru¨n, der zeitoptimale Pfad in Blau eingezeichnet.
Start
Ziel
Abbildung 5.10.: Seitenansicht auf das Szenario, Blickrichtung Su¨den
Zur Lo¨sung der Planungsaufgabe wird wieder eine probabilistic roadmap erstellt. Da-
mit dem Planer eine ausreichende Anzahl an Pfaden zur Verfu¨gung steht, deckt die
roadmap einen 120 Quadratkilometer großen Bereich rund um den circa acht Qua-
dratkilometer großen See ab. Zudem kann bis zu einer Flugho¨he von 2000 m u¨ber
dem Meeresspiegel geplant werden, sodass theoretisch alle Berge in der Na¨he des
Sees deutlich u¨berflogen werden ko¨nnen. Die erzeugte roadmap verfu¨gt u¨ber 1427
Knoten, die u¨ber 5973 Kanten miteinander verbunden sind.
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Das Ergebnis der Pfadplanung ist in den Abbildungen 5.9 und 5.10 zu sehen. Damit
das Ho¨henprofil der Alpen besser dargestellt werden kann, wurden beide Abbildungen
mit Hilfe der Open-Source-Software QGIS4 erzeugt. Darin ist zu erkennen, dass der
risiko-minimale Pfad, in gru¨ner Farbe eingezeichnet, nicht direkt u¨ber den See fu¨hrt,
sondern stattdessen u¨ber die umliegenden, unbesiedelten Berge ausgewichen wird.
Der Ho¨henverlauf des Pfades passt sich weitgehend dem des u¨berflogenen Gela¨ndes
an, damit einerseits genug Ho¨he fu¨r die Bremswirkung des Fallschirms zur Verfu¨gung
steht und andererseits der Landebereich so klein wie mo¨glich gehalten wird. Das Pfa-
drisiko betra¨gt 2,58 · 10−8, die Flugzeit etwa sechseinhalb Minuten. Zum Vergleich ist
in beiden gezeigten Abbildungen der zeitoptimale Pfad, der direkt u¨ber den See fu¨hrt,
in blauer Farbe eingezeichnet. Dessen Flugzeit ist mit etwa drei Minuten weniger als
halb so lang, hat mit einem Wert von 5,29 · 10−8 jedoch ein etwa zweifach erho¨htes
Risiko.
4QGIS ist ein Geoinformationssystem, mit dessen Hilfe Vektor- und Rasterdaten u.a. aufbereitet und
betrachtet werden ko¨nnen.
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6. Zusammenfassung und Ausblick
Ausgehend vom konkret betrachteten Fall der Terminierung eines autonom durch-
gefu¨hrten Fluges durch einen Rettungsfallschirm, konnte in dieser Arbeit eine Me-
thode entwickelt werden, die die daraus resultierende Gefa¨hrdung fu¨r Personen am
Boden minimiert. Dies geschieht, indem das Risiko fu¨r vorgeplante Flugwege von ei-
ner Kostenfunktion gescha¨tzt wird, so dass sie von einem Planungsalgorithmus fu¨r
einen risiko-minimal geplanten Pfad genutzt werden kann. Die Kostenfunktion berech-
net das Risiko aus drei verschiedenen Anteilen, die die zeitlichen, ra¨umlichen und
physikalischen Faktoren der Flugterminierung beru¨cksichtigen. Weitere Einflu¨sse, wie
der mittlere Wind oder die Masse des betrachteten UAVs, werden ebenfalls beachtet
und ko¨nnen einfach an vera¨nderte Gegebenheiten angepasst werden.
Fu¨r die Vorhersage mo¨glicher Trajektorien des Fluggera¨tes nach der Flugterminie-
rung, wurde eine normalverteilte zeitdiskrete Zustandspra¨diktion (NZZP) verwendet,
die einen normalverteilten Landebereich errechnet. Die Gestalt dieses Landebereichs
wurde mit Hilfe einer Monte-Carlo-Simulation derart abgescha¨tzt, sodass dieser, zu-
sammen mit einer Information u¨ber die Schadenswerte am Boden, den ra¨umlichen
Anteil des Risikos konservativ beziffert. Die Schadenswerte wurden durch eine nor-
mierte Schadenspotentialkarte erfasst.
Abschließend wurde die geschaffene Kostenfunktion im MiPlEx-Planungsframework
des Instituts fu¨r Flugsystemtechnik am DLR in Braunschweig eingesetzt. Dort diente
sie zur Berechnung der Kantenkosten einer probabilistic roadmap. Mit ihr konnten
anhand einfacher Beispielszenarien verschiedene Eigenschaften der Kostenfunktion
untersucht und zudem die risiko-minimale Bahnplanung in einem realen Planungssze-
nario demonstriert werden.
Weiterfu¨hrende Arbeiten ko¨nnen sich mit der Validierung der Risikoberechnung
bescha¨ftigen. Beispielsweise indem nachgewiesen oder widerlegt wird, dass der Lan-
debereich normalverteilt ist, bzw. welchen Fehler die Verwendung der Normalvertei-
lung hervorruft. Dies ko¨nnte durch eine Monte-Carlo-Simulation geschehen, die dann
nicht mehr zur Parameterscha¨tzung der NZZP verwendet wird. Des Weiteren ko¨nnte
man die Genauigkeit der Risikoberechnung erho¨hen, indem bessere Berechnungs-
verfahren fu¨r die Trefferwahrscheinlichkeit, wie beispielsweise in [DH80] beschrieben,
eingesetzt werden.
Eine weitere Mo¨glichkeit zur Steigerung der Genauigkeit wa¨re die Verwendung detail-
lierter kinematischer Gleichungen und mehr Zustandsgro¨ßen zur Beschreibung des
betrachteten Luftfahrzeugmodells. Zusa¨tzlich ko¨nnten weitere Terminierungsverfah-
ren bzw. Fehlerfa¨lle simuliert und ausgewertet werden. Eine weitere Verbesserung
der Aussagefa¨higkeit des berechneten Risikos wa¨re die Erweiterung der Schadens-
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potentialkarte um mehr Informationen zu den Schadenswerten am Boden, beispiels-
weise durch Daten zur Bevo¨lkerungsdichte oder Standorte von sicherheitskritischen
Objekten, wie Kraftwerke, Hauptverkehrswege, Fußballstadien und andere Versamm-
lungsorte.
Neben der vorgestellten Laufzeitoptimierung durch die Anpassung der Segmentla¨nge
(vgl. Abschnitt 5.5) ko¨nnten die Ergebnisse der NZZP durch die Nutzung von Transfer-
funktionen (vgl. [PR09]) oder vorberechnete Lookup-Tabellen wiederverwendet wer-
den, so dass sich die Laufzeit der Risikoberechnung weiter verku¨rzt.
Zuletzt ko¨nnte eine Gewichtungsfunktion fu¨r die verschiedenen Risikoanteile dafu¨r ver-
wendet werden, die Kostenfunktion fu¨r ein gewu¨nschtes Planungsverhalten abzustim-
men.
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A.1. Zahlenwerte der verwendeten Parameter
Parameter Symbol Wert Einheit
Masse des UAVs m 25 kg
Widerstandsbeiwert des Fallschirms cD,Para 1,75 -
Referenzfla¨che des geo¨ffneten Fallschirms SPara 30 m
2
Verzo¨gerungszeit der Fallschirmo¨ffnung TPara 20 sec
maximale Bahngeschwindigkeit VK,max 50
m
s
Wahrscheinlichkeit fu¨r kritischen Fehler PCF 10
−2 1
h
Landewahrscheinlichkeit PLand 1− 10−3 -
Trefferwahrscheinlichkeit fu¨r Landebereich PTreffer,LB 1− 10−6 -
Zeitschritt ∆t 0,1 sec
Faktor fu¨r horizontale Windschwankungen δW 4 -
Faktor fu¨r vertikale Windschwankungen ǫW 4 -
Anfangswert fu¨r
horizontale Positionsunsicherheit σx,0, σy,0, 5 m
vertikale Positionsunsicherheit σz,0 5 m
Unsicherheit der Fluggeschwindigkeit σVA,0 45
m
s
Unsicherheit der vertikalen Flugbahn σγA,0 0,05 rad
Unsicherheit der horizontalen Flugbahn σχA,0 0,55 rad
Unsicherheit der stationa¨ren Windgeschwindigkeit σVW ,0 47
m
s
Unsicherheit der stationa¨ren vertikalen Windrichtung σγW ,0 0,1 rad
Unsicherheit der stationa¨ren horizontalen Windrichtung σχW ,0 1,8 rad
Standardabweichung der Windschwankung σbx,0, σby ,0, σbz ,0 1
m
s
kin. Energie fu¨r 50 % Letalita¨tsrate α 10.000 J
kin. Energie fu¨r to¨dl. Verletzung ungeschu¨tzer Personen β 2.000 J
Schutzparameter ps 0,1 −
maximale Segmentla¨nge Lmax 10 m
maximale laterale Segmentabweichung hmax 0,7 m
Tabelle A.1.: Verwendete Parameter nach konservativer Abscha¨tzung, unter anderem mit der
Monte-Carlo-Simulation
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Parameter Symbol Wert Einheit
Faktor fu¨r horizontale Windschwankungen δW 1 -
Faktor fu¨r vertikale Windschwankungen ǫW 1 -
Anfangswert fu¨r
horizontale Positionsunsicherheit σx,0, σy,0, 1 m
vertikale Positionsunsicherheit σz,0 5 m
Unsicherheit der Fluggeschwindigkeit σVA,0 6
m
s
Unsicherheit der vertikalen Flugbahn σγA,0 0,1 rad
Unsicherheit der horizontalen Flugbahn σχA,0 0,15 rad
Unsicherheit der stationa¨ren Windgeschwindigkeit σVW ,0 6
m
s
Unsicherheit der stationa¨ren vertikalen Windrichtung σγW ,0 0,1 rad
Unsicherheit der stationa¨ren horizontalen Windrichtung σχW ,0 0,4 rad
Tabelle A.2.: Parameter fu¨r Risikorechnung mit verringerten Unsicherheiten; die Tabelle zeigt
nur die gea¨nderten Variablen aus der Tabelle A.1.
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A.2. Monte-Carlo-Simulation
mittlerer Wind
Turbulenzen
Wellenprofil
diskrete Böen
+
Bewegungsgleichungen
Position
Wind
Anfangsbedingungen
Windparameter
Position
Lagewinkel
Geschwindigkeit
Simulationsparameter 
Initialisieren
Referenzzustand bestimmen
Landepunkt 
speichern
UAV gelandet
Experimente
ausstehend
Vorgegebene 
Experimentanzahl erreicht
UAV in der
Luft
Abbildung A.1.: Prozessdiagramm der Monte-Carlo-Simulation
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