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Abstract
The loss of ultracold trapped atoms due to deeply inelastic reactions has previously been taken
into account in effective field theories for low-energy atoms by adding local anti-Hermitian terms
to the effective Hamiltonian. Here we show that when multi-atom systems are considered, an
additional modification is required in the equation governing the density matrix. We define an
effective density matrix by tracing over the states containing high-momentum atoms produced
by deeply inelastic reactions. We show that it satisfies a Lindblad equation, with local Lindblad
operators determined by the local anti-Hermitian terms in the effective Hamiltonian. We use the
Lindblad equation to derive the universal relation for the two-atom inelastic loss rate for fermions
with two spin states and the universal relation for the three-atom inelastic loss rate for identical
bosons.
PACS numbers: 03.65.Yz, 67.85.-d, 34.50.-s
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I. INTRODUCTION
The development of technologies to trap and cool neutral atoms has led to the emergence
of cold atom physics as a new subfield of atomic physics. The atoms can be cooled to
temperatures that are orders of magnitude smaller than the tiny differences between the
hyperfine energy levels of the atoms. Many of the most important loss processes for ultracold
atoms involve deeply inelastic reactions, which produce atoms with kinetic energies much
larger than those of the cold trapped atoms. One such process is three-body recombination,
in which a collision of three low-energy atoms results in the binding of two of the atoms into
a diatomic molecule. If the binding energy of the molecule is large compared to the energy
scale of the cold atoms, the momenta of the molecule and the recoiling atom are often large
enough for them to escape from the trapping potential for the atoms.
Ultracold atoms can be described by a local nonrelativistic effective field theory for which
the coupling constant is the scattering length [1]. Local effective field theories can be ap-
plied most rigorously to a system in which there is an energy gap separating the low-energy
particles described explicitly by the effective field theory from the higher-momentum parti-
cles [2–6]. In a system consisting of low-energy atoms, conservation of energy ensures that
a high-momentum atom can only appear through a virtual state that, by the time-energy
uncertainty principle, has a short lifetime. During that short lifetime, the high-momentum
atom can propagate only over a short distance. Its effects on low-energy atoms are therefore
restricted to short distances. These effects can be reproduced by local Hermitian operators
in the Hamiltonian for the effective field theory.
Local effective field theories have also been applied to systems with deeply inelastic
reactions that produce particles with momenta too large to be described accurately within
the effective field theory. For example, a deeply inelastic three-body recombination event
produces a molecule and an atom whose momenta may be outside the domain of validity
of the effective theory. The large energy release from the inelastic reaction comes from
the conversion of rest energy into kinetic energy. The standard argument for the locality
of the effective field theory does not apply. The particles with large momenta produced
by the inelastic reaction can propagate over arbitrarily long distances, so their effects on
low-energy particles are not obviously restricted to short distances. Nevertheless, there are
general arguments based on the uncertainty principle that indicate that their effects can
be taken into account systematically through local anti-Hermitian operators in the effective
Hamiltonian [7]. The effective Hamiltonian can be expressed as Heff = H − iK, where H
and K are Hermitian.
The dynamics of a multi-atom system with deeply inelastic reactions is conveniently
described by a density matrix. A system that starts as a pure quantum state with n low-
energy atoms evolves into a mixed quantum state that is a superposition of a state with n
low-energy atoms and states with fewer low-energy atoms, as the inelastic reactions shift
probability from the low-energy atoms into the high-momentum atoms. An effective density
matrix ρ can be defined by tracing the density matrix over states containing high-momentum
atoms. Naively we might expect the time evolution equation for ρ to be
ih¯
d
dt
ρ
?
= Heffρ− ρHeff = [H, ρ]− i {K, ρ} . (1)
As we will demonstrate in this paper, the correct evolution equation for the effective density
matrix is the Lindblad equation [8, 9], which has an additional term. The Lindblad equation
arises in the quantum information theory of open quantum systems. An open quantum
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system consists of all the degrees of freedom of both the subsystem of interest and the
environment. Under special circumstances, the density matrix for the subsystem evolves in
time according to the Lindblad equation. In the Lindblad equation for the density matrix of
an effective field theory obtained by integrating out deeply inelastic reactions, the additional
Lindblad term is local, and it can be deduced from the local anti-Hermitian terms in the
effective Hamiltonian.
An open quantum system in which the subsystem of interest is a field theory is called
an open effective field theory [10, 11]. Grozdanov and Polonyi have proposed that an open
effective field theory for the hydrodynamic modes of a quantum field theory can be used as
a framework for deriving dissipative hydrodynamics [10]. Burgess, Holman, Tasinato, and
Williams have applied open effective field theory to the super-Hubble modes of primordial
quantum fluctuations in the early universe [11, 12]. In the stochastic inflation framework,
the master equation is the Lindblad equation. Since the density matrix for an effective field
theory in which deeply inelastic reaction products have been integrated out satisfies the
Lindblad equation, this system can also be regarded as an open effective field theory [7]. In
this case, the environment consists of the high-momentum particles produced by the deeply
inelastic reactions.
The paper is organized as follows. In Section II, we summarize the basic properties of
the density matrix and we introduce the Lindblad equation. In Section III, we explain how
integrating out deeply inelastic reaction products results in local operators in the effective
Lagrangian density. We also explain why the effective density matrix obtained by trac-
ing over states that include deeply inelastic reaction products must satisfy the Lindblad
equation. In Section IV, we apply the Lindblad equation to the mean number of low-energy
atoms. We derive the universal relation for the two-atom inelastic loss rate for fermions with
two spin states and the universal relation for the three-atom inelastic loss rate for identical
bosons. Our results are summarized briefly in Section V. In an Appendix, we demonstrate
how the Lindblad equation for the density matrix emerges from the diagrammatic analysis
of a simple field theory model with a deeply inelastic two-atom scattering reaction.
II. DENSITY MATRIX
The density matrix can be used to describe pure quantum states, mixed quantum states,
and statistical ensembles of quantum states. The dynamics of a multi-atom system with
atom losses must be described by the density matrix in order to be able to track the losses in
the different n-atom sectors. To lay the foundation for the rest of the paper, we summarize
the key properties of the density matrix and we introduce the Lindblad equation.
A. General Properties
A pure state in a quantum system can be represented by a vector |ψ〉 in a complex vector
space. The time evolution of the quantum state is described by the Schro¨dinger equation:
ih¯(d/dt)|ψ〉 = H|ψ〉, where the Hamiltonian H is a Hermitian operator. The time evolution
preserves the norm 〈ψ|ψ〉 of a state.
An arbitrary statistical ensemble of quantum states can be represented by a density
matrix ρ. The density matrix has the following basic properties:
• It is Hermitian: ρ† = ρ.
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• It is positive: 〈ψ|ρ|ψ〉 ≥ 0 for all nonzero states |ψ〉.
• It can be normalized to have unit trace: Tr(ρ) = 1.
The density matrix can also describe a pure quantum state, in which case ρ2 = ρ.
The time evolution of the density matrix is described by the von Neumann equation:
ih¯
d
dt
ρ = [H, ρ], (2)
which follows from the Schro¨dinger equation for |ψ〉. This evolution equation has the fol-
lowing properties:
• It is linear in ρ.
• It preserves the trace of ρ. It therefore respects the normalization condition Tr(ρ) = 1.
• It is Markovian: the future is determined by the present only. There is no additional
dependence on the past history.
The system average of an operator O can be expressed as the trace of its product with the
density matrix:
〈O〉 = Tr(ρO). (3)
If the operator has no explicit time dependence, the time evolution of the system average is
determined by the evolution equation of ρ in Eq. (2).
B. Lindblad equation
In the field of quantum information theory, the full system is often separated into a
subsystem of interest and its environment [13]. Of particular interest is the decoherence of
the subsystem due to the effects of the environment. The basis for the quantum states of the
full system can be chosen to be direct products of basis states for the subsystem and those
for the environment. A density matrix ρ for the subsystem can be obtained from the density
matrix ρfull for the full system by the partial trace over the states of the environment:
ρ = Trenvironment (ρfull) . (4)
The density matrix for the full system evolves according to the von Neumann equation in
Eq. (2). Given the initial density matrix ρ(t = 0) for the subsystem and a specified initial
state of the environment, the von Neumann equation can in principle be solved to determine
ρ(t) at future times. It is possible in principle to construct a self-contained differential
equation for ρ(t), but its evolution is non-Markovian [13]. The time derivative of ρ(t) is
determined by the present density matrix and by its history from time 0 to t. The previous
history is needed to take into account the flow of information between the subsystem and
the environment.
There are situations in which the time evolution of the subsystem can be described ap-
proximately by a self-contained Markovian differential equation. The time during which the
subsystem is observed must be much larger than the time scale for correlations between
the subsystem and the environment. We must also restrict our consideration to the low-
frequency behavior of the subsystem, which can be accomplished by smoothing out over
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times larger than the correlation time scale. The density matrix ρ for the subsystem neces-
sarily satisfies the three basic properties listed before Eq. (2): it is Hermitian, it is positive,
and it can be normalized. It would be desirable for its time evolution to also be in accord
with the three basic properties listed after Eq. (2): it should be linear in ρ, it should preserve
the trace of ρ, and it should be Markovian. In 1976, Lindblad and, independently, Gorini,
Kossakowski, and Sudarshan showed that these conditions together with one additional
technical condition require the time evolution equation to have the form [8, 9]
ih¯
d
dt
ρ = [H, ρ]− i
2
∑
n
(
L†nLnρ+ ρL
†
nLn − 2LnρL†n
)
, (5)
where H is a Hermitian operator and the Ln’s are an additional set of operators called
Lindblad operators. The evolution equation in Eq. (5) is called the Lindblad equation. The
linear operator acting on ρ defined by the right side of Eq. (5) is called the Lindbladian.
Thus the Lindbladian is the generator of the time evolution of the density matrix.
The additional technical condition required to derive the Lindblad equation is that the
linear operator that determines the time evolution of ρ should be completely positive [8, 9].
For any complex vector space, this linear operator has a natural extension to an operator
acting on the tensor product of the quantum-state spaces for the subsystem and the other
complex vector space. Complete positivity requires the extension of the operator to be
positive in the larger space. An accessible derivation of the Lindblad equation can be found
in lecture notes on quantum information and computation by John Preskill [13].
The Lindblad equation in Eq. (5) can be expressed in the form
ih¯
d
dt
ρ = [H, ρ]− i {K, ρ}+ i
∑
n
LnρL
†
n, (6)
where the Hermitian operator K is
K =
1
2
∑
n
L†nLn. (7)
Comparison with the naive evolution equation in Eq. (1) reveals that H − iK can be inter-
preted as a non-Hermitian effective Hamiltonian for the subsystem. The additional Lindblad
term in Eq. (6) is necessary to preserve the trace of ρ.
III. EFFECTIVE THEORY FROM DEEPLY INELASTIC REACTIONS
In this section, we review how effective field theories for cold atoms are constructed, with
particular focus on the treatment of deeply inelastic reactions. We first discuss the con-
struction of the effective Lagrangian, and how integrating deeply inelastic reaction products
out of a theory results in new local operators in the effective Lagrangian density. We then
discuss how such a formalism can be used to study multi-particle states by means of an ef-
fective density matrix obtained by tracing over states that include deeply inelastic reaction
products.
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FIG. 1. The amplitude for the elastic scattering process ψψ → ψψ has contributions from
intermediate states φφ, where φ is a different hyperfine state. If φ is a higher hyperfine state,
the virtual atoms can propagate only over short distances, so their effects can be mimicked by
local 2 → 2 operators. If φ is a lower hyperfine state, the virtual atoms can propagate over long
distances, but the imaginary part of the amplitude is still local and can again be mimicked by local
2→ 2 operators.
A. Locality
An effective field theory is obtained by removing (“integrating out”) states from a field
theory. The simplest applications involve removing particles with much higher energies. We
consider atoms with mass M in a specific hyperfine state labelled ψ and with kinetic energies
much smaller than the splitting ∆ between hyperfine states. As illustrated in Fig. 1, there
is a contribution to the elastic scattering amplitude from scattering into a virtual pair of
particles in a higher hyperfine state labelled φ, which then rescatter into atoms in the original
hyperfine state. The virtual atoms are off their energy shells by large amounts of order ∆.
By the time-energy uncertainty principle, the virtual states have short lifetimes of order
h¯/∆, during which the φ atoms can propagate only over short distances much smaller than
the wavelengths of the ψ atoms. The effects of the higher hyperfine states can be modeled
in the effective field theory by a contact interaction of the form ψ†ψ†ψψ, where ψ is the
quantum field that annihilates an atom in the specific hyperfine state ψ. (We use the same
symbol for the label of the hyperfine state and for its quantum field.) The 2 → 2 contact
interaction is the leading term in a series of local operators in the effective Lagrangian that
mimic the effects of the higher hyperfine states to arbitrary precision. This series is obtained
at tree-level by Taylor expanding the scattering amplitude in the momentum transfer and
then writing down terms in the effective Lagrangian density that reproduce this expansion:
δL = g ψ†ψ†ψψ + h∇(ψ†ψ) · ∇(ψ†ψ) + . . . , (8)
where the coefficients g, h, . . . are real valued. The individual operators are renormalized
when loop corrections are included, but the effective theory is still capable of reproducing
the original theory to arbitrary precision provided operators with a sufficient number of
gradients are retained. Operators with n gradients correct the theory at order (q/P )n,
where q is the momentum transfer and P = (M∆)1/2 is the momentum scale associated
with the energy splitting ∆ between the hyperfine states. We have integrated the higher
hyperfine states out of the theory by replacing them by the interactions terms in Eq. (8).
A less obvious opportunity to remove states from the theory arises when atoms in the
hyperfine state ψ scatter inelastically into atoms in a lower hyperfine state φ. Such a
scattering process is an example of a deeply inelastic reaction, in which the difference in the
rest energies of the initial-state and final-state atoms is converted into large kinetic energies of
the final-state atoms. The rate for the deeply inelastic scattering process ψψ → φφ is related
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FIG. 2. The optical theorem relates the imaginary part of the amplitude for ψψ → φφ → ψψ,
where φ is a lower hyperfine state, to the rate for the deeply inelastic scattering process ψψ → φφ.
by the optical theorem to the imaginary part of the amplitude for ψψ → φφ → ψψ (see
Fig. 2). That amplitude is analytic in the momentum transfer q, because the nearest non-
analyticity in the amplitude is at the threshold energy for the φφ state, which is lower by an
amount of order ∆. As a result, we can Taylor expand the amplitude in powers of q/(M∆)1/2
and reproduce this expansion by terms in the effective Lagrangian as in Eq. (8). In this
case, the coefficients g, h, . . . are complex valued. We are particularly interested in their
imaginary parts, which come from the deeply inelastic scattering reaction. These terms
mimic the effects of the lower hyperfine states in the effective theory.
It may seem nonintuitive that the effects of inelastic scattering to on-shell particles can be
mimicked by local operators, because once an atom in the lower hyperfine state φ is created,
it can propagate over long distances. In fact, as far as low-energy atoms in the hyperfine
state ψ are concerned, the inelastic scattering process is quite local. This is because the
reaction region in which the low-energy atoms disappear can be reconstructed by tracking
the inelastic scattering products back to their origin. The inelastic reaction products have
high momenta of order (m∆)1/2 and therefore short wavelengths of order h¯/(m∆)1/2, so
they can locate the decay with a resolution of order h¯/(m∆)1/2. Therefore the reaction is
localized over a region of size h¯/(m∆)1/2, which is very small compared to the wavelengths
of the incoming low-energy atoms.
B. Effective density matrix for decaying atoms
Some aspects of the effective field theory obtained by integrating out deeply inelastic re-
actions are most easily understood by considering a deeply inelastic 1-body reaction, namely
the decay of an atom. The atom could be a metastable excited state, such as the 23S1 state of
4He, which was one of the earliest atoms for which Bose-Einstein condensation was achieved
[14, 15]. The radiative decay of the atom into its ground state is a deeply inelastic reaction.
For simplicity, we assume the ground-state atoms interact weakly with the metastable atoms
and that, once they are produced, the ground-state atoms quickly escape from the system.
The Hamiltonian H − iK for the effective theory is the sum of the Hermitian Hamiltonian
for the metastable atoms and an anti-Hermitian piece −iK. The Hermitian operator K
can be expressed as 1
2
ΓN , where Γ is the decay rate of the metastable atom and N is the
number operator that counts the metastable atoms:
N =
∫
d3r ψ†ψ. (9)
The quantum mechanics of such a theory is unconventional. The effective Hamiltonian
H− iK commutes with the number operator N , so the time evolution generated by H− iK
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does not change the number of atoms in a state. Instead the effects of atom decay must
be taken into account by transferring the probability carried by the n−atom component to
states containing fewer atoms. An n−atom state evolves into a superposition of states with
n and fewer atoms. The norm of a state containing n atoms decreases to zero exponentially
with the decay rate nΓ. This is the correct result: if the probability for one atom to still
be an atom after time t is exp(−Γt), the probability for n atoms to still be n atoms is
exp(−nΓt).
We typically want more information about where the probability goes. An n−atom state
evolves into a superposition of states with n, n − 1, n − 2 . . . atoms. In the full theory,
the superposition can be described by the density matrix ρfull. In the effective theory, we
describe the superposition of states with different atom numbers using an effective density
matrix ρ, from which we remove ground-state atoms by tracing over states that include
them:
ρ ≡ Trdeep (ρfull) . (10)
The subscript “deep” indicates that the partial trace is over states that include deeply
inelastic reaction products. This effective density matrix, like ρfull, is Hermitian, positive,
and has unit trace: Tr(ρ) = 1. These properties follow from the definition in Eq. (10).
Naively we might expect the time evolution equation for ρ to be Eq. (1), which reduces to
i
d
dt
ρ = [H, ρ]− i
2
Γ {N, ρ} . (11)
However this equation does not conserve the total probability Tr(ρ). The correct evolution
equation is the Lindblad equation:
i
d
dt
ρ = [H, ρ]− i
2
Γ {N, ρ}+ iΓ
∫
d3r ψ(r) ρψ†(r). (12)
Time evolution preserves the trace of ρ, because the trace of the additional Lindblad term
cancels the trace of the anticommutator term in Eq. (12).
The role of the Lindblad term is easily understood if we use the evolution equation to
calculate the rate of change of the probability Pn(t) for finding n metastable atoms in the
system. This probability can be expressed as the partial trace of ρ over states |Xn〉 that
contain n atoms:
Pn(t) ≡
∑
Xn
〈Xn|ρ(t)|Xn〉. (13)
The partial trace of the evolution equation in Eq. (12) gives
d
dt
Pn(t) = −nΓPn(t) + (n+ 1)ΓPn+1(t). (14)
The partial trace of the commutator term in Eq. (12) is 0, because the operator H does
not change the atom number. This allows a complete set of n−atom states to be inserted
between H and ρ. The partial trace of the anticommutator term in Eq. (12) gives −nΓPn,
which is the rate at which probability leaves the n−atom sector because of the decay of
an atom. The partial trace of the Lindblad term in Eq. (12) gives +(n + 1)ΓPn+1, which
is the rate at which probability enters the n−atom sector from the decay of an atom in
the (n + 1)−atom sector. This expression can be obtained by inserting complete sets of
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(n + 1)−atom states on the left and right of ρ in the Lindblad term in Eq. (12) and then
rearranging the factors to give
iΓ
∑
Xn+1
∑
X′n+1
〈X ′n+1|ρ|Xn+1〉〈Xn+1|N |X ′n+1〉. (15)
The number operator N , which is given in Eq. (9), was obtained by replacing the sum of
|Xn〉〈Xn| between ψ†(r) and ψ(r) by the identity operator. The number operator in Eq. (15)
can be replaced by its eigenvalue n+ 1.
The Lindblad term in Eq. (12) is essential to get the correct physical behavior for the
time evolution of the total number of metastable atoms. The expectation value of the atom
number is
N(t) ≡ Tr(Nρ(t)) = ∑
n
nPn(t). (16)
We can use Eq. (14) to determine the time dependence of N(t):
d
dt
N(t) = −Γ
[∑
n
n2Pn(t)−
∑
n
n(n+ 1)Pn+1(t)
]
. (17)
After shifting the index of the second term on the right side, we obtain
d
dt
N(t) = −ΓN. (18)
This implies that N(t) = N0 exp(−Γt), as expected for a collection of atoms with decay rate
Γ.
C. Effective density matrix from deeply inelastic reactions
We now consider a more general effective field theory obtained by integrating out the
reaction products from deeply inelastic reactions. By the arguments presented in Sec. III A,
the effects of the deeply inelastic reactions can be reproduced by local anti-Hermitian terms
in the effective Hamiltonian. The effective Hamiltonian can be expressed in the form Heff =
H − iK, where H and K are both Hermitian operators. The operator K can be expressed
in the form
K =
∑
i
γi
∫
d3rΦ†iΦi, (19)
where the local operators Φi(r) annihilate low-energy atoms in configurations corresponding
to inelastic reactions. The real constants γi can be determined by matching low-energy
observables in the full theory and in the effective theory.
The Hamiltonian H − iK commutes with the number operator N for low-energy atoms,
so the time evolution generated by H− iK does not change the number of low-energy atoms
in a state. Instead the effects of the deeply inelastic reactions must be taken into account
by transferring the probability carried by the n−atom component to states containing fewer
atoms. The norm of a state containing n atoms decreases to zero at a rate that increases
with n. An n−atom state evolves into a superposition of states with n and fewer atoms. We
describe this superposition of states using an effective density matrix ρ defined by tracing
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over the deeply inelastic decay products as in Eq. (10). More precisely, we trace out any
state containing an atom with momentum exceeding the ultraviolet cutoff of the effective
field theory. The effective density matrix, like the underlying density matrix, is Hermitian,
positive, and it has unit trace: Tr(ρ) = 1. These properties follow from the definition in
Eq. (10).
As is familiar in the field of quantum information [13], the definition of the effective
density matrix ρ as the partial trace in Eq. (10) implies that ρ(t) satisfies a self-contained
time evolution equation that is completely determined by ρ and by the full density matrix
ρfull(0) at some initial time. This evolution equation is however non-Markovian: the time
derivative (d/dt)ρ(t) is determined not only by ρ(t) but also by ρ(t′) at the earlier times
0 < t′ < t. This dependence on the history takes into account the effects of high-momentum
atoms that are produced by inelastic reactions and subsequently interact with the low-energy
atoms. However the density matrix ρ(t) for the effective theory does not need to reproduce
the full density matrix on short time scales of order h¯/Edeep. It is sufficient to reproduce
its effects after time averaging over time intervals much larger than h¯/Edeep. This time
average removes transients associated with high-momentum atoms that cannot be described
accurately within the effective field theory. It is only after removing these transients that it
is possible to have a density matrix ρ(t) that is Markovian. Thus the proper definition of
the effective density matrix requires that the partial trace in Eq. (10) be supplemented by
an appropriate time average that makes ρ(t) Markovian.
Naively we might expect the time evolution equation for ρ to be Eq. (1), where K is
the Hermitian operator in Eq. (19). However, this equation does not conserve the total
probability Tr(ρ). The correct evolution equation is the Lindblad equation:
ih¯
d
dt
ρ = [H, ρ]− i {K, ρ}+ 2i
∑
i
γi
∫
d3rΦiρΦ
†
i . (20)
As in Eq. (12), the trace of the additional Lindblad term cancels the trace of the anti-
commutator term. The local operators Φi(r), which annihilate configurations of low-energy
atoms that can undergo a deeply inelastic reaction, are the Lindblad operators. In quantum
information theory, a Lindblad operator is sometimes called a quantum jump operator. In
the low-energy effective theory, a Lindblad operator produces a jump to a state with a dif-
ferent low-energy atom number. Given the form of K in Eq. (19), the Lindblad equation is
a necessary consequence of our physical requirements on the effective density matrix: ρ is
Hermitian, positive, has unit trace, and it is Markovian. An explicit diagrammatic illustra-
tion of the emergence of the Lindblad equation from tracing over states that include deeply
inelastic reaction products is given in Appendix A.
In order to obtain the Lindblad equation in Eq. (20), it is essential that K have the
structure shown in Eq. (19). A more generic form for this operator is
K =
∫
d3r
∑
ij
cijΦ
†
i (r)Φj(r), (21)
where cij is a positive Hermitian matrix. It is a Hermitian matrix, because K is Hermitian by
definition. It is guaranteed to be a positive matrix by the optical theorem, which implies that
the T matrix satisfies −i(T−T †) = T †T . Matrix elements of K reproduce the anti-Hermitian
parts of scattering amplitudes 〈b|T |a〉, where |a〉 and |b〉 are states in the effective theory
that are connected by intermediate deeply inelastic reaction channels. The Hermitian parts
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of these amplitudes are reproduced by H. The optical theorem guarantees the positivity of
the anti-Hermitian parts. The double sum in Eq. (21) is easily rewritten in the canonical
form in Eq. (19) by expanding cij in terms of outer products of its eigenvectors.
IV. ATOM LOSS FROM DEEPLY INELASTIC REACTIONS
In this section, we use the Lindblad equation to determine the time evolution of the
mean number of low-energy atoms, which can be changed by deeply inelastic reactions. We
also derive universal relations for the inelastic two-atom loss rate for fermions with two spin
states and for the inelastic three-atom loss rate for identical bosons.
A. Mean Atom Number
We consider an open effective field theory with effective Hamiltonian Heff = H − iK,
where H and K are Hermitian. The Hermitian operator K in the anti-Hermitian part can
be expressed in terms of local Lindblad operators Φi(r) as in Eq. (19). The time evolution
of the density matrix ρ for the effective field theory is given by the Lindblad equation in
Eq. (20).
We reconsider an atom number operator N that is conserved by the reactions in the
effective field theory but is violated by deeply inelastic reactions in the full theory. Since
Lindbladian time evolution preserves the trace of ρ, the system average of N can be expressed
as
〈N〉 = Tr(ρN). (22)
The statement that N is conserved by the reactions in the effective theory can be expressed
as the commutation relation [
N,H
]
= 0. (23)
The inelastic reaction responsible for the Φ†iΦi term in K changes the atom number N by
some integer ki. This statement can be expressed as a commutation relation:[
N,Φi(r)
]
= −kiΦi(r). (24)
We now consider the time evolution of 〈N〉. By taking the time derivative of Tr(ρN),
inserting the time evolution equation in Eq. (20), and rearranging the terms, we get
d
dt
〈N〉 = − i
h¯
Tr(ρ[N,H])− 1
h¯
∑
i
γi
∫
d3rTr
(
ρ(NΦ†iΦi + Φ
†
iΦiN − 2Φ†iNΦi)
)
. (25)
The first term on the right side vanishes, because N commutes with H. By using the
commutation relation in Eq. (24) in the second term on the right side, the rate of change of
atom number reduces to
d
dt
〈N〉 = −2
h¯
∑
i
kiγi
∫
d3r 〈Φ†iΦi〉. (26)
The rate of change in 〈N〉 has been expressed as a sum of expectation values of the same
terms that appear in the expression for K in Eq. (19) but multiplied by integers ki.
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B. Three-Body Recombination Rate
The atoms that are studied in cold atom experiments can form deeply bound diatomic
molecules whose binding energies are orders of magnitude larger than the energy scales of
the cold trapped atoms. Three-body recombination, in which three low-energy atoms collide
and two of them bind into a molecule, is a deeply inelastic reaction if the molecule is deeply
bound. The momenta of the outgoing molecule and the recoiling atom are often large enough
for them to escape from the trapping potential. In a locally homogeneous gas of atoms in
thermal equilibrium, the rate of decrease in the local number density nA of low-energy atoms
can be expressed as a rate equation:
(d/dt)nA = −3K3(T )n3A, (27)
where K3(T ) is the 3-body recombination event rate constant, which depends on the tem-
perature T .
Bosonic atoms that are all in the same hyperfine state can be described by an effective
field theory with a quantum field ψ. At the low temperatures in cold atom experiments,
the only relevant interaction between the atoms is S-wave scattering, whose strength is
determined by the scattering length a. The interaction term in the Hamiltonian is
Hint = (2pih¯
2a/m)
∫
d3r ψ†2ψ2. (28)
This interaction term can be treated using perturbation theory, provided the scattering
length a is not much larger than the range of the interactions between the atoms, which for
ultracold atoms is the van der Waals length scale.
We now consider a deeply inelastic three-body recombination reaction that produces a
diatomic molecule with binding energy much larger than the temperature T . Its effect on
low-energy atoms can be described in the effective field theory by adding to the effective
Hamiltonian the anti-Hermitian term −iK, where the local Hermitian operator K is
K = (h¯K3/12)
∫
d3r (ψ3)†ψ3, (29)
and where K3 is a constant that does not depend on the temperature. The expression for K
in Eq. (29) has a single term with Lindblad operator Φi = ψ
3 and coefficient γi = h¯K3/12.
The expression for the atom loss rate in Eq. (26) thus has a single term with integer ki = 3.
In a locally homogeneous system of atoms, the local version of the loss rate in Eq. (26) is
d
dt
〈ψ†ψ〉 = −K3
2
〈(ψ3)†ψ3〉. (30)
The expectation value of ψ†ψ is the local number density: nA = 〈ψ†ψ〉. In a thermal gas, the
expectation value of (ψ3)†ψ3 is 6n3A. Comparing with Eq. (27), we see that the constant K3
in Eq. (29) is the T → 0 limit of the 3-body recombination event rate constant K3(T ). Its
temperature dependence is negligible, because kT is much smaller than the binding energy
of the molecule. In a Bose-Einstein condensate at zero temperature, the expectation value
of (ψ3)†ψ3 can be expressed as |〈ψ〉3|2 = n3A, where 〈ψ〉 is the mean field. The atom loss
rate is given by Eq. (27) except that the prefactor on the right side is smaller than for a
thermal gas by a factor of 1/6.
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C. Inelastic Two-Atom Loss Rate
In cold atom experiments, the scattering length a can be controlled experimentally by
tuning an external magnetic field to near a Feshbach resonance. If a is much larger than the
range of the interactions between the atoms, which for ultracold atoms is the van der Waals
length scale, the interactions must be treated nonperturbatively.
Fermionic atoms in two hyperfine states 1 and 2 with scattering length a can be described
by an effective field theory with quantum fields ψ1 and ψ2. The interaction term in the
Hamiltonian can be expressed as
Hint =
g0
m
∫
d3r
(
ψ2ψ1
)†(
ψ2ψ1
)
, (31)
where g0 is the bare coupling constant. If the ultraviolet cutoff Λ is imposed on the momenta
of virtual atoms, the bare coupling constant is
g0 =
4pi
1/a− (2/pi)Λ . (32)
If the pair of atoms in the hyperfine states 1 and 2 has a spin-relaxation scattering channel
into a pair atoms in lower hyperfine states 3 and 4, the optical theorem implies that the
scattering length a is complex with a small negative imaginary part. The energy release from
the spin-relaxation reaction is much larger than the energy scales for ultracold atoms, so
this is a deeply inelastic reaction. The high-momentum atoms in the hyperfine states 3 and
4 can be integrated out to get an effective field theory for low-energy atoms in the hyperfine
states 1 and 2 only. The interaction term in the Hamiltonian is still that in Eq. (28), except
that now Hint has an anti-Hermitian part because the complex scattering length a makes
the bare coupling constant g0 in Eq. (32) complex.
Determining the loss rate of atoms due to the deeply inelastic spin-relaxation reaction is
not trivial, because the large scattering length makes the problem nonperturbative. However,
an exact result for the inelastic two-atom loss rate in any state has been proposed by Shina
Tan [16]. The rates of decrease in the numbers N1 and N2 of atoms in the two hyperfine
states are given by the universal relation
d
dt
〈N1〉 = d
dt
〈N2〉 = − h¯
2pim
Im
(
1/a
)
C, (33)
where C is a property of the system called the contact. The coefficient of C, which is
proportional to the imaginary part of 1/a, is determined by 2-body physics. The contact was
first introduced by Shina Tan in 2005 [17, 18]. It is the thermodynamic variable conjugate
to 1/a. The contact C is an extensive variable: it is the integral over space of the contact
density C, which measures the number of 1-2 pairs per (volume)4/3. (The unusual power of
volume arises from an anomalous dimension associated with a non-Gaussian renormalization
group fixed point [19].) Shina Tan derived other universal relations involving the contact
that hold for any state of the system [17, 18]. They include the “adiabatic relation” that
specifies how the free energy of a system is affected by a change in the scattering length [18]:
d
d(1/a)
F = − h¯
2
4pim
C. (34)
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Many other universal relations involving the contact were subsequently derived [19].
The universal relation for the inelastic two-atom loss rate in Eq. (33) can be derived by
expressing the Hermitian operator K in the effective Hamiltonian H − iK as
K =
h¯2
4pim
Im
(
1/a
) ∫
d3rΦ†Φ, (35)
where the local Lindblad operator is
Φ = g0ψ2ψ1. (36)
The operator product ψ2ψ1 is singular: its matrix elements diverge linearly with the cutoff
Λ. The multiplication by g0, which according to Eq. (32) decreases as 1/Λ for large Λ,
makes Φ a finite operator whose matrix elements have well-behaved limits as Λ→∞. In a
spin-relaxation scattering reaction, the decreases in the atom numbers N1 and N2 are both
ki = 1. According to Eq. (26), the rates of decrease in their system averages are therefore
d
dt
〈N1〉 = d
dt
〈N2〉 = − h¯
2pim
Im
(
1/a
) ∫
d3r
〈
Φ†Φ
〉
. (37)
The universal loss rate in Eq. (33) then follows from the identification of the contact density
as [20]
C = 〈Φ†Φ〉 . (38)
This identification can be verified by using the adiabatic relation in Eq. (34). The only
dependence of the Hamiltonian on the scattering length a is in the interaction term in the
Hamiltonian density Hint in Eq. (28). If the tiny imaginary part of the scattering length is
neglected, the derivative of the Hermitian part H of the effective Hamiltonian with respect
to 1/a is
d
d(1/a)
H = − h¯
2
4pim
∫
d3rΦ†Φ. (39)
By the Feynman-Hellman theorem, the system average of the left side of this equation is the
left side of the adiabatic relation in Eq. (34). With the identification of the contact density
in Eq. (38), the system average of the right side of Eq. (39) is the right side of the adiabatic
relation in Eq. (34). This completes the derivation of the inelastic two-atom loss rate in
Eq. (33) and the adiabatic relation in Eq. (34).
In Ref. [21], the authors presented an incorrect derivation of the universal relation for
the inelastic two-atom loss rate that suggests that there are additional terms on the right
side of Eq. (33). They assumed the density matrix ρ satisfies the naive time evolution
equation in Eq. (1). This equation implies that the number of atoms is conserved, but
that the probability Tr(ρ) decreases with time. In Ref. [21], the authors assumed that the
mean atom number 〈N〉 was given by Tr(ρN)/Tr(ρ). The resulting expression for the time
derivative of 〈N〉 can be expressed as a double integral over space of an expression involving
the product of the number density operator and the Hamiltonian density operator. Upon
applying the operator product expansion to the product of these operators, they obtained an
expansion for (d/dt)〈N〉 in terms of increasingly higher-dimension operators with the leading
term given by Eq. (33). The derivation of the universal relation using the Lindblad equation
makes it clear that there are no additional terms beyond the contact term in Eq. (33).
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D. Inelastic Three-Atom Loss Rate
Bosonic atoms that are all in the same hyperfine state can be described by a nonrelativistic
quantum field theory with a quantum field ψ [1]. If the scattering length a is much larger than
the range of interactions of the atoms, two-atom interactions and three-atom interactions
must both be treated nonperturbatively. The resulting quantum field theory is characterized
by a discrete scaling symmetry in which lengths and time are multiplied by integer multiples
of λ0 and λ
2
0, respectively, where λ0 = e
pi/s0 and s0 ≈ 1.00624 is a universal number.
Three-atom interactions are determined by a parameter Λ∗ with dimensions of momentum,
upon which physical observables can only depend log-periodically. If a is positive, two-
atom interactions produce a weakly bound diatomic molecule called the shallow dimer.
Regardless of the sign of a, three-atom interactions produce a sequence of weakly bound
triatomic molecules called Efimov trimers [1]. In Ref. [22], several universal relations were
derived that hold for any system consisting of identical bosons. The universal relations
relate various properties of the system to two extensive thermodynamic variables: the 2-
body contact C2, which is the analog of the contact for fermions with two spin states, and
the 3-body contact C3.
The atoms that are studied in cold atom experiments form deeply bound diatomic
molecules (deep dimers) whose binding energies are orders of magnitude larger than the
energy scales of the cold trapped atoms. The deep dimers provide various pathways for
deeply inelastic reactions that result in the loss of three atoms. They include (a) three-body
recombination, in which three low-energy atoms collide and two of them bind into a deep
dimer, (b) dimer relaxation, in which a shallow dimer and an atom scatter into a deep dimer
and an atom, and (c) Efimov trimer decay into a deep dimer and an atom. In Ref. [23], a
universal relation for the three-atom inelastic loss rate was presented but not derived. In
this section, we use the Lindblad equation to sketch the derivation of this relation.
To derive the universal relation for the three-atom inelastic loss rate, we follow the for-
malism laid out in Ref. [22]. In the absence of deep dimers, the interaction term in the
Hamiltonian can be written as
Hint =
g2
4m
∫
d3r (ψ2)†ψ2 +
g3
36m
∫
d3r (ψ3)†ψ3. (40)
Since this effective field theory has ultraviolet divergences, it must be regularized. The bare
coupling constants g2 and g3 depend on an ultraviolet momentum cutoff Λ:
g2(Λ) =
8pi
1/a− (2/pi)Λ , (41a)
g3(Λ) = h0
9g22
Λ2
sin(s0 ln(Λ/Λ∗)− arctan(1/s0))
sin(s0 ln(Λ/Λ∗) + arctan(1/s0))
, (41b)
where a is the two-body scattering length of the bosons and Λ∗ is a three-body parameter
introduced in Ref. [24]. The three-body parameter Λ∗ can be determined from any three-
body datum, such as the binding energy of an Efimov trimer or the atom-dimer scattering
length. (See Ref. [1] for explicit relations). The numerical prefactor h0 in Eq. (41b) depends
on the ultraviolet cutoff prescription and has the value h0 ≈ 0.879 if Λ is a sharp momentum
cutoff [22].
Three-atom losses from deeply inelastic reactions involving deep dimers can be taken
into account by adding an imaginary part to the coupling constant g3 in the Hamiltonian in
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Eq. (40). The resulting anti-Hermitian part of the Hamiltonian is −iK, where K is
K = −Im(g3)
36m
∫
d3r (ψ3)†ψ3. (42)
Physical observables can be expressed particularly conveniently in terms of Λ∗ and an ad-
ditional real three-body loss parameter η∗ [1, 25] defined by analytically continuing the
three-body coupling constant g3 in Eq. (41b) to complex values using the substitution
ln Λ∗ → ln Λ∗ + iη∗/s0. (43)
Inserting ki = 3 into the expression in Eq. (26) for the three-atom inelastic loss rate, we
obtain the universal relation
d
dt
〈N〉 = − 6h¯
ms0
sinh(2η∗)C3, (44)
where C3 is the three-body contact, which can be expressed as
C3 = f(Λ)
∫
d3r 〈(ψ3)†ψ3〉. (45)
The prefactor f(Λ) depends on the ultraviolet cutoff [22]. Since its precise form is not very
insightful, it will not be given here. The three-body contact can also be defined in terms of
the expectation value of the logarithmic derivative with respect to Λ∗ of the Hermitian part
of the effective Hamiltonian in Eq. (40) at fixed a [22]:
Λ∗
∂
∂Λ∗
〈H〉
∣∣∣∣
a
= −2h¯
2
m
C3. (46)
The universal relation in Eq. (44), with the factor sinh(2η∗) approximated by 2η∗, was
previously given in Ref. [23]. It was also given previously in Ref. [26] for the special case of
an Efimov trimer state.
V. SUMMARY
In this paper, we have shown that integrating out the high-momentum atoms produced by
deeply inelastic reactions produces an open effective field theory in which the time evolution
of the effective density matrix is given by the Lindblad equation. The effective density
matrix can be obtained from the density matrix of the full theory by taking a partial trace
over states that include high-momentum atoms and then carrying out an appropriate time
average to eliminate high-frequency transients. The Lindblad operators are local, and they
can be deduced from the anti-Hermitian terms in the effective Hamiltonian. The Lindblad
terms in the evolution equation are essential to get the correct evolution equation for the
mean atom number. We used the Lindblad equation to present the first correct derivation of
the universal relation for the two-atom inelastic loss rate for fermionic atoms with two spin
states that interact through a large scattering length. We also used the Lindblad equation
to present the first derivation of the universal relation for the three-atom inelastic loss rate
for identical bosonic atoms with a large scattering length.
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The Lindblad equation has many other applications to atom loss processes in cold atom
physics. An obvious extension is to heteronuclear systems, for which there are two types
of Efimov trimers. Due to the smaller discrete scaling factor associated with one type of
Efimov trimer, atom loss processes in such systems have recently been of great theoretical and
experimental interest [27–30]. The Lindblad equation could be applied to fermionic atoms
with two spin states on the upper branch of the two-atom spectrum at scattering lengths for
which three-body recombination into the shallow dimer is a deeply inelastic reaction [31].
It could also be applied to losses of dipolar atoms from three-body recombination into deep
dimers [32–34].
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Appendix A: Diagrammatic Illustration
In this section, we demonstrate how the Lindblad structure of the evolution equation for
the density matrix emerges from a diagrammatic analysis of a simple field theory model with
a deeply inelastic 2-body reaction. To reduce visual clutter, we introduce compact notation
for the integral over space and for the integral over a momentum:∫
r
≡
∫
d3r ,
∫
p
≡
∫
d3p
(2pi)3
. (A1)
We also set h¯ = 1.
1. Field Theory Model
We consider a quantum field theory with two fields ψ and φ. We refer to the parti-
cles annihilated by these field operators as ψ atoms and φ atoms, respectively. The field
operators satisfy canonical commutation relations if the atoms are bosons and canonical
anticommutation relations if they are fermions. The Hamiltonian for the full theory has the
form
Hfull = H
ψ
0 +H
φ
0 +Hint . (A2)
The free-field terms in the Hamiltonian are
Hψ0 =
∫
r
ψ†(r)
(
− ∇
2
2M
)
ψ(r) , (A3a)
Hφ0 =
∫
r
φ†(r)
(
−∆− ∇
2
2M
)
φ(r) , (A3b)
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FIG. 3. Diagram of order g2 for the amplitude iT (E,p) for the transition ψψ → ψψ through an
intermediate φφ state.
where M is the mass of the atoms. We have chosen the rest energies of a ψ atom and a φ
atom to be zero and −∆, respectively. The on-shell energies of atoms with momentum p
are
Ep = p
2/(2M), (A4a)
ωp = −∆ + p2/(2M). (A4b)
The interaction Hamiltonian includes a term that allows a pair of ψ atoms to scatter into a
pair of φ atoms:
Hint =
1
4
g
∫
r
(
ψ†2(r)φ2(r) + φ†2(r)ψ2(r)
)
+ . . . , (A5)
where the ellipses denote further local interaction terms, such as ψ†2ψ2 and φ†2φ2. Their
precise form will not be needed in the following discussion.
The leading contribution to the transition amplitude for the process ψψ → ψψ from
inelastic reactions with a φφ intermediate state comes from the imaginary part of the one-
loop diagram in Fig. 3. The energy release in the reaction ψψ → φφ is Edeep = 2∆, and the
corresponding momentum scale is Pdeep = (2M∆)
1/2. We are interested in systems consisting
of ψ atoms whose momenta are small compared to Pdeep. The reaction ψψ → φφ is therefore
a deeply inelastic reaction. We refer to the momentum scale Pdeep as high momentum.
2. Locality
Because of the large energy release, the deeply inelastic scattering process ψψ → φφ
is effectively local and instantaneous. It takes place over a spatial region of size 1/Pdeep
and during a time interval of length 1/Edeep. We proceed to show how this locality can be
exploited to remove high-momentum φ atoms from the theory and construct a low-energy
effective field theory for ψ atoms. We do this first for two ψ atoms in this subsection and
then for a system containing many ψ atoms in subsection A 3. For simplicity, we assume
the coupling g is small and we work to leading order in g.
The leading contribution to the ψψ → ψψ scattering amplitude from a φφ intermediate
state is given by the diagram in Fig. 3. Using time-ordered perturbation theory (or using
Feynman perturbation theory and integrating by contours over the loop energies), the off-
shell scattering amplitude is
T (E,p) = −1
2
g2
∫
q
1
E − ωq − ωp−q + i , (A6)
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
≈ −T (0, 0)×

FIG. 4. The correlator 〈0|φ2(r, t)ψ†2(r′, 0)|0〉 can be expressed in terms of the correlator
〈0|ψ2(r, t)ψ†2(r′, 0)|0〉 and the T -matrix for the transition ψψ → ψψ through an intermediate
φφ state.
where E and p are the total energy and the total momentum of the two incoming ψ atoms, re-
spectively. For convenience, we consider ψψ → ψψ scattering in the center-of-mass frame. In
this reference frame, the incoming ψ atoms have momenta ±k and energies Ek = k2/(2M).
The on-shell scattering amplitude is therefore T (2Ek, 0). The total cross section for ψψ → φφ
scattering can be obtained using the optical theorem by evaluating the imaginary part of
T on the energy shell. The real part of the scattering amplitude in Eq. (A6) is ultraviolet
divergent. The divergence can be canceled by a renormalization of the coupling constant for
the ψψ → φφ interaction. After renormalization, the integral over q in Eq. (A6) is domi-
nated by high momenta of order Pdeep. Consequently we can expand the on-shell scattering
amplitude T (2Ek, 0) in powers of k
2/P 2deep. We are primarily interested in constructing an
effective Hamiltonian that takes into account the leading term T (0, 0). Successively higher
powers of k2/P 2deep could be taken into account through successively higher-order gradient
terms in the effective Hamiltonian. Similarly, successively higher powers of E − 2Ek in the
expansion of T about the on-shell energy could be taken into account through successively
higher-order time-derivative terms in the effective Lagrangian.
In the sector with only two ψ atoms, the leading effect of the scattering amplitude T (E,p)
can be taken into account by adding a local term to the free Hamiltonian Hψ0 . The resulting
effective Hamiltonian is
H − iK = Hψ0 − 14T (0, 0)
∫
r
ψ†2(r)ψ2(r). (A7)
This equation defines the Hermitian operators H and K. The real part of T (0, 0), which is
ultraviolet-divergent, can be cancelled by renormalizing the coupling constant for the ψ†2ψ2
interaction term contained in the ellipses in Eq. (A5). The anti-Hermitian part −iK of the
effective Hamiltonian comes from the imaginary part of T (0, 0), which is
ImT (0, 0) =
Mg2
8pi
(2M∆)1/2. (A8)
The locality of the inelastic scattering process, which implies T (2Ek, 0) ≈ T (0, 0), al-
lows us to simplify the contributions to correlators involving the operator φ2(r, t) from
its annihilation of φ atoms that come from ψψ scattering. For example, the correlator
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〈0|φ2(r, t)ψ†2(r′, 0)|0〉 illustrated in Fig. 4 can be simplified as follows:
g 〈0|φ2(r, t)ψ†2(r′, 0)|0〉 =
∫
dE
2pi
∫
p
e−iEt+ip·(r−r
′)
∫
k
−2i T (E,p)
E − Ek − Ep−k + i
≈ −T (0, 0)
∫
dE
2pi
∫
p
e−iEt+ip·(r−r
′)
∫
k
2i
E − Ek − Ep−k + i
= −T (0, 0) 〈0|ψ2(r, t)ψ†2(r′, 0)|0〉, (A9)
where T is given in Eq. (A6). Generally, we can make the following replacements in such
situations:
g φ2(r, t) −→ −T (0, 0)ψ2(r, t), (A10a)
g φ†2(r, t) −→ −T ∗(0, 0)ψ†2(r, t). (A10b)
We use these substitutions repeatedly in the next subsection.
3. Effective Density Matrix
Replacing the free Hamiltonian Hψ0 by the effective Hamiltonian H − iK is all that is
needed to analyze the impact of inelastic scattering processes on states with only two ψ
atoms. Analyzing multi-ψ states is more complicated, however, because a system that is
described initially by a state with N ψ atoms evolves into a superposition of states with N ,
N − 2, N − 4, . . . ψ atoms. The state with two ψ atoms also evolves into a superposition,
but there are only two states, N = 2 and N = 0, and we do not care about the second one.
For N > 2, we need the density matrix ρfull(t) to track the superposition of states containing
different numbers of ψ atoms over time.
A convenient basis for the quantum-state space of the full theory consists of the direct
products |x1 . . .xn〉ψ ⊗ |y1 . . .ym〉φ of localized multi-atom ψ and φ states defined by
|x1 . . .xn〉ψ = 1√
n!
ψ†(xn) · · ·ψ†(x1)|0〉ψ, (A11a)
|y1 . . .ym〉φ = 1√
m!
φ†(ym) · · ·φ†(y1)|0〉φ, (A11b)
where |0〉ψ and |0〉φ are the vacuum states annihilated by ψ(r) and φ(r), respectively. The
full density matrix ρfull can be expanded in the basis of direct product states. Its time
evolution is given by
ρfull(t) ≡ e−iHfulltρfull(0)eiHfullt, (A12)
where Hfull is the full Hamiltonian in Eq. (A2). We can define an effective density matrix
ρ(t) by tracing over the φ states:
ρ(t) ≡ Trφ ρfull(t) (A13a)
=
∞∑
m=0
∫
y1...ym
φ〈y1 . . .ym|ρfull(t)|y1 . . .ym〉φ. (A13b)
This operator acts only on ψ states. A convenient basis for the effective density matrix con-
sists of outer products of the ψ states defined in Eq. (A11a) of the form |x1 . . .xn〉ψ ψ〈x′1 . . .x′n′|.
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The time derivative of the effective density matrix can be obtained by differentiating
Eq. (A13a) and using the time dependence of the full density matrix in Eq. (A12):
i
d
dt
ρ = Trφ
(
Hfull ρfull − ρfull Hfull
)
. (A14)
The contributions from the kinetic terms in the full Hamiltonian in Eq. (A2) are simple:
Trφ
([
Hψ0 , ρfull
])
=
[
Hψ0 , ρ
]
, (A15a)
Trφ
([
Hφ0 , ρfull
])
= 0. (A15b)
The first equation holds because Hψ0 does not act on φ states. The second equation holds
because Hφ0 depends only on φ fields.
1 The evolution equation (A14) reduces to
i
d
dt
ρ =
[
Hψ0 , ρ
]
+ Trφ
(
Hint ρfull − ρfull Hint
)
. (A16)
Since there are two terms in the interaction Hamiltonian in Eq. (A5), there are four
contributions to the partial trace in Eq. (A16). We first consider the contribution to the
partial trace of Hintρfull from the first term in Hint in Eq. (A5). This contribution is domi-
nated by terms in which φ2(r) annihilates φ atoms generated (through interactions) by the
ψ-sector of ρfull, leading to correlators like Eq. (A9). We can therefore use the substitution
in Eq. (A10a) to obtain
Trφ
[(
1
4
g
∫
r
ψ†2(r)φ2(r)
)
ρfull
]
−→ −1
4
T (0, 0)
∫
r
ψ†2(r)ψ2(r) ρ. (A17)
Similarly, we can use the substitution in Eq. (A10b) to obtain the contribution to the partial
trace of ρfullHint from the second term in Hint:
Trφ
[
ρfull
(
1
4
g
∫
r
φ†2(r)ψ2(r)
)]
−→ −1
4
T ∗(0, 0)
∫
r
ρ ψ†2(r)ψ2(r). (A18)
The contributions to the sum of the partial traces in Eqs. (A17) and (A18) from the real
part of T (0, 0) can be added to the term [Hψ0 , ρ] in Eq. (A16) to get [H, ρ], where H is
the Hermitian part of the effective Hamiltonian defined in Eq. (A7). The contributions to
the sum of the partial traces in Eqs. (A17) and (A18) from the imaginary part of T (0, 0)
gives −i{K, ρ}, where −iK is the anti-Hermitian part of the effective Hamiltonian defined
in Eq. (A7).
Note that we are making a key physical assumption about ρfull when we use the sub-
stitution in Eq. (A10a) to replace g φ2(r) by −T (0, 0)ψ(r)2. As we indicated above, this
substitution is valid provided φ2(r) annihilates φ atoms produced by the ψ-sector of ρfull.
In principle, it is also possible for φ2(r) to annihilate φ atoms from the φ-sector of ρfull.
We assume that such contributions can be ignored because the probability for finding two
φ atoms at the same space-time point is vanishingly small (and therefore the probability of
an inverse reaction, φφ→ ψψ, is negligible). This is the case, for example, if ρfull describes
a situation in which all φ atoms are produced by inelastic ψψ reactions and, once produced,
1 The identity Trφ(AˆBˆ) = Trφ(BˆAˆ) holds for any operator Aˆ constructed out of the field φ and any
operator Bˆ. This can be verified by expressing the partial trace as a sum over a complete set of φ states
and inserting a complete set of φ states between Aˆ and Bˆ.
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they either escape from the system or they interact so weakly with the low-energy ψ atoms
that they decouple.
The contribution to the partial trace of Hintρfull from the second term in the interaction
Hamiltonian Hint in Eq. (A5) is
Trφ
[(
1
2
g
∫
r
φ†2(r)ψ2(r)
)
ρfull
]
= Trφ
[
1
2
g
∫
r
ψ2(r)ρfullφ
†2(r)
]
. (A19)
In the second expression, the factor of φ†2(r) has been moved to the right side of ρfull. To
verify this equality, we begin by inserting the definition of the partial trace on the left side
of Eq. (A19):
∞∑
m=0
∫
y1...ym
φ〈y1 . . .ym|
(
1
2
g
∫
r
φ†2(r)ψ2(r)
)
ρfull|y1 . . .ym〉φ. (A20)
The φ†(r) factors remove φ atoms from the bras on the left side of this equation. Taking
into account the symmetry under permutations of the integration variables, their effect can
be taken into account by the substitution
φ〈y1y2 . . .ym|φ†2(r) −→ φ〈y1y2 . . .ym−2|
√
m(m− 1) δ3(r − ym) δ3(r − ym−1). (A21)
The kets on the right side of Eq. (A19) can be expressed as
|y1y2 . . .ym〉φ = φ
†(ym)φ†(ym−1)√
m(m− 1) |y1 . . .ym−2〉φ. (A22)
Making the substitutions in Eqs. (A21) and (A22) and using the delta functions to integrate
over ym and ym−1, we obtain the expression on the right side of Eq. (A19). Upon making
the substitution in Eq. (A10b), we obtain
Trφ
[(
1
4
g
∫
r
φ†2(r)ψ2(r)
)
ρfull
]
−→ −1
4
T ∗(0, 0)
∫
r
ψ2(r) ρψ†2(r). (A23)
Similarly, the contribution to the partial trace of ρfullHint from the second term in Hint
in Eq. (A5) is
Trφ
[
ρfull
(
1
4
g
∫
r
ψ†2(r)φ2(r)
)]
−→ −1
4
T (0, 0)
∫
r
ψ2(r) ρψ†2(r). (A24)
The real part of T (0, 0) cancels in the difference between the contributions in Eqs. (A23)
and (A24). The contributions from the imaginary part of T (0, 0) to the partial trace in
Eq. (A16) is proportional to the integral over space of the operator ψ2(r) ρψ†2(r).
Adding the four contributions in Eqs. (A17), (A18), (A23), and (A24) to the partial trace
in Eq. (A16), we see that the evolution equation for the effective density matrix is
i
d
dt
ρ =
[
H, ρ
]− i
4
ImT (0, 0)
∫
r
[
ψ†2ψ2(r) ρ+ ρψ†2ψ2(r)− 2ψ2(r) ρψ†2(r)], (A25)
where ImT (0, 0) is given in Eq. (A8). This has the standard form of the Lindblad equa-
tion (5). The last term removes ψ atoms two at a time to account for their disappearance
due to inelastic scattering into pairs of high-momentum φ atoms.
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