I N T RO D U C T I O N
Recent advances in parallel computing technology and numerical methods (e.g. Olsen 1994; Graves 1996; have made large-scale, 3-D simulations of the seismic wave-fields much more affordable, which has opened up the possibility of full 3-D waveform tomography (F3DT; e.g. Chen et al. 2007a; Fichtner et al. 2009; Tape et al. 2010; Chen 2011; Liu & Gu 2012) and earthquake source parameter inversions (e.g. Liu et al. 2004; Chen et al. 2005; Zhao et al. 2006; Hingee et al. 2011; Kim et al. 2011; Lee et al. 2011) . In F3DT, both the starting model and the derived model perturbations are 3-D in space and the sensitivity (Fréchet) kernels are computed by solving the 3-D (visco)elastic seismic wave equation numerically (e.g. Zhao et al. 2005; Liu & Tromp 2006) . The Fréchet kernels with respect to structural and/or source parameters can be constructed for an arbitrary segment on the seismogram using either the scattering-integral method (e.g. Zhao et al. 2005; Chen et al. 2007b) or the adjoint method (e.g. Tarantola 1988; Tromp et al. 2005; Liu & Tromp 2006) . To fully take advantage of this new capability in waveform inversions, the waveform selection algorithm can no longer be limited to the nomenclature of conventional seismic phases and needs to be extended to accommodate waveforms resulting from complex wave propagation effects in 3-D structural models.
The motivation as well as the necessity for performing seismogram segmentation and waveform selection in waveform inversions comes from a number of considerations. First, using waveforms of individual seismic phases rather than combinations of different phases can reduce possible non-linear effects due to the interference among multiple seismic arrivals. For example, the frequencydependent phase delay measurements of a single seismic phase have quasi-linear relationship with respect to seismic velocity perturbations (i.e. the linearization involved in each iteration of the gradientbased non-linear inversion is the Rytov approximation, which is valid for large phase shifts as long as the phase perturbation per wavelength is small (e.g. Chernov 1960; Snieder & Lomax 1996) , but if multiple seismic phases are considered at the same time, this quasi-linear relationship may break down (e.g. Keller 1969; Woodward 1989) . Secondly, seismogram segmentation allows us to make incremental changes to our source and structure models. As demonstrated in Tape et al. (2010) and Fichtner et al. (2009) , we can start the iterative inversion process by fitting segments of the observed seismograms that have high similarities with the synthetic seismograms and gradually improve our structure model and try to fit more observed waveforms through iterations. Previous experiences also suggest that this type of bootstrapping processes in time and/or frequency domain (e.g. Bunks et al. 1995) can also reduce the non-linearity effect in full-wave tomographic inversions. Thirdly, different types of waves may have different sensitivities to different types of model parameters. For example, in general the propagation paths of direct-arriving P and S waves can be quite similar, but their traveltimes can have very different sensitivities to P-and S-wave velocity. Fourthly, different types of seismic phases (e.g. direct and reflected waves) may have very different spatial sampling pattern on structural models. Separating seismic phases allows the assignment of different weights to different phases to balance the sensitivities to different parts of the model in the inversion. For example, Lebedev et al. (2005) applied different weightings to different seismic phases to ensure that S and multiple-S phases have balanced contributions on imaging deeper structures.
Throughout the history of waveform inversions, a large number of waveform selection algorithms have been developed and many of them have been automated to some extent as the volume of high-quality digital seismograms keeps increasing. In surface-wave studies, automated algorithms have been developed to extract dispersion measurements from the fundamental mode (e.g. Trampert & Woodhouse 1995; Laske & Masters 1996; Levshin & Ritzwoller 2001) . Algorithms based on time-frequency analysis have been applied to obtain measurements from higher modes (e.g. Debayle 1999; Lebedev et al. 2005; Visser et al. 2007 ). In body-wave studies and also in some surface wave studies or studies of joint inversions using both types of waves (e.g. Panning & Romanowicz 2006) , automated waveform selection algorithms usually pick time windows around specific seismic phases defined by traveltimes predicted using ray-theoretic methods in 1-D structural models (e.g. Sigloch & Nolet 2006; Lawrence & Shearer 2008) . For full 3-D waveform inversions, we need a new type of waveform selection algorithm that is not tied to ray-theoretic traveltime predictions of known phases and can accommodate wave arrivals resulting from complex wave propagation effects in 3-D structural models.
For full 3-D waveform inversions, the difficulty in automating the waveform selection algorithm lies in two aspects. First, the synthetic and observed seismograms could be very complex, especially at local to regional distances, where complex 3-D wave effects caused by small-scale crustal heterogeneities are significant. Different types of waves recorded by a given sensor could overlap in the time and/or the frequency domains, which poses challenges to the design of automated seismogram segmentation algorithms. Secondly, the modelling assumptions, in particular, the reference structure and/or source models used in wave-propagation simulations, could be inadequate to describe many of the wave arrivals on the observed seismogram, which poses difficulties in automatically identifying robust features on the seismogram and contributing these features to particular aspects of the structure and/or source models.
To address some of the difficulties in the waveform selection algorithm used in full 3-D waveform inversions, Maggi et al. (2009) proposed an automated time-window selection algorithm based on the short-term average/long-term average ratio (STA/LTA) curve. A set of criteria based on similarities between the observed and synthetic waveforms is used to accept or reject time windows. The algorithm has been successfully applied to seismograms recorded at local, regional and global scales in different full 3-D waveform inversion and modelling studies (e.g. Tape et al. 2010; Zhu et al. 2012) .
A purely time-domain waveform selection algorithm may have limitations in separating waves arriving at overlapping time windows. We have developed a new semi-automatic seismogram segmentation and waveform selection algorithm to address this issue. In our algorithm, seismogram segmentation is performed in the time-frequency domain through the continuous wavelet transform, which allows extra freedom in separating waves arriving at overlapping time windows but with disjoint frequency domain or time-frequency domain supports. We give an introduction of our algorithm in Section 2 and demonstrate its usefulness using examples of full 3-D waveform inversions in Section 3. We summarize the results and discuss possible future developments of the algorithm in Section 4. The software we have developed is open-source and will be hosted by the Community Modeling Environment (CME) of the Southern California Earthquake Center (SCEC).
M E T H O D O L O G Y
The major steps in our seismogram segmentation and waveform selection algorithm are summarized in Fig. 1 and the parameters needed to adjust the behaviour of the algorithm are listed in Table 1 . In the pre-processing step, criteria based on signal-to-noise ratios are used to reject noisy observed seismograms. In the seismogram Figure 1 . A flow chart of our seismogram analysis algorithm. There are three major components in the algorithm: seismogram pre-processing, seismogram segmentation and waveform selection, which are introduced in Sections 2.1, 2.2 and 2.3, respectively. The seismogram segmentation algorithm is based on the continuous wavelet transform (CWT), the topological watershed (TW) method, and the inverse continuous wavelet transform (ICWT). Acceptance threshold of amplitude ratio for measurements segmentation step, the time-domain seismogram is converted into the time-frequency domain through the continuous wavelet transform, the scalogram (i.e. the squared modulus of the continuous wavelet transform) in the time-frequency domain is then segmented using a topological watershed algorithm and each portion of the segmented scalogram is transformed back to the time domain through the inverse continuous wavelet transform. Each wave packet obtained from segmenting the observed seismogram is then matched with a wave packet obtained from segmenting the corresponding synthetic seismogram based on criteria such as waveform similarity, the relative time-shift and the amplitude ratio. For each selected wave packet pair, we then extract frequency-dependent phase and amplitude misfit measurements, as well as the associated error estimates.
Seismogram pre-processing
In the pre-processing step, we reject noisy observed seismograms and prepare the selected observed and synthetic seismogram pairs for further analysis. Two types of signal-to-noise ratios are used to reject noisy observed seismograms, one is based on the energy ratio (SNR E ) and the other is based on the maximum amplitude ratio (SNR A ). The energy ratio and the maximum amplitude ratio are defined as
wheres(t) is the observed seismogram, t Table 2 . For a selected observed seismogram, we then remove the mean, the linear trend and apply a symmetric taper to each end of the seismogram. A filter is then applied on each pair of the observed and synthetic seismograms. The type and frequency bands of the filter depend upon the specific application.
Seismogram segmentation
A seismogram is composed of different wave arrivals. Our seismogram segmentation algorithm is based on the speculation that in the time-frequency domain different wave arrivals may correspond to distinct regions of high power in the scalogram. The process of our segmentation algorithm is composed of three major steps ( 
Continuous wavelet transform
The continuous wavelet transform of a seismogram s(t) with respect to a mother wavelet g(t) is defined as (Holschneider 1995) ,
where a is the dilation (a > 0), b is the translation and the symbol ' * ' denotes complex conjugate. The scalogram used for segmentation is defined as the squared modulus of W g s (b, a) . The corresponding inverse transform is then defined as
where C g is a normalization constant. In principle, our segmentation algorithm can be based on any type of time-frequency transform. The reason we are adopting the continuous wavelet transform in our algorithm is its linearity, which results in the absence of interfering cross-terms, and its dyadic pavement of the timefrequency space (e.g. Holschneider 1995; Kulesh et al. 2005) , which allows efficient and high-resolution representation of the time-frequency content of the seismogram. In our approach, we did not adopt the discrete wavelet transform due to the lack of redundancy in the discrete wavelet bases, which could reduce the resolution of the resulting time-frequency domain image of the seismogram. The appropriate choice of the mother wavelet is an important issue. We have selected the complex-valued Cauchy wavelet (Holschneider 1995) , which is also known as the Paul wavelet, for our analysis. In frequency domain, the Cauchy wavelet is defined aŝ
where ω is the angular frequency and m is the order of the wavelet. We have chosen the Cauchy wavelet because of its nice algebraic and analytic properties. First, the Cauchy wavelet is admissible, meaning that the seismogram can be reconstructed from its continuous wavelet transform without any loss of information. Secondly, the Cauchy wavelet has good time and frequency localization properties, which is important for improving the local resolution of the time-frequency domain image of the seismogram. Its time-frequency area approaches the smallest area allowable by the Heisenberg inequality asymptotically when its order tends towards infinity. Thirdly, the first-and second-order temporal derivatives of the Cauchy wavelet is still a Cauchy wavelet, which simplifies the application of our algorithm to velocity and acceleration seismograms. Fourthly, the Cauchy wavelet is progressive, meaning its Fourier transform has zero amplitude in negative frequency. This property allows us to separate the wavelet transform of the seismogram into prograde (i.e. the wavelet transform is zero for a < 0) and retrograde (i.e. the wavelet transform is zero for a ≥ 0) components (Kulesh et al. 2008) , which can be used for analysing the polarization properties of multicomponent seismograms and can potentially provide additional criteria for wave arrival separation (Kulesh et al. 2005) . The scalogram is a 2-D function of both translation (i.e. time) and dilation (i.e. frequency). An example of the scalogram computed using the Cauchy wavelet for a seismogram used in our full 3-D waveform tomography project for Southern California is shown in the second row of Fig. 2 . The dominant arrival on the seismogram is the surface wave, which corresponds to the global maximum on the scalogram. Other local maxima on the scalogram correspond to other seismic phases.
Topological watershed method
The segmentation is performed automatically on the timefrequency domain scalogram using the topological watershed method, a topological transformation designed to cluster all pixels that are connected to the same local extremum (e.g. Vincent & Soille 1991; Bertrand 2005) .
The earliest watershed algorithm was introduced by Beucher & Lantuejoul (1979) as a tool for segmenting grey-scale images. Efficient implementations of the watershed algorithm based on immersion simulations were proposed by Vincent & Soille (1991) and Meyer (1992) . In such immersion simulations, the 2-D grey-scale image is reversed and the local maxima become local minima, which are called the catchment basins. The catchment basins are flooded through inlets (seeds) pierced at those local minima. As the flooding progresses, some regions could start to mix and at this point a dam is built to keep the regions separated. As the flood reaches the top of the reversed scalogram, all the dams that have been built during the flooding process form the watershed of the scalogram. A conceptual representation of the immersion simulation using a 1-D topography is shown in Figs 3(a)-(c) . The number and the locations of the seeds can be selected in advance to avoid oversegmentation when the signal-to-noise ratio is too low. Catchment basins without seeds can be flooded by water coming from a neighbouring catchment basin.
The topological approach to the watershed problem was introduced in Couprie & Bertrand (1997) . The basic idea is to let the water gradually 'erode' the relief of the grey-scale image while preserving the connectivity of every lower cross-section. A conceptual comparison between the immersion simulation and the topological approach is shown in Figs 3(a-c) and (d-f). It was proved in Bertrand (2005) that unlike other types of watershed algorithms, this topological approach is 'contrast-preserving' (i.e. the height of the dam is the same as the height of the lowest mountain separating the catchment basins), which is a property useful for further processing (e.g. reconnection of oversegmented regions). The mathematical details of the topological watershed algorithm used in our segmentation processes are presented in Appendix A. The result of the topological watershed transform is a set of 'mask files' corresponding to the different portions on the segmented scalogram. Each mask file is composed of a sequence of '1's and '0's and each number corresponds to a single pixel on the scalogram. The value is '1' for pixels within the region selected by the mask file and '0' for the outside pixels.
The time-frequency domain window (i.e. the mask file), generated by applying the topological watershed transform to the scalogram W g s (b, a) , is then multiplied onto the continuous wavelet transform W g s(b, a) and the result is then transformed back to the time-domain through the inverse continuous wavelet transform, as illustrated in Fig. 2 .
An important application of our seismogram segmentation algorithm is full 3-D waveform tomography. In Appendix B, we show how full-wave sensitivity kernels can be computed for an arbitrary waveform selected in the time-frequency domain. As regions start to merge, a dam (black vertical bar) is built to separate the water. As the water level keeps increasing, more dams are built until the whole topography is fully flooded. In (d)-(f), the topological watershed transformation is computed by iteratively lowering W-destructible points until no such points exist and the dams are built. We note that the final altitudes of the dams in (c) are different from those in (f). Maggi et al. (2009) The purpose for developing our seismogram segmentation and waveform selection algorithm is similar to that in Maggi et al. (2009) . The authors have packaged their codes in the software 'FLEXWIN', which is open-source and hosted at the Computational Infrastructure for Geodynamics (CIG) website. In their algorithm, a target seismogram is separated into many small time windows based on the local minima in its short-term average/longterm average ratio (STA/LTA) curve. The local minima below the user-defined water level are 'strong' barriers and the local minima between strong barriers are 'soft' barriers. The time-windows that cross-strong barriers cannot be merged. The time-windows separated by soft barriers are allowed to merge with its neighbouring time-windows or to be rejected, depending on the local maxima of its neighbouring time-windows and the separation of distinct phases.
Comparison with
In our algorithm, the segmentation is performed in the timefrequency domain, which allows us to separate waves arriving at overlapping time windows but with disjoint frequency domain or time-frequency domain supports. Compared with conventional time-frequency domain filtering techniques, the topological watershed algorithm allows the boundaries separating different wave arrivals to naturally conform to the distribution of energy in the time-frequency domain.
An example is shown in Fig. 4 . An explosive source is buried at 300 m depth and receivers with offset ranging from 2.5 to 5.3 km are evenly distributed on the left of the source on the surface. Synthetic seismograms were computed by solving the 3-D elastic seismic wave equation using a fourth-order staggered-grid finitedifference code (Olsen 1994) . The vertical-component seismograms for all receivers are shown in Fig. 4(a) , from which we can see the direct-arriving P wave, the Rayleigh wave, a stronger reflected phase PP and a weaker reflected phase pPP. At around 4 km offset, the Rayleigh wave is interfering with the reflected PP and pPP arrivals and an example is shown in Fig. 4(c) . We segmented all seismograms using our algorithm and plotted only the PP waves in Fig. 4(b) , which shows a clean separation between PP and the Rayleigh wave for all offsets and the shapes of the PP waves are well preserved. The scalogram for the selected seismogram in Fig. 4(c) is shown in Fig. 4(d) and the segmented scalograms, as well as their corresponding time-domain waveforms, are shown in Figs 4(e)-(l). The seismogram shown in Fig. 4(c) was also segmented using the FLEXWIN code of Maggi et al. (2009) and the results are shown in Figs 4(m)-(n). It is possible to isolate the PP wave by manually adjusting the 'internal minima' parameter in FLEXWIN (Maggi et al. 2009 ), however, the shape of the isolated PP wave is still distorted by the Rayleigh wave as shown in Fig. 4(m) .
We note that for phases that are well separated in the time domain, FLEXWIN and our algorithm gave very similar results. An example is the direct-arriving P wave as shown in Figs 4(f) and (m).
Waveform selection
The wave packets obtained by segmenting the synthetic seismogram need to be paired with those obtained by segmenting the corresponding observed seismogram before we can make frequency-dependent phase and amplitude misfit measurements. The process of our waveform selection algorithm has three major steps:
Step ( length of the wave packet to be larger than the pre-set parameter WIN_MIN (Table 1) , which is usually set to the shortest period of the pre-processed seismogram. We also require the arrival time of the wave packet to be later than WIN_BEG and earlier than WIN_END (Table 1 ). In our local waveform inversion examples, WIN_BEG was set at a few seconds before the first arrival and WIN_END was set based on the estimated surface-wave arrival time.
Step (2): For a wave packet obtained from the observed seismogram, we reject it if its signal-to-noise ratio is too low, that is, SNR A < SNRA2 or SNR E < SNRE2, where SNR A and SNR E are computed for the wave packet using eqs (1) and (2) and SNRA2 and SNRE2 are two pre-set parameters (Table 1) , whose values are selected based on the specific application.
Step (3): We reject a pair of synthetic and observed wave packets if the waveform similarity between them is too low. In our algorithm, the waveform similarity is measured using three quantities: the normalized correlation coefficient (NCC), the cross-correlation traveltime shift T and the natural log of the cross-correlation amplitude ratio ln A. In our algorithm, the NCC is defined as
whereū(t) and u(t) are the wave packets obtained from the observed and the corresponding synthetic seismograms, and T is the amount of time-shift that maximizes the NCC value. The crosscorrelation amplitude ratio is defined as ,
and we use the natural log of A to represent the amplitude discrepancy between the observed and synthetic waveforms. In our algorithm, we reject a wave packet pair if NCC is below a pre-set threshold or any one of the | T | and | ln A| measurements is above the pre-set threshold. The criteria for rejecting body waves and surface waves may differ. In practice, the value of the NCC threshold for surface waves is usually smaller than that for body waves and the value of the | T | and | ln A| thresholds for surface waves are larger than that for body waves.
Misfit measurement selection
For each accepted pair of observed and synthetic waveforms, we extract the frequency-dependent phase and amplitude misfit measurements using the multitaper technique (Thomson 1982; Laske & Masters 1996) . It is also possible to use other types of methods, such as the generalized seismological data functionals (Gee & Jordan 1992; Chen et al. 2010 ) and some continuous-time techniques (e.g. Kristeková et al. 2006; Fichtner et al. 2008) , to extract frequency-dependent phase and amplitude misfit measurements. As long as the corresponding sensitivity kernels are computed using the correct misfit measurement operators (Chen et al. 2007b) , those different types of frequency-dependent measurements should work equally well in practice. In our algorithm, we use the first five of the 2.5π -prolate tapers (Laske & Masters 1996) . The error estimates for the phase and amplitude misfit measurements can be obtained using a jack-knife procedure. It is possible to have cycle-skipping errors in the phase misfit measurements. We correct for possible cycle-skipping errors by bootstrapping the phase from the dominant frequency bilaterally towards lower and higher frequencies using the broad-band cross-correlation traveltime misfit T as the anchor.
Using those frequency-dependent phase and amplitude misfit measurements, we can construct a transfer function, which can be used to correct the synthetic waveform to match the observed waveform. The NCC value between the observed waveform and the corrected synthetic waveform provides us a criterion (NCC_corr in Table 1 ) for rejecting erroneous measurements and in practice we usually assign NCC_corr a value larger than 0.9. At frequencies close to the lower and upper corner frequencies, the measurements may become unstable due to lower signal-to-noise ratios at those frequencies. We introduce another criterion, SNR f , which is defined as the ratio between the amplitude of the waveform at the measurement frequency and the maximum amplitude of the waveform within the frequency band. We reject the misfit measurements if they are made at frequencies at which SRN f for the synthetic or the observed waveform is below a threshold value. In Fig. 5 , we illustrate the measurement process and the measurement selection process using two surface wave examples, one from a local data set and the other from a teleseismic data set.
Examples of the pre-set parameters used for defining the criteria in our measurement selection process are given in Table 1 . It is important to note that the appropriate values for those parameters may differ for different data sets or for the same data set but at different stages of the iterative inversion process.
E X A M P L E S
In this section, we demonstrate the usefulness of our algorithm using seismograms recorded at local and teleseismic distances. The local data set is collected in Southern California and includes local earthquake seismograms recorded by the California Integrated Seismic Network (CISN) and ambient-noise Green's functions for CISN station pairs. Our algorithm has been successfully applied in a waveform inversion for the centroid moment tensors (CMTs) of local earthquakes and in a full 3-D waveform tomography for crustal structure in Southern California, which is still in progress (Lee et al. 2012) .
CMT inversion for local earthquakes
Our CMT inversion algorithm is based on the use of receiver-side Green's tensors (RGTs), which are the spatial-temporal strain fields produced by three orthogonal unit impulsive forces acting at the receiver location (Zhao et al. 2006) . We computed the RGTs for 219 CISN stations using a tomographically improved version of the 3-D SCEC Community Velocity Model (CVM4.0; Lee et al. 2012) and a staggered-grid finite difference code (Olsen 1994) .
The initial source parameters used for our CMT inversions and the earthquake ID presented in the figures were obtained from the SCEC earthquake catalogue. Synthetic seismograms for any earthquakes in our modelling volume can be computed by extracting a small, source-centred volume from our RGT database and applying the reciprocity principle (Aki & Richards 2002) . We have developed an automated algorithm that searches for optimal CMT parameters by minimizing the misfit between synthetic and observed waveforms. The details of our CMT inversion algorithm are documented in Lee et al. (2011) . Here we use the 2008 July 29 M w 5.4 Chino Hills earthquake as an example to illustrate our automated seismogram segmentation and waveform selection process in our CMT inversion algorithm (Fig. 6) .
In the pre-processing step, we first rejected noisy observed seismograms with SNR below 3. After removing the mean, the linear trend and tapering, we applied a fourth-order Butterworth low-pass filter with a corner period at 5 s to the observed seismograms and the synthetic Green's functions. The selected observed seismograms were then segmented using the algorithm described in Section 2.2. At this point we rejected a set of wave packets obtained by segmenting the observed seismogram based on the first two criteria listed in Section 2.3. An example of this process is shown in Fig. 6(b) . First, we rejected all the observed wave packets arriving 5 s before the estimated P-wave arrival time, which was provided by the seismic network, and all the observed wave packets arriving 30 s after the predicted surface-wave arrival time, which was estimated using the source-receiver distance and an estimated average velocity of 3 km s -1 for surface waves in Southern California. We also rejected all the observed wave packets with temporal lengths less then the corner period, 5 s. Secondly, all the wave packets with SNR below 5 were also rejected. In our source parameter inversions, we introduced an additional criterion to select observed wave packets. The amplitude information is usually more sensitive to focal mechanisms than the phase information. So in the third step, among the remaining observed wave packets, we picked the ones with larger amplitudes, which usually have higher signal-to-noise ratios, and the first-arriving wave packet, which carries polarity information. For our data set, the observed wave packets with larger amplitudes are usually S waves or surface waves. The first-arriving wave packets are usually P waves or Pnl waves (Helmberger & Engen 1980) . Our CMT inversion algorithm is composed of two steps, a grid-search step and a gradient-based optimization step. In the grid-search step we search for the optimal focal mechanism (i.e. strike, dip, rake) and hypocentre location that maximize the NCC and minimize the | T | and | ln A| measurements between observed and synthetic waveforms. In the gradient-based optimization step, we further refine the solution obtained in the gridsearch step by minimizing the frequency-dependent phase and amplitude misfit measurements between synthetic and observed waveforms.
During the grid-search step, the segmentation algorithm is not applied to the synthetic seismogram. Instead, the time-frequency domain windows (i.e. the mask files) corresponding to the selected observed wave packets were applied to the synthetic seismogram directly. The resulting synthetic wave packets were then used for computing the NCC and the | T | and | ln A| measurements with their corresponding observed wave packets. Errors in the seismic velocity model can cause a time-shift between observed and (2) and (3), correspond the three rejection steps explained in the text. (c) Examples of the observed and synthetic wave packets used in our gradient-based optimization step, black lines are observed seismograms and the red lines are synthetic seismograms calculated using the optimal CMT solution, the black horizontal bars indicate the selected waveforms.
at University of Wyoming Libraries on March 17, 2015 http://gji.oxfordjournals.org/ Downloaded from synthetic waveforms. A common strategy for dealing with this problem is to allow a time-shift while minimizing waveform misfit (e.g. Zhao & Helmberger 1994; Zhu & Helmberger 1996) . In our case, we allowed a maximum of ±2.5 s time-shift (e.g. Liu et al. 2004; Lee et al. 2011) of the time-frequency domain windows applied on the synthetic seismogram while maximizing NCC in our grid-search step. The details of our grid-search algorithm are documented in Lee et al. (2011) .
The CMT solution obtained in the grid-search step was used as the reference solution in the gradient-based optimization step. The details of our gradient-based optimization algorithm are documented in Zhao et al. (2006) . In this step, the synthetic seismograms computed using the reference CMT solution were segmented and the synthetic and observed waveform pairs were selected according to the procedure discussed in Section 2.3. The frequencydependent phase and amplitude misfit measurements were extracted for those selected waveform pairs. In Zhao et al. (2006) and Lee et al. (2011) we used the generalized seismological data functionals as our frequency-dependent misfit measurements. The solution usually converged after less then 10 iterations of a steepest descent algorithm. We did not resegment the synthetics in each iteration. An example of the obtained CMT solution (only the bestfitting double-couple component is shown), as well as examples of the synthetic and observed wave packets used in the gradientbased optimization for the Chino Hills earthquake is shown in Figs 6(a) and (c).
Full 3-D waveform tomography for local crustal structure
To demonstrate the usefulness of our seismogram segmentation and waveform selection algorithm in full 3-D waveform tomography, we use a local waveform data set collected in Southern California (Lee et al. 2012) as an example. Our data set is composed of both waveform recordings of local small to medium-sized earthquakes and ambient-noise Green's functions.
The ambient-noise Green's functions were provided by Marine Denolle (personal communication) and the technique for obtaining this data set is documented in Prieto et al. (2011) . Ambient-noise Green's functions can be used in full 3-D waveform tomography just like earthquake recordings (e.g. Tromp et al. 2010; Xu et al. 2013) . They allow us to take advantage of the density of a seismic network without waiting for earthquakes to occur and in practice they often complement earthquake recordings and can substantially improve the data coverage in tomographic inversions (e.g. Shapiro et al. 2005; Yang et al. 2007; Bensen et al. 2008 ). In our inversion, the target waveforms on the ambient-noise Green's functions are the vertical-component Rayleigh waves. Examples of the selected waveforms on the ambient-noise Green's functions and the corresponding synthetic Green's functions are shown in Fig. 8 . The station 'RCT' is treated as the 'source' station. The interstation synthetic Green's functions were computed using a 3-D staggeredgrid finite-difference code (Olsen 1994) by placing a unit impulsive vertical force at station 'RCT'. The reference earth structure model used in the calculation is a tomographically updated version of the 3-D SCEC CVM4.0 (Lee et al. 2012) .
In the pre-processing step, we rejected noisy ambient-noise Green's functions if any of the SNR values is less than 3. Both the synthetic Green's functions and the ambient-noise Green's functions were band-pass filtered using a fourth-order Butterworth filter with corners at 9 and 5.5 s. After an ambient-noise Green's function was segmented, we applied the first two criteria in Section 2.3 and rejected all wave packets arriving 15 s before or 30 s after the estimated surface wave arrival time. Among the remaining wave packets, we picked the one with the largest amplitude. The same procedure was also applied on the corresponding synthetic Green's function to obtain the synthetic surface wave packet. Frequency-dependent group-delay misfits were then measured at a set of frequencies evenly distributed across the frequency band. Fig. 7 shows the geographic distribution of the group-delay measurements at the dominant frequency. In this example, the measurements indicate that the reference shear-wave speed west of 'RCT' around the Coast Ranges and in the southern Great Valley is too fast and should be reduced while the reference shear-wave speed east of 'RCT' in the Sierra Nevada region is too slow and should be increased.
The way that we process earthquake recordings is different from the procedure used for processing ambient-noise Green's functions and also slightly different from the procedure used in our CMT inversions. Some examples from an earthquake (event ID: 9095528) are shown in Fig. 8 . After the pre-processing step and segmenting both the observed and synthetic seismograms, we followed the three steps for waveform selection as discussed in Section 2.3. The parameters used in our procedure are listed in Table 2 . In Fig. 8(a) , the wave packets arriving 30 s after the estimated surface wave arrival time were rejected in step (1). The remaining two wave packets all satisfied the rest of the selection criteria. In Fig. 8(b) , after rejecting wave packets arriving too late in the seismogram, there were three wave packets remaining. The wave packet arriving at around 60 s was rejected in the last step because the NCC value was below the threshold. In Fig. 8(c) , the wave packet arriving at around 80 s was rejected in the last step because it did not meet any of the criteria for NCC, | T | and | ln A|. In Fig. 8(d) , only one wave packet was selected because the rest of the wave packets did not meet the required SNR thresholds in step (2).
Global full 3-D waveform tomography
Our algorithm can also be applied to seismograms recorded at regional to teleseismic distances once the values for the pre-set parameters are adjusted accordingly (Table 2 ). Fig. 9 shows examples of the regional/teleseismic seismograms for the 2007 July 26 M w 6.9 northern Molucca sea earthquake. The synthetic seismograms were computed using the SPECFEM3D_GLOBE code version 5.1 . The 3-D earth structure model was obtained by combining the 3-D S40RTS mantle model (Ritsema et al. 2011) , the 3-D CRUST2.0 crustal model (Bassin et al. 2000) and the 1-D PREM attenuation model (Dziewonski & Anderson 1981) . The source parameters used in the calculations were obtained from the Global CMT catalogue (http://www.globalcmt.org). The synthetics were accurate to a shortest period of about 45.33 s.
In the pre-processing step, a fourth-order Butterworth band-pass filter with corners at 5 and 20 mHz was applied on both the observed and the synthetic seismograms. At teleseismic distances, some useful phases may arrive after the minor-arc surface wave; therefore in step (1) of our waveform selection process, we removed the criterion for rejecting wave packets arriving after the minor-arc surface waves. The minimum temporal length for accepting a wave packet was increased to 50 s, which was the corner period of the filter. Considering the accuracy of the starting model and the general fit between observed and synthetic waveforms, the minimum NCC value needed for accepting a wave packet is reduced to 0.65 for body waves and to 0.5 for surface waves. The allowed maximum crosscorrelation time-shift was increased to 20 s for body waves and to 25 s for surface waves. In general, the number of waveforms picked automatically by our algorithm increases with source-receiver distance. At station CTAO, which is 29
• from the epicentre, the number of picked waveforms is 8; while at station DRLN, which is 128
• from the epicentre, the number of picked waveforms is 24 (Fig. 9) .
S U M M A RY A N D D I S C U S S I O N
The purpose of this study is to develop a semi-automatic seismic waveform analysis tool that can be used in full 3-D waveform inversions and other types of seismological studies that may require waveform separation and selection. Our algorithm consists of three major components: seismogram pre-processing, seismogram segmentation and waveform selection. segmentation algorithm is based on segmenting the scalogram in the time-frequency domain using a topological watershed method. A set of criteria is proposed to select observed and synthetic wave packets that can be used for extracting waveform misfit measurements. We have demonstrated the usefulness of our algorithm using earthquake seismograms and ambient-noise Green's functions at local, regional and teleseismic distances in waveform inversions for CMT parameters and earth structure models. Using those examples, we also gave some suggested values for the parameters that control the behaviour of our algorithm for different types of seismic data.
The performance of our seismogram segmentation algorithm depends upon both the seismogram being segmented and the resolution of the time-frequency domain scalogram. An important limitation of our algorithm is that it would not be able to separate different phases if they have significant overlap in the time-frequency domain. If that is the case, we may need to explore additional conditions that can be used for wave arrival separation. The resolution of the time-frequency domain scalogram is determined by the wavelet transform and the mother wavelet. Other types of time-frequency transforms such as the short-time Fourier transform can also be adopted. Depending upon how well the different phases are separated in time and in frequency, one can improve the resolution in time or in frequency by adjusting the mother wavelet. However, any improvement of resolution in time (frequency) can reduce the resolution in frequency (time). For wave arrivals that are well separated in the time domain, we do not expect our algorithm to provide results that are significantly different from FLEXWIN.
At the current stage, the appropriate values for the pre-set parameters listed in Table 1 still need to be assigned or fine-tuned manually through a trial-and-error process for different data sets or different applications. In recent years, the artificial neural network (ANN) has been adopted to perform certain seismic data processing tasks with different degrees of success (e.g. Shimshoni & Intrator 1998; Del Pezzo et al. 2003; Scarpetta et al. 2005; Dai & MacBeth 2007; Valentine & Woodhouse 2010) . In Diersen et al. (2011) , we applied an importance-aided neural network (IANN) to the waveform selection process and tested it against a set of manual picks using the ambient-noise Green's functions collected in Southern California. A set of 15 criteria, including those listed in Section 2.4, was built into the IANN with different weights. This IANN was trained using 1250 manual picks (about one tenth of our total ambient-noise Green's function data set) and then tested using 504 examples previously unseen by the IANN. Out of 504 test examples, the IANN gave zero false negatives and two false positives (i.e. accepted two wave packets that were rejected in the manual pick), a success rate of about 99.6 per cent. More experiments on different types of data sets still need to be conducted to fully test the robustness of the IANN implementation.
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