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Slučajni sprehodi na množici celih števil
Povzetek
Slučajni sprehodi na celih številih so slučajni procesi, pri katerih se na vsakem koraku
z neko verjetnostjo premaknemo iz neke celoštevilske vrednosti na eno izmed njenih
sosed, torej se vrednost bodisi poveča za 1 bodisi za 1 zmanjša. Poleg tega so koraki
slučajnega sprehoda neodvisni, iz česar sledi, da gre za markovski proces, saj je za
vsako stanje pomembno le, kje smo se nahajali v prejšnjem času in ne kako smo do
tja prišli.
S slučajnimi procesi na Z se lahko modelirajo razni praktični primeri, zanimiva
pa je tudi obravnava lastnosti le-teh. Tako si lahko pri njih ogledujemo verjetnost,
da smo po nekem določenem številu korakov dosegli neko vrednost ali verjetnost, da
je bila neka izbrana vrednost kadarkoli dosežena, išče pa se lahko tudi maksimalne
in minimalne vrednosti, dosežene tekom sprehoda.
V praktičnem smislu pa so uporabni predvsem neskončni slučajni sprehodi na
Z, torej sprehodi z neskončno mnogo možnimi koraki. Pri teh je najbolj zanimiva
obravnava limitnih lastnosti sprehoda, kot je vrednost, proti kateri se slučajni spre-
hod usmeri ter verjetnost zadnjega obiska nekega izbranega celega števila.
Random walks on the set of all integers
Abstract
A random walk on Z is a random process in which we move from a whole number to
one of its neighboring values on every step; that means that on every step the value
of our walk either increases or decreases by 1. These steps are independent of each
other, which makes random walks a Markov process because it is not important how
we got to the number at which the walk stands, only the value itself.
This kind of walks is very useful for modeling many practical problems. However,
the most interesting things about them are their properties since we can, for example,
observe the probability of the walk reaching a particular number after a fixed amount
of steps taken or the probability of some value ever being reached by the walk at
all. We can also search for the maximal or minimal value which the walk reaches.
Random walks on whole numbers with an unlimited number of steps or infinite
walks for short are, however, the most useful in a practical sense. These types of
walks are particularly interesting in their limits or in their probabilities of reaching
a fixed number for one last time.
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Ključne besede: hazarder/kockar, indukcija, rodovna funkcija, slučajna spremen-
ljivka, slučajni proces
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1. Uvod
Definicija 1.1. Slučajni sprehod je slučajni proces, ki opisuje pot zaporednih na-
ključnih korakov na matematičnem prostoru, npr. na celih številih.
Pri slučajnih sprehodih se torej na vsakem koraku z dano verjetnostjo premaknemo
na drug element prostora. V diplomski nalogi bomo govorili o slučajnih sprehodih
na Z, to pomeni, da bomo čas in prostor obravnavali diskretno. Čeprav gre v
osnovi za relativno enostavno tematiko, se s slučajnimi sprehodi lahko modelira
razne praktične primere; v fiziki se jih pogosto uporablja za opazovanje premikanja
delcev v prostoru, poleg tega pa se z njimi modelira razširitve epidemij, hazardiranje
ter gibanje borznih indeksov. Gre torej za precej pomemben matematični objekt, ki
je v praksi zelo uporaben.
Za lažjo predstavo lahko na slučajne sprehode na celih številih gledamo kot na
model zaporednih metov kovanca. Predstavljajmo si, da imamo nek delec, ki se
nahaja v poziciji 0. Če ob metu kovanca pade grb, se delec pomakne navzgor proti
1, v primeru cifre pa navzdol za -1. Nato met kovanca ponovimo in postopek po
želji induktivno nadaljujemo. Pozicija delca po k metih nam torej pove dejanski
zaslužek hazarderja po k metih.
V praksi je seveda takšno modeliranje oteženo, saj je verjetnost zmage redkokdaj
enaka 12 zaradi različnih možnih izplačil. Vzemimo za primer omejeno verzijo igre
ruleta, pri kateri lahko stavimo le 1 EUR na rdečo. Ker je vseh možnosti 38 (18
števil je rdečih, 18 črnih in 2 zeleni), je verjetnost dobitka enaka p = 1838 ≈ 0.477, če
si sprehod ogledujemo iz perspektive igralca. Če bi vzeli p = 2038 , pa bi si ogledovali
slučajni sprehod za kazino.
Seveda pa si pri takšnih modelih hitro začnemo postavljati naravna vprašanja.
Kakšna je verjetnost, da bo po n stavah hazarder imel s EUR dobička? Kakšna je
verjetnost, da bo imel enkrat med igro natanko r EUR, če vemo, da igranje zaključi
z s EUR? Podobnih vprašanj je še toliko več, če se metanje lahko nadaljuje v
neskončnost.
2. Osnovne definicije
Slučajni sprehod dolžine n je v resnici kar n-terica neodvisnih slučajnih spremen-
ljivk
(X1, X2, . . . , Xn),
pri čemer je Xi enak +1 oziroma -1 za vsak i. Označimo z S0 vrednost, v kateri
se naš sprehod začne, s 0 < p < 1 verjetnost, da je korak pozitiven, ter q = 1 − p
verjetnost, da je korak negativen. Če s Sn označimo vrednost, doseženo po n korakih,
potem sledi
Sn+1 =
⎧⎨⎩Sn + 1, če Xn+1 = 1,Sn − 1, če Xn+1 = −1.
Vrednost, ki jo sprehod doseže po n korakih, bi lahko torej zapisali tudi kot
Sn = X1 + X2 + . . . + Xn,
pri čemer smo, tako kot bomo to storili tudi povsod v nadaljevanju, brez škode za
splošnost predpostavili S0 = 0.
Za lažjo predstavo pa si slučajni sprehod pogosto želimo tudi narisati v dvo-
dimenzionalnem prostoru. Zaradi tega vrednosti na i-tem koraku sprehoda v R2
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priredimo točko (i, Si). Celoten sprehod pa posledično predstavlja zaporedje točk
(0, S0), (1, S1), . . . , (n, Sn), ki jih med seboj povežemo z daljicami.
Na naslednji sliki si lahko ogledamo pot, določeno s slučajnim sprehodom
(1, −1, 1, 1, −1, 1, 1, −1, −1) dolžine 9.
Slika 1. Slučajni sprehod dolžine 9
Na tem koraku podajmo še dve definiciji, ki nam bosta omogočali enostavnejši
zapis v nadaljevanju.
Definicija 2.1. Naj bo n ∈ N ter r, s ∈ Z. Potem z Nn(r, s) označimo število
sprehodov dolžine n, za katere je Sn = s, poleg tega pa velja tudi Sk = r za nek
k ≤ n.
To je torej število sprehodov s koncem v s, ki v nekem času dosežejo vrednost r.
Število Nn(r, s) predstavlja tudi število poti v R2 iz točke (0, 0) do točke (n, s), ki
za nek x sekajo premico y = r, kar prikazuje tudi spodnja slika.
Slika 2. Slučajni sprehod dolžine n
Za vsak n (n ≥ 1) je torej skica sprehoda
(X1, X2, . . . , Xn) −→ {(i, Si) : 0 ≤ i ≤ n}
ravno preslikava na eno izmed prej omenjenih poti. Na tem mestu še enkrat omenimo
začetno predpostavko, da so Xi neodvisne slučajne spremenljivke z verjetnostmi
P (Xi = 1) = p in P (Xi = −1) = 1 − p = q,
za nek 0 < p < 1. Iz tega sledi tudi, da so S0, S1, . . . , Sn slučajne spremenljivke na
istem verjetnostem prostoru ter da gre v resnici torej za markovski proces, saj je za
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vsako stanje pomembno le, kje smo se nahajali v prejšnjem času in ne kako smo do
tja prišli.
Definicija 2.2. Naj bo n ∈ N ter r, s ∈ Z. Pn(r, s) je verjetnost, da je Sn = s in
Sk = r za nek k ≤ n
Zapis, ko namesto vredosti r ali s uporabimo znak ∗, pomeni, da za to vrednost
nimamo nobene omejitve. Nn(∗, s) torej predstavlja število vseh sprehodov dolžine
n s koncem v s, Nn(r, ∗) pa število sprehodov, ki v nekem času dosežejo vrednost r,
zaključijo pa se lahko kjerkoli. Vrednost Pn(∗, s) je kar enaka verjetnosti P (Sn = s),
Pn(r, ∗) pa predstavlja verjetnost, da v neki točki sprehoda dolžine n dosežemo r.
3. Nekaj osnovnih formul
Zamislimo si slučajni sprehod z začetkom v točki S0 = 0. Za dano dolžino spre-
hoda n in število k ∈ Z nas zanima verjetnost, da velja Sn = k. Izračun želene
verjetnosti je dokaj enostaven, vendar se ga lotimo korakoma.
Izračunajmo najprej verjetnost, da se slučajni sprehod dolžine n zaključi z začetno
vrednostjo. V primeru, da je n liho število, je seveda račun nesmiselen, saj je vrnitev













saj mora biti število premikov navzgor enako številu premikov navzdol.
Na podoben način lahko izračunamo tudi ostale prehodne verjetnosti. Če za is-
kano verjetnost, podobno kot v prejšnjem primeru, upoštevamo število korakov, ki
jih moramo narediti navzdol, ter število pozitivnih korakov, lahko izračunamo tudi
splošno verjetnost P (Sn = k). To vrednost pa je mogoče izračunati tudi na drug
način. Za i ≥ 1 ima namreč slučajna spremenljivka 12(Xi + 1) Bernoullijevo poraz-
delitvev s parametrom p, zaradi česar ima Bn = 12(Sn + n) binomsko porazdelitev s
parametroma n in p. Iz obeh ugotovitev sledi spodnji izrek.
Izrek 3.1. Naj bo dan slučajni sprehod dolžine n ∈ N ter nek k ∈ Z. Če je
verjetnost pozitivnega koraka enaka p in verjetnost negativnega koraka enaka q,
potem je verjetnost, da ima slučajni sprehod na n-tem koraku vrednost k, enaka











Ta izrek bi se lahko v principu uporabljal tudi za računanje verjetnosti oblike
P (a ≤ Sn ≤ b) =
∑b
k=a Pn(∗, k), za neka a < b ∈ Z, vendar je ta vsota lahko
precej komplicirana, če je b precej večji od a. Iz tega razloga se za aproksimacijo te
verjetnosti pogosto uporablja de Moivre-Laplacev izrek, ki pravi
Izrek 3.2. Naj bosta p in q pozitivni števili, za kateri je p + q = 1. Potem za dovolj
















Dokaz slednjega je dostopen v viru [5].
S pomočjo le-tega tako pridemo do aproksimacije









Ker očitno velja Nn(∗, −s) = Nn(∗, s), bi si bilo zanimivo ogledati tudi primerjavo
med verjetnostima, da se slučajni sprehod zaključi v s oziroma v −s.
Trditev 3.3. Imejmo dan slučajni sprehod dolžine n, pri čemer je p verjetnost
pozitivnega koraka in q verjetnost negativnega koraka. Potem za verjetnosti, da se







Dokaz. Enakost očitno sledi iz















Za simetrični slučajni sprehod, tj. ko velja p = q = 12 , torej velja Pn(∗, −s) =
Pn(∗, s), oziroma P (Sn = −s) = P (Sn = s). To se zdi smiselno; v primeru metanja
poštenega kovanca je torej verjetnost zaslužka v višini s enaka verjetnosti izgube v
isti višini.
Trditev 3.3 nam v resnici prikaže praktične posledice za nesimetrične sprehode.
Če si ogledamo zgled iz uvoda, v katerem smo obravnavali hazarderja pri omejeni
verziji igre ruleta, ugotovimo, da velja q
p
≈ 1, 096. V primeru pozitivnega s s pomočjo
te trditve tako lahko ugotovimo, kako bolj verjetno je, da bo hazarder po n igrah
s EUR izgubil, kot da bo ta znesek dobil.
Eden od primarnih ciljev diplomske naloge je tudi ugotoviti, kakšna je verjetnost,












za kar pa najprej potrebujemo Pn(r, s) za vsak s. Za primer, ko r leži med 0 in s, to
lahko storimo s pomočjo izreka 3.1, saj pri danem pogoju velja Pn(∗, s) = Pn(r, s). V
nasprotnem primeru pa si bomo pri izračunu splošnega Nn(r, s) pomagali z načelom
zrcaljenja, ki je predstavljen v naslednjem poglavju.
4. Načelo zrcaljenja
Trditev 4.1. Za vsaka r, s ∈ Z velja Nn(r, s) = Nn(r, 2r − s). Posledično za
s + u = 2r velja tudi Nn(r, s) = Nn(r, u).
Dokaz. Dokaz prejšnjega izreka je precej enostaven, če si pomagamo z grafičnim
prikazom. Označimo s π poligonalno pot od točke (0, 0) do (n, s), ki se dotika
vodoravnice y = r, kar prikazuje tudi spodnja slika. Če s T = (t, r) označimo
zadnjo točko, v kateri ima π presečišče s to premico, potem lahko definiramo R(π)
kot zlepek prvotne poti do T in odseva nadaljevanja preko premice y = r.
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Slika 3. Zrcaljenje
Ker velja u − r = r − s, se pot R(π) zaključi v točki (n, u), prav tako pa je s slike
razvidna tudi veljavnost želene enakosti. □
Preslikavo R iz dokaza pa bi pravzaprav lahko definirali tudi v splošnem. Gre
namreč za preslikavo, ki množico poti π od točke (0, 0) do (n, s) z vsaj enim pre-
sečiščem s premico y = r preslika v množico poti med (0, 0) in (n, u), ki sekajo
y = r.
π = (0, 0) . . . (t, r) . . . (n, s) −→ R(π) = (0, 0) . . . (t, r) . . . (n, u)
Definicija 4.2. Naj bo w = (X1, . . . , Xn) slučajni sprehod dolžine n, ki obišče
vrednost r in se zaključi v s. Če je i največje število, za katerega velja Si = r,
potem je R(w) slučajni sprehod
(X1, . . . , Xi, −Xi+1, . . . , −Xn).
Kot smo že omenili, je torej R preslikava iz množice vseh sprehodov, ki obiščejo
r in se zaključijo v s, v množico vseh sprehodov s koncem v u = 2r − s, kateri na
neki točki dosežejo vrednost r.






· Pn(∗, s − 2r).
Dokaz. Iz enakosti N(a, b) = N(−a, −b) in trditve 4.1 očitno sledi Nn(r, s) =
Nn(r, 2r − s) = Nn(−r, s − 2r). Če na tem uporabimo še izrek 3.1 in trditev 3.3,
dobimo















· Pn(−r, s − 2r).
Če r ne leži med 0 in s, se mora nahajati med 0 in u = 2r − s, torej je −r med 0
in s − 2r. Sledi Pn(−r, s − 2r) = Pn(∗, s − 2r) in trditev res velja. □
Verjetnosti v zvezi z Sn se v praksi redkokdaj računajo ali ocenjujejo. Spodnji
izrek nam zato podaja formulo za izračun verjetnosti, da slučajni sprehod dolžine n
na neki točki doseže vrednost r. Pri tem upoštevamo Pn(0, ∗) = 1, saj vsak sprehod
doseže 0 na samem začetku.
8
Izrek 4.4. Za r ̸= 0 velja





























Upoštevamo, da r leži med 0 in s natanko tedaj, ko je s ≥ r, zaradi česar lahko











· Pn(∗, s − 2r).
S substitucijo u = s − 2r in upoštevanjem, da je s < r natanko tedaj, ko velja






















P (Sn = u)
























Za primer r < 0 pa bomo s črto nad Sn oziroma Pn označili sprehod, kjer sta p
in q zamenjana. Potem po zgornjem izračunu sledi

















· P (S̄n < r)

























Komentar. S trivialnimi spremembami v prejšnjem dokazu lahko dobimo tudi for-
mulo










































Zgornje je precej očitno za r = 0, saj sta obe strani enaki 1. Za r ̸= 0 pa lahko
uporabimo prejšnji komentar, po katerem sledi










































Če si ponovno ogledamo igro rulete iz uvoda, za katero, kot že omenjeno, velja
q
p
≈ 1, 096, nam prejšnja formula pove, da je izguba v višini 1 EUR v nekem trenutku
res bolj verjetna kot dobiček v isti višini. Za p = q = 12 pa velja
Pn(r, ∗) = Pn(−r, ∗) = P (Sn ≥|r|) + P (Sn < −|r|)
za vse r. Kot bi pričakovali, je pri p = 12 verjetnost, da obiščemo vrednost r, enaka
verjetnosti obiska vrednosti −r.
5. Maksimum sprehoda
Definicija 5.1. Naj bo dan slučajni sprehod dolžine n. Maksimum sprehoda Mn =
max{S0, S1, . . . , Sn} je največja vrednost, ki jo sprehod doseže.
Ker lahko brez škode za splošnost predpostavimo, da se sprehod začne v vrednosti
S0 = 0, je slučajna spremenljivka Mn nenegativna. V praktičnem smislu bi lahko
rekli, da nas zanima verjetnost, da kockarjev zaslužek nikdar ne preseže vrednosti
r, torej P (Mn ≤ r) oziroma, da je njegov maksimalni zaslužek tekom igre natanko
enak r, P (Mn = r).
Podobno kot smo to naredili že večkrat, se bomo izračuna lotili korakoma.
Trditev 5.2. Za splošni verjetnosti p in q ter neko število r ≥ 0 velja





· P (Sn < −r − 1).
Dokaz. Omenimo najprej, da sprehod dolžine n nikdar ne sme preseči vrednosti r,
sicer obišče r + 1. Velja torej enakost P (Mn ≤ r) = 1 − Pn(r + 1, ∗), od koder lahko
s pomočjo 4.4 dobimo
P (Mn ≤ r) = 1 − Pn(r + 1, ∗)
= 1 −





· P (Sn < −r − 1)
⎞⎠





· P (Sn < −r − 1).
□
S pomočjo te trditve pa lahko izračunamo tudi verjetnost, da je maksimum na-
tanko enak neki dani vrednosti r.
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Trditev 5.3. Verjetnost, da je maksimum slučajnega sprehoda dolžine n natanko
enak r, je enaka













·P (Sn < −r−1).
Dokaz. Dokaz tega je precej enostaven. Najprej lahko opazimo, da se trditev 5.2 za
r = 0 res zreducira na 5.3. V primeru r > 0 pa s pomočjo dvakratne uporabe prve
trditve tega poglavja dobimo
P (Mn = r) = P (Mn ≤ r) − P (Mn ≤ r − 1)
=





· P (Sn < −r − 1)
⎞⎠
−





· P (Sn < −r)
⎞⎠ ,
kar se res zreducira do želene enakosti. □
Če v prejšnjo enakost vstavimo verjetnosti p = q = 12 , dobimo poenostavitev
P (Mn = r) = P (Sn = r) + P (Sn = r + 1),
saj očitno velja P (Sn = −r − 1) = P (Sn = r + 1). Z upoštevanjem r = 0 pa dobimo
celo
P (Mn = 0) =
⎧⎨⎩P (Sn = 0), če je n sod,P (Sn = 1), če je n lih.
V problemu modeliranja dobička kockarja nam ta enakost pove verjetnost, da
kockar ni nikdar "v plusu". Iz nje torej ugotovimo, da je pri igri metanja poštenega
kovanca verjetnost, da nima kockar nikdar več denarja, kot ga je imel na začetku,
enaka:
• verjetnosti, da na koncu ne bo imel ne dobička ne izgube, v kolikor je število
metov sodo,
• verjetnosti, da bo imel na koncu dobiček 1, če je število metov liho,
kar je vsekakor zelo zanimivo.
Trditev 5.4. Za splošna p, q ∈ [0, 1], p + q = 1 velja enakost
P (S1 < 0, . . . , Sn < 0) = q · P (Sn−1 ≤ 0) − p · P (Sn−1 < −1).
Dokaz. Na levi strani enakosti, označimo jo z L, bomo najprej uporabili pogojno
verjetnost, nato pa še trditev 5.2 za r = 0.
L = P (X1 = −1) · P (S1 ≤ −1, . . . , Sn ≤ −1 | X1 = −1)
= q · P (Mn−1 ≤ 0)
= q ·





· P (Sn−1 < −1)
⎞⎠ = R,
pri čemer smo z R označili desno stran enakosti v trditvi. □
Posledica 5.5. Za p = q se trditev 5.4 zreducira na









P (S1 < 0, . . . , Sn < 0) =
1
2 · P (Sn−1 ≤ 0) −
1
2 · P (Sn−1 < −1)
= 12
(








P (Sn−1 = 0) + P (Sn−1 = 1)
)
Pri tem smo v zadnjem koraku upoštevali simetričnost sprehoda, zaradi katere je
verjetnost obiska vrednosti −1 enaka verjetnosti obiska 1.
□
6. Prvi obisk
Trditev 6.1. Verjetnost, da se prvi obisk vrednosti r > 0 zgodi v času n, je dana
kot





· P (Sn = r).
Preden se lotimo dokaza, lahko omenimo, da enakost očitno velja za r = n, saj
n ne more biti obiskan pred časom n. Zanimivo je tudi, da formula ne vsebuje
verjetnosti p in q, čeprav se v dokazu pojavljata precej pogosto.
Dokaz. Za r > 0 velja
P (Sn = r in Mn−1 = r − 1) = P
(
(Sn = r | Sn−1 = r − 1)
)
· P (Mn−1 = r − 1 in Sn−1 = r − 1)
= p
(
Pn−1(r − 1, r − 1) − Pn−1(r, r − 1)
)
.
Iz 3.1 razberemo še











Nadalje lahko iz 3.3 in 4.3 dobimo še verjetnost






























































za k = n+r2 tako res dobimo

























































· P (Sn = r).
□
7. Minimum sprehoda
Z zamenjavo p in q ter obračanjem nekaterih znakov za neenakost lahko podobne
rezultate dobimo za >, ≥ in slučajno spremenljivko MINn = min{S0, S1, . . . , Sn}.
Za r ≤ 0 so tako najbolj zanimive





· P (Sn > 1 − r),(1)














· P (Sn > 1 − r),
P (S1 > 0, . . . ,Sn > 0) = p · P (Sn−1 ≥ 0) − q · P (Sn−1 > 1).(3)
Dokaz. (1) Tako, kot smo to storili že enkrat prej, s črto nad Mn ali Sn označimo
slučajni sprehod, pri katerem sta p in q zamenjana. Potem očitno velja enakost
P (MINn ≥ r) = P (M̄n ≤ −r), od koder po 5.2 sledi
P (MINn ≥ r) = P (M̄n ≤ −r)





· P (S̄n < r − 1)





· P (Sn > −r + 1).
(2) Podobno kot prej lahko tudi na tem mestu uporabimo sprehode z zamenjanima
p in q ter s pomočjo 5.3 tako dobimo
P (MINn = r)
= P (M̄n = −r)













· P (S̄n < r − 1)













· P (Sn > 1 − r).
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(3) Pri dokazu zadnje enakosti pa si pomagamo s točkama (1) in (2), pri čemer
seveda vzamemo r = 0.
P (S1 > 0, . . . , Sn > 0) = P (MINn > 0)
= P (MINn ≥ 0) − P (MINn = 0)



















· P (Sn > 1)
= P (Sn ≥ 0) −
q
p
· P (Sn > 1) − P (Sn = 0)
− P (Sn = 1) − P (Sn > 1) +
q
p
· P (Sn > 1)
= P (Sn > 0) − P (Sn ≥ 1)
= p · P (Sn−1 ≥ 0) − q · P (Sn−1 > 1)
□
Omenimo še opazko, da v primeru igre, kjer igralec začne z −r EUR, P (MINn ≥ r)
predstavlja verjetnost, s katero omenjeni igralec ne bankrotira. Tako primeri z r = 0
in/ali p = q = 12 vodijo do raznih posebnih primerov.
8. Neskončni slučajni sprehodi
Zanimivo in poučno pa si je ogledati tudi slučajne sprehode, ki trajajo v ne-
skončnost. V praktičnem primeru bi to na primer pomenilo, da se met kovanca ali
hazardiranje ponavlja brez konca, iz česar sledi ideja o neskončnih slučajnih spre-
hodih. V tem primeru za množico vseh možnih izidov vzamemo neskončen nabor
neodvisnih slučajnih spremenljivk (X1, X2, . . . ), kjer za vsak i velja bodisi Xi = 1
bodisi Xi = −1. In čeprav se neskončni sprehodi v resničnem življenju praktično ne
pojavljajo, so zaključki, ki jih razberemo iz njihove obravnave, lahko precej uporabni
pri obdelovanju dolgih, a končnih slučajnih sprehodov.
S sklepi iz prejšnjih razdelkov enostavno pridemo do verjetnosti, da slučajni spre-
hod kadarkoli obišče vrednost r.
Trditev 8.1. Za r ≥ 1 velja






, če p < 12 ,
1 , če p ≥ 12 .
Dokaz. Čeprav brez vpeljave teorije mere težko natančno obravnavamo neskončne
slučajne sprehode, vseeno lahko omenimo, da je verjetnost P na množici vseh mo-
žnih izidov konstruirana tako, da lahko verjetnost nekaterih dogodkov zapišemo kot
limito verjetnosti pripadajočih dogodkov s trajanjem n. V našem dokazu to sicer
potrebujemo le v obliki
P (Sn = r za neki n) = lim
n→∞
Pn(r, ∗).
Za p < 12 je enostavno pokazati veljavnost
lim
n→∞
P (Sn ≥ r) = 0 in lim
n→∞
P (Sn < −r) = 1.
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To lahko na primer storimo preko neenakosti Čebiševa
P
(⏐⏐X − E(X)⏐⏐ ≥ t) ≤ t−2 · Var(X).
Ker je E(Sn) = n(2p − 1) in Var(Sn) = n · c za neko pozitivno konstanto c in ker
velja
P (Sn ≥ r) ≤ P
(⏐⏐Sn − E(Sn)⏐⏐ ≥ r + n(1 − 2p)) ,
prva limita sledi po neenakosti Čebiševa za X = Sn in t = r+n(1−2p). Če omenjeni









Pn(r, ∗) = lim
n→∞
(





1 − P (−r ≤ Sn < r)
)
= 1,
saj je limn→∞ P (Sn = k) = 0 za vsak k. Podobno izrek 4.4 implicira limn→∞ Pn(r, ∗)
= 1 za p > 12 , kar sledi iz dejstva, da v tem primeru velja limn→∞ P (Sn ≥ r) = 1 in
limn→∞ P (Sn < −r) = 0, s čimer smo v popolnosti dokazali trditev. □
Za p < 12 nam prejšnja trditev pokaže, da je verjetnost P (Sn = 1 za neki n) manj
kot 1. Iz tega sledi presenetljiv sklep, da je verjetnost, da igralec naše rulete iz
uvoda nikoli nima dobička, neničelna, tudi če bi bil neskončno bogat in bi igro lahko
igral v nedogled. Za p > 12 , kar velja za primer kazinoja, ni tako presenetljivo, da je
P (Sn = 1 za neki n) = 1. Sklep za p = 12 pa je morda manj intuitiven.
Podoben premislek pa kaže tudi, da za r ≥ 1 velja






, če p > 12 ,
1 , če p ≤ 12 .
Verjetnost, da se slučajni sprehod dolžine n nikoli ne vrne nazaj v 0, lahko dobimo
iz 5.4 in enakosti (3) iz poglavja Minimum sprehoda. Naslednji rezultat pa je precej
bolj eleganten in zanimiv.
Izrek 8.2. Verjetnost, da se neskončni slučajni sprehod nikdar ne vrne v vrednost
0, je enaka |p − q|.
Dokaz. Za p = 12 to sledi iz veljavnosti 8.1, saj velja
P (Sn = 1 za neki n) = P (Sn = −1 za neki n) = 1.
Čeprav obstaja verjetnost, da se sprehod nikdar ne vrne več nazaj v 0, se bo tja
torej vrnil skoraj gotovo.
Za p ̸= 12 pa je dokaz zahtevnejši. Naprej omenimo, da je iskana verjetnost enaka
P (X1 = 1) · P
⎛⎝1 + n∑
i=2
Xi ̸= 0 za vse n ≥ 2
⎞⎠
+ P (X1 = −1) · P
⎛⎝−1 + n∑
i=2
Xi ̸= 0 za vse n ≥ 2
⎞⎠
= p · P (sprehod se začne v 0 in nikoli ne obišče −1)
+ q · P (sprehod se začne v 0 in nikoli ne obišče +1)
= p ·
(








Za p < 12 potem, po premisleku iz odstavka pred dokazovanim izrekom, velja P (Sn =
−1 za neki n) = 1 po trditvi 8.1 pa velja še P (Sn = 1 za neki n) = pq . Prejšnja





= q − p = |p − q|. Dokaz za p > 12 je
podoben, le da sta vlogi p in q zamenjani. □
Posledica 8.3. Verjetnost, da sprehod zadnjič obišče 0 v 2k-tem koraku, je enaka
|p − q| · P (S2k = 0).
S pomočjo Borel-Cantellijeve leme je mogoče pokazati še, da za p > 12 velja
limn→∞ Sn = ∞ v verjetnostjo 1. Podobno za p < 12 skoraj gotovo velja limn→∞ Sn =
−∞. Iz teh dveh dejstev sledi
P ( lim
n→∞
|Sn| = ∞) = 1, p ̸= q.
Povedano na drugačen način to pomeni, da imamo z verjetnostjo 1 zadnji obisk
vrednosti 0. Zanima nas še, kdaj v povprečju do njega pride.
Izrek 8.4. Za p ̸= q je pričakovano število korakov pred zadnjim obiskom 0 enako
∞∑
k=0
2k · P (S2k = 0) ·|p − q| =
4pq
1 − 4pq .














pkqk|p − q| = 4pq1 − 4pq ,
saj moramo upoštevati še dejstvo, da gre za zadnji obisk 0.




xk−1 v vrednosti pq. Največji trik tega dokaza predstavlja ugoto-
vitev, da je to pravzaprav enako odvodu F ′(x) funkcije F (x) = ∑∞k=0 (2kk )xk, ki
konvergira za |x| < 14 .
Dokaz. Dokažimo konvergenčno območje zgornje vrste. Najprej se spomnimo, da
za vsako potenčno vrsto okoli 0 (gre za kriterij, kateremu zadošča tudi opazovana
vrsta) obstaja tak konvergenčni radij R ∈ [0, ∞), da vrsta konvergira za vsak x ∈
(−R, R). Izračunamo ga lahko kot R = limk→∞
⏐⏐⏐⏐ akak+1






























⏐⏐⏐⏐⏐ k2 + 2k + 14k2 + 6k + 2
⏐⏐⏐⏐⏐ = 14 ,
od koder res sledi konvergenca za |x| < 14 .
□
Nato upoštevamo še posledico 8.3, da je vsota verjetnosti zadnjega obiska ničle
ravno v 2k-tem koraku po vseh k seveda enaka 1, saj gre za vsoto vseh verjetnosti.
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Velja torej








Z izbiro x = pq ter s prenosom izraza z absolutno vrednostjo na drugo stran tako
dobimo
F (x) = F (pq) = |p − q|−1 = |2p − 1|−1 = (1 − 4p − 4p2)− 12
= (1 − 4p(1 − p))− 12 = (1 − 4pq)− 12 ,
torej
F (x) = (1 − 4x)− 12 .
Ker je F ′(x) = ∑∞k=0 k(2kk )xk−1, je vsota iz začetka dokaza enaka
2pq|p − q| · F ′(pq).
Iz vseh ugotovitev o funkciji F dobimo F ′(x) = 2(1 − 4x)− 32 in posledično F ′(pq) =
2(1 − 4pq)− 32 . Če to vstavimo še v prejšnji izraz, res dobimo
4pq|p − q|
(1 − 4pq) 32
= 4pq|p − q|
(1 − 4pq) · (1 − 4pq) 12
= 4pq|p − q|(1 − 4pq)|p − q| =
4pq
1 − 4pq ,
s čimer je dokaz končan. □
Definicija 8.5. Slučajni sprehod je ponavljajoč, če se z verjetnostjo 1 vrne nazaj v
izhodiščno vrednost oziroma prehoden v nasprotnem primeru.
Po prejšnjih izrekih lahko hitro ugotovimo, da je slučajni sprehod ponavljajoč
natanko tedaj, ko je simetričen, torej ko velja p = q = 12 . Če si ogledamo slučajni
sprehod z začetkom v S0 = 0, se to zdi smiselno, saj je ob času n vrednost sprehoda
enaka vsoti Sn = X1 +X2 +· · ·+Xn neodvisnih slučajnih spremenljivk s pričakovano
vrednostjo E(X) = p − q in končnimi variancami. Posledično velja
1
n
Sn → p − q, ko n → ∞
v L2-konvergenci, kar sledi po zakonu velikih števil. Iz tega dejstva je možno razbrati
tudi prej omenjeno posledico 8.3, saj se za p > q sprehod usmeri proti +∞, za p < q
pa proti −∞. Pri p = q velja 1
n
Sn → 0 v L2-konvergenci, zato slučajni sprehod
ostane ‘centriran’ v začetni vrednosti.
9. Rodovna funkcija časa ustavljanja
Definicija 9.1. Rodovna funkcija slučajne spremenljivke X je dana s predpisom
GX(s) = E(sX),
kjer obstaja.
Trditev 9.2. Za rodovno funkcijo velja GX(0) = 0 in GX(1) = 1.
Spomnimo se osnovne definicije komponente slučajnega sprehoda, ki smo jo že na








kjer 1 − p seveda lahko označimo s q. Poleg tega se spomnimo tudi, da velja
Sk =
∑k
i=1 Xi. Potem lahko definiramo čas ustavljanja, oz. čas, ko prvič dosežemo
vrednost 1, kot
T1 = inf{k; Sk = 1}.
T1 je pravzaprav slučajna spremenljivka, za katero velja, da je lahko izrojena, torej
da je lahko njena pričakovana vrednost enaka ∞, zanima pa nas njena rodovna
funkcija, saj lahko z obravnavo le-te pridemo do nekaterih zaključkov iz diplomske
naloge tudi po drugačni poti kot prej.
Če z G(x) označimo rodovno funkcijo slučajne spremenljivke T1, potem velja




= x · p + x · (1 − p) · E(xT2),
pri čemer smo ločili primera, ko je prvi korak pozitiven oziroma negativen, s T2 pa
smo označili čas, ko slučajni sprehod prvič doseže vrednost 2. V primeru, ko je prvi
korak negativen, zaradi markovskih lastnosti namreč velja, da si ogledujemo nov
slučajni sprehod, neodvisen od prvega koraka, namesto vrednosti 1 pa čakamo, da
je dosežena vrednost 2.
Poleg vsega omenjenega lahko upoštevamo tudi, da je slučajna spremenljivka T2
v porazdelitvi enaka T1 + T̃1, kjer sta T1 in T̃1 neodvisni enako porazdeljeni slučajni
spremenljivki. To sledi iz markovske lastnosti slučajnih sprehodov, saj je čakanje, da
dosežemo vrednost 2, enako čakanju, da dosežemo vrednost 1 in ponovitev slednjega
od trenutka, ko se to zgodi.
Z upoštevanjem te enakosti ter dejstva, da imata T1 in T̃1 zaradi enake porazdelitve
tudi enako rodovno funkcijo, iz neodvisnosti teh dveh slučajnih spremenljivk sledi
G(x) = xp + x(1 − p) · G(x)2.
Rešujemo torej kvadratno enačbo za G(x):





1 − 4p(1 − p)x2
2(1 − p)x .
Če pri tem upoštevamo, da za rodovne funkcije vselej velja GX(0) = 0, ugotovimo,




1 − 4p(1 − p)x2
2(1 − p)x .
S pomočjo zgornje enakosti si nato lahko ogledamo verjetnost, da bo slučajni
sprehod slej ali prej dosegel vrednost 1. Velja namreč, da je T1 neizrojena natanko
tedaj, ko velja G(1) = 1. Z upoštevanjem formule za rodovno funkcijo slučajne
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= 1 −|1 − 2p|2(1 − p)
Za primer 2p ≥ 1, tj. p ≥ 12 tako velja
G(1) = 1 + 1 − 2p2 − 2p = 1
za 2p < 1 ⇐⇒ p < 12 pa
G(1) = 1 − 1 + 2p2(1 − p) =
p
1 − p < 1.
Ugotovili smo torej, da za p ≥ 12 velja E(T1) < ∞, kar pomeni, da bo vrednost
1 slej ali prej dosežena. To se zdi povsem smiselno, saj smo v prejšnjih poglavjih
ugotovili, da gre za p > 12 zaporedje Sn-jev, ko gre n → ∞, proti neskončnosti,
torej bo vrednost 1 res zagotovo dosežena. Za primer p < 12 pa smo prišli do
ugotovitve E(T1) = ∞, torej bomo v povprečju do prvega prihoda do vrednosti 1
čakali neskončno dolgo.
Če dodatno upoštevamo še veljavnost G(1) = P (T1 < ∞), se nam prejšnje
(ne)enakosti ujemajo tudi s trditvijo 8.1.
10. Bolj znana primera
10.1. Kockarjev propad. Problem kockarjevega propada je eden izmed najbolj
pogostih problemov, ki jih lahko modeliramo s pomočjo slučajnih sprehodov. Govori
pa o igri med igralcema A in B, ki tekmujeta en proti drugemu. Na začetku igre
ima igralec A a EUR, igralec B pa (N − a) EUR, tako da je skupna količina denarja
v igri N EUR za neki N ≥ 1. Zaporedoma se meče kovanec, pri katerem grb pade
z verjetnostjo p, z verjetnostjo q pa pade cifra za neka 0 < p = 1 − q < 1. Vsakič,
ko ob metu pade grb, igralec B plača 1 EUR igralcu A, če ob metu pade cifra, pa
1 EUR igralec A plača igralcu B. Igra se na tak način nadaljuje, dokler eden od
igralcev ne ostane brez denarja. Pri tem si bomo mi igro ogledovali iz perspektive
igralca A, torej si zapisujemo količino denarja, ki jo ima igralec A po vsakem metu.
Očitno je zaporedje, po katerem se zapisovana količina spreminja, slučajni sprehod
na množici {0, 1, . . . , N}. Ta sprehod se začne pri vrednosti a in se nadaljuje, dokler
ni dosežena ena od mejnih vrednosti, torej bodisi 0 bodisi N . Recimo še, da v igri
zmaga igralec A, če se sprehod zaključi v mejni vrednosti N , sicer pa v igri zmaga
igralec B. Precej očitno je, da je verjetnost trajanja igre v neskončnost enaka 0, kar
pomeni, da z verjetnostjo 1 v igri slej ali prej zmaga eden od igralcev. Sprašujemo
se, kakšna je verjetnost zmage igralca A v opisanem problemu.
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Zgodovinsko ozadje: Problem je bil prvič omenjen v pismu Blaisa Pascala Pierru
Fermatu daljnega leta 1656. Pascal je v pismu svojo verzijo problema predstavil kot
igro, v kateri dva igralca mečeta 3 kocke. Prvi igralec dobi točko vsakič, ko vsota
vrednosti na kockah kaže 11, drugi pa, ko kaže 14. Poleg tega se točke ne zbirajo v
standardnem vrstnem redu, temveč se točka na običajen način prejme le v primeru,
ko ima nasprotnik 0 točk, sicer pa se nasprotnikov rezultat zmanjša za 1. Cilj igre
je priti do 12 točk, spraševal pa se je o verjetnosti zmage posameznega igralca.
Leta 1657 je problem v svoji knjigi opisoval tudi Huygens, vendar je ta igro delno
spremenil. Pravila igre je sicer povzel po Pascalu, vendar sta v njegovi različici igre
igralca začela z 12 točkami, poražen pa je bil tisti, ki je prvi prišel do 0. Podobno
se je spraševal o verjetnosti poraza posameznega igralca.
Oba primera torej predstavljata problem kockarjevega propada, saj govorita o
igri, kjer sta začetna vložka igralcev poznana, prav tako pa poznamo verjetnosti
pozitivnega in negativnega koraka za vsakega izmed udeležencev. Poimenovanje
problema se je sicer pojavilo šele kasneje.
Reševanje: Izkaže se, da je za dani primer verjetnost zmage igralca A enaka







)N −1 , če p ̸= q,
a
N
, če p = q = 12 .
Dokaz. Označimo z v(a) verjetnost zmage igralca A v igri. Naj bo G dogodek, da ob
prvem metu kovanca pade grb. Potem lahko uporabimo izrek o popolni verjetnosti
in dobimo
P (A zmaga) = P (A zmaga | G) · P (G) + P (A zmaga | GC) · P (GC),
kjer, kot ponavadi, GC označuje komplement dogodka G. Če se dogodek G zgodi, se
premoženje A-ja poveča iz a EUR na (a + 1) EUR, kar pomeni P (A zmaga | G) =
v(a + 1). Podobno velja tudi P (A zmaga | GC) = v(a − 1). Z uporabo teh dveh
enakosti iz prejšnje enačbe dobimo
v(a) = p · v(a + 1) + q · v(a − 1) za 1 ≤ a ≤ N − 1.
S tem smo prišli do diferenčne enačbe z začetnima pogojema
v(0) = 0 in v(N) = 1,
saj z začetnim premoženjem a = 0 igralec A takoj izgubi igro, prav tako pa pri
pogoju a = N igralec A igro takoj dobi. Gre za homogeno diferenčno enačbo, ki jo
lahko rešimo s pomočjo metod za reševanje diferenčnih enačb, pri čemer bomo ločili
primera p = q = 12 in p ̸= q.
Splošen recept za reševanje diferenčnih enačb nam pove, da dano enačbo najprej
pretvorimo v karakteristično enačbo s pomočjo uvedbe v(a) = λa, od koder dobimo
v(a) = p · v(a + 1) + q · v(a − 1)
p·λa+1 − λa + q · λa−1 = 0
p·λ2 − λ + q = 0.
(1) p = q = 12 : V tem primeru rešujemo enačbo
1
2λ
2 − λ + 12 = 0,
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za katero preko diskriminante dobimo λ1,2 = 1±
√
1−1
1 . Edina ničla je torej λ = 1, ki
pa je ničla drugega reda, zaradi česar je rešitev enačbe oblike
v(a) = α · 1a + β · a · 1a.
Nato z upoštevanjem prvega začetnega pogoja, tj. v(0) = 0, z vstavljanjem a = 0
dobimo α = 0, z upoštevanjem v(N) = 1 pa 1 = β · N oz. β = 1
N
. Za primer




(2) p ̸= q: Tokrat gre za reševanje splošne enačbe
p · λ2 − λ + q = 0,
kjer prav tako prek reševanja z diskriminanto dobimo λ1,2 = 1±
√
1−4pq
2p . Nato upo-
števamo še veljavnost p = 1 − q, od koder sledi
1 − 4pq = 1 − 4(1 − q)q = 1 − 4q − 4q2 = (1 − 2q)2












zaradi česar je splošna oblika rešitve enačbe enaka






Spet najprej upoštevamo začetni pogoj v(0) = 0, ki nam da 0 = α+β oz. α = −β.
Iz drugega začetnega pogoja in zadnje ugotovitve pa z vstavljanjem a = N dobimo











β = 1( q
p
)N − 1 .

















)N − 1 .
□






)N −1 , torej z limitiranjem izraza za p ̸= q, bi
lahko ugotovili, da je funkcija P (A zmaga) zvezna tudi v p = 12 .
Seveda pa nas iz praktičnih razlogov ne zanima zgolj verjetnost zmage igralca A,
temveč tudi pričakovana dolžina igre med igralcema A in B. To lahko izračunamo
s pomočjo spodnje trditve, ki nam pove pričakovano število metov kovanca, preden
eden od igralcev bankrotira.
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Trditev 10.1. Zamislimo si slučajni sprehod na množici {0, 1, . . . , N} z absorbci-
jama v 0 in N . Če se sprehod začne v vrednosti a, kjer je 0 ≤ a ≤ N , potem













)N −1 − a
)
, če p ̸= q,
a(N − a), če p = q = 12 .
e(a) torej prikazuje pričakovano število korakov slučajnega sprehoda, ki se začne v
vrednosti a in traja, dokler ne pride bodisi do vrednosti 0 bodisi do vrednosti N .
Dokaz. Označimo s F število metov kovanca, preden se igra zaključi ter z G dogodek,
da v prvem metu pade grb, tako kot smo to storili že prej. Ponovno uporabimo izrek
o popolni verjetnosti in dobimo
E(F ) = E(F | G) · P (G) + E(F | GC) · P (GC).
Če se dogodek G zgodi, potem se po prvem metu premoženje igralca A iz a EUR
poveča na (a + 1) EUR. Precej očitno torej sledi E(F | G) = 1 + e(a + 1), saj
je bil en met že opravljen, e(a + 1) pa označuje enak problem, le da se ta začne z












p · e(a + 1) − e(a) + q · e(a − 1) = −1
za 1 ≤ a ≤ N − 1. Podobno, kot smo to storili že pri izračunu verjetnosti zmage
igralca A, rešimo to diferenčno enačbo za začetna pogoja e(0) = e(N) = 0. Pri tem
bomo ponovno ločili primera p = q = 12 in p ̸= q, prav tako pa si bomo pomagali z
nekaterimi izračuni iz omenjenega dokaza.
(1) p = q = 12 : Glavna razlika med tem dokazom in dokazom verjetnosti zmage
igralca A je dejstvo, da je tokrat diferenčna enačba nehomogena. Vseeno je njen
homogeni del enak enačbi iz omenjenega dokaza, zaradi česar lahko razberemo
eH(a) = α · 1a + βa · 1a,
pri čemer indeks H označuje homogeno rešitev enačbe, podobno pa bomo z inde-
ksom P označili partikularno rešitev problema. Po metodah reševanja nehomogenih
diferenčnih enačb za slednjo lahko razberemo, da ima obliko
eP (a) = a2 · c · 1a = a2c.
Ker seveda želimo, da je partikularna rešitev res rešitev enačbe, le-to vstavimo v
prvotno enačbo, od koder lahko izračunamo vrednost konstante c.
1
2(a + 1)
2 · c + a2c + 12(a − 1)
2 · c = −1
1
2a
2c + ac + c2 − a
2c + 12a
2c − ac + c2 = −1
c = −1.
Partikularna rešitev enačbe je torej enaka eP (a) = −a2, skupna rešitev, katero
dobimo kot vsoto homogene in partikularne rešitve, pa e(a) = α · 1a + β · a · 1a − a2.
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Najprej z upoštevanjem e(0) = 0 spet dobimo α = 0, nato pa iz e(N) = 0 še
0 = β · N − N2, oz. β = N . Rešitev dane diferenčne enačbe je torej res enaka
e(a) = N · a · 1a − a2 = a(N − a).
(2) p ̸= q: Tako kot smo to storili že pri točki (1), najprej iz dokaza verjetnosti
zmage igralca A razberemo homogeno rešitev enačbe






Nato spet lahko ugotovimo, da ima partikularna rešitev obliko eP (a) = c · a in
ponovimo postopek od prej.
p · c(a + 1) − ca + q · c(a − 1) = −1
pca + pc − ca + qca − qc = −1




Partikularna rešitev je torej enaka eP (a) = −ap−q , splošna pa








Ponovno upoštevamo začetna pogoja e(0) = 0 in e(N) = 0, ki nam dasta 0 = α + β,

















⎛⎝N · ( qp)a − 1( q
p
)N − 1 − a
⎞⎠ .
□
10.2. Bertrandov problem volitev. Bertrandov problem volitev govori o štetju
glasov po opravljenih volitvah, na katerih sta se za neko funkcijo potegovala kandi-
data A in B. Pri tem vnaprej vemo, da je kandidat A prejel n glasov, kandidat B pa
m glasov, pri čemer velja n > m. Zanima nas verjetnost, da je skozi celoten proces
štetja kandidat A v prednosti pred kandidatom B.
Zgodovinsko ozadje: Rezultat obravnavanega problema je prvi objavil W. A. Whi-
tworth leta 1878, vendar se imenuje po Josephu Louisu Françoisu Bertrandu, ki je
problem ponovno odkril leta 1887.
Bertrand je v svojem prvotnem članku skiciral dokaz problema s pomočjo spreje-
mljivih zaporedij in indukcije. Vseeno je dodal, da se mu za tako enostaven rezultat
zdi mogoč obstoj bolj direktne metode za dokazovanje. Njegovo domnevo je kasneje
potrdil Désiré André, ki je ugotovil, da je vsa nesprejemljiva zaporedja mogoče raz-
deliti na dva enako verjetna primera, od katerih je en enostavno izračunljiv. To je
tudi dokazal s pomočjo bijekcije. Ena različica njegovega načina reševanja se ime-







kar je mogoče dokazati na več načinov. Sam bom v nalogi predstavil tri; prvi, ki
uporablja indukcijo, je zelo podoben rešitvi Bertranda, drugi pa kaže postopek, ki
ga je za dokazovanje uporabil zgoraj omenjeni Désiré André. Ob koncu pa bomo do
navedene rešitve prišli še prek ugotovitev iz diplomskega dela.
Najprej omenimo, da je ta problem v resnici res primer slučajnega sprehoda,
vendar se bomo reševanja lotili na drug način. Natančneje, ogledovali si bomo število
poti sprehoda, ki so za nas sprejemljive, v primerjavi z vsemi možnimi potmi.
Recimo, da si skozi celoten proces štetja glasov zapisujemo razliko med trenutnim
številom glasov za kandidata A in trenutnim številom glasov za kandidata B. To
vrednost lahko predstavimo grafično kot slučajni sprehod, kjer pozitiven korak na-
stopi vsakič, ko je štet glas za A, negativen pa, ko preštejemo glas za kandidata B.
Tako bi za primer AABABA dobili pot oblike
Slika 4. Primer problema volitev
Za izračun verjetnosti, da je A vedno v prednosti, moramo torej prešteti število
vseh poti od 0 do n − m, ki nikdar ne sekajo abscisne osi.
Preden pa se poglobimo v reševanje problema za splošna n in m, si za lažjo
predstavo oglejmo par primerov manjših dimenzij.
1. Predpostavimo, da imamo 4 volivce, od katerih trije glasujejo za kandidata
A, en pa glasuje za B. Potem so možni vrstni redi štetja AAAB, AABA, ABAA in
BAAA. Od teh poti sta seveda le prvi dve primerni, saj se pri ostalih dveh sprehod
vrne do vrednosti 0. Ponovno si lahko pomagamo z grafičnim prikazom na spodnji
sliki.
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= 4 poti s koncem v 4 − 1 = 3, torej velja P3,1 = 24 =
1
2 .
2. Podobno lahko obravnavamo tudi primer velikosti 5, pri katerem velja n = 3
in m = 2. V tem primeru so seveda možne poti AAABB, AABAB, ABAAB,
BAAAB, AABBA, ABABA, BAABA, ABBAA, BABAA in BBAAA. Za primer
AABAB si oglejmo še tabelo, ki prikazuje trenutno število glasov.
Kandidat A A B A B
A 1 2 2 3 3
B 0 0 1 1 2
Kot lahko opazimo, je v vsakem stolpcu vrednost za kandidata A večja od vredno-
sti za kandidata B, torej gre za primerno pot. Do drugačne ugotovitve pa pridemo
pri obravnavi tabele poti AABBA.
Kandidat A A B A B
A 1 2 2 2 3
B 0 0 1 2 2
V tem primeru sta namreč vrednosti v četrtem stolpcu enaki, kar pomeni, da na
tem mestu A ni v prednosti, česar seveda ne dopuščamo. Po kratkem premisleku
tako pridemo do sklepa, da sta spet dopustni le 2 poti, kateri prikazuje tudi spodnja
slika.







) = 15 .
3. Preden se lotimo reševanja splošnega primera, si oglejmo še grafični prikaz
problema velikosti n = 4, m = 2, pri katerem je ugodnih 5 poti.
Slika 7. Primer velikosti 6
Razberemo torej P4,2 = 5(62)
= 13 .















Podobno pa bi lahko storili tudi za ostale specifične primere. To seveda še ne
dokazuje veljavnosti zgoraj navedene trditve za splošna n in m, dokazovanje česar
se bomo najprej lotili s pomočjo indukcije.
S pogojevanjem verjetnosti na zadnji glas dobimo
Pn,m = P (A vedno vodi | A zadnji) · P (A zadnji)
+ P (A vedno vodi | B zadnji) · P (B zadnji)
= Pn−1,m ·
n
n + m + Pn,m−1 ·
m
n + m.
Za dokaz lahko predpostavimo, da Pn,m = n−mn+m velja za vse n, m, ki zadoščajo
n > m in n + m = N . Potem se lahko lotimo indukcije po N .
N = 1: V tem primeru imamo le eno možnost, in sicer n = 1 in m = 0. Vsi
glasovi so namenjeni kandidatu A, zato je ta seveda ves čas v vodstvu, torej je
iskana verjetnost enaka 1. Res velja
P1,0 = 1 =
1 − 0
1 + 0 .
N − 1 → N : Sedaj predpostavimo, da dokazovano velja za n + m = N − 1 in
preverjamo veljavnost za n > m, n + m = N . Potem lahko uporabimo zgoraj
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navedeno formulo za pogojno verjetnost, kjer po indukcijski predpostavki za Pn−1,m
in Pn,m−1 formula velja, ter dobimo
Pn,m =
n − 1 − m
n − 1 + m ·
n
n + m +
n − m + 1
n + m − 1 ·
m
n + m
= n − m
n + m,
od koder seveda sledi veljavnost za vsak N .
Zaključimo lahko torej, da formula velja za vse N in posledično tudi za vse n in
m, ki zadoščajo ustreznim pogojem.
Kot je bilo omenjeno že prej, se je za drugačen pristop dokazovanja odločil Désiré
André. Njegov pristop je zaradi načina reševanja pogosto imenovan kar Andréjevo
načelo zrcaljenja, čeprav je v resnici problem reševal s pomočjo permutacij.
Dokaz s pomočjo zrcaljenja temelji na ugotovitvi, da če je kandidat A ves čas
pred kandidatom B, potem zagotovo tekom štetja ne pride do izenačenj. Ločimo
primere, pri katerih se štetje prične z A, ter tiste, pri katerih se štetje začne z B. Za
vsako zaporedje, ki se začne z B, velja, da slej ali prej pride do izenačenja, saj na
koncu zmaga kandidat A. Če pa se štetje začne z glasom za kandidata A in pride
do izenačenja, lahko v zaporedju zaradi istega števila glasov do točke izenačenja
zamenjamo vse A in B, torej dobimo neko zaporedje, ki se začne z B. Posledično
torej velja, da je vsako zaporedje, ki se začne z A in pri katerem pride do izenačenja,
ekvivalentno zaporedju, ki se začne z B. Poleg tega upoštevamo še dejstvo, da je
verjetnost, da se zaporedje začne z B, enaka m
n+m , od koder sledi, da je verjetnost
stalnega vodstva kandidata A enaka
Pn,m = 1 − P (v zaporedju pride do izenačenja)
= 1 − P (v zaporedju, ki se lahko začne z A ali B, pride do izenačenja)
= 1 − 2 · m
n + m =
n − m
n + m.
Do rešitve pa je mogoče priti tudi s pomočjo ugotovitev, predstavljenih v prejšnjih
poglavjih. In sicer se bomo reševanja lotili na podoben način, kot smo dokazali izrek
8.2.
Verjetnost, da je kandidat A ves čas v prednosti bi namreč lahko zapisali kot
verjetnost, da je prvi korak pozitiven, nato pa se ne vrnemo nazaj v vrednost 0.
Če nato uporabimo trditev 8.1 in upoštevamo še, da je v tem primeru verjetnost
pozitivnega koraka enaka n
n+m , verjetnost negativnega pa
m





















n + m ·
n − m
n
= n − m
n + m,
s čimer smo res spet prišli do enakega zaključka.
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Slovar strokovnih izrazov
Chebyshev’s inequality neenakost Čebiševa – enačba, ki zagotavlja, da se pri
slučajni spremenljivki le omejeno število vrednosti od povprečja lahko razlikuje
za neko vrednost
difference equation diferenčna enačba
expected value pričakovana vrednost – vsota produktov verjetnosti z vrednostjo
slučajne spremenljivke
radius of convergence konvergenčni radij
Markov process markovski proces – slučajni proces, pri katerem so koraki med
seboj neodvisni
poligonal path poligonalna pot oz. lomljenka – lomljena črta, ki zaporedno po-
vezuje točke, od katerih sosednji ne ležita na isti premici
probability space verjetnostni prostor – trojica (Ω, F , P )
random process slučajni proces
random variable slučajna spremenljivka
recurrent random walk ponavljajoč slučajni sprehod – slučajni sprehod, ki se z
verjetnostjo 1 vrne nazaj v izhodiščno vrednost
reflection principle načelo zrcaljenja – metoda za obravnavo poti, pri kateri se
uporablja simetričnost
transient random walk prehoden slučajni sprehod – slučajni sprehod, ki se v
izhodiščno vrednost ne vrne z verjetnostjo 1
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