In this paper, we will first show that, the homogeneous polynomials which satisfy the Jacobian condition are injective on the lines that pass through the origin. Secondly, we will show that F and G ′ are paired, where F is a Druzkowski map and G ′ is a cubic homogeneous polynomial which related to F . Finally, we will find a more exactly bound for the degree of F −1 , where F is a invertible map.
Jacobian determinant |JF | is a nonzero constant. This conjecture has being attacked by many people from various research fields and remains open even when n = 2! (Of course, a positive answer is obvious when n = 1 by the elements of linear algebra.) See [2] and [3] and the references therein for a wonderful 70-years history of this famous conjecture. It can be easily seen that JC is true if JC holds for all polynomial mappings whose Jacobian determinant is 1. We make use of this convention in the present paper. Among the vast interesting and valid results, a relatively satisfactory result obtained by S.S.S. Wang([4] ) in 1980 is that JC holds for all polynomial mappings of degree 2 in all dimensions. The most powerful and surprising result is the reduction to degree 3, due to H. Bass 
In this paper, we will prove that the homogeneous polynomials which satisfy the Jacobian condition are injective on the lines that pass through the origin. Therefore, the Jacobian Conjecture is true for n = 2 in this case. In the second conclusion, we will show that F and G ′ are Gorni-Zampieri pairings, therefore, G ′ is an isomorphism or |JG ′ | = 1 if and only if F has the same properties. Finally we will give a bound of degF −1 according to the rank of the matrix which consists of the coefficients of linear part of F .
Recall that F is a cubic homogeneous map if F = X+H with X the identity (written as a column vector) and each component of H being either zero or cubic homogeneous.
A cubic homogeneous mapping F = X + H is a Druzkowski (or cubic linear) mapping if each component of H is either zero or a third power of a linear form. Each
Druzkowski mapping F is associated to a scalar matrix A such that
where (AX) * 3 is the Druzkowski symbol for the vector (
with
A i the i−th row of A. Clearly, a Druzkowski mapping is uniquely determined by this matrix A. Apparently, the notion of a Druzkowski mapping can be easily generalized.
Namely, for any positive integer d ≥ 2, we call F = X + H to be a generalized |JF | ∈ C * , then JH is nilpotent and |A| = 0. Therefore, rankA ≤ n − 1 . In fact, JH is nilpotent that is equivalent to |JF | ∈ C * in such case. Now, we can state the results of this paper:
Theorem 1 Let F = X + H, where H are homogeneous polynomials for degH = d
and K denotes to a character zero field. If detJF = 1. Then F is injective on the lines that pass through the origin.
Proof Since H = d −1 Σ n j=1 x j H x j , therefore, we have F = (I + d −1 JH)X. For any a ∈ K n , b = λa for λ ∈ K, suppose F (a) = F (b), then we have
where JH a , JH b are got from JH by replacing X by a, b respectively. So we have
this is equivalent
we have In the proof of Theorem 1, we can get X = (I + d −1 JH) −1 F . Therefore, the ideal generated by X is the same as the ideal generated by F , that is (
Lemma2 Let K be a field and assume F : K n → K n is an invertible polynomial map. If kerJ(F-x) ∩ K n has dimension n − r as a K-space, then there exists a
Furthermore, G is invertible and the degree of the inverse is the same as that of F .
Proof Take T ∈ GL n (K) such that the last n − r columns of T are a basis of the K-space kerJ(F-x) ∩ K n , and set
and by the chain rule,
IfF is the inverse of F , thenG:= T −1F (Tx) is the inverse of G andG have the same degree asF, which completes the proof.
Theorem3 Let K be a field with charK = 0 and assume F = x + H : K n → K n is an invertible polynomial map of degree d. If kerJH ∩ K n has dimension n − r as a K-space, then the inverse polynomial map of F has degree at most d r .
Proof From lemma2, it follows that by replacing F by T −1 F (T x) for a suitable T ∈ GL n (K), we may assume that kerJH ∩ K n = {0} r × K n−r . This means that the last r columns of JH are zero. Hence
algebraically independent over L, we obtain from
for all i ≤ r. Hence (
Using that F is the inverse of x − G, we obtain by substituting x = x − G in Corollary4 Let K be a field with charK = 0 and assume F : K n → K n is an invertible polynomial map of the form F = x + H, where H is power linear of degree d. If rankJH = r, then the inverse polynomial map of F has degree at most d r .
Proof Since H = (Ax) * d . Then we have JH = d · diag((Ax) *(d-1) ) · A, whence kerJH = kerA rankA = rankJH = r. Since A is a matrix over K, the dimension of kerA ∩ K n as a K-space is n − r. Hence the desired result follows from theorem 3.
