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Abstract
The glass transition is often thought as decoupled from any structural change. I show in this
thesis that two types of local order can be detected in a simple experimental glass former. This
order increases when approaching the glass transition and is spatially correlated with the dy-
namic heterogeneities of the supercooled liquid.
Approaching the glass transition temperature Tg, the temperature dependence of
the viscosity or the relaxation time follows at least the Arrhenius law. Glass formers
that have a super-Arrhenius behaviour are called fragile, as opposed to strong. It was
suggested recently that the fragility of glass formers could be related to the frustration
against crystallisation. The glass transition temperature is not a well-defined thermo-
dynamic quantity; it depends on the cooling rate and on the time scale accessible to the
experimentalist. Rather than Tg, some theories use a temperature T0, which corres-
ponds to the temperature where the viscosity and structural relaxation time diverge.
Nothing spectacular happens in the positional order of the system at the glass trans-
ition : no breaking of symmetry, no drastic structural change. In critical phenomena
a static correlation length (the characteristic size of the critical fluctuations) diverges,
which is responsible for the dramatic slowing down of the system. No diverging static
correlation length could be found for decades in glass forming liquids.
The glass is a non-ergodic state of matter where the system is stuck in one configur-
ation, unable to rearrange. By contrast, a supercooled liquid is ergodic even if meta-
stable with respect to the crystal. Supercooled liquids show characteristic dynamical
signatures, which include a plateau in the mean square displacement of the particles,
a two step relaxation process, non-gaussianity of the dynamics and stretching of the
decay of correlation functions.
For more than a decade, it is known that the non-gaussianity and the stretching are
due to dynamic heterogeneities. At a given time, some regions of the supercooled
liquid are fast and others are slow. Dynamic heterogeneities are transient and tem-
porally fluctuating. Their size could be characterised using a four-point density cor-
relation function and this dynamic length scale diverges toward the glass transition.
Is then the glass transition a purely dynamic phenomenon? To answer this question
Widmer-Cooper and Harrowell ran many simulations from the same initial configur-
v
ation but with different initial velocities. In this way, they obtained the propensity to
move of the different places of this initial configuration independently of the initial
dynamic. This propensity was heterogeneous, so some places have a higher probabil-
ity tomove than others. Itwas then shownbyBerthier and Jack that the propensity has
a predictive power on the actual dynamic of a given run, but only on medium range
scale. Propensity does not predict the dynamic of a given particle but of a mesoscopic
region. Nevertheless these works show that dynamic heterogeneities do have a static
structural cause – at least in the most common systems.
We are facedwith an apparent contradiction: supercooled liquids seem to be amorph-
ous but have some sort of transient local or medium range structure that causes dy-
namic heterogeneities. This contradiction resolves when considering a structural or-
der criteria catching the local symmetry rather than the long range positional order.
An ordered particle is then a particle with a highly symmetric neighbourhood, even
if this symmetry is distorted or non-existent over a longer range.
This type of structural order is not obtainable experimentally by usual scattering
techniques. However if one has the coordinates of the individual particles, like in a
simulation, one can use an order parameter taking into account the angles between
the bonds linking particles. For example, the bond orientational order developed by
Steinhardt and co-workers is used to study quasi-crystals, crystals and crystallisation.
Steinhardt bond orientational order is a tensorial order parameter that can be defined
for all `-fold symmetry with even `. The rotational invariants of the tensor are called
q` and w`. q` describes the strength of the `-fold symmetry. For example icosahedra
and crystals (BCC, FCC, HCP) have a strong 6-fold symmetry and thus high values of
q6. w` takes a precise value for a given symmetry group. For example the icosahedral
symmetry gives w6 =   11p4199   0:169, whereas the values of all crystals symmetry
groups collapse to almost zero.
At finite temperatures, the structures are distorted by vibration. This makes the
distributions of the q` and w` broad, noisy and overlapping. One can characterise a
sample as amixture of two or three structures, but it is impossible to identify the struc-
ture of a single particle. If one takes into account the symmetry of the second shell
around a particle and not only the nearest neighbours, the distributions of the coarse-
grained Q` andW` are more robust to thermal fluctuations and less noisy. Structures
with a small amount of periodicity (crystal-like) can be resolved at the particle level.
Moreover, the signal of the non-periodic structures like icosahedron shrinks to zero.
The coarse-grained Q6 is thus a very good indicator of local crystallinity, and local
crystallinity only.
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Using this technique to analyse simulations of particles close to hard spheres, Kawa-
saki and Tanaka showed recently that the fluctuations of the local crystalline order are
closely related to dynamic heterogeneities. Moreover, the length scale of these fluc-
tuations show an Ising-like power-law divergence toward the glass transition point.
These results suggest a far more direct link than thought before between the glass
transition and critical phenomena. Indeed, the glass transition may be a new type
of critical phenomenon where a structural order parameter is directly linked to slow-
ness. Moreover, this structural ordering accompanies little change in density, which
explains why it has not been detected by the static structure factor so far.
Only a few experimental systems allow access to the individual coordinates of the
particles of a supercooled liquid and thus to the bond orientational order. Recently
such analysis was performed on two dimensional driven granular matter. To invest-
igate a three dimensional system, we had to switch to colloids. Confocal microscopy
enables us to image colloids in three dimensions. A colloidal suspension is a realistic
yet simple system that is able to model many features of condensed matter physics.
To our knowledge, colloids were the best choice to investigate experimentally the in-
fluence of local order on the glassy dynamics.
Our colloidswere designed to behave like hard spheres, one of themostwell-studied
systems of statistical physics. In particular, it was shown that a system of identical
hard spheres has a well-defined freezing transition upon increasing density, driven
by purely entropic effects. Hard sphere-like colloids exhibit this transition. Crys-
tallisation can be frustrated by some amount of size polydispersity of the particles,
allowing supercooling and a glass transition.
We tracked our colloids to obtain the coordinates of each particle at each time step
and following them in time. In order to track tens of thousands particles in a reli-
able way over extended periods of time, we had to develop a new tracking software
with extended capabilities and a gain of speed that is between one and two orders of
magnitude compared to existing implementations.
From the coordinates linked into trajectories, we were able to compute dynamic
quantities (intermediate scattering function, mean square displacement, etc.), both
globally and locally. We confirmed that our system exhibits the dynamical signature
of super-cooled liquids, including the dynamical heterogeneities.
We analysed the local structure of our samples, using both the coarse grained and
non-coarse grained version of Steinhardt bond orientational order parameter. Sur-
prisingly, the non-coarse-grained w6 revealed a strong tendency toward icosahedral
order. Particles interacting with an attractive potential have a preferred bond length
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and naturally form highly symmetric structures at low enough temperatures. For ex-
ample 13 Lennard-Jones particles in isolation form an icosahedron. For purely repuls-
ive particles, only packing and entropy effects can act to promote local order. Frag-
ments of icosahedra have been detected before in hard-sphere systems, but it was at
very high volume fractions, even higher than the glass transition. Icosahedral order
was not expected in this proportion inmoderately supercooled liquid of hard spheres.
This result was confirmed by re-analysing Kawasaki’s simulation data of a similar
polydisperse hard-sphere-like system. Icosahedra are detected even in simulations of
truly monodisperse systems. The short lived supercooled state contains icosahedra in
a proportion similar to polydisperse systems. They are not an effect of polydispersity
but may be stabilised by it. The presence of icosahedral clusters is an intrinsic source
of frustration to crystallisation in the system. This may explain why hard spheres
show some amount of fragility even at zero polydispersity.
We could also confirm experimentally the results of Kawasaki about the local crys-
talline order parameters Q6. We also detect transient medium range crystalline order
reminiscent of critical fluctuations. The high Q6 regions have a strong 6-fold sym-
metry, but should not be confused with crystal nuclei. Their density is basically the
same as the disordered parts. Moreover, they lose their periodicity after the second
shell. We could extract a characteristic decay length 6 from its spatial correlation
function. the volume fraction dependence of 6 agrees quantitatively with simula-
tions, diverging toward T0 in a Ising-like fashion.
We could also observe heterogeneous nucleation of crystal at a flat wall. The wall
induces layering that promote hexatic plane formation. Even if the equilibrium struc-
ture should be Face Centered Cubic crystal (FCC), some planes misalign, forming a
random hexagonal compact structure (RHCP). This effect is said to be due to the low
free energy difference between FCC and HCP in hard spheres. We could observe this
phenomenon during crystal growth and monitor the crystal structures at the particle
level using the coarse grainW4. Wewere also able to see howgrowing crystals interact
with the symmetrically-inconsistent icosahedra.
Despite an extensive exploration of the various parameters exposed by Steinhardt
bond orientational order, we could not find other relevant structures in our experi-
mental system or in the simulations. BCC order is absent and dodecahedra are ex-
tremely short-lived. The structure of hard sphere systems can then be summarised by
amap in the (w6; Q6) plane. Q6 monitors the tendency toward crystallisation (HCP or
FCC crystal), whereas w6 follows the formation of icosahedra. We showed that both
tendencies are present in hard spheres supercooled liquids and are mutually exclus-
ive.
With this simplified map, we were able to correlate the dynamics of individual
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particles to their local symmetry. Statistically, ordered particles are slower than the
average and rearrange less frequently. On larger length scales, we confirm a mutual
exclusion between theses two types of ordered clusters and the fast dynamics regions.
Our results suggest that the dynamical arrest of glass is due to the presence of two
types of incompatible local order in the system. One of the two is related to the (crys-
talline) ground state of the system. The other frustrates crystallisation and is locally
stable. The local crystalline order parameter presents critical-like fluctuations grow-
ing toward the glass transition. The diverging length scale of theses fluctuations ex-
plains the global slowing down of the dynamics. Without the very stable local patches
of the second type of order, the crystal would just fill space.
ix
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1 Introduction
The present chapter is a review of the scientific literature in order to introduce the
concepts that form the background and the frame of the present thesis. For a more
concise presentation of this work, its standpoints and its goals, see the Abstract.
In Section 1.1 we will introduce the basic phenomenology and terminology of the
glass transition. This will set the path for Section 1.2 and the dynamics of supercooled
liquids. Section 1.3 will focus on the open question of the relationship between struc-
ture and dynamics in the supercooled liquids. The main goal of this work will to try
to answer to this question. Finally Section 1.4 will present the physics of the particular
system we studied: colloidal hard spheres.
1.1 Glass transition
When we lower the temperature of a liquid, at some point we meet a first order phase
transition to the crystal. Yet, under certain conditions it is possible to avoid crystal-
lisation and to obtain a metastable phase called a supercooled liquid. When the tem-
perature is decreased even lower, the dynamics slows down dramatically until we are
unable to equilibrate the system within reasonable experimental times. The system
has become a non-crystalline solid: a glass. Figure 1.1 summarise this process.
1.1.1 From liquid to solid
The distinction between a solid and a liquid does not involve thermodynamics but
pure mechanics. A solid is defined as a material that does not flow; if we apply a con-
stant stress on a solid, the strain stays constant in time. On the contrary, a liquid flows;
if we apply a constant stress on a liquid, the strain decays with time. We made here
no assumption about the structure of the material or the state point of the system, in
equilibrium or not, metastable or not. However, this distinction depends on the time-
scale: the stress does not relax instantaneously in a liquid, but with a characteristic
relaxation time R. For times much smaller than R, the liquid has a non-zero elastic
response.
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Figure 1.1: Schematic representation of the entropy as a function of temperature in a
liquid, from the high-temperature phase, down to the deeply supercooled
phase. All the relevant temperatures are marked. Above each temperature
we report the approximate value (in seconds) of the relaxation time. The
cooling curves in different colours corresponds to different cooling rates
and thus to slightly different temperatures where the system falls out of
equilibrium. From reference [2]
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1.1 Glass transition
For high temperature molecular liquids R is typically of the order of 10 13 s. How-
ever when a liquid approaches the glass transition its characteristic relaxation time
increases by many orders of magnitudes. The (kinetic) glass transition temperature
Tg is defined as the temperature where R exceed the experimentally accessible time
scale (often  103 s). The system cannot relax; it has become a solid. As you can see,
Tg is not a well-defined thermodynamic temperature, but depends on experimental
contingencies as the patience of the experimentalist and also the cooling rate.
If the glass transition is continuous and its temperature not well-defined thermody-
namically, why is it called a transition? It is because the slowing down of the system is
dramatic near Tg; R increases by orders of magnitudes over a few Kelvins. Moreover
in many systems the increase of the relaxation time is so sharp that actually the po-
sition of Tg hardly moves even with a substantial change in the cooling rate. That is
because near Tg the temperature dependence of the relaxation time follows at least
the Arrhenius law and is often fitted by the empirical Vogel-Fulcher-Tamman (VFT)
relation [3–5]
 = 0 exp

D T0
T0   T

(1.1)
where D is called the fragility and is characteristic of the glass-former. T0 is a tem-
perature below the kinetic Tg where the relaxation time would diverge. If there is
some thermodynamic transition behind the dynamical arrest, T0 is a good candidate
for the transition temperature. That is why T0 is often called the ideal glass transition
temperature.
1.1.2 Configuration and vibration
A thermodynamic interpretation of the glass transition was proposed by Goldstein.
His idea is to look at the energy landscape of the system in the phase space, i.e. the
space of all the configurational degrees of freedom. For example, for a monatomic li-
quid in three dimensions, this is the space of all 3N coordinates of the particles. This
energy landscape has many local energy minima that represents the metastable con-
figurations of the system. The absolute minima is the crystal. When the temperature
is lowered rapidly enough, the system gets stuck in one of these local minima, vibrat-
ing in its potential well. The system has only one possible configuration, it cannot
rearrange or flow: it has become a solid. With Goldstein’s picture in mind, one can
write the entropy S of a low temperature system as the sum of a configurational part
and a vibrational part.
S = Sc + Svib (1.2)
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Figure 1.2: Schematic view of the specific heat temperature dependence at the dy-
namic glass transition. The specific heat drops at the dynamic glass trans-
ition to approximately the same value it has in the crystal phase. This is
because below Tg we are not giving the system enough time to be ergodic.
Roughly speaking, a glass is stuck in a single potential energy minimum
for a long time, so that it loses all the configurational degrees of freedom.
From reference [2]
A liquid explores the configuration space and thus has a high configurational en-
tropy Sc. A solid is limited to one configuration and its entropy is only vibrational.
For a more formal approach to this splitting, see [7, 8]. The loss of configurational
entropy at the glass transition was put into light by measurements of the constant
pressure specific heat CP [9]. The sharp drop sketched in Figure 1.2 indicates that
the dynamical arrest suddenly cuts the degrees of freedom accessible to the system.
Moreover, the values of CP for the glass and for the crystal are very close. This in-
dicates that as in a crystal, the only degrees of freedom accessible to the glass are the
vibrations of the particles around their mean position.
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1.1.3 Two types of solids
As the crystal, the glass is non-ergodic. But contrary to the crystal, the glass is in-
trinsically out of equilibrium. Even though one-time quantities (as the volume or the
energy) may look almost constant in the long time limit, two-time quantities (as the
dynamic correlation function) show a stark off-equilibrium behaviour, in that they
depend explicitly on both times, rather than on their difference. In other words, the
properties of the system depend on the time elapsed from the instant the system was
cooled below Tg. This phenomenon is called ageing and lies beyond the scope of this
thesis.
The particles of a crystal are vibrating around positions that form a periodic lattice,
whereas a glass present no hint of positional order. The static structure of the particles
in a supercooled liquid close to Tg, and even in a glass below Tg, is virtually indistin-
guishable from that of a liquid at temperatures well above Tg. As far as structure is
concerned, a glass looks exactly the same as a liquid [10–13]. Here the indicator of
structure is a static two body density correlator like the structure factor (S(q)), which
is usually very good at detecting the difference between phases. In general, the relax-
ation time R increases by 12-14 orders ofmagnitude at Tg. Yet, when this happens the
structure does not show anything much more relevant going on than what is shown
in Figure 1.3. We conclude that it is impossible to use the structure factor, or any other
standard structural quantity, to understand whether or not the sample is close to the
glass transition, is still a supercooled liquid or has become a glass.
1.1.4 Glass or supercooled?
Following Cavagna, let us make here a clear semantic distinction. The glass is funda-
mentally out of equilibrium, whereas the supercooled liquid is in a metastable equi-
librium.
The supercooled liquid is by definition metastable to the crystal. However, we
can experimentally equilibrate a liquid in its metastable phase, in such a way that
time-translation invariance (and thus the dynamical fluctuation dissipation theorem)
holds. In such situation, no experimental measurement is able to tell us that the sys-
tem is metastable. Only an explicit crystallization of the sample would unveil meta-
stability. Therefore, with a slight abuse of language, we will call this the equilibrium
liquid phase, supercooled or not depending on whether we are below or above the
melting temperature. As always in first-order phase transitions, there is no way to ex-
perimentally detect the presence of the transition temperature, as long as the system
remains equilibrated into one of the two phases.
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Figure 1.3: The static structure factor S(q) in a Lennard-Jones liquid at three differ-
ent temperatures. The relaxation time R increases by almost 4 orders of
magnitude, and yet the structure factor shows no particular change. (from
[14])
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As we have seen before, the time translation invariance does not hold below Tg. We
will use the noun ”glass” and the adjective ”glassy” to design the out of equilibrium
solid resulting of the dynamical arrest and its phenomenology, like ageing.
1.2 Supercooled liquid dynamics
1.2.1 Dynamic quantities
To define the dynamics of a time-dependent quantity a(t), we need to measure it at
two times: t0 and t0 + t. For instance, a displacement is defined as the difference in
position of the same object at two different times.
~r(t0; t) = ~r(t0 + t)  ~r(t0) (1.3)
with ~r(t0) the vector position of the object at time t0.
In a statistical system, we often need to define an ensemble averaged dynamic cor-
relation function:
C(a)(t0; t)  ha(t0) · a(t0 + t)i (1.4)
If we deal with a statistical mechanic system at equilibrium, the ensemble average
of the dynamic quantity should not depend on t0, but still depend on the time lag
t. However, one must keep in mind that t is a difference between times, and not an
absolute time.
Until now, we used the relaxation time R or the viscosity  as our dynamical vari-
able. We could have used equivalently the diffusion constant D. The common point
of all these quantity is that they correspond to the integral of dynamical functions
over all the (accessible) time lags. For instance, the relaxation time at the wavevector
q, i.e. at a scale  /q, is the integral of the self intermediate scattering function (ISF):
Fs(q; t)  1
N
D NX
i=1
e {~q ·
 
~ri(t) ~ri(0)
E
(1.5)
where we recognise a time correlation function. The corresponding observable is
exp ({~q · ~ri(t)), the Fourier transform of the density fluctuations of the particle i. In
an ergodic system, the self ISF should decay to 0with a characteristic time equal to R,
but not in a solid (crystal or glass) where it saturates at a finite value.
Another useful function, in real space this time, is the mean square displacement
(MSD):
r(t)2 =

k~ri(t)  ~ri(0)k2 (1.6)
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(a) Self ISF evaluated at the value of q where the
static structure factor has the main peak. At
high temperatures the decay is exponential,
but when the temperature get close to Tg a
plateau is formed and relaxation proceeds in
two steps. Source [15]
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(b) The MSD. At high temperature there is a
crossover from ballistic transport to diffu-
sion. At low temperatures this crossover
is interrupted by a plateau similar to what
happens for the self ISF. Source [15]
Figure 1.4: Typical dynamics of a supercooled liquid, here a binary Lennard-Jones sys-
tem. Note that the time scales are logarithmic.
At very short times, the trajectory of the particles is ballistic: the particles do not
influence each-other. We have r(t)2  t2. In a solid the MSD saturates to a constant
value that corresponds to the amplitude of the vibration of the particles. In a liquid
the particles diffuse, so at long times we haver(t)2  Dt.
1.2.2 Two step relaxation
At high temperatures, the self ISF decays exponentially. Figure 1.4a shows how this
behaviour changes with supercooling. When decreasing the temperature a plateau
appears in the correlation function that stretch to longer and longer times when ap-
proaching the glass transition. We can define two relaxation processes:
The -relaxation appends at short times and leads to the plateau.
The -relaxation is the decay from the plateau at long times.
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The two step relaxation process is the signature of the supercooled liquid dynamics.
When a plateau appears in a dynamic correlation function, a glass transition is near.
We have an equilibriummeasurement that informs us about the glass transition. This
means that the glass transition is a physically meaningful concept.
The -relaxation does not depend much on the temperature: the plateau is reached
in comparable times at shallow and deep supercooling. However the time needed
to leave the plateau gets longer by orders of magnitude and is the main cause of the
divergence of the relaxation time R.
Obviously, the relaxation of the system cannot be described by a single relaxation
time. In a first approximation, we can define a  and a . The latter is the domin-
ant relaxation time of supercooled fluids. From now on, we will use the expression
”relaxation time” indifferently about R at high temperature or  when the two step
relaxation can be defined.
1.2.3 Cage theory
To understand more easily what the two step relaxation means in real space, we can
have a look a theMSD (see Figure 1.4b). At high temperature, we have a smooth trans-
ition between a ballistic regime where r(t)2  t2 and a diffusion regime where
r(t)2  t. The displacement corresponding to this transition is the mean free path
of the particles, i.e. the distance a particle can go without colliding with an other.
At lower temperatures, we see once again a plateau that intercalates just between
the two regimes. The particle has encountered many collisions but does not diffuse.
If we look at the actual value of theMSD in correspondence of the plateau, we discover
that it is quite small, well below the (square) inter-particle distance [15] and does not
evolve much with temperature.
From theses facts emerges a quite simple picture: the particle cannot diffuse because
it is always colliding into its neighbours. It is like the particle was trapped in a cage
formed by its neighbours. The plateau corresponds to the time passed in the cage.
At long time the particle eventually escapes its cage and the diffusion behaviour is
recovered. Don’t forget that the time is in logarithmic scale: after the particle has got
out of the cage, it is effectively out of any cage.
This phenomenonwas observed experimentally at themicroscopic level by the same
sort of techniques we will be using is this thesis (see Chapter 2 and Chapter 3). As
displayed in Figure 1.5, Weeks and Weitz observed indeed the particles rattling in
their cages. The displacement due to a single hoping process between cages proved
to be only a fraction of the inter-particle distance.
The cage theory can be mapped back to the correlation function: the -relaxation
9
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0.2 diameter
Figure 1.5: A cut through a three-dimensional hard sphere colloidal supercooled li-
quid observed by confocal microscopy. The arrows indicate the direction
of motion for particles with displacements superior to a tenth of diameter
during a time corresponding to the middle of the plateau. The arrows are
all the same length in three dimensions, so shortened arrows indicate mo-
tion in or out of the picture. Lighter colours indicate particles with larger
displacements. Inset: A trajectory of one particle from this sample exhib-
iting cage hopping. Source [16]
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is interpreted as the motion between two collision with the neighbours; the plateau
indicates that the particle position does not decorrelate further during all the time
spent in the cage; the -relaxation corresponds to the escape from the cage and the
recovery of ergodicity.
However useful is the picture of the cage to describe what happens in supercooled
liquid, it is neither explicative nor complete. We don’t know why the neighbours be-
gin to form cages when supercooling the system, and why the frequency of cage hop-
ping decreases at least exponentially with temperature when approaching Tg. Fur-
thermore, the right picture is maybe not a particle breaking its cage but a group of
particles rearranging cooperatively [16–22] as suggested by the clusters and strings of
moving particles displayed in Figure 1.5.
1.2.4 Non-Gaussian distribution of the dynamics
The major drawback of the cage picture is that it considers all particles as equivalent,
diffusing independently at the same rate. If this picture was true, the distribution
of the displacements should be Gaussian. This proves to be wrong, as displayed in
Figure 1.6.
The distribution of the displacements is not Gaussian, it has fat exponential tails for
large displacement. This is interpreted as the existence of two distinct populations of
particles: localized particles that contribute to the central Gaussian distribution and
mobile particles that contribute to the exponential tails. A particle that was able to
jump out of its cage recently is much more likely to jump again than a particle that
has been localised for some time. Jumping evens are not independent.
To quantify such a non-gaussianity of a distribution, the relevant quantity is its (re-
duced, normalized) fourth moment, the kurtosis often called the non-Gaussian para-
meter (NGP). In the case of the displacement, it is expressed from the mean square
and mean quadratic displacements
2(t) 
3


r4(t)

5


r2(t)
2   1 (1.7)
Once again, t is a time difference from an arbitrary reference time t0. This function has
a more and more pronounced bell shape when approaching the glass transition (see
Figure 1.7a). TheNGP starts to increase on the time scale of the -relaxation, reaches its
maximum and starts to decrease on the time scale of the -relaxation. The maximum
of the NGP corresponds to the end of the plateau and appends at later and later times
with decreasing temperature.
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Figure 1.6: Time evolution of the distribution of the displacements for silicon atoms
in silica, Lennard-Jones particles, hard-sphere colloids, and grains (open
circles), fitted with a combination of a Gaussian for the central part and
broad exponential tails (full lines). From [23]
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(a) non-Gaussian parameter function of time
with increasing supercooling. From [17].
(b) Time and temperature dependence of
the dynamical correlation length 4(t).
From [24].
Figure 1.7: Non-gaussianity of the dynamics and corresponding dynamical correla-
tion length in a binary Lennard-Jones system.
The decrease to zero of the NGP at long times is physically meaningful: the dis-
tinction between mobile and localised particles is only transient. If we integrate the
displacements over long enough time, all the particles are alternatively localised and
mobile.
The non-gaussianity of the displacements translates into a distribution of time scales
for the relaxation. Indeed, the long time part of the self ISF is not a single exponential.
It is rather well fitted by the Kohlraush-Williams-Watts [25, 26] stretched exponential
form A exp
h
  (t/)
i
with  < 1 the stretching exponent and A the height of the
plateau, also called the Debye-Waller factor. As a whole, the self ISF can be fitted as:
Fs(q; t)  (1 A) exp

  t


+A exp
"
 

t

#
(1.8)
With this definition, theNGP reaches itsmaximumat a time scale a few times smaller
than . Then, the value of the self ISF approximatively corresponds to the Debye-
Waller factor.
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(a) Dynamic heterogeneities in a 2D super-
cooled liquid simulation. Plot of the
end-to-end particle displacement vectors.
From [21]
(b) Dynamic heterogeneities in hard sphere su-
percooled liquid experiments. The loca-
tions of the fastest particles (large spheres)
and the other particles (smaller spheres).
From [22]
Figure 1.8: Visualisation of dynamic heterogeneities. When calculated according to
the appropriate time scale tdh, the displacements of the particles show het-
erogeneities in space. In (b) the particles all have the same physical size,
which is the size of the large spheres.
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1.2.5 Dynamic Heterogeneities
As we said at the end of Section 1.2.3, the relaxation in a supercooled liquid is not a
single-particle process; it involves a group of particles that have to rearrange cooper-
atively. This notion articulates with the non-gaussianity of the dynamic to give the
notion of dynamic heterogeneities: groups of particles rearrange cooperatively many
times which yields a high mobility for these particles, when other regions of the sys-
tem are not rearranging implying that the particles there are localised [16–22].
The dynamic heterogeneities are best observed (see Figure 1.8) when calculating the
value of dynamical functions at the maximum of the NGP. We note the time scale of
thismaximum tdh. Once again, we need two times (or a difference of times) to describe
the physics of the system. Evenmore interesting is the size of the dynamic heterogen-
eities that is increasing when approaching the glass transition (see Figure 1.7b).
1.2.6 How to define a dynamical length scale
To define the characteristic length scale of the dynamic heterogeneities, Donati et al.
thought about correlating in space the displacements ri(t) = ~ri(t)   ~ri(0) or more
precisely, the fluctuations of the norm of the displacements ui(t) = ri(t) hri(t)i.
The mobility-mobility spatial correlation function is defined as:
Gu(t)(r)  Gu(r; t) 
DP
i;j ui(t)uj(t)(rij   r)
E
DP
i;j (rij   r)
E (1.9)
Note that for r = 0 equation (1.9) boils down to theMSD (equation (1.6)). Gu(t; r) in-
forms us about the spatial fluctuations of theMSD. The four-point correlation function
that corresponds in the same way to the spatial fluctuations of the ISF [24] is
G4(r; t)  h(0; 0)(0; t)(r; 0)(r; t)i h(0; 0)(0; t)i h(r; 0)(r; t)i (1.10)
The name ”four-point correlation function” stands for the 4points needed todefined
such a function: ri(t0), ri(t0 + t), rj(t0) and rj(t0 + t). We can define a susceptibility
for each of these functions,
u =
Z
drGu(t; r) (1.11)
4 =
Z
drG4(t; r) (1.12)
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and a correlation length u(t), 4(t) from the decay of the correlation function. The
largest susceptibility and the longer correlation length can be obtained for t = tdh (see
Figure 1.7b). Thus from now on if t is omitted in a four-point observable, it means
t = tdh.
1.3 A static cause to dynamic heterogeneities?
1.3.1 The quest for a static length scale
We saw in Section 1.1.3 that the usual static correlation function where not changing
significantly when approaching the glass transition. Nothing spectacular happens
in the positional order of the system when simultaneously its dynamics slows down
by many orders of magnitude. In critical phenomena a static correlation length (the
characteristic size of the critical fluctuations) diverges, which are responsible for the
dramatic slowing down of the system: the larger, the slower. No diverging static cor-
relation length could be found for decades in glass forming liquids.
In Section 1.2.5 and Section 1.2.6 we saw that a dynamic correlation length can be
defined corresponding to dynamic heterogeneities in the system. If we could find a
static cause to the dynamic heterogeneities, its length scale is likely to increase in the
same way as the dynamic correlation length, achieving the quest for a static length
diverging at the glass transition.
In this section, we will review the body of evidence that points toward the existence
of a static cause, whatever it is, to the dynamic heterogeneities.
1.3.2 Dynamic propensity
It is quite natural to think that a rearrangement at a given place will trigger other re-
arrangements nearby because it offers newpossibilities ofmotion. It is thus difficult to
disentangle the influence of the static structure from the the consequences of previous
dynamical events. To address this point, Widmer-Cooper and Harrowell introduced
the iso-configurational ensemble and the dynamic propensity.
The iso-configurational ensemble is a simulation trick to get rid of the influence
of the initial dynamics. Widmer-Cooper and Harrowell ran M simulations with the
same starting configuration but with momenta assigned randomly from the appro-
priate Maxwell–Boltzmann distribution. IfM is large enough, the average over those
runs of any observable should be depending only on the initial configuration. If the
iso-configurational averaged observable is spatially homogeneous, then this observ-
able do not depend on the initial configuration.
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Figure 1.9: Dynamic propensity map of a 2D soft disk simulation. From [27]
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Widmer-Cooper and Harrowell named dynamic propensity the iso-configurational
average of the square displacement, because it does not correspond to the actual
squared displacement of the particle in any particular run but, rather, reflects the
particle’s propensity for displacement. As shown in Figure 1.9, the propensity is het-
erogeneous, so the structure can predict the propensity. Subsequent works focused
mainly on the predictability of the propensity by the structure [28–34].
1.3.3 Predicting the dynamics
Berthier and Jack showed that the propensity was in fact a poor predictor of the
dynamics at the particle level. In particular, the distinction between fast and slow
particles is no longer apparent after iso-configurational average. So the link between
structure and dynamics via the propensity seems to be broken.
However the same authors show that at larger scales the dynamic propensity pre-
dicts well the size and the geometry of the dynamic heterogeneities. While it is not
possible to use the structure to predict whether a given particle will be fast or slow in
a single run, it is possible to tell if it belongs to a fast or slow region.
In particular, the structure should be able to predict the diverging size of the dy-
namic heterogeneities. So the quest for a static diverging length scale is not vain.
1.3.4 What sort of static cause?
Even if we know that the initial positions of the particles plays a role in the dynamic
heterogeneities, the precise static features that control the dynamics are still to be de-
termined. Various attempts have been made in this direction, considering the elastic
properties [36–38], the configurational entropy [39–42], or through the idea of a rough
energy landscape [43]. These approaches often focus on the rearranging regions, try-
ing to understand why, when and how they rearrange.
Another line of thought is to focus on the slow regions and understandwhy they are
not rearranging. After all, the specificity of the glass transition is a slowing down, not
that particles move. The notion that some stable structures form in the supercooled
liquid emerges quite naturally. However, the term ”structure” has to be defined prop-
erly. We said in Section 1.1.3 that the usual definition of order, well adapted to dis-
tinguish between a long-range positionally ordered crystal and the disordered high
temperature liquid, was not sufficient to detect the onset of the glass transition. The
structure that may exist in supercooled liquid must then be local or medium-ranged
and not detectable by the usual two-point density correlation methods.
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Figure 1.10: (a) fluctuations of the crystal-like bond order parameter in polydisperse
quasi hard disks simulations and (b) the corresponding dynamic hetero-
geneities. (c) Same as (a) in 3D, but the low order particles are not shown
for clarity. From [45].
.
The frustration-based approach [44] postulates the existence of a local order in any
liquid, order that cannot tile thewhole space, for instance the 5-fold symmetry. Without
this geometric frustration, the order would fill space and be at even lower energy than
the crystal. The partial ordering despite frustrationwould be the origin of the slowing
down.
Tanaka [46, 47] noticed that the avoided crystallisation should not be forgotten in the
supercooled branch. By definition a supercooled liquid is metastable to a crystal and
the underlying tendency to crystalline ordering must be important. The avoidance of
crystallisation, the dynamical arrest and the fragility can be all linked by using two
order parameters that account respectively for the tendency toward global ordering
(crystallisation) and the formation of locally favoured structures incompatible with
the crystal symmetry. The term ”frustration” is also used in the two order parameter
model, but it is related to the frustation on the way to crystallisation [48–51], not to a
type of order intrinsically frustration by the geometry of space.
Tanaka and co-workers [51–54] showed that in various systems (simulations and 2D
granular matter experiments) the fluctuations of the local crystalline order are closely
related to dynamic heterogeneities (see Figure 1.10). Moreover, the length scale of
these fluctuations showan Ising-like power-lawdivergence toward the glass transition
point [45]. These results suggest a far more direct link than thought before between
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Figure 1.11: Behaviour of almost identical hard spheres upon increasing volume frac-
tion from 0.4 (usual liquid) to 0.74 (close packing). Top: Equilibrium
phase diagram for the monodisperse system. Bottom: metastable branch
with respect to the avoided crystallisation for 6% polydispersity.
the glass transition and critical phenomena. Indeed, the glass transitionmay be a new
type of critical phenomenon where a structural order parameter is directly linked to
slowness. Furthermore, this structural ordering accompanies little change in density,
which explains why it has not been detected by the static structure factor so far.
The present work is based on these results and try to test and extend them in 3D by
experiments.
1.4 Hard spheres and colloids
The experimental systems that allow to to probe directly their local structure are few.
The present section introduces one of them that is investigated in this thesis: colloidal
hard spheres.
1.4.1 Crystallisation and glass transition
Hard spheres are defined as impenetrable spheres. Apart from this no overlap condi-
tion, they have neither repulsion nor attraction between them, so no potential energy.
This very simple definition makes this theoretical object a cornerstone of statistical
mechanics, and it has been subjected to an exceptional degree of interest, to the ex-
tent that hard spheres form one of the best understood systems of condensed matter.
In particular, a first order fluid-to-crystal freezing transition of hard spheres was dis-
covered more than 50 years ago in the early computer experiments ofwood1957 and
Alder and Wainwright.
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Hard sphere crystallization is puzzling. Why would a system without potential
energy, driven only by entropy, prefer order to disorder? The answerwas suggested by
Hoover: a globally ordered configuration allows more vibration of each particle than
a disordered configuration. In terms of equation (1.2), the crystallisation decrease the
configurational entropy Sc but increases the vibrational entropy Svib. At high enough
density jScj < jSvibj so the entropy paradoxically increases upon (global) ordering.
Not long after this discovery, drawing on their own free-volume theories and sphere
packing experiments [57, 58], Cohen and Turnbull, Cohen and Turnbull suggested
that compressing an assembly of hard spheres fast enough to by-pass crystallization
should result in a metastable, amorphous, solid ”glass” state. In 1986, experiments
by Pusey and Megen on suspensions of colloidal particles that interact via a steep re-
pulsive potential observed both the freezing transition and, at higher concentrations,
glass formation.
1.4.2 Equations of state
In the case of the single component hard sphere fluid, the osmotic pressure is well-
approximated by the Carnahan-Starling equation of state (EOS) [62],
PV
NkBT
=
1 + + 2   3
(1  )3 (1.13)
where P is pressure, V is volume, N is the number of particles within V and  is the
volume fraction defined as
  N 
3
6V
(1.14)
where  is the hard core diameter. The volume fraction is the only control parameter
of the phase behaviour of monodisperse hard spheres. When comparing between
hard spheres and systems having a potential energy, one may think about the volume
fraction as an inverse temperature: increasing the volume fraction is somewhat equi-
valent as cooling a thermal system. At  = m  0:4954 monodisperse hard spheres
freeze and at  = X  0:5478 they melt. At higher volume fractions one finds a
kinetic glass transition volume fraction g before reaching an theoretical ideal glass
transition at 0. In general, all the relations that we presented in the previous sections
of this chapter can be adapter to the case of hard spheres by changing T in 1/.
The osmotic pressure of the single component hard sphere crystal is well approx-
imated by the form given by Hall.
PV
NkBT
=
1 + + 2   0:678253   4   0:55   6:028e(7:9 3:9)6
1  3+ 32   1:043053 (1.15)
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Figure 1.12: Derjaguin, Landau, Verwey and Overbeek theory.
where  = cp/   1 quantifies the distance to the close packing volume fraction
cp = 
p
2/6 ' 0:74. The parametrization given by Young and Alder is also often
used for its simplicity even though it deviates from Hall’s for small .
PV
NkBT
=
3

+ 2:566 + 0:55  1:192 + 5:953 (1.16)
1.4.3 Colloidal hard spheres
In addition to their fundamental simplicity, hard spheres have been very closely ap-
proximated experimentally using colloidal dispersions. Derjaguin, Landau, Verwey
and Overbeek (DLVO) theory suggests that the stability of a colloidal dispersion de-
pends on the sum of the attraction and repulsion potential (Figure 1.12a). the attract-
ive component is usually due to short ranged van der Waals forces. It causes irrevers-
ible aggregation of the colloids. The repulsive interaction potential is long ranged
and due to the electrostatic double layer made of the charge on the colloids and of the
counter ions in the solvent. The range of this repulsive potential is the Debye length.
Adding salts to the solvent is diminishing the Debye length. In aqueous media, it will
easily destabilize the colloidal dispersions, making it fall into the primary minimum
due to the van der Waals interaction. In non-aqueous media, the dielectric constant
is weaker so the Debye length is never short enough to have an unstable colloidal dis-
persion. On the contrary, the double layer energy can be enforced by adding salts to
the solvent, stabilizing the suspension.
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The key to approximate hard spheres with almost uncharged colloidal dispersions
is the steric stabilization [61]. Polymers are adsorbed or even bind to the colloids to
keep their surface further apart than the van der Waals attraction range, preventing
aggregation.
1.4.4 Polydispersity
The usualway to avoid crystallisation of spherical particles is tomix two ormore types
of particles, like in the well known Kob-Anderson binary mixture of Lennard-Jones
particles [15]. Colloids naturally present a distribution of sizes, often approximated
as Gaussian. Monodisperse colloids are impossible but can be approximated as close
as 3% polydispersity.
This experimental constrains motivated investigations about the effect of polydis-
persity on the phase behaviour of hard spheres by experiments [61, 65], computer
simulations [66–68], density functional theories [69, 70], and simplified analytical the-
ories [69–75]. These studies have revealed that, compared to the monodisperse case,
polydispersity causes several qualitatively new phenomena.
It is intuitively clear [71] that significant diameter polydispersity should destabilize
the crystal phase, because it is difficult to accommodate a range of diameters in a lat-
tice structure. Polydispersity induces geometrical frustration against crystallisation.
Experiments indeed show that crystallization is suppressed above a terminal poly-
dispersity of t ' 12% [61, 65]. Theoretical work suggested that this arises from a
progressive narrowing of the fluid-solid coexistence region with increasing , with
the phase boundaries meeting at t [70, 72] in a point of equal concentration [74].
Fasolo and Sollich refined the previous determinations of t by taking into account
the fractionation into several solid phases that occurs at sufficiently large polydis-
persity. They foundt ' 7%.
Kawasaki et al. showed in simulation that polydispersity also affects the fragility of
(almost) harddisks [52] and (almost) hard spheres [54]. Higher polydispersity induces
stronger glass. Frustration against crystallization has been shown to decrease fragility
in various other systems [44, 45, 51, 53, 77, 78]. So the polydispersity , which con-
trols the degree of frustration against crystallization, governs not only glass-forming
ability, but also the fragility, or the glass transition behaviour.
1.4.5 Simulation data
In this thesis we will sometimes re-analyse the simulations ran by Takeshi Kawa-
saki [45, 54].
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Fromhis data, weused the closest fromour experiments thatwere available: Brownian
dynamics (BD) simulations of hard-sphere-like particles interacting with the Weeks-
Chandler-Andersen (WCA) repulsive potential
Ujk(r) =
(
4
h jk
r
12    jkr 6 + 14i for r < 2 16jk
0 otherwise
(1.17)
where  gives the energy scale, jk = (j+k)/2. The effective diameter of the particle
is defined where the potential energy becomes equal to the thermal energy:
U(eff ) = kBT (1.18)
where kB is the Boltzmann constant. The temperature is fixed at kBT/ = 0:025. The
volume fraction is calculated using eff = 1:095.
Unless mentioned otherwise, the size polydispersity is Gaussian with  = 6%.
1.5 Aim and plan
Our goal in this thesis is to investigate the structures appearing in a hard sphere liquid
upon supercooling and to make the link between some of these structures and the
dynamic heterogeneities. Thus, we may be able to describe the glass transition by the
mean of a static (structural) characteristic size that would diverge at an ideal glass
transition volume fraction.
The body of this thesis is divided into two parts. In the first one we explain the
methods, original or from the literature, that are used in the second part to output
results about the structure of our system (Chapter 6), its dynamics and the relation-
ship between the two (Chapter 8). The closely related matter of crystallisation will be
discussed in Chapter 7.
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2.1 Colloid synthesis
Our method to synthesize fluorescently labeled and sterically stabilized poly(methyl
methacrylate) (PMMA) colloids is mainly based on the Pine sythesis [79] but is also
inspired of works by Antl et al. and Bosma et al.
2.1.1 Principle
The principle of this colloid synthesis is a well controlled polymerization of Methyl-
Methacrylate. The monomer dissolves easily into an apolar solvent such as Hexane.
But at a certain degree of polymerization, the polymer chain becomes immiscible and
collapses on itself, forming a nucleus for the colloid growth. Until the monomer is
completely consumed in the reactor, the nuclei continue to grow. The growth rate
is determined by the concentration of monomer and is therefore uniform for a well-
stirred reactor. So, all colloid nucleus should appear at the same time, grow at the
same rate and stop their growth at the same moment. This allows a production of
fairly monodisperse colloids.
But the nuclei being immiscible in the solvent, they would tend to aggregate, form-
ing a block of PMMA instead of well dispersed spheres. Which is why the colloids
must be stabilized. The stabilizer is a large molecule with a functional group looking
like the monomer in order to get involved in the polymerization. That way the sta-
bilizer is chemically bonded to the colloid and pointing outward, sterically repelling
the other colloids. Therefore colloids are no longer able to aggregate, as explained
in Section 1.4. We usedmethacryloxypropyl terminated polydimethylsiloxane (PDMS)
(Mw = 25000 g/mol) as stabilizer.
In order to get fluorescently labeled colloids, some synthesis methods only add the
fluorescent dye into the reaction mixture. The dye is then trapped physically into
the growing colloids, and once washed, the colloids are fluorescently labeled. The
problemwith thismethod is that the labeling is unstable. After some time in a solvent,
the dye diffuses out of the colloids, leading to a more and more fluorescent solvent,
to less and less fluorescent colloids and so to worse and worse quality of imaging of
25
2 Experimental
the sample. To avoid that, we functionalized our dyes (rhodamine B isothiocyanate
or coumarine) with a methacrylate group able to polymerize into PMMA chains. That
way, we get a dye chemically bonded to the colloids and a very stable labeling.
2.1.2 Experimental procedure
Preparation of the ingredients
In order to have awell controlled initiation of the polymerization reaction, a very pure
initiator is needed. We used commercial 2,2’-azobis(2-methylpropionitrile) (ADIB) but
we recrystallized it in acetone.
Commercial monomermethylmethacrylate (MMA) is sold inhibited, in order to pre-
vent any polymerization before use. The inhibitor must be removed before use, using
an inhibitor remover column. The inhibited monomer is poured thought the column
and comes out free of inhibitor.
The making of dyed monomer is also a part of the preparation. We mix ethylene
glycol dimethacrylate (EGDM)with the dye (rhodamineB isothiocyanate or coumarine)
in acetone and stir it during two days in aUV-screened flask. The acetone is then evap-
orated to get back the dyed monomer as a powder.
Experimental setup of the synthesis
The synthesis was performed in a 250 ml three-neck flask placed in a heated silicon
oil bath and stirred magnetically. The flask was equipped with two removable caps
to add chemicals and a water cooled reflux condenser topped by a nitrogen inlet tube
to prevent oxygen diffusing into the system.
A typical synthesis proceeds as follow: Initially 0:2 g of initiator was dissolved
into 44 g of hexane and 22 g of dodecane (less volatile). Then 0:2 g of stabilizer at
25000 g/molwas added as well as a part of the monomer (in order to have around 5 g
of monomer remaining). Then the flask was set under the reflux and stirred. Mean-
while, the dye was dissolved into a mixture of 0:8 g of acetone (to get higher polarity
and higher solubility), 0:41 g of methacrylic acid (MA) and the rest of the monomer.
If the dye was overdosed, the non-dissolved bits where filtered off before the dyed
mixture was poured into the reactor.
Finally, polymerization stopper (1 ml of octanethiol) was added into the reactor.
After oneminute of moderate nitrogen flux, all caps were sealed and the nitrogen flux
stopped. The reactionmixture is then heated to 80 C for an hour. Before reaching this
temperature, flocculation of densely dyedmaterialmay occur. In this case, the heating
is stopped, the reaction mixture filtered and all is put back in the same configuration
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and heated again to 80 C. This filtering process was annoying but seemingly had no
influence on the result of the synthesis.
After 1 hour at 80 C we let the reaction mixture cool down, sedimented into an
Erlenmeyer flask and then washed two times with petroleum ether to keep only the
colloids.
2.1.3 Testing the synthesized colloids
Qualitatively by confocal microscope
Just after reaction, a drop of the reaction mixture is dried on a microscope slide, im-
mersed in a drop of index matched emulsion oil and then put under the confocal
microscope. Dried colloids tend to form crystals. Measuring the lattice size of those
crystals gives us a qualitative idea of the size of our particles.
Quantitatively by light scattering
Static light scattering spectrum of a drop of the reaction mixture diluted in hexane is
fitted to Mie theory [82, 83]. This gives us the mean size and the polydispersity of our
colloids.
2.1.4 Results of the synthesis
The different parameters we used for the synthesis and the corresponding results are
given in Table 2.1. Only the two last syntheses and the two syntheses using coumarine
dye did not need filtering. We were able to obtain diameters between 0:98 m and
1:58 mwith polydispersity between 4% and 6:5%. We tried to broaden the diameter
range in the last synthesis by quenching the reaction after 11 min at 80 C. We could
then obtain a diameter of 0:38 m but with a 12% polydispersity.
2.2 Experimental setup
2.2.1 Samples
Hard Spheres colloids
We used PMMA colloids synthesised following the protocol detailed in Section 2.1.
The colloids are sterically stabilized with methacryloxypropyl terminated PDMS and
fluorescently labelledwith rhodamine isothiocyanate chemically bonded to the PMMA [81].
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The colloids are suspended in a solvent mixture of cis-decalin (CIS) and cyclohexyl
bromide (CHB). Both solvents have a refractive index close to the one of PMMA (nPMMA =
1:4947, nCIS = 1:481, nCHB = 1:5052). Refractive index matching enables us to see
through a few millimetres of concentrated suspensions without suffering from mul-
tiple scattering of light and leads to very precise imaging hundreds of microns deep
into our samples. Due to the steric stabilization and refractive index matching, the
van der Waals interactions are reduced to a fraction of the thermal energy and can
therefore be neglected.
To screen any (weak) electrostatic interactions, we dissolved tetra-butyl ammonium
bromide (TBAB) salt, to a concentration of 300 nmol/L [84]. The estimated Debye
screening length is 100 nm, well below the length scale of the colloids.
To the extent of our knowledge, the interactions between the colloids we used are
as close as possible to the theoretical hard core potential for micron-sized particles.
2.2.2 Size and polydispersity
On the importance of size
Particle size determination is crucial for experiments. We saw in Section 1.4.3 that the
phase behaviour and the glass transition of hard spheres is controlled by the volume
fraction  that is the volume of space occupied by the particles.
 
X
i

6
3i
V
=

6
h3i (2.1)
with V the total volume, i the diameter of the particle i, and  = N/V the number
density. Our only way to know the volume fraction in the part of the sample we are
observing is tomeasure  by particle tracking and deduce  using equation (2.1). Thus
an uncertainty of 1% in the particle size results in a 3% uncertainty in the volume
fraction. Moreover, if in the case of monodisperse particles we have h3i = hi3, this
is not true in the general case. We define an effective diameter eff  3
ph3i.
Sizing dry particles
Dry particles were imagedwith a scanning electronmicroscope (SEM) (see Figure 2.1).
From these images we performed a sizing analysis of about 200 particles yielding an
average dry radius of  = 3:011 m and a polydispersity of  = 6:15%. The effective
diameter is estimated to eff = 3:022 m. Because of secondary nucleation, quite a
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(a) A typical SEM image
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Figure 2.1: SEM sizing of the dried colloids used in this thesis. The size distribution
is extracted from 200 particles out of many SEM images. Due to secondary
nucleation, the distribution is stretched towards small sizes.
few small particles are present (skew is  =  1:7, kurtosis is  = 6:6), shifting eff of
about 1% compared to the peak of the size distribution (peak  3:057 m).
The degree of polydispersity of our particles is in any case sufficient to prevent or
to delay crystallization long enough to observe a stable supercooled phase (see Sec-
tion 2.2.2). In practice, we observed these colloids crystallizing only with the help of
wall-induced layering.
Unfortunately, PMMA particles swell in the solvents we use [81, 85]. The volume
of a particle in the solvent should be about 30% larger than the same dry particle.
Moreover, the swelling can take several weeks, so the particle size changes over time.
Therefore we used only particles that had spent a sufficiently long time in the same
solvent mixtures as used in the experiments and we had to measure their effective
radius in situ. The shape of the volume distribution of the particles is not expected to
change.
In situ hard core diameter
The most straightforward method to measure the hard core diameter of spheres is
to push them together and to measure the distance between their centres. Because
we have the coordinate of each particle, we can calculate the most frequent inter-
particular distance as the position of the first peak of the radial distribution function
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Figure 2.2: Radial distribution function of a colloidal hard sphere supercooled liquid
and of a dilute sample with added polymer (gel). In the gel, the position of
the first peak is shifted to the shorter inter-particular distances, indicating
that the particles are indeed at contact. First peaks positions are respect-
ively 3:473 m and 3:295 m.
g(r). If the colloids are at contact, the position of the first peak of g(r) should give the
most frequent diameter, i.e. the mode of the size distribution. Then, given the size
distribution measured by SEM, we can recover the effective diameter in the solvent.
Because Brownian hard spheres are rarely at contact, even at high concentration, we
added non-adsorbing polymers (polystyrene) to the suspension. Polymers induces
depletion attraction [86], thus driving many particles into contact and leading to an
accurate position for the first peak of g(r) (see Figure 2.2). The typical accuracy of
particle tracking is 0:1 pixels, e.g.  /100 when one samples around 10 pixels per
diameters. Relative uncertainty on the volume fraction would be 3% with this tech-
nique.
Here we find peak = 3:295 0:03 m, thus eff = 3:256 0:03 m.
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2.2.3 Influence of gravity
As introduced in Section 2.2.1 we use a mixture of two solvents. The main purpose
of that is to control the colloid effective mass [84]. PMMA (PMMA = 1193 kg/m3) is
heavier than cis-decalin (CIS = 897 kg/m3) but lighter thanCHB (CHB = 1335 kg/m3).
Theoretically, the composition of the solvent mixture can be adjusted in order to per-
fectly match the density of the solvent with the density of the particles.
Two difficulties arise in practice: swelling of the particles and temperature depend-
ence of the densities. PMMA absorbs more CHB than cis-decalin. This makes the
particles lighter and the solvent heavier. So after some time in the solvent, the particles
tend to settle down. We improved the density matching by centrifuging the solution,
noting whether the particles settled upward or downward, and adding the appropri-
ate solvent [87]. Because the thermostat of our centrifugewas not precise enough(1 C),
the density matchwas yet not perfect. We then use the precise temperature controlled
apparatus of themicroscope (see Section 2.2.4) to find the temperature (0:1 C) achiev-
ing the best density match.
2.2.4 Material
Principle of Confocal Microscopy
The principle of confocal imaging was patented byMarvin Minsky in 1957 [88]. Prac-
tical development of the idea awaited improvements in optics, electronics and data
handling in the 60’s, 70’s and 80’s. Confocal microscopy has now been used intens-
ively in biology [89] and in physics [90] for about two decades.
In a conventional (i.e., wide-field) fluorescence microscope, the entire specimen is
flooded in light from a light source. Due to the conservation of light intensity trans-
portation, all parts of the specimen throughout the optical path will be excited and
the fluorescence detected by a photodetector or a camera. In contrast, a confocal mi-
croscope uses point illumination and a pinhole in an optically conjugate plane in front
of the detector to eliminate out-of-focus information (see Figure 2.3). Only the light
within the focal plane can be detected, so the image quality is much better than that of
wide-field images. As only one point is illuminated at a time in confocal microscopy,
2D or 3D imaging requires scanning over a regular raster (i.e. a rectangular pattern
of parallel scanning lines) in the specimen. The thickness of the focal plane is defined
mostly by the square of the numerical aperture of the objective lens, and also by the
optical properties of the specimen and the ambient index of refraction.
In the following, we will refer to the scanning direction asX and to the optical axis
as Z (corresponding to the direction of gravity, unless explicitly stated).
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Figure 2.3: Principle of confocal microscopy. All light that do not come from the focal
plane is stopped by the pinhole. Source Wikipedia.
Our material
The data was collected on a Leica SP5 confocal microscope, using 532 nm laser ex-
citation. The sample was mounted on a galvano stage, allowing fast scanning in the
Z direction (sample is mobile, objective lens does not move). The typical pixel size
is 0:298 nm in all three dimensions, leading to a sampling of 11 pixels per particle
diameter for the most common particle sizes, and still about 8 pixels for the smallest
particles observed by SEM. The main advantage of using colloids as large as 3 m
is that particles appear as well-defined disks on any 2D slice of the 3D image (see
Figure 2.5).
Leica SP5 fast scanner is able to scan with a frequency of 8000 Hz, meaning 8000
lines in a second. A stack of 256 pixels in all three dimensions could be acquired in
6 s. On the other end of the spectrum, wewere able to program themicroscope to take
a stack every 30 minutes during a few days. This allows us to follow the dynamics of
our colloids through almost three orders of magnitude.
The colloidal suspension was filled into glass capillaries that were then sealed by
UV glue. To prevent bleaching of the sample, the centre of the capillary was protected
by aluminium foil while the ends were exposed to long wavelength ultra-violet light.
We used both square section 500 m capillary cells and 100 m1 mm capillary slits.
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Figure 2.4: Picture of a Leica SP5 confocalmicroscopewithout the temperature control
apparatus.
Using an glycerol-immersed long working distance objective lens, we were able to
image the whole depth of the slits, and to take data at least 50 m (i.e. > 15) far from
any wall in the square capillaries.
Temperature control
Because the sample was mounted on a galvano stage, thus moving precisely at a fast
rate, the temperature control apparatus had to be lightweight, with the least inertia
possible. On the other hand, we had no need of quick temperature variation. We
decided to use only heaters and passive cooling by the air of the room. Then the
sample had to be at higher temperature (around 30 C) than the room (around 26 C).
The sample was lying on a thermostated glass plate (ThermoPlate™), custom-made
by Tokai Hit Co., Ldt. to be mounted on the Leica galvano stage. The objective lens was
also thermostated because at contact with the sample through glycerol. Provided a
temperature difference of at least 2 C between the room and the nominal temperat-
ure, the deviation from the nominal temperature was no more than 0:1 C.
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(a)XY slice (b)XZ slice
Figure 2.5: Detail of typical slices of a 3D image of a dense colloidal suspension.
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3 Particle tracking
In this chapter, we will explain the method used to extract the three dimensional co-
ordinates and trajectories of colloidal particles from the confocal microscope images.
This analysis is the basis of the rest of the work in this thesis.
3.1 Principle
More than a century ago, Jean Perrin [91] was measuring coordinates of thousands
of Brownian particles on photographic plate with a ruler to prove the sedimentation-
diffusion equilibrium. Nowadays, we can program computers to perform the same
tedious task. Modern particle tracking by computer image analysis was pioneered by
John C. Crocker and David C. Grier [92]. Originally a two dimensional process, the
algorithm was extended in two ways to treat confocal three-dimensional images. The
first method consist in dealing directly with 3D images: each step of the algorithm
is implemented in three dimensions [87]. The second method is to track particles in
each 2D slice and then reconstruct a set of coordinate in 3D by another method [13,
93, 94].
In this section, we will describe how does the Crocker and Grier (CG) algorithm
works. In the next section we will detail why and how we re-implemented this al-
gorithm to fit our needs.
The process of the CG algorithm is sketched in Figure 3.1 for a 2D image in a simple
dilute case. Tracking is done in three steps in each picture (2D or 3D).
1. The images are filtered in order to have a Gaussian-like bright blob on a dark
background for each particle.
2. Potential centres are identified as the pixels that are local intensity maxima (top
of the blobs). Most of the time a threshold is needed to discard local maxima
due to noise in the (almost) black background.
3. The precision is refined to sub-pixel by taking the centroid (centre of mass) of
the neighbouring pixels.
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Figure 3.1: Schematic Crocker and Grier algorithm in 2D for a dilute sample. The bot-
tom part represent the same image as the top, but with an elevation corres-
ponding to the pixel intensity. Left: Original image. The image noise, at
a length scale of a few pixels is particulary apparent in the bottom repres-
entation. Middle: Filtered image. The noise has been reduced so that each
particle appears as a smooth blob. Right: Tracked centres (low intensity
centres were removed).
38
3.1 Principle
(a) Not enough blurring (b) Too much blurring
Figure 3.2: The same image as in Figure 3.1with different amount of blurring. Tracked
centres are displayed in red.
And finally, the coordinates are linked from time step to time step into trajectories.
This last step is not a graphical operation and thus is not included in the tracker. It
will be discussed in Section 3.4.
The CG algorithm can seem rough, almost too simple. However it works well with
almost identical isotropic objects like spheres. It is known [92] to achieve routinely
a precision of a tenth of a pixel ( /100) in a 2D picture containing hundreds of
particles. At the same time, this algorithm has a small set of parameters which allows
adaptation to various image quality and experimental conditions. It’s main limita-
tion is the polydispersity of the particles. If the particles have too disparate sizes, a
multiscale approach [95–98] becomes necessary, but this goes beyond the scope of
this thesis.
3.1.1 Image filtering
Confocal imaging is a trade-off between reducing the thickness of the focal plane and
allowing enough light to go through the pinhole. Other constrains, like the need form
rapid data acquisition, contribute to make an actual confocal image often noisier than
a usual optical microscope image. The noise exists typically on a length scale of a
few pixels. Cutting the high frequencies of the image, or equivalently convolving the
image with a Gaussian kernel, will remove the noise. The particles will then appear
39
3 Particle tracking
in
te
ns
ity
position
in
te
ns
ity
position
Figure 3.3: Schematic 1D picture of the possible distortions of the input image. Top-
right: A perfect signal that may correspond to a 1D crystal of slightly poly-
disperse particles. Each intensity plateau is a particle. Bottom-right: Same
signal, but with large scale intensity variation and a small amount of noise.
Bottom-left: Same as previous, but with a larger amount of noise. Top-left:
Same signals as bottom-left (red) and bottom-right (green) after band-pass
filtering. The straight (blue) line is the zero after filtering. Peaks will be
detected as particle centres.
as smooth blobs. The cut-off frequency, or the size of the Gaussian kernel, is crucial
(see Figure 3.2). A little bit too much blurring would smear out the smaller particles.
Evenmore blurring and the blobs of the particles begin tomerge, leading to ill defined
coordinates. Leaving too many high frequencies is not good either, because it allows
multiple local maxima per particle, leading to inconsistent tracking.
Image overall intensity can vary quite a lot in space. This can be due to light ab-
sorption by the sample, large scale optical aberration and bleaching of the fluores-
cence. Because the sample absorbs light, the top of the image stack (closer to the
objective lens) will be brighter than the bottom (further from the objective lens). One
can compensate for this effect at acquisition time by making the gain and the offset
of the charged coupled device (CCD) camera Z-dependant. At low zoom, one can ob-
serve that the centr of a given XY image is brighter than the edges. This effect can
be particularly strong in the corners. Furthermore, after some time under the laser,
the fluorescent dye beaches. This makes the colloids dimmer. But the colloids that
are outside the scanned area do not receive laser light and so stay bright. A prob-
lem arises when such unbleached particles diffuse inside the scanned area. Thus,
with time, the centre of the scanned area becomes dimmer and dimmer, whereas the
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edges are populated partly by bright particles from the outside. Both optical aberra-
tions and bleaching cannot be compensated at acquisition time, so a 3D picture out of
the scanning confocal microscope is typically heterogeneous in intensity.
Another cause of heterogeneous intensity is intrinsic to the colloids. During the
synthesis, a small fraction of the colloids are labelledwithmuch less dye than average;
then looking dim under fluorescent microscopy. Conversely, a small fraction of the
colloids appear very bright. The later is not a problem, even if the image saturates,
but the dim particles are erroneously removed by a threshold that usually distinguish
well between particles and noise.
For any of these reasons, it is often useful to remove the low frequencies of the image,
except maybe at low density when the background is almost perfectly dark. At low
and moderate densities, a high-pass filter has to be tuned carefully if used. If we cut
intensity variations at length scales smaller than the distance between two particles,
a bright artefact may appear between them. Cut-off length scales of the order of the
particle diameter can only be applied at very high densities, were there is no void
larger than the particle size. This is only in this latter case that we are able to track a
very dim particle surrounded by much brighter particles.
In any case, if the image is band-passed, the two cutting length scales (or frequen-
cies) must be separated by at least a factor 2. If not, the filter will select only a narrow
band of frequencies, enhancing random features of the image or even the edges of the
particles instead of their centres.
Band pass filtering is often implemented in that way: two copies of the original
image are made and blurred by a Gaussian filters of different size. The small-blurred
one has the noise removed but brightness heterogeneities remain. The large-blurred
one has all the features of the size of the particles erased, keeping only the large scale
background intensity variations. The subtraction of the two copies yields the band
passed image.
3.1.2 Selecting local maxima
After a good filtering, the selected features of the image (hopefully the particles) are
bright and smooth Gaussian blobs on a dark background. Thus there should be one
and only one local maxima per particle, on top of the blob. Local maxima are of-
ten detected using a dilation filter. Dilation is a morphological filter that assigns to
each pixel the maximum brightness of its neighbourhood. This filter was easy to use
because it is implemented in in most of the image processing software and libraries
(Photoshop, IDL, Intel primitives, etc.). A copy of the filtered image is dilated and
compared to the original (filtered) copy. The pixels that have the same value in both
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versions are the local maxima.
Some local maxima may exist outside any particle. They may be due to noise or to
the light coming from an out-of-plane particle because our microscope is diffraction
limited (this last effect is drastically reduced if the filtering was done in 3D). Usually,
these localmaximahavemuch lower intensities than those corresponding to a particle.
They can be easily discarded by a threshold in brightness.
Bad low frequency filtering usually causes many false positive detections. It en-
hanced dim features far from any particle. It is then impossible to tell them apart by
the intensity threshold.
In dense samples, there is no void large enough to host a localmaximum. Threshold-
ing is then unnecessary, or even counter-productive because one may discard dim
particles.
3.1.3 Sub-pixel resolution
After the detection of local maxima and thresholding, we are be able to assign a pixel
to each particle. Our precision is the size of a pixel, typically a tenth of the particle
diameter. To go beyond, one can fit a Gaussian on the blob around the local max-
ima. Equivalently, one can calculate the intensity centroid (centre of mass) of the
neighbourhood of the local maxima. This refines precision to a tenth of a pixel, i.e.
 /100.
The pitfall here is to take a too large neighbourhood. If two particles are at contact,
optical effects, further enhanced by filtering, will skew the two blobs one towards
the other [99]. If the neighbourhood used for sub-pixel resolution is too wide, one
may catch the influence of neighbouring blobs, thus shifting the coordinates of the
particles. This effect is notably strong at the interface between a condensed phase and
a gas, for example in the case of colloidal gel. Particles at the interface have neighbours
only on one side and their tracked coordinates could then be shifted toward the dense
phase.
3.2 Implementation
3.2.1 Existing implementations
The CG algorithm was implemented already a few times in various flavours by dif-
ferent people in a few programming languages. Of course, there is the original IDL
implementation by John Crocker [92], improved by Eric Weeks. This implementation
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was cloned in Matlab [100, 101] and GDL [102]. We had also access to the personal
C++ implementation of Paddy Royall [103]. They all use full 3D localisation method.
The limiting parameter of full 3D localisation method is the memory of the com-
puter, because the whole 3D image has to be loaded in memory. However in all the
existing implementations, the details of the program required at least two high pre-
cision copies of the image, i.e. two blocks of continuous memory of 8 times the disk
space used by the uncompressed image. For example, an uncompressed 8 bit grey
scale cubic 3D picture of 256 pixels in each direction takes 16 MB on disk. To analyse
it with the previous implementation one needs at least two blocks of 128 MB. Such
amount of working memory was a challenge a few years ago, but is not a big deal
for modern computers. However, simply doubling the size of the image (512 pixels
cubic) crosses the limit of 1 GB for each memory block, which is impossible for a MS
Windows 32 bit computer.
That is with this limitation in mind that the 2D localisation with 3D reconstruction
was implemented first in IDL by van Blaaderen and co-workers [104] back in 1995
and more recently in C++ by Lu et al. 2D tracking is inexpensive in memory and can
use the standard filters, algorithms and hardware acceleration of image processing
that are almost always implemented in two dimensions. However, the reconstruction
step makes assumptions on the intensity profile of a particle in the Z direction. This
assumption is fair when the imaging quality is good and the particles monodispersed
and of equal brightness. With our slightly polydispersed particles, it was impossible
to reach a good precision on the Z coordinate.
All the full 3D implementations are slow, taking typically 10 min per 256 pixels cu-
bic images. They need to perform O(N2) operations, with N the number of pixels in
the image. In addition, interpreted languages like IDL or Matlab are not known for
their speed performances.
3.2.2 Our implementation
Because we were planning to investigate heterogeneities of about 10 particle sizes,
we wanted to track a large number of particles to reach meaningful statistics. We
also wanted a good precision on the position of the particles in three dimensions.
And we had a to use colloids with a non-negligible amount of polydispersity. With
these constrains, no existing implementation was fitting our needs. Moreover, large
data meant slower and slower tracking. So we decided to do our implementation in a
compiled language (C++) and to look for both speed and memory optimizations.
Our code is available online [1] under the GNUGeneral Public License version 3.0.
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Figure 3.4: End user view of the tracking process.
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Filtering
The main innovation is that the image filtering is done in Fourier space. The original
image is first Fourier transformed, then multiplied by a band-pass mask and finally
inverse transformed. The advantage of this method are both in terms of memory and
of speed. For the Fourier transforms, we used the very fast FFTW library [105] that
allows
• At most O(N logN) operations, with N the number of pixels.
• In-place real discrete Fourier transforms: only one memory block is needed in-
stead of two.
• Single-precision floating point numbers, sufficient for our purpose and consum-
ing half the memory imprint of the double-precision floating point numbers
handled by IDL. The memory block is then only 4 times the size of the uncom-
pressed 3D image.
The filter is a 3D binary (boolean pixels, 1 bit) image taking a negligible amount of
space in memory. A band pass filter is simply a spherical shell that can be drawn once
and then applied on every 3D spectrum of a time series. The multiplication take a
negligible number of operations (O(N)).
Local maxima
A second innovation is to compute the local maxima locally, without dilation filter,
thus with only one copy of the image. In addition, the order of local maxima finding
and thresholding is reversed: The pixels with an intensity below the threshold are not
investigated as potential local maxima. In dilute sample, this little trick can speed up
the local maxima detection by a factor 20.
Conclusion
At the end of the day, the memory imprint of a 256 pixels cubic image is reduced to
a block of 64 MB that contains the image or the spectrum and a block of 2 MB for
the mask. Tracking is done in less than a second on a Intel i7 computer. A image
of 512 pixels cubic has a total imprint of 528 MB and is tracked in 4 s. With such
performance we were able to cope with the GigaBytes of data needed to study super-
cooled liquids. In the future, we hope this will allows us to look for rare events, like
homogeneous crystal nucleation.
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3.3 Choosing tracking parameters
3.3.1 The parameters
CG algorithm offers three parameters one can tune to get the best tracking of a given
dataset. In our implementation, they are to be set in the following order.
rmin
The blurring radius, i.e. the inverse of the cut-of frequency of the low-pass filter,
i.e. the maximum length scale of the noise.
rmax
The inverse of the cut-of frequency of the high-pass filter, i.e. the minimum
length scale of background intensity variations. The high-pass filter can be
totally disabled.
threshold
Theminimum intensity that a localmaximamust have to be considered aparticle
centre.
3.3.2 General method
Usually our goal is to track all the particles, whatever their size, and to minimize the
tracking errors.
First, try to track a stack for various values of rmin without high-pass filter and with
a threshold at one quarter of the intensity scale of the image (if the pixel intensity goes
from 0 to 255, choose a threshold of 64). The number N of tracked particles function
of the blurring radius rmin should decrease steeply and then plateau with a slight
decreasing slope. The good rmin should be set at the very beginning of the plateau.
It corresponds to the degree of blurring where the roughness of the intensity profile
of the particles has disappeared, but the smaller particles have not yet been smeared
out. For us, this value was typically around 3.
Second, have a try with the last stack of the time series. It is the most bleached 3D
image, so the dimmer and the one with the poorest signal to noise ratio. If the sample
is dense, try with zero threshold and check that no unwanted centre had appeared.
If so, the threshold can be kept at zero. If not, it means that the sample is too dilute.
Raise progressively the threshold until no noise is caught in the dark background.
Third, if large brightness inhomogeneities are present in the image that prevents to
set an uniform threshold, try to use lower and lower values of rmax, starting at half
the size of the image and dividing by 2 at each step. If the goal is only to correct large
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(a) 3D representation of a confocal image
(no filtering). Dark pixels are trans-
parent, bright pixels are opaque with
a colour going from blue to red with
the intensity.
(b) Plot of the tracked centres. Each
sphere has the same diameter
(10 pixels). The frame represents the
boundary of the picture of the left.
scales inhomogeneities, especially if the sample is dilute, don’t go too low in rmax or
artefacts will appear in the voids.
Fourth, if the sample is very concentrated, without voids and if dim particles are
present, rmax can be set even lower. Be careful though to always keep 2rmin  rmax.
This is of course not a definitive user manual but only guidelines valid in the few
types of samples we were able to test our tracking program on. There is no better
tracker than the human eye, so double-check the tracked coordinates against the ori-
ginal images. For dilute samples, a 3D check like in Figure 3.3 is efficient. For dense
samples a check on a random 2D slice is better.
3.3.3 Only large particles
As we have seen in Section 2.2.2, the colloids we use in experiments can have a non-
negligible size polydispersity. A size distribution skewed toward small sizes is very
common due to secondary nucleation during the synthesis of PMMA particles. If the
total number of particles is important to estimate the volume fraction, one can argue
that some properties of the system are better caught if the tail of small particles is re-
moved. For instance, structural properties are difficult to extract if the small particles
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(c) Superimposition of (a) and (b)
Figure 3.3: Comparing the original images with the result of our tracking code in a
dilute sample (for clarity). The only visible discrepancies are the absence
of the particles on the boundary (discarded on purpose) and the size of the
smaller particles.
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Figure 3.4: Radial distribution function of the same sample tracked in two different
ways: with rmin = 2:9 pixels and rmax = 5:8 pixels to catch all particles
or with rmin = 3:4 pixels and rmax = 30 pixels to retain only the most
common sizes with better precision of the coordinates.
are considered equal to the larger ones, as illustrated by Figure 3.4.
Because our tracking algorithm cannot extract the radii with sufficient precision,
we can be tempted to track our images a second time with higher values for both rmin
and rmax. Higher rmin allows to remove the smallest particles from the filtered image,
and removes also more noise leading to drastic improvement in the precision of the
coordinates. Higher rmax minimizes the filtering artefacts, increases the precision of
the coordinates but disables the tracking of dim particles.
Usually we track our images two times: once to track all particles and get the num-
ber density and then a second time to get only the most common size range. The
difference of number of tracked particles between the two tracking methods can be
up to 20% (about 10  15% of the volume fraction). We extract the structural inform-
ation from both and compare them. The small particles drastically alter the radial
distribution function (g(r)), smoothing all the peaks as shown in Figure 3.4; however
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the bond orientational order (see Section 4.4 and Chapter 6) seems to be robust, at
least for the most ordered parts of the samples. The results presented in Chapter 6
corresponds to the tracking of all the sizes.
3.4 Time tracking
As the output of the tracker, we now have N(t) particle locations at each time t, with
N(t) 6= N(t0) in general. Contrary to a typical simulation output, the number of
particle is not constant in time, particles are coming in and out of the field of view, and
the particles are truly indistinguishable, with no index to tell them apart. To analyse
the dynamics of our system, we need to link the locations into trajectories.
3.4.1 Proximity criterion
The only way to link the location ri(t) to one of the locations of the next time step
frj(t + 1)gj2N(t+1) is a proximity criterion. We have to suppose that during the unit
time interval, any particle moved only a fraction of the typical inter-particular dis-
tance. Then, the right rj(t+ 1) is the one minimizing the distance krj(t+ 1)  ri(t)k.
This is a well-known optimization problem called ”all nearest neighbours” that re-
quires O(N !) operations if solved by brute force. The set of possible links forms a
network of N(t)N(t+ 1) bonds.
Crocker and Grier suggested to use only the links shorter than the typical inter-
particular distance. The network then reduces to a collection of disconnected sub-
networks. Most of the sub-networks contain only one link and are resolved inN logN
operations by most implementations. A sub-network that links M particles to M
particles (M  N ) is solved in O(M !) operations at most (often fewer). Some tra-
jectories finish and some trajectories start at each time step.
3.4.2 Validity of the hypothesis
The previous proximity criterion presuppose that any particle moved only a fraction
of the typical inter-particular distance L between two consecutive images. A single
Brownian particle diffuses its own radius L in the time B = L
2
2dD0
, with D0 the dif-
fusion coefficient at infinite dilution and d the dimension of space. To allow time
tracking of a dilute sample, one need to take a 3D picture every dt   . With our
samples, it means dt  2 s.
In dense samples, trajectory linking is paradoxically easier because the diffusion is
not free: the dynamics is activated and particles move by hops of a fraction of their
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diameter. The time interval between twopictures can then bemuch longer, depending
on the volume fraction. A liquid at the limit of supercooling can be tracked with
an interval of 5 s. At  = 0:55, 30 s is sufficient. Deeply supercooled liquids allow
trajectory linking even with intervals as long as 30 min.
3.4.3 Improvement by spatial query
Rather than calculating the length of all the possible links, we used the spatial queries
described in Section 5.1 to select quickly the possible links. With this method, the
reduced network is constructed in O(N(t) logN(t + 1) operations and contains only
P = nN(t) potential links, with 1  n  2.
3.4.4 Keep only the shortest
We can then sort the potential links by increasing length. This is done in O(P logP )
operations. By definition, the shortest potential link minimizes the proximity cri-
terion: it is a good link. Let us note p and q the locations of the beginning (time t)
and the end (time t + 1) of this link. If there exist other potential links starting from
p or ending at q, they are longer than our link (p; q), so they are not good links, so
we discard them. The remaining links are still sorted by increasing length and the
shortest is a good link. We continue this procedure until no potential link is left. At
the end of this algorithm, we have selected the subset of potential links that minim-
izes the proximity criterion. All the trajectories that have not found a location at t+ 1
finish. All locations that are not linked to an existing trajectory are the starting point
of a new trajectory.
The key of the efficiency of this algorithm is the time to find and discard all the links
that contains p or q. Brute force searching takesNlink comparisons for p and the same
for q, so a total cost of O(P  N). To find them more quickly, we can index the set
of potential links in both p and q, independently. That reduces the searching cost to
O(P logP ) operations.
3.4.5 Implementation using a bidirectional map
Maintaining two indices on a constantly updating set of objects can be a pain for a
non-professional programmer and thus terribly error prone. Thankfully, the boost
libraries [106] provides a structure called bidirectional map, inspired by relational
database management systems (RDMS), that does exactly the work needed here. It is
a set of pairs (p; q), indexed by both keys. This structure enforces the uniqueness of
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each p and each q. That is to say that, if one wants to insert a pair whose first element
is already the first element of another pair, then the insertion is silently ignored. This
is the same for the second element. Checking the uniqueness before insertion costs
O(logG)with G  N the number of good links already inserted.
With the bidirectional map, the linking algorithm becomes very simple. Once the
potential links are sorted by increasing length (O(P logP )), they are inserted one by
one into the bidirectional map. Bad links are automatically not inserted. Each tentat-
ive insertion costs O(logG), for a total of O(P logG). New trajectories are started if
needed. To sum up, the linking operation behaves at most like O(N logN).
3.5 Other improvements
3.5.1 Reading Leica files
Thanks to the open-source software community, we could find and integrate into our
tracking software a piece of code [107] that reads Leica image file (LIF), the (propriet-
ary, undocumented) output format of our microscope. Before, the data needed to be
exported as 2D TIFF images (one per XY slice) and then read back into the tracking
code. This step was consuming hours of disk I/O time for nothing.
3.5.2 Deshaking
When the time interval between image acquisition is set to more than 1 min, some
overall displacement of the sample appears between time steps. The amount of dis-
placement can be larger than the size of the particles, breaking completely the linking
hypothesis. This very annoying effect remained amystery for weeks. We first thought
it was due to flow in the sample, so we doubled-checked the glue sealing the capillary
and investigated the temperature control.The seismic activity of Japan, the walking of
people nearby or the air flux of the air conditioner could not be accused because our
microscope is standing on a vibration isolation table and the displacement was peri-
odic with a period of a few minutes. Finally, we discovered that this displacement
was due to the automatic realignment of the microscope stage that is impossible to
disable.
We had to find a way to get rid of the global drift by post-processing the data. This
is actually a very active field of research in applied optics and is called ”digital image
stabilization” on commercial digital video cameras. In our case (two almost identical
but translated images), it is rather called ”image registration”. This type of method
was developed originally to register a set of satellite pictures into a larger map [108].
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The simpler andmost robust method is the phase correlation alignment method [109]
based on the Fourier shift theorem.
Given two input images ga and gb, we apply a window function (e.g., a Hamming
window) on both images to reduce edge effects. Then, we calculate the discrete 2D
Fourier transform of both images:
Ga = Ffgag (3.1)
Gb = Ffgbg (3.2)
and calculate the cross-power spectrum R and its inverse Fourier transform, the the
normalized cross-correlation r:
R =
GaGb
kGaGb k
(3.3)
r = F 1fRg (3.4)
If the two pictures are actually not too different one from the other, and that the
images present no periodic patterns, then the result is a noisy dark background with
a single bright peak. The position of this peak gives the translation between the two
pictures.
Rather than actually translate the pictures, the particle localization is done on the
original image. However, before linking trajectories the coordinates are translated to
correct the overall displacement (see Figure 3.4).
Recently [110], this method was used to track non-uniform flows of particles. The
phase correlation alignment method was applied on every slice to reconstruct a com-
plex shear profile. Because our global displacement was uniform in theXY plane, we
apply this method in 2D only on the the middle slice of the 3D stack.
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4 Local structure identification in real
space
4.1 Introduction
4.1.1 Crystallography
From the end of the 18th century, natural scientists rediscovered the atoms invented
by the ancients. In parallel, they began to explore the structure of condensed matter,
starting by crystals. Rene-Just Hauy [111] imagined that the peculiar proportions and
angles of crystals were due to the shape of their elementary building bricks. Gab-
riel Delafosse [112] made the essential distinction between an atom and this crystal
brick: the brick is an elementary structure made of atoms (or molecules). Auguste
Bravais [113] made the inventory of the 14 possible crystal lattices, corresponding to
the 32 point symmetry groups.
The idea that crystals are periodically orderedwas amazingly successful. Crystallo-
graphers were able to predict all the characteristic angles that could appear between
the facets of crystals of any given type. With the discovery of x-ray diffraction (see
Section 4.1.3) in crystals by Max von Laue [114] in 1912 and the subsequent develop-
ment of x-ray crystallography byWilliam H. andWilliam L. Bragg [115] the theory of
crystallography received an unequivocal stamp of approval.
4.1.2 Non-crystalline condensed matter
Disordered structures are not random structures. There is still order in an amorphous
or a liquid material. The main point is the lack of periodicity which was the reference
for the definition of the order. Periodic crystalline order supposes three types of order:
local order, positional order and orientational order. Quasi-crystals, discovered in the
1980’s [116] have a clear orientational order (Figure 4.1) but without any periodicity
(positional order). In amorphous or liquid structures only the local order remains.
In the metallic structure with isotropic interaction, the local order is similar to the
one obtained in a packing of soft balls. All particles have roughly 12 neighbours.
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(a) FCC (b) HCP (c) Icosahedron
Figure 4.1: The three possible clusters made of 12 spheres in contact with a central
sphere.
(d) 9 particles BCC (e) 15 particles BCC (f) Dodecahedron
Figure 4.0: Other simple clusters.
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Detector Plate
Crystal
X-rays
(a) Schematic principle of X-ray diffraction. (b) Typical diffraction diagram of a
quasicrystal.
Figure 4.1: The diffraction patterns indicate (a) 6-fold and (b) 5-fold or 10-fold rota-
tional symmetry.
But has observed by Frank [117], the 13 particles icosahedral arrangement (see Fig-
ure 4.1c), incompatible with space tiling, has a significantly lower energy than the
face centred cubic (FCC) (Figure 4.1a) and hexagonal compact (HCP) (Figure 4.1b) ar-
rangement, at least for the simple Lennard-Jones pair potential. This is a very simple
example of local order. In covalent structures like silicon there are oriented interac-
tions leading to the tetracoordinated local order which is a more complex example,
but in all cases a local order can be defined. So, a dense phase cannot be completely
disordered like a gas, and this has very important consequences for mechanical and
physical properties (heat conduction, phase transition, etc.).
4.1.3 Diffraction
Since 1912 and the experiments of Max von Laue [114], the structure of condensed
matter can be explored by diffraction. A beam of X-rays, neutron or electrons has a
sufficiently short wavelength to probe the material at the atomic scale. The diffracted
beam cannot be focused to produce images, so the sample structure must be recon-
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structed from the diffraction pattern. Sharp features in the diffraction pattern arise
from periodic, repeating structure in the sample, which are often very strong due to
coherent reflection of many photons from many regularly spaced instances of sim-
ilar structure, while non-periodic components of the structure result in diffuse (and
usually weak) diffraction features.
Conventional diffraction techniques only allow to extract structural information av-
eraged over the illuminated sample area. If a structure is smaller than this area, its
signature is averaged out by the surrounding incoherent structures [118].
Because of their highly ordered and repetitive structure, crystals give diffraction
patterns of sharp Bragg reflection spots (Figure 4.1). However, amorphous or soft
materials aremuchmore difficult to analyse. Non-periodic local structures - sometime
important for the physics and the mechanical properties of the material - are often
hidden by the configurational averaging.
4.1.4 Granular matter, colloids and simulation
Away to studymedium range or local structures bydiffraction is to use larger particles,
scaling up everything except the illuminated area. So that local structures size become
comparable to the illuminated area.
For example, one can use colloids, i.e. 100 nm to a few microns objects subject to
Brownian motion and thus exploring space like atoms. Colloids can behave as hard
spheres or can be given interaction potentials: purely repulsive due to charges, or
attractive due to the depletion interaction. They are able to formvarious state ofmatter
like gas, liquids, crystals, gels and glass. Colloids are model atoms.
With the larger colloids, larger than the wavelength of visible light, direct optical
imaging is possible. Using confocal microscopy, it is even possible to track the co-
ordinates of tens of thousand particles in three dimensions (see Chapter 3). The ac-
cessible data is then real space data, not diffraction spectrum in Fourier space.
Another possible model atom system is granular matter: sand, steel balls or rice
seeds, etc. When granular matter is fed energy (shaking, periodic shear, etc.), the
particles explore space almost like atoms. They can constitute fluids, solids (amorph-
ous or crystal). Gains also can be tracked in real space (often 2D).
Finally, computer simulations (molecular dynamics, Brownian dynamics, etc.) yield
natively their results in real space.
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4.1.5 Why structure identification in real space?
We have enumerated a few systems yielding naturally real space sets of coordinates
rather than reciprocal space data. Because diffraction is still the reference probe of
condensedmatter, it was natural at first to translate the real space coordinates into the
scattering function in order to identify structures. But at the end of the day, we are
looking for real space structures. Some ways must exist to identify structure directly
in real space.
Moreover, most of the scattering techniques yield informations about the positional
order of particles. The characteristic angles of the structure is deducted only at a mac-
roscopic, at best mesoscopic, scale. Real space techniques should yield locally such
information.
4.2 Neighbours and bonds
To identify a structure, we have to know which particles are related to each other. In
the absence of long range interactions - this is the case when we are looking for local
structures - it means finding the neighbours of each particle, or the bond network.
4.2.1 Bonds due to an attractive potential
The notion of neighbour is simple in the case of an attractive potential presenting a
well deeper than a few kBT , like the well known Lennard-Jones (LJ) potential or the
Asakura-Oosawa (AO) potential. At a given (low enough) temperature, the potential
has a certain range rb and the particles closer than this range are defined as bonded.
4.2.2 The radial distribution function (g(r))
The radial distribution function (g(r)) describes how the particle density varies as a
function of the distance from one particular particle. It is defined as the ratio of the
probability to find a particle at a distance r of the central particle by the same quantity
in the ideal gas:
g(r)  1
N
NX
i
P
j 6=i (rij   r)R
V (r
0   r)dV (4.1)
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(a) Radial distribution function of colloidal hard
sphere glass. Note that the first shell and
the second shell are separated by a clear min-
imum: the maximum bond length.
(b) g(r) from hard sphere simula-
tions of a liquid at the freezing
point (solid line) and of a crystal
at themelting point(dashed line).
Source reference [119].
Figure 4.2: Examples of radial distribution function (g(r)).
where  is the number density. In the bulk, the numerator has a a simple expression
independent of the central particle and g(r) is written as:
g(r) =
PN
i
P
j 6=i (rij   r)
4r2dr(N   1) (4.2)
By definition, in an ideal gas we have g(r) = 1 for all distance r. For an dilute hard
spheres gas, the g(r) is a step function: no particle within the hard core and uniform
probability further. In a crystal, the g(r) presents thin peaks indicating a regular peri-
odic arrangement. In a dense phase, the g(r) presents oscillations, or broad peaks that
indicates preferred distances (see Figure 4.2). The first peak is the first shell of particles
around the reference particle; the second peak the second shell, etc.
When the g(r) presents a clear fist minimum as in Figure 4.2, it is possible to use
its position to define the maximum bond length rb. Purely repulsive potentials (hard
sphere, WCA, etc.) satisfy this condition in dense phases.
In practice, the g(r) is an averaged function that does not contain information about
local non-periodic structures. The g(r) is a real space function, but it is directly related
to the static S(q) given by scattering experiments.
S(q) = 1 + 
Z
exp ( {~q ·~r)g(r)dr (4.3)
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(a) 2D. Source Wikipedia (b) 3D. Source [120]
Figure 4.3: Voronoi decomposition.
4.2.3 Voronoi diagram
Another method to select construct the bond graph is the Voronoi decomposition (see
Figure 4.3). The space is split in cells, one per particle. The cell of the particle P con-
tains all the points closer to P than to any other particle. In 2D the Voronoi cell is
a convex polygon sharing a side with its neighbours. In 3D, the surface of a Voronoi
cell is composed of flat polygons shared between two particles. A vertex is equidistant
from more than two particles. If two particles share a surface and that the line that
join them intersects this surface, we define the particles as bonded.
However, we have to keep in mind that the Voronoi decomposition can be very un-
stable. Around high order vertices (4 or more equidistant particles), even a very slight
perturbation of the sites may change the diagram topology and therefore the bond
graph [121–123]. Some authors propose modified versions of the Voronoi decompos-
ition with better stability. Each of these versions has a goal, for example selecting
only the stable bonds [121] or finding the high order vertices [120, 123] despite their
instability.
Contrary to the maximum bond length method, the Voronoi decomposition poten-
tially yields very anisotropic cells [124]. Considering far-apart particles as bonded
may obfuscate the meaning of local symmetries. Thus, in this thesis we prefer the
61
4 Local structure identification in real space
maximum bond length method.
4.2.4 Inherent structure
We have seen in Section 1.1.2 that in dense phases, it is possible to decompose the
entropy S of the system between a configurational part Sc and a vibrational part Sv.
Conceptually, a particle vibrates around a (regular or not) lattice position. The struc-
ture we are interested in is this ”lattice”. Unfortunately, the thermal motion of the
particles can alter both topology and geometry of the bond network, obscuring the
underlying structure.
Stilliger and co-workers [43, 125] propose to quench numerically a given configur-
ation, making each particle follow the steepest-descent path locally available on the
energy landscape. After this process each particle sits at its local potential energy
minimum. Performing the structural analysis on this ”inherent structure” givesmuch
sharper results (see Figure 4.4).
Stilliger’s method can be applied only to systems with a potential energy, not to
athermal systems like hard spheres. For these systems, othermethodswere proposed,
like fast inflation of the volumeof the particle [126, 127] or averagingpositions on short
time [128].
One can argue that an experimental method giving the short-time average of the
positions of the particles would yield in fact the inherent structure of the system. Be-
cause of the acquisition time, confocalmicroscopemay already give such information.
4.3 Topology of the bond network
A first way to look for structure is to consider only the topology of the bond graph.
Because topology is invariant by continuous deformations, topological methods give
discrete variables, changing in a discontinuous manner in time and space.
4.3.1 Coordination number
Once the bond network established, it is straightforward to count the number of bonds
per particle, also called coordination number. The coordination number is a very
simple but rough way to categorise local structures. Actually, most of the particles in
a system of monodisperse isotropic repulsing disks system will have 6 neighbours,
even if they are not crystalline (see Figure 4.9). The same is true in for repulsive
spheres who have almost always 12 neighbours but various types of crystalline or
non-crystalline orders.
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Figure 4.4: Radial distribution function of a fluid (Gaussian core model in 2D) and the
corresponding ”inherent structure”. Source reference [125].
4.3.2 Voronoi cell shape
2D: Geometrical defects
The importance of geometrical defects (voids) in 2D melting of a hexagonal crystal
of monodisperse hard discs has been emphasised by Glaser and Clark [129]. To em-
phasise the defects to the perfect triangular paving of the plan, they systematically
decimate the bond graph obtained by Voronoi decomposition by removing the bonds
longer than the maximum bond length. This reveals patches of triangles (crystal-like)
and ladder-like clusters of squares or higher order polygons (defects) (see Figure 4.5).
3D: Voronoi signature
The shape of theVoronoi cell was often used in 3D to identify local structure [130–134].
It is customary to define the signature of a Voronoi polyhedron as a set of integers
(n3; n4; n5; : : :), where nl is the number of l-sided faces of the polyhedron. For ex-
ample, the Voronoi polyhedron of a perfect FCC structure, the rhombic dodecahedron
that has twelve lozenge-shaped faces, is denoted by (0; 12; 0; 0; : : :), while the Voro-
noi polyhedron of a particle in a body centred cubic (BCC) structure, is denoted by
(0; 6; 0; 8; 0; : : :) (six squares, eight hexagons).
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Figure 4.5: Bond network of a repulsive 2D liquid obtained by decimated Voronoi de-
composition (see text). Triangles of bonds are shown in green, polygons of
4 or more bonds (defects) are shown in red. Source reference [129].
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Figure 4.6: Topological relations between (0; 6; 0; 8) and (0; 4; 4; 6) polyhedra. (a) FCC
lattice, (b) BCC lattice. Black circles are centred atoms of respective Voro-
noi polyhedra. If the parallelepiped indicated by bold lines in (a) is com-
pressed from top to bottom, it turns out to the unit cell of (b). (c) (0; 6; 0; 8)
polyhedron, (d) (0; 4; 4; 6) polyhedron. If the horizontal bold line is re-
placed by the vertical, the (0; 6; 0; 8) polyhedron changes to the (0; 4; 4; 6)
polyhedron and vice versa. Source reference [134]
In practice, the Voronoi signatures of the particles in a crystal will be modified by
the thermal vibrations (see Figure 4.6). For instance, the characteristic Voronoi poly-
hedron of the FCC lattice, the rhombic dodecahedron, will be removed by the tiniest
thermal motion. Of the 14 vertices of the rhombic dodecahedron there are six where
four faces meet. Any thermal motion will make these fourfold vertices break up into
sets of threefold vertices connected by short edges. The result is that a variety of poly-
hedra such as (0; 3; 6; 4), (0; 3; 6; 5), (0; 4; 4; 6), (0; 4; 4; 7) occur in a thermally equilib-
rated FCC crystal. Hence, Voronoi signatures can only be used in a statistical sense to
identify solid-like particles.
4.3.3 Common neighbours analysis
We know that any given particle has almost always 12 neighbours. Topological differ-
ences come when looking at the neighbours of the neighbours. Following this idea,
Honeycutt and Andersen looked at the common neighbours of two particles A and B.
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(a) 1551-pair (b) 2331-pair
Figure 4.7: Characteristic pairs of 13-particles icosahedron. Red particles are the
particles of the pair. White particles are the common neighbours. Blue
particles are the rest of the icosahedron. Pairs are name in the common
neighbour analysis terminology (see Section 4.3.3). Note that their are
more than one pair of each type in the icosahedron.
They give 4 indices to characterise the pair:
1. Are A and B bounded? (1 or 2)
2. Number of neighbours common to A and B
3. Number of bonds between the common neighbours
4. Distinguishing between different arrangements of the bonds.
They focus on two types of pairs: the 1551 and the 2331. The 1551 pair corresponds
to two neighbouring particles with five common neighbours that form a pentagon of
bonds. The 2331 pair corresponds to two particles that are not neighbours but have
three common neighbours that form a triangle of bonds. The two types of pairs are
characteristic of icosahedral ordering (see Figure 4.7). 1421 and 1422 are characteristic
of crystals.
4.3.4 Topological cluster classification
The topological cluster classification (TCC) is a generalisation of the common neigh-
bour analysis by Williams [123]. Its goal is to identify simple clusters inside a bulk
phase. The selected clusters are the Morse clusters [136] of less than 13 particles and
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the 13 atom clusters found in an FCC and an HCP crystal phase. One first search for 3,
4 and 5 membered shortest path (SP) rings [137]. A letter is then assigned to the ring
depending on the number of particles bonded to all the ring’s members: a for the ring
alone; b if only one particle is bonded to all the ring’s members; c for two particles,
one on each side of the ring. In practice the SP5c and SP3c clusters corresponds to
Jonsson and Andersen’s 1551 and 2331 pairs respectively. The SPnx clusters are then
combined to form larger clusters. A full icosahedral cluster contained 12 overlapping
SP5c clusters is composed of two SP5c clusters sharing one spindle particle (see Fig-
ure 4.7).
Analysing the results is a simple matter to record the atoms which form the various
clusters. If some of the clusters have been identifiedmultiple times this can be checked
for and corrected later. However the reporting of population levels for the various
clusters opens up choice and ambiguity. This is because any given atom may be a
member of several different clusters. Williams reports the population levels in the
followingmanner. If an atom is amember of a cluster and also amember of a different
clusterwhich hasmore atoms it is only identifiedwith the larger cluster. An atommay
be a member of two clusters consisting of the same number of atoms, in this case the
atom is reported as being a member of both clusters if it is not a member of any larger
clusters. Using this approachwe can construct a histogramof the net population levels
for the various clusters (see Figure 4.8 for an example in hard sphere fluid).
4.3.5 Limits of topological approaches
Analysis of the topology of the bond network gives discrete categories of structures.
Thus, one observes discrete jumps from one category to another both in time and in
space. A common example is a cluster of particles that is detected alternatively in the
categoriesA andBwhen followed in time. Is this clusterA or B?Doweneed to create a
new category A+B? How to describe the time correlation of these discrete structures?
And how can we characterize the spatial extent of a collection of structures?
4.4 Bond orientational order
To go further into local structure analysis, one need to take into account both the to-
pology of the bond network and its local symmetry.
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Figure 4.8: A histogram of the net population levels for the various clusters in a hard
sphere fluid. Source reference [123].
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Figure 4.9: Relationship between dynamic heterogeneity, medium-range crystalline
order, and topological defects for a quasi-2D driven granular matter sys-
tem. (a) Particle trajectory during t0 < t < t0+ (t0: arbitrary). (b) Spatial
distribution of the time-averaged (t0 < t < t0 + ) bond-orientational or-
der parameter  6. (c) Spatial distribution of the coordination number Z
at t = t0. Clusters of particles with high crystalline order in (b) and the
corresponding region in (a) and (c) are circled for a guide to the eye. Note
that almost all the particles have a coordination number Z = 6 but display
a wide range of  6. Source reference [53]
69
4 Local structure identification in real space
4.4.1 Hexatic order parameter -  6
In 2D, it is possible to define the hexatic order parameter [52, 138–140]  6 to detect the
degree of six-fold symmetry around given particle i:
 i6 =
1
ni
niX
k=1
ej6
i
k (4.4)
where ni is the number of nearest neighbours of particle i, and ik is the angle between
~rik = ~rk   ~ri and the x axis, where particle k is a neighbour of particle i (j is the
imaginary number).  i6 = 1means the perfect hexagonal arrangement of six nearest-
neighbour particles around particle i and  i6 = 0means a random arrangement.
One can follow the averaged order parameter  6 = h i6i to study the liquid to hex-
atic to crystal phase transition, or the link between local order and dynamics (see Fig-
ure 4.9). Moreover,  i6 is a continuous, local order parameter, defined at the particle
level. It is then possible to define its spatial correlation g6(r) = jh k6 l6ij, with r =
j~rl   ~rkj. g6(r) should decay to zero if the hexatic order is only local.
Steinhardt’s bond orientational order (BOO) [141] is the generalised analog in 3D of
the hexatic bond orientational order. To understand its meaning we need to explain
some mathematics.
4.4.2 Spherical harmonics
The spherical harmonics Y`m(; ) are an infinite orthogonal base of functions. All
fields (solution of Laplace equation) on a sphere can be decomposed into spherical
harmonics. `  0 indicates the order of symmetry. m, with  `  m  `, indicates the
orientation with respect to a referent set of orthonormal axes. Figure 4.10 represents
a few spherical harmonics.
Let us give a concrete example: earth topology. In first approximation, planet earth
is a sphere, but this sphere has some roughness (Mount Fuji is a roughness of 3,776
m compared to sea level). We note h(; ) the altitude of the surface of the earth com-
pared to sea level at latitude  and longitude . This field can be decomposed into an
infinite sum of spherical harmonics:
h(; ) =
1X
`=0
X`
m= `
q`mY`m(; ) (4.5)
The q`m coefficients are complex numbers. The spectrum of the field h(; ) is the
sequence of number SP` giving the amplitude of the term ` in the spherical harmonics
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(a) ` = 4,m = 0 (b) ` = 4,m = 4 (c) ` = 10,m = 10
(d) ` = 6,m = 0 (e) ` = 6,m = 3 (f) ` = 6,m = 5 (g) ` = 6,m = 6
Figure 4.10: Spherical Harmonics at various order and degree. Note how a FCC cluster
can be approximated by the sum of (g) for the hexatic plane and (e) for
the upper and lower planes. In the same way the two 5-particle rings of
an Icosahedron look like (f) whereas the spindle atoms can be described
by (d). (c) is common to both Icosahedron and Dodecahedron. Source
reference [142].
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Figure 4.11: Spectrum of the earth topography. y axis is in meters. The curve is de-
creasing, meaning that the lower degrees (long wavelength) are of lar-
ger amplitude than the higher degrees (short wavelength). Source refer-
ence [143].
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(a) ` = 1 (b) ` = 2 (c) ` = 3
(d) ` = 4 (e) ` = 5 (f) ` = 6
Figure 4.12: Spherical harmonics decomposition of earth topography. Source refer-
ence [143].
decomposition (see Figure 4.11).
SP` =
vuut 1
4
X`
m= `
jq`mj2 (4.6)
Terms with small SP` can be neglected to give an approximation of the field h(; ).
The more terms that are left, the better the approximation(see Figure 4.11)
4.4.3 Characterisation of the bonds
Each bond ~r can be associated with the set of spherical harmonics Y`m((~r); (~r)). For
even `, there is no need to give a directionality to the bond. Often, the analysis is
performed only on the ` = 4 and ` = 6 orders, the two first non-zero even orders in
the spectrum (averaged over all bonds in the system). Some authors go up to ` = 8
and ` = 10 [144].
The whole system is characterised by the coefficients q`m = hY`m(~r)i where the
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(g)
P6
`=0 (h)
P16
`=0
(i)
P36
`=0
(j) Full grid of earth topography (6 data
points per degree)
Figure 4.11: Approximations of earth topography by partial sums of spherical har-
monics. Source reference [143].
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average is taken over all the bonds. Each particle i is characterised by the coefficients
q`m(i) =
1
Ni
NiX
0
Y`m((~rij); (~rij)) (4.7)
where the~rij are all the bonds starting from i. We call the q`m defined by equation (4.7)
the local tensorial bond orientational order parameter.
Other sums are possible, like adding the surface bonds into equation (4.7), i.e. the
bond rjk with j and k neighbours of i. The tensorial order parameter q`m can be
calculated in this way for any subset of bonds. For example, any cluster found by a
topological method can be considered as a set of bonds and thus have an associated
q`m.
4.4.4 Invariants
Because q`m can be scrambled drastically by a rotation of the coordinate system, it is
important to consider combinations invariant by rotation like a normalised version of
the spectrum coefficients:
q` =
vuut 4
2l + 1
X`
m= `
jq`mj2 (4.8)
w` =
P
m1+m2+m3=0

` ` `
m1 m2 m3

q`m1q`m2q`m3 P`
m= `
jq`mj2
! 3
2
(4.9)
The term in brackets is the Wigner 3-j symbol [145]. q` is always positive and in-
dicates the strength of the ` fold symmetry. For instance, q6 has high values for BCC,
HCP and FCC crystals as for icosahedron. w` can be positive or negative and givesmore
precise information about the symmetry group. For instance, Steinhardt et al. showed
that w6 reaches its absolute minimum value only in the case of perfect icosahedral or-
der:
wico6 =  
11p
4199
  0:169 (4.10)
Generally, the sign of w` indicates the parity of the ` fold symmetry. For example
(see Figure 4.1), HCP and FCC crystals have both high q6 because they have both hex-
atic planes. But a HCP crystal is made of the repetition of only two hexatic planes
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Structure q4 q6 q8 q10 w4 w6 w8 w10
Ico. 0 0.6633 0 0.3629 1 -0.1697 1 -0.0939
HCP 0.0972 0.4848 0.3170 0.0102 0.1341 -0.0124 0.0513 -0.0799
FCC 0.1909 0.5745 0.4039 0.0129 -0.1593 -0.0132 0.0584 -0.0901
BCC 9 0.5092 0.6285 0.2128 0.6502 -0.1593 0.0132 0.0585 -0.0901
BCC 15 0.0364 0.5107 0.4293 0.1952 0.1593 0.0132 0.0585 -0.0901
Dodec. 0.0530 0.4298 0.1386 0.1401 -0.1341 -0.0937 0.0918 0.0077
Table 4.1: Rotational invarients of a few perfect structures. q` are obtained from equa-
tion (4.7) and equation (4.8).
(ABAB : : :), so its symmetry is even. Whereas a FCC crystal is made of three planes
(ABCABC : : :) so its symmetry is odd. HCP’s w4 is positive and FCC’s w4 is negative.
See Table 4.1 for the values of the rotational invariants for some basic structures.
In theory, every possible local structure could be identified using local bond orient-
ational invariants. In practice, local bond order parameters are used in diverse ways.
For instance, in reference [146], the crystalline structure around a given particle is
characterised by its position in the two dimensional (q4; q6)-plane and (q4; w4)-plane.
Using this approach, one can determine the type of structure occurring around each
individual particle. The values of the local invariants are in fact broadly distributed
because of thermal fluctuations (see top of Figure 4.14). It is often not possible to tell
if one given particle is in one structure or another.
Frenkel and co-workers [147–150] analysed the structure of crystalline clusters in
terms of order parameter distributions. To do that, they first computed the distribu-
tions of q4 and q6 for the liquid and for perfect FCC and BCC crystals. Due to thermal
fluctuations, these distributions can be rather broad (see Figure 4.12). Then, they de-
termined the distributions of the same order parameters in the crystalline cluster.
These distributions are represented as a superposition of the distribution functions
of the perfect phases. The superposition coefficients cFCC , cBCC and cLIQ, determ-
ined by mean square minimisation, then yield information on the composition of the
cluster. For instance, cFCC  0:5, cBCC  0:5, and cLIQ  0 would be indicative of a
cluster that is half in the FCC structure and half in the BCC structure.
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Figure 4.12: (A) q4, q6, andw6 bond-order parameter histograms for FCC (blue curves),
HCP (red curves), BCC (black curves), and liquid (purple curves). (B) The
measured bond-order histograms (black plots) of a colloidal hard sphere
sample with  = 0:45 are shown together with a least squares fit (blue
curve) using the bond-order histograms from (A). Source reference [151].
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4.4.5 Correlations
Besides the rotational invariants, we can quantify the correlation between the `-fold
symmetry around particle i and particle j by the following dot product:
s`(i; j) =
P`
m= ` q`m(i)q

`m(j)qP`
m= ` jq`m(i)j2
qP`
m= ` jq`m(j)j2
(4.11)
By definition s`(i; i) = 1. Note that this correlation depends on the relative orient-
ation of the two environments: two exactly similar environments rotated one com-
pared to the other by angles inconsistent with the `-fold symmetry would give low or
even negative values of s`(i; j). Furthermore, s6(i; j) does not differentiate between
twowell oriented icosahedron and twowell oriented FCC neighbourhoods: both pairs
would be strongly correlated.
The radial correlation function of the tensorial bond order can then be defined as:
g`(r)  1
N
NX
i
P
j 6=i s`(i; j) (k~ri   ~rjk   r)P
j 6=i  (k~ri   ~rjk   r)
(4.12)
Tensorial correlations can also be defined in time in the spirit of equation (4.11) by
taking i and j at different times. Note that this tensorial time correlation is not robust
to the global rotation of a cluster keeping the same structure.
g`(t) 
*P`
m= ` q`m(i; t0)q

`m(i; t0 + t)qP`
m= ` kq`m(i; t0)k2
+
i;t0
(4.13)
4.4.6 Cluster detection
In order to study nucleation growth of crystals, one need to be able to know for sure
if a particle is within a crystalline cluster or not. As we saw before, the local invari-
ants q`(i) have broad distributions. Many insulated high q6 particles are detected in a
fluid. Frenkel et al. [148] had the idea to look at s6(i; j) when i and j are neighbour-
ing particles. The bond rij is considered a crystalline bond if sii > 0:5. A particle is
crystalline-like if its number of crystalline bonds is above a certain threshold, typically
between 6 and 8. If a particle has less crystalline bonds, it is considered to be liquid-
like. Using this criterion to distinguish crystalline-like from liquid-like particles one
can then search for clusters of connected solid-like particles.
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Figure 4.13: Four snapshots during crystallisation of a sample with  = 0:45. The red
spheres are drawn to scale and represent particles that were identified as
crystal-like. The particles in the metastable liquid state are shown by the
blue spheres, reduced in size for clarity. (A) Time t = 20 min after shear
melting, (B) t = 43 min, (C) t = 66 min, and (D) t = 89 min. Source
reference [151]
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This procedure very efficiently distinguishes between periodic environments and
non-periodic environments, but does not discriminate between different crystal struc-
tures. Furthermore, it is not picking up the aperiodic structures like icosahedra. As
noted by Tomida and Egami, two adjacent icosahedra have different orientations, so
s6(i; j) take negative values.
4.4.7 Coarse graining
As mentioned above, thermal fluctuations smear out the order parameter distribu-
tions such that it may be difficult to distinguish local crystalline structures based on
Steinhardt bond order parameters. Lechner andDellago proposed to perform a coarse
graining step, in order to take into account the second shell around each particle. They
define the coarse-grained coefficients (that we note here with capital letters)
Q`m(i) =
1
~N(i)
~N(i)X
k=0
q`m(k) (4.14)
Here, the sum from k = 0 to ~N(i) includes the neighbours of i and i itself. The coarse-
grained invariantsQ` andW` are derived from theQ`m the sameway as equation (4.8)
and equation (4.9).
While q`(i) holds the information of the structure of the first shell around particle
i, its averaged version Q`(i) also takes into account the second shell. One might say
that using the parameter Q` instead of q` increases the accuracy of the distinction of
different structures at the price of a coarsening of the spatial resolution.
As displayed in Figure 4.14, Q4-Q6-plane and Q4-W4-plane become very efficient
maps to identify crystalline structures at a particle level. Because the overlap of bond
orientational order distributions between crystalline structures become negligible, it
is possible to categorise any given particle into a single structure. The distributions
can be narrowed even further by averaging over a time characteristic to the vibrational
motion [45].
As the crystalline bondmethod, the coarse-grainingmethod relies on some amount
of periodicity of the structures. The bond orientational order of the non-periodic
structures gets averaged down by coarse-graining. This can be considered as a major
drawback, or a mean to differentiate between periodic and aperiodic structures, as
we will show in Chapter 6. For instance, the correlation functionG`(i; j) of the coarse
grained tensorial bond order (analogue to equation (4.12)) only catches the fluctu-
ations of the crystalline order, without interference of icosahedral order.
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Figure 4.14: Top: Comparison between the (q4; q6)-plane (a) and the (Q4; Q6)-plane (c)
for a Lennard-Jones system in three different crystalline structures and in
the liquid phase. Each point corresponds to a particular particle, where
2000 points from each structure were chosen randomly. Bottom: (q4; w4)-
plane (b) and the (Q4;W4)-plane (d). Source reference [153].
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(a) Sharing 7 particles: -
interlocking
(b) Sharing 3 particles: -
interlocking
Figure 4.15: Two simple interlocking states of icosahedral clusters. The blue icosa-
hedron and the red one share the white particles. In both cases, the two
icosahedra can be superimposed if mirrored by the plane defined by the
common particles. In (a) the central particles of the icosahedra neigh-
bours, whereas in (b) they are in each other’s second shell.
4.4.8 Icosahedral order and mirror symmetry
Icosahedral order is a particular case in all the methods that involve the spatial extent
of structures. This is because icosahedral order is not invariant by translation. Tom-
ida and Egami noticed that two icosahedra can share particles mainly in two ways
depicted in Figure 4.15: by sharing the 7 particles of a pentagonal di-pyramid (-
interlocking) or by sharing the 3 particles of a face (-interlocking). In the former, both
icosahedra are elongated of about 10% in the direction of their common axis. In both
cases, the interlocking icosahedra cannot be superimposed by translation (s6(i; j) <
0), but they are related by mirror symmetry.
Tomida and Egami used this property to define a correlator that would indicate a
perfect correlation between interlocked icosahedra. They define the operator Rij as
the reflection-symmetric operator against the median plane of the vector ~rij . One can
show that in the case of even `, the action of this operator on the spherical harmonics
of degree ` is equivalent to a rotation of /2 along ~rij . The effect of Rij on q`m can
thus can be expressed by the rotation formula of spherical harmonics:
Rij(q`m) =
X
m0
D
(l)
m;m0 (; ; ) q`m0 (4.15)
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with D(l)m;m0 a Wigner D-matrix [154] and ; ;  the Euler angles of the rotation. The
mirror-symmetry compatible correlation between neighbouring clusters i and j is
then defined as:
`(i; j) 
P`
m= ` q`m(i)Rij (q`m(j))qP`
m= ` jq`m(i)j2
qP`
m= ` jq`m(j)j2
(4.16)
We are tempted to define icosahedral bonds from `(i; j) as we defined crystalline
bonds from s`(i; j) in Section 4.4.6. However, the mirror symmetry preserves the cor-
relation between neighbouring crystalline environments. `(i; j) catches both crystal-
line and icosahedral bonds. Tomida and Egami avoid this difficulty by defining their
icosahedral bonds in a different way:
• First they detect the icosahedra. The criterion is high q6, that could in general
catch also crystalline order, but the values of the other q` confirmed that the
icosahedral order was the only one detectable in their system
• Second theydetect the interlocking of the icosahedra by the topology of the bond
network.
For icosahedra, the operatorRij makes sense only between two interlocking clusters.
If we imagine a chain of four interlocking icosahedra 1 ! 2 ! 3 ! 4, the symmetry
of the two terminal clusters are not directly related by the mirror symmetry R14. We
have to flip three times along each interlocking state to recover the same orientation.
The right operator is thenRpath12 = R12 R23 R34. In general, the correlation between
icosahedra i and j has to be taken along the successive predefined icosahedra bonds,
selecting the shortest path.
4.5 Conclusion
We reviewed a fewmethods to identify local structures in real space. For 2D isotropic
interactions,  6 is the reference method. TCC and coarse-grained bond orientational
order are - at our knowledge - the state of the art. Topological approaches are better
at detecting a great variety of structures, centred or not on a particle, periodic or not;
but lack the ability to follow simple evolution or spatial extent of the structures. Bond
orientational order approaches are very good at identifying crystalline order, even
distorted or partial and its correlations in time or space. Icosahedral order is also
accessible once the influence of eventual crystalline order has been removed.
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We have not touched upon non-isotropic systems (non spherical shape, anisotropic
potential) or multi-species systems. However, the local structure identification meth-
ods in these systems are - orwill probably be - based on the simple isotropic one-specie
scenario.
In the remaining chapters of this thesis, we will use the bond orientational order
method, both coarse-grained and non coarse grained. Both the Voronoi and the max-
imum bond length methods were investigated to establish the bond network, how-
ever the bond orientational order computations based on the Voronoi bond network
proved to be less consistent; thus all the results presented in the following chapters
are based on the maximum bond length method.
84
5 Analysis methods
5.1 Fast spatial query
To analyse efficiently structures in real space one often needs to find all the objects
(particles) that belong to a given portion of space. For instance, given a particle p
we may want to know all the particles fqg that are closer than a distance r from p.
A brute force computation would implies the calculation of N distances, with N the
total number of particles in the system. Because we have to know the neighbours
of each particles, the construction of the total bond network cost O(N2) operations.
Thus, a typical configuration of 5 · 104 particles would take about 10 min to be pro-
cessed, leading to more than half a day of computation for 200 time steps. This is
unreasonable.
The range search problem, also known as fixed-radius near-neighbours search [155],
is a very important computational geometry problem with numerous applications
across a large range of disciplines, including geographical information systems, com-
puter graphics, astrophysics, pattern recognition, databases, data mining, artificial
intelligence and bioinformatics [156]. Other variants of this problem include nearest
neighbour query, k-nearest neighbour query, spatial join, and approximate nearest
neighbour [156, 157]. This class of problem is called spatial query and its fast resol-
ution is crucial to now everyday-use applications like car navigator or web mapping
services. Wewill use here such prosaic examples; for concrete applications in the field
of this thesis see Section 3.4 and Section 4.2.
5.1.1 Notion of index
Imagine that we are looking in advance for a restaurant near the station of a city we
are going to visit for the first time. The twentieth century way of doing that is to
take the business phone book at the restaurant chapter and look up one by one the
addresses to select the restaurants that are close to the station. The time taken by
this process is proportional to the length N of the list: we need to perform N lookup
operations. Hopefully, we have the phone book of this city, subdivided in districts, not
the alphabetical list of all the restaurant of the country: the smaller is N , the better.
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The phone book is organised so that the list we finally have to look up in is the
shortest possible: we start by selecting on the shelf the book corresponding to the
prefecture, then we go to the part dedicated to the city and then to the chapter listing
restaurants. This type of hierarchical structure is called an index. Looking up using
an index is a very fast operation, typically one needs only O(logC) operations to find
the right chapter, with C the number of chapters. It is so because an index (or lookup
table) is sorted by a useful criterion, like the names of the towns in the prefecture.
Finding an element of a sorted list is equivalent to finding a word in the dictionary:
we can perform a search by dichotomywithout reading all thewords of the dictionary.
The drawback of lookup tables is their linearity. Crossing two criteria like the loc-
ation and the type of business is possible with a hierarchy of indices. However, such
a hierarchy often proves counter-productive. If our goal is to find a Chinese restaur-
ant, wherever it is located in the city, we have to look through the restaurants of each
district to select the Chinese ones. The hierarchy of: location to the precision of the
district, then restaurant, then type of restaurant is not always optimal, as neither of
the other ways of organising these three criteria.
5.1.2 Spatial index
Most guidebooks have a map at the head of each chapter indicating the location of
interesting places. An icon of fork and knife on the map indicates a restaurant, and
its description is pointed by the number nearby. This is an other form of lookup, in
two dimensions this time. The human reader instantaneously finds the list of all the
restaurants within a certain range of the station. How would a computer do?
For the computer, the map of the restaurants is a table containing the coordinates
(x; y) of each restaurant q. Given the position (x0; y0) of the station and the range
r0, one may compute all the Euclidean distances r =
p
(x  x0)2 + (y   y0)2 and test
them to select those with r < r0. Once again this requireO(N) operations, acceptable
if the number of restaurants is small, but incredibly slow if all the restaurants of the
planet are referenced in the same map. That is obviously not the way Google Maps is
proceeding.
A more clever way is to divide the space into a grid. That is how the guidebook
proceeds for reverse lookup: at the head of the paragraph describing the station it
is written D5, so one looks in the D5 square of the map to find the station. That
implies that each time the author of the guidebook adds a new restaurant, he has
to affect it to a square of the grid. In the same way, the computer divides space in a
fX0; X1; : : : ; XNgfY0; Y1; : : : ; YMggrid, with a list of restaurants for each (Xi; Xi+1)
(Yj ; Yj+1) rectangle. Once the grid is constructed, the computer can find in one op-
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eration the i so that Xi  x0 < Xi+1, and the same for j. This immediately gives
the list of all the restaurants within the same rectangle as the station and we can then
compute the euclidean distances within this short list. We may have to look also in
the neighbouring rectangles with respect to r0.
The construction of the grid took O(N) operations and the lookup is done at most
in O(ns(r0))with n the maximum number of restaurants in the same rectangle of the
grid and s(r0) the number of squares that were included in the range. This means that
the grid is computationally efficient if we have to perform many lookups and if the
step of the grid is narrow enough tomake n small, but not too narrow compared to r0.
These conditions are met if the query ranges are not too different from each other and
if the coordinates uniformly cover space. Grids are not optimized for datasets with
large voids likeworldwide geographical data (restaurants are not as densely packed in
the middle of the ocean as in a big city) or the particles of a gel. The grid of such data-
sets must have a step narrow enough to be useful in the dense areas, which produces
many empty or nearly empty squares in the less dense area, consuming memory and
lookup time.
5.1.3 R-tree
A grid is only one of the possible spatial indices, maybe the most simple and surely
the most used in molecular simulations of dense phases. However, soft matter sys-
tems may require a more evolved data structure that can deal with many scales of
organisation, for example the scale of the particles, the thickness of an aggregate of
particles and the scale of the overall network formed by theses aggregates. Indexing
such a structured space is reminiscent of the problems faced by the geographers: ref-
erencing buildings, cities and continents with the same tool. Geographers use various
types of spatial indices, including the R-tree [158], kd-tree [159] or quad-trees [160].
We decided to use the R-tree and more specifically its variant called R*-tree [161],
however our code can easily accept any spatial index.
The R-Tree is a data structure where each particle is in a (zero-sized) box, itself nes-
ted in a box that contains n boxes, itself nested in a box : : : itself nested in the box
than contains all the system. At each level, the box fits exactly its contain. That is why
they are called minimum bounding boxes (in 2D ”rectangles”, what the ”R” in R-tree
stands for). A 2D example is shown in Figure 5.1.
Each node of an R-tree has a variable number of entries (up to some pre-defined
maximum). Each entry within a non-leaf node stores two pieces of data: a way of
identifying a child node, and the bounding box of all entries within this child node.
The insertion and deletion algorithms use the bounding boxes from the nodes to
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Figure 5.1: Simple example of an R-tree for 2D rectangles indexing the green dots.
Each node can contain at least three children. Source: Wikipedia.
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ensure that ”nearby” elements are placed in the same leaf node (in particular, a new
element will go into the leaf node that requires the least enlargement in its bounding
box). Each entrywithin a leaf node stores two pieces of information; a way of identify-
ing the actual data element (which, alternatively, may be placed directly in the node),
and the bounding box of the data element.
Similarly, the searching algorithms use the bounding boxes to decide whether or
not to search inside a child node. In this way, most of the nodes in the tree are never
”touched” during a search. A range search is performed in O(N) operations.
Various implementations of the R*-tree are available open source (see [162] for a
complete list). Among them, we gave a try to:
• RDMS like SQLite, PostgreSQL or more recently MySQL include spatial indices
based on R-trees. These implementations make sense only when one wants to
retrieve data attached to shapes in space, not for geometrical computations.
• The well named Spatial Index Library [163] that is for sure the best one avail-
able, especially for time series. However it is quite arcane for somebody outside
computer science, and lacks support and a proper manual.
• The lightweight implementation by Spicuzza. This is the one integrated into our
code.
Provided the spatial indexing, we were able to perform the bond network con-
struction in O(N logN) operations, i.e. 1  2 s for 5 · 104 particles, leading to only
5  10 min of computation for 200 time steps.
5.2 Analysis of an open system
Contrary to most simulations, the data we have to analyse are not contained within
periodic boundary conditions or a closed box. We observe only a fraction of the
sample by confocal microscopy, and the boundary between the observed and the un-
observed part has no physical meaning. This causes many issues during the analysis
of the structure.
To construct the bond network we select the pairs of particles (i; j) so that rij < rb,
with rb the maximum bond length. Unfortunately (see Figure 5.2), the bonds between
a particles inside the field of view and a particle outside the field of view (thus not de-
tected) are not constructed. This means that the particles closer than rb to the bound-
ary may have a non-physical lack of neighbours in the direction of the boundary. To
avoid this problem, we analyse only the particles further than rb from any boundary.
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rb
Inside
Margin
Outside
Figure 5.2: Schematic view of our boundary conditions. The thick black line is the
limit of the microscope field of view. The dotted particles are physically
present but not detected because outside the field of view. The circles rep-
resent the maximum bond length (the range of the analysis). In orange,
two bonds that physically exist but are not detected, leading to an artefac-
tual anisotropy in the neighbourhood of the margin particles (cyan). The
particles that can be correctly analysed (dark green) are further than rb
from the limit of the field of view.
90
5.2 Analysis of an open system
The particles at the margin are our boundary conditions. If the analysis implies a
coarse-graining over the first shell, we have to remove a second margin of rb.
The analysis of long range correlations is more of a problem. The bulk expression
of the g(r) (equation (4.2)) stands if we conduct it on a reduction for our experimental
window. This limits us to a theoreticalmaximum range rmax = L/2withL the smaller
dimension of our experimental window. When reaching this limit, there is no particle
further enough from the boundaries. A more reasonable maximum range is L/4, a
compromize between the number of particles left for the analysis and the maximum
range of the correlation.
To exploit the full size of our box, we have to go back to the definition of the g(r)
g(r)  1
N
NX
i
P
j 6=i (rij   r)R
V (r
0   r)dV (4.1)
In our case, the numerator is not a simple expression but can be simulated by filling
our experimental windowswith random coordinates (an ideal gas) and compute actu-
ally the ratio between the probability to find a particle at a distance r in the real system
and the same probability in the ideal gas. If not done on enough random coordinates,
this procedure can add a non-negligible amount of noise to the data.
When correlating an other observable a(~r), like the tensorial bond order parameter
(see Section 4.4.5 and Section 6.1.3), the radial correlation of the observable is defined
as:
C(a)(r)  1
N
NX
i
P
j 6=i a(~ri) · a(~rj) (k~ri   ~rjk   r)P
j 6=i  (k~ri   ~rjk   r)
(5.1)
We recognise in the denominator of equation (5.1) the numerator of the g(r) (equa-
tion (4.1)) that can be calculated everywhere a(~r) is defined. A common mistake
would be to compute independently the ensemble averages of the numerator and de-
nominator of equation (5.1) and then divide one by the other. This error is silent in
periodic boundary conditions but not in our open system.
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6.1 Crystal-like order
6.1.1 Presence and nature
Following Kawasaki and Tanaka, we look for crystal-like order in our system using
the coarse grained bond orientational order (BOO) method [153] (see Section 4.4.7).
The coarse grained Q6 is the best parameter to distinguish between random or aperi-
odic structures on the one hand (lowQ6 values) and on the other hand local structures
presenting crystal-like symmetry (high Q6 values). The coarse grained Q4 differen-
tiates well between three possible types of crystal structures: BCC, HCP and FCC are
ranked by increasing values of Q4.
We plotted the structure populations of our experimental system (polydispersity
  6% but not Gaussian, as explained in Section 2.2.1) in the (Q4; Q6)-plane in Fig-
ure 6.1. As expected, normal liquid distribution is confined in the low-Q6, low-Q4
corner of themap. Crossing the crystallisation volume fraction X we see a thickening
of the tail toward high values of Q6, indicating a tendency towards crystal-like order-
ing in the supercooled liquid. This tendency stays the same in the range of volume
fractions where the system is metastable to the coexistence regime. However, the
tendency toward crystallization grows drastically when approaching the glass trans-
ition. Near g, the bond orientational order Q6 reaches sometimes values that could
be compatible with fully crystalline ordering (which is not the case, as we will see in
Section 6.1.2).
According to Figure 6.1, normal liquid particles almost never reach values of Q6
superior to 0:25 whereas supercooled liquid do. We use this convenient threshold
valueQmrco6 = 0:25 to distinguish the crystal-like bond ordered particles often dubbed
medium-ranged crystalline order (MRCO) [45, 51]. For a visualisation in space of these
ordered particles, see Figure 6.5.
Particles presenting high values ofQ6 havemoderate or high values ofQ4. The high
Q6 and low Q4 corner of the symmetry map, that would indicate BCC type of order,
is empty. From the (Q4; Q6)-map, we can deduce that BCC order is not present in our
system. This confirms Kawasaki’s simulation result: hard spheres or short ranged
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Figure 6.1: Population maps of our experimental system (  6%) in the (Q4; Q6)
plane. The color scale indicates the frequency of appearance of each struc-
ture. The volume fraction is increasing from right to left and top to bot-
tom. Top-left: limit of supercooling close to X . Top-right: Metastable
to fluid-solid coexistence. Bottom-left: Metastable to crystal, close to m.
Bottom-right: Approaching the glass transition. Note that the population
density is indicated in (arbitrary) log scale: most of the particles have no
hint of periodic structure and abide by the normal liquid distribution, even
at very low supercooling.
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repulsive potentials do not form BCC order.
Only looking at the (Q4; Q6)-map, it is difficult to tell apart the two remaining pos-
sible crystal-like orders: medium values of Q4 may indicate well formed HCP order
or very local FCC order surrounded by fluid-like particles. W4 is a better parameter
because it is positive for HCP and negative for FCC (and BCC). Knowing that we have
no BCC in our system, we can safely use a (W4; Q6)-map to differentiate FCC (top left),
HCP (top right) and aperiodic structures (bottom). The population maps presented in
Figure 6.2 indicates that at low supercooling, the bond order does not differentiate
between HCP and FCC: the distribution extends toward moderate values of Q6 uni-
formly in W4. However, at deep supercooling, higher values of Q6 appear only for
W4 < 0, indicating a clear preference for FCC-like ordering. This is coherent with ex-
periments [151] and simulations [150] of crystallized hard-sphere: FCC is the dominant
order but it is oftenmixedwithHCP in the so called randomhexagonal compact (RHCP)
stacking. Nevertheless, it is significant to observe that this tendency exists even before
crystallisation occurs, in the mere fluctuations of the bond order.
We also check the other coarse grained parameters: Q8 is strongly correlated to Q6
(even more thant Q4) and Q10 has very low values, which indicates once again that
no BCC order exist in our system. No other significant periodic structure could be
detected.
6.1.2 Density and local volume
Crystallisation is a first order phase transition. If the bond order we detect was due to
crystal nucleation, we would expect to observe a density excess positively correlated
with the high values of bond order. Tanaka et al. showed that in their simulations the
static scattering function S(q) presented little excess scattering in the low-q region,
indicating that there is almost no two-body density correlation on the length scale of
the fluctuations of Q6.
To test this hypothesis further, we calculated the volume V (i) of the Voronoi cell
of each particle [120, 165]. We could then compute a local pseudo-volume fraction
~local(i)  
3
eff
6V (i) by assuming the same size for each particle. The average ~local for a
given value of Q6 is plotted function of Q6 on Figure 6.3 (top).
We observe that the local volume fraction decreases in average with increasing Q6
at all volume fractions . This clearly shows that the bond-ordered particles are not
crystal nuclei. Moreover, this result shades new light on the driving force of bond
ordering: the particles self organise in order to maximize their local free volume.
To confirm this result, we performed the same type of calculation on Kawasaki’s
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Figure 6.2: Populationmaps of our experimental system in the (W4; Q6) planewith in-
creasing supercooling. Upon supercooling the distribution skews toward
high values ofQ6 but uniformly along theW4 axis. The preference for FCC
appears only at deep supercooling.
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Figure 6.3: Local Voronoi volume fraction ~local function ofQ6 for various volume frac-
tions. In experiments (top), the particles with a crystal-like bond order
have more local free volume than the non-crystalline particles. In simula-
tions (bottom), the local volume fraction is almost constant for moderate
and high values of Q6. However, low value of Q6 present a clear excess of
local volume fraction.
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simulation data ( = 6%). Here, we have access to the precise diameter of each
particle, so we computed the radical Voronoi tessellation that weights the position
of the cell boundaries according to the relative radii of the particles, yielding a cell
volume Vradical(i) 6= V (i) in general. When computing the local volume fraction, we
also used the real volume of each particle.
local(i)  (i)
6Vradical(i)
(6.1)
Actually, the influence of such a refinement proved to be negligible. The result is
plotted on Figure 6.3 (bottom). The trend is somewhat different in simulation: the
local volume fraction is almost flat but slightly rising from moderate (0:15) to high
Q6. This supports the idea that the high Q6 region are not crystal nuclei. However
the role of local free volume as the driving force of the ordering is less clear. We also
note a strong excess of local volume fraction at low Q6; excess that is more and more
pronounced with increasing overall volume fraction. The behaviour at lowQ6 will be
explained in Section 6.2.2.
Tomonitor the density difference between high-Q6 particles and their environment,
we coarse-grained the volume fraction over the first shell. No sensible difference could
be observed between this neighbourhood volume fraction and the local volume frac-
tion of the crystalline bond ordered particles.
6.1.3 Spatial extent
The size of the crystal-like ordered regions grows with increasing density, as dis-
played in Figure 6.5. To characterise the spatial extent of the crystal-like bond order,
we use G6(r), the spatial correlation of the tensorial order parameter Q6m defined in
Section 4.4.7. The difference between the g6(r) and G6(r) is displayed in Figure 6.4:
g6(r) caches all 6-fold bond order and is oscillating between positive and negative val-
ues; whereas G6(r) (sensible only to the crystal-like order) stays positive over a few
inter-particle distances. The valleys in G6(r) corresponds to the valleys of the g(r).
Particles that are between two shells are analogue to off-lattice particles in a crystal:
although few, they have a high probability of being disordered. What actually de-
scribes the correlation of crystal-like bond order in the upper envelope of G6(r).
The characteristic length of the spatial correlation obviously increases with super-
cooling. We characterise the decay of the bond order correlation by fitting the upper
envelope of G6(r) by the Ornstein-Zernike function (Onsager formula):
G6(r) / r 1 exp(  r
6
) (6.2)
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Figure 6.4: (a) Spatial correlation of any 6-fold bond order. Inset is the same data in
semi-log scale. (b) Correlation G6(r) of the crystal-like order. The length
scale of the correlation is increasing with the volume fraction. The lines
are the fit by the Orstein-Zernike function (see equation (6.2)).
This correlation length increases with supercooling. The results are displayed in
Figure 8.3b and will be discussed in more details in Section 8.2.
6.2 Icosahedral order
6.2.1 Presence
Kawasaki andTanaka focused only on coarse-grained bondorder and thus overlooked
all the possible local structures that lack periodicity. In particular, icosahedral order
have been found in many types of supercooled liquids [78, 141, 152, 166, 167] with
isotropic attractive potentials and is even at the heart of most of the frustration-based
theories of the glass transition [44, 168, 169]. In addition, fragments of icosahedra
have been found in densely packed hard spheres ( > g). This body of evidence
made the absence of icosahedra order in polydisperse quasi-hard spheres (WCA) rather
surprising.
To look for aperiodic structures, we had to return to the non-coarse grained particle-
centred invariants (q`; w`) with ` = 4; 6; 8; 10 defined in Section 4.4.4. The structures
qualified by thismethod are the clusterswith a particle at the centre, i.e. the one shown
in Figure 4.1. The coarse-grained analysis has already discarded BCC and identified
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Figure 6.5: Population maps of our experimental system in the (w6; Q6) plane with
increasing supercooling. The green arrows mark respectively the crystal-
lisation and the quasi-crystallisation paths.
FCC order and some HCP, so we know that the crystal-like structures are well detected
by the Q6 parameter. Only remains the icosahedron (Figure 4.1c), and its twisted
version the dodecahedron (Figure 4.1f).
Because of the thermal distortion of the structures, we have to choose among the
bond order invariants the one that pulls the type of structure we look for out of the
distribution of the other structures. In particular, parameters giving a value close to
0 are to be avoided, like q4 and q8 for the icosahedron. According to Table 4.1, the
choice of the icosahedral order parameter is then drastically restricted: w4 and w8 are
undefined, q6 is large but close to the values of the crystals, q10 andw10 are surrounded
by the values of other structures. Steinhardt et al. demonstrated that w6 reaches its
maximum absolute value for icosahedral ordering (wi6co   0:169) whereas crystals
are almost zero-valued. Thus we will use w6 to detect icosahedra.
The (w6; Q6)-plane is a very good map to describe both crystalline (FCC-like) and
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Crystal-like Isolated icosahedra Connected icosahedra
(a) Normal liquid ( = 0:497) (b) Supercooled liquid ( = 0:535)
Figure 6.6: Structural heterogeneities in real space. Computer reconstruction from
confocal microscopy coordinates. Only the central particle of each struc-
ture is displayed for clarity. See page 102.
icosahedral ordering. It shows these two possible tendencies as orthogonal and pulls
the perfect structures distribution out of the liquid distribution. In Figure 6.5, we plot-
ted the population of the different structures on such a map. Contrary to the crystal-
like structure, the icosahedral order is already present in the normal liquid; however,
perfect icosahedra are few. With increasing density, more and more particles are de-
tected at loww6 values, indicating a growing tendency toward icosahedral order. Our
(w6; Q6) populationmap also emphasises themutual exclusion between the two types
of order.
An ambiguity remains about the exact nature of the structure for values larger than
wdodec6 =  0:0937 . However, the dodecahedron can be considered as a way of dis-
torting an icosahedron and is by right somewhere in the middle of the icosahedral
axis. We will not try to differentiate between the distorted icosahedra for w6 > wdodec6 ,
where most of the liquid particles belong. For more negative values of w6, we are
sure to deal with (distorted) icosahedra. For a visualisation in space of this ordered
particles, see Figure 6.5.
101
6 Structural heterogeneities
Crystal-like Isolated icosahedra Connected icosahedra
(c) Deeply supercooled ( = 0:576). We are looking through a slice of the
sample of thickness  8.
Figure 6.5: Crystal-like bond orderer particles (Q6 > Qmrco6 ) are displayed in dark
green. Isolated icosahedral particles (w6 < wdodec6 ) are displayed smaller
and in dark blue. The lines are the bonds between neighbouring icosa-
hedra (like in Figure 4.15a, not like in Figure 4.15b). Neighbouring icosa-
hedra are displayed with the same bright color. Because the connection
is defined within our experimental window, the percolation in 3D of the
whole icosahedral network cannot be excluded and is even very probable
in (c).
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6.2.2 Density and local volume
In a similar way to the crystalline order, we can characterise the local volume fraction
along the icosahedral order axis. The average ~local for a given value of w6 is plotted
function of w6 on the left part of Figure 6.6.
We observe that in the supercooled regime the local volume fraction increases in av-
erage with increasing icosahedral order (decreasing w6) at all overall volume fraction
even if the effect is more subtle for the sample above the supercooling. This trend is
much more pronounced in the simulation data, and is at the origin of the excess in
the local volume fraction observed at low Q6 in Figure 6.3. This result shows that the
tendency toward icosahedral order can not be explained by a gain in free volume at
the level of the particle. Two possible causes can be proposed:
1. Provided that a fraction of the system orders into dense icosahedra, the remain-
ing particles are allowed larger free volume.
2. An icosahedral neighbourhood allows more vibrational modes than a random
configuration, even if the local free volume is smaller.
Hypothesis 2 cannot be tested without fine time resolution. However scenario 1
can be easily tested by coarse-graining the local volume over a certain length. For
the appropriate length scale, the coarse-grained volume of the icosahedron should be
the same or lower that a random neighbourhood. In the right part of Figure 6.6, we
coarse-grained the local volume fraction over the first shell:
ngb(i)  1
Nngb(i)
Nngb(i)X
j
local(i) (6.3)
What we observe firmly confirms the scenario 1: the formation of an icosahed-
ron decreases the local free volume of the central particle but expands the local free
volume of its neighbours.
In the simulations of supercooled liquid ( = 0:48 excluded), the first shell volume
fraction ngb of the perfect icosahedra (w6 W ico6 ) seems to be the same for any overall
volume fraction, with a value of ico ' 0:46. We can speculate that ico corresponds
to the volume fraction of an hypothetical quasi-crystalline phase at coexistence with
the fluid. The reason why we could not observe this convergence in experiments may
be due to the difference in the size distribution, more skewed toward small diameters
and less able to form an iscosahedra of the same size.
In all the curves of Figure 6.6, we observe a change of the slope at the same value
of w6 '  0:15, and no special feature around wdodec6 . This may indicate a qualitative
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Figure 6.6: Left: Local Voronoi volume fraction local as a function of w6 for various
overall volume fractions. In experiments (top) as in simulations (bottom),
the particles with icosahedral bond order have less local free volume than
the other structures. This effect is much more pronounced in the simula-
tion.
Right: The same, but with ngb the volume fraction coarse-grained on the
first shell. The neighbours of a particle with icosahedral bond order have
less local free volume than any other structure. This effect is much more
pronounced in the simulation where the perfect icosahedra seems to have
the same coarse-grained volume fraction at any overall volume fraction.
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difference between ”perfect” icosahedra (w6 < w6) and distorted ones (w6 < w6 <
wdodec6 ); the former being much more stabilized by free volume effects.
6.2.3 Spatial arrangement
How long-range is icosahedral order? w6 detects only local, 13-particle icosahedra.
Are they can be isolated and randomly distributed in space, or grouped together in an
ordered fashion ? The former case is the most probable at low densities in our system:
remember that we have no attractive potential and thus no preferred bond length;
packing is what favours icosahedral ordering. The latter case should append anyway
at high packing, when many icosahedra form and must themselves pack. However,
unlike crystalline order, the icosahedral order cannot fill space. This means that the
icosahedra cannot arrange in a compact way and should form a network, as observed
by Tomida and Egami for attractive particles.
Indeed, as displayed in Figure 6.5, strings and non-compact clusters made of in-
terconnected icosahedra form and grow larger with increasing the volume fraction.
Surprisingly for hard spheres, aggregates of icosahedra are observed even before su-
percooling. This means that the interlocking of icosahedra is favoured even at low
packing. We speculate that the gain in free volume of the neighbours of the icosahed-
ral particle, and the resulting gain of vibrational entropy, is the driving force of this
aggregation: an isolated icosahedron has to compress its central particle, whereas the
central particles of two -interlocking icosahedra like in Figure 4.15a are neighbours
and thus benefit from each-other’s free volume effect. This and the deformation in-
trinsic to the -interlocking state explains why most of the icosahedra do not reach
wico6 .
In Figure 6.6, we stress the localisation of the perfect icosahedra (w6 < w6). They are
mostly included in clusters of distorted icosahedra (w6 < w6 < wdodec6 ), not always at
the core of it and not peculiarly grouped together. Without the distorted icosahedra
linking them, the perfect icosahedra would not appear as a developed network but
as isolated clusters much smaller in size and in number than the crystal-like bond
ordered regions.
6.3 Lifetimes
Which structures are stable in time? To answer this question, we compute g`(t), the
particle-wise time autocorrelation function of the tensorial bondorder parameter defined
in equation (4.13), and its coarse-grained versionG`(t). Unfortunately, the bond order
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Perfect icosahedra Imperfect icosahedral network
(a) Normal liquid ( = 0:497) (b) Supercooled liquid ( = 0:535)
Figure 6.7: Prefect and imperfect icosahedra. See page 107.
is very sensitive to thermal vibrations. If t is the shortest time interval accessible in a
given experiment, g`(t) is already quite low and very different depending on ` and
on the coarse graining. To correct for this effect, we plot g`(t)/g`(t) (see Figure 6.7).
If we suppose that the decay of g`(t) follows the same sort of two-step relaxation as
the self ISF, then this normalisation corresponds approximately to scale by the height
of the plateau, i.e the Debye-Waller factor.
With this representation, the relaxation time can be directly approximated by the
time  so that g`() = e 1. For all `, the bond order relaxation time is smaller than
the usual structural relaxation time . Among the bond orders, the 6-fold symmetry
always has the largest relaxation time. This justifies our focus on the 6-fold invariants
that catches the long-lived structures.
To distinguish between the decay of the periodic and aperiodic structures, we in-
vestigate the ratioG`(t)/g`(t) (see Figure 6.8). g`(t) catches the lifetime of all structures
with strong `-fold symmetry; G`(t) catches only the lifetime of the (locally) periodic
structures. Intuitively their ratio is smaller than one and should increase with time if
the crystal-like structures live longer than the aperiodic ones.
At low supercooling, theG6(t)/g6(t) ratio decreases with time. This means that the
icosahedral order is more stable than the crystal-like order for these densities. How-
ever for ` = 8, the ratio increases, showing that periodic structures (our crystal-like
bond ordered clusters) are longer-lived than aperiodic 8-fold symmetric structures.
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Perfect icosahedra Imperfect icosahedral network
(c) Deeply supercooled ( = 0:576). We are looking through a slice of the
sample of thickness  8.
Figure 6.6: The network of neighbouring icosahedral particles (w6 < wdodec6 ). The col-
ours differentiate between disconnected icosahedral clusters. Perfect ico-
sahedra (w6 < w6) are represented larger than the connected distorted
icosahedra (w6 < w6 < wdodec6 ). Isolated distorted icosahedra are not plot-
ted.
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Figure 6.7: Comparison of the particle-wise time autocorrelation function of g` (top)
and G` (bottom) for normal liquid (left) and deeply supercooled liquid
(right). All functions are normalized by their value at t, which is an ap-
proximation of their respective Debye-Waller factor. The self ISF (continu-
ous lines) is normalized in the same way and plotted each time as a refer-
ence.
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Figure 6.8: The ratio G`(t)/g`(t) for ` = 4; 6; 8; 10 at different supercooling. A con-
stant ratio would indicate that among the structures of `-fold symmetry,
the periodic and aperiodic structures are playing the same role in the relax-
ation. A decreasing ratio indicates that the periodic structures decay more
rapidly than the aperiodic ones. Note that the time scale is normalised by
 to show when each decay appends during the relaxation of the system.
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The decrease of the ratio for ` = 4 and ` = 10merely indicates that in these symmet-
ries structures larger than the first shell are not stable.
Approaching the glass transition, the ratioG`(t)/g`(t) has much higher values than
at low supercooling: most of the long lived structures are periodic. However, this
predominance gets eroded at medium time scales ( /10) for ` = 6; 10, indicating
that icosahedral order still plays an important role. Nevertheless, at times longer than
 the ratio increases for all ` except ` = 10where it stops decreasing to stay constant.
This means that really long-lived structures, lasting more than the relaxation time of
the system, are the crystal-like bond order we discussed in Section 6.1.
6.4 Summary and Discussion
From our observations a unified picture emerges for the structure of a hard sphere
supercooled liquid. From the great variety of possible local structures we showed that
only two types ofmutually exclusive order predominate and thus both in number and
in lifetime:
• The icosahedral order is the most important at moderate densities (even for  <
X ) and at times shorter or comparable to the relaxation time of the system.
Icosahedra form a network that finally percolates through the system but cannot
cover space.
• The crystal-like order appears faintly when crossing X and becomes important
at high density. It forms compact clusters closely related to FCC ordering but
without the density gain characteristic of crystal nucleus. It’s correlation length
6 diverges when approaching ideal glass transition 0. At high density, the
crystal-like bond ordered clusters are the longest-lived structures of the system
with a characteristic lifetime of a few .
Because we deal with hard spheres, we are sure that the driving force of ordering
is the gain in vibrational entropy. More precisely, we showed that crystal-like bond
ordering givesmore free volume for each ordered particle, whereas icosahedral order-
ing compresses the central particle of the icosahedron to leave more free volume to its
neighbours. This last effect favours the interlocking and aggregation of icosahedra.
This rather simple picture may be generalised to systems with a potential energy
if we understand how the potential effects the entropic balance between crystal-like
and icosahedral ordering.
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7 Competing order during heterogeneous
nucleation
7.1 Crystallisation at the wall
It is well known that a flat wall induces layering in a fluid [170–173]. In a gas, this
can induce capillary condensation of the liquid. In a dense liquid, this layering effect
often lead to heterogeneous crystallisation [174, 175]. In our colloidal suspensions, we
observed frequently density oscillations near the wall over the distance of 5  10.
Despite the polydispersity of our particles, the first few crystalline layers are obviously
crystalline and sometime a crystal grows from the wall and invades the bulk.
The initial layering occurs parallel to thewall and orients in the sameway the hexatic
planes. However the growth speed is very heterogeneous, leading to a complicated
landscape of crystalline mountains and fluid valleys, as displayed in Figure 7.1.
According to Kawasaki and Tanaka the homogeneous nucleation of crystals in hard
spheres is linked to the fluctuations of the crystal-like bond order parameterQ6. Crys-
tals nucleate in regions of highQ6. However, the link between bond order fluctuations
and heterogeneous nucleation has not yet been investigated.
To start from a well-defined state, we prepare a supercooled sample at the density-
matching temperature. This takes some time during which crystallites have already
formed at the wall. Then, we heat up our sample by a few degrees compared to the
density-matching temperature in order to make the colloids heavier than the solvent.
The volume fraction at the top of the sample (close to the objective lens and thus al-
lowing much clear imaging) drops, so that this part of the sample is not supercooled.
We confirm that all crystallites and crystal-like bond order have disappeared from the
region of the wall. Finally, we set back the thermostat to the density-matching tem-
perature, allowing the top of the sample to slowly return to its supercooled state. We
could then observe the heterogeneous nucleation from the beginning. We tracked the
sample from top to bottom and we are thus sure that the crystallite actually form at
the wall and do not come from the rest of the sample.
Snapshots of the growth are presented in Figure 7.2. We see clearly that the crys-
tal nucleus originate from the fluctuations of the crystalline bond order at the surface.
111
7 Competing order during heterogeneous nucleation
Crystal Two first layers FCC HCP
(a) Coloured by Q6. Red is high values. (b) Coloured byW4. Blue is negative (FCC)
and yellow positive (HCP)
Figure 7.1: Views of crystals nucleated from wall. Are shown only the particles with
Q6 > 0:4 and the two first layers (in white) that could not be analysed by
coarse-grained BOO.
Then, rather than starting newly fromdifferent parts of thewall, the bond order covers
the already formed nuclei and thus the crystal grows. This explains the heterogeneit-
ies in crystalline growth speed.
It is easier to form a hexatic plane against a wall than in contact with a disordered
environment of particles. In some sense, the crystal-like bond order has an affinity for
the flat wall. However, the affinity is even stronger for an already formed crystal. So
the crystal grows rather than covering the surface of the wall. Everything appends
as in a partial wetting phenomenon, except that we have no attraction to explain the
wetting.
7.2 Role of the icosahedral order
The heterogenenous nucleation is also an occasion to study the relationship between
the crystal-like bond order and the icosahedral bond order. We know that geometric-
ally they are mutually exclusive, but we do not know how long ranged is this exclu-
sion.
In Figure 7.3, we plotted the evolution of the density profiles of the different struc-
tures during the heterogeneous nucleation and growth. We first notice that the dens-
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Crystal-like Crystal Two first layers
(a) t = 0 (b) t = 5 h (c) t = 10 h (d) t = 15 h
(e) t = 20 h (f) t = 30 h (g) t = 40 h (h) t = 60 h
Figure 7.2: Heterogeneous crystal nucleation and growth. (green) The crystal-like
bond ordered particles with 0:25 < Q6 < 0:4; (red) the crystals 0:4 < Q6;
(white) the two first layers that could not be analysed by coarse-grained
BOO.
113
7 Competing order during heterogeneous nucleation
0:0
0:4
0:8
1:2
N
um
be
rd
en
sit
y
t = 0 t = 10 h
0:0
0:4
0:8
1:2
10 20 30
z/
t = 30 h
10 20 30
z/
t = 60 h
/hi
ico/
mrco/
X/
Figure 7.3: Number density profile (arbitrary scale) along depth z of: all the particles,
the crystal-like bond ordered particles (Q6 > 0:25), the icosahedral
particles (w6 < wdodec6 ) and the crystal particles (Q6 > 0:4).
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ity oscillations always extend ' 2 further from the wall compared to the front of
crystal-like bond ordered particles. This means that in the case of heterogeneous nuc-
leation the layering appends first, and then the bond ordering.
We notice then that the number density of the icosahedral particles is also oscil-
lating in phase with the total number density and the MRCO number density. Even
a structure without periodicity is affected by the layering. However, ico falls when
entering the crystal-like ordered region. We have two possible hypothesis to explain
this phenomenon:
1. The icosahedral structure is disrupted by the crystalline order growth or the
layering.
2. The icosahedral structure cannot penetrate inside the crystal-like order but is not
disrupted by the layering and can penetrate in the valleys between the crystals.
To decide between these hypotheses, we plot in Figure 7.4 the number density of ico-
sahedra considering only the volume outside of the MRCO:
ico  ico/(  mrco) (7.1)
Obviously, ico is not decreasing, so hypothesis 2 is the right one. However, the
oscillations of ico are out of phase compared to  and mrco. This means that when
the crystalline order is well developed, the icosahedra cannot fit as well as the MRCO
in the layers and thus are more abundant at intermediate positions. From the point of
view of the crystal, icosahedra are disrupting the layering and thus frustrating further
crystallization. The icosahedra are not the cause of the valleys, but their presence their
may prevent them from being filled by the crystal growth.
7.3 Conclusion
We were able to follow the heterogeneous nucleation of crystals from the beginning.
Fluctuations of the bond order appears first on the surface of the wall, like partially
wetting droplets, but where the ”wetting” is induced by the layering. Then crys-
tals nucleate inside these fluctuations and grow. The icosahedral order appears as
a source of frustration to this growth. The presence of undisturbed icosahedral net-
work between the growing crystals indicates that the icosahedral order is intrinsic to
the liquid structure.
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Figure 7.4: The same as Figure 7.3, but the number density of icosahedral particles is
also calculated in the volume free of crystal-like bond ordered particles.
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8 Slow dynamics in colloidal supercooled
liquids
8.1 Characterisation
8.1.1 Two-Step relaxation
Wefirst have to confirm that our system actually displays the characteristic features of
the dynamics of supercooled liquids. The coordinates tracked by confocalmicroscopy,
linked to trajectories, which are analysed via equation (1.5) and equation (1.6) to yield
both the MSD and the self ISF as displayed in Figure 8.1. For the calculation of the self
ISF we choose q = 2/.
Times are scaled by the Brownian time B = 6:11 s, i.e. the time needed for a single
particle to diffuse over its own diameter at infinite dilution, and span nearly four dec-
ades. The curve of the most concentrated sample represents three days of acquisition,
what means very close to our experimental g. For each volume fraction, the acquisi-
tion rate was set to catch the long term -relaxation, not the high frequency vibrations
of the -relaxation. We anyway see clearly the development of a plateau in both the
correlation function and the diffusion.
We are able to fit the self ISF at each volume fraction by a stretched exponential
Fs(q; t )  A exp
"
 

t

#
(8.1)
which is the long time part of equation (1.8). To get a nice fit of the short times, where
the errors are mostly averaged out, and because our data are equally separated in
linear time while the decay spans orders of magnitude, we weighted the points by
1/ log(t)2. As expected, the height of the plateau A and the stretching exponent  do
not depend strongly on the volume fraction even if slightly decreasing with increas-
ing . However the relaxation time  is (as expected) strongly dependent on  (see
Figure 8.2a).
We were able to fit the volume fraction dependence of  by the VFT law (see equa-
tion (1.1)) which yield a fragility of Dexp = 0:280 and exp0 = 0:597. Kasasaki’s sim-
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Figure 8.1: Overall dynamics of our system calculated from the tracked coordinates,
for various volume fractions. The lines are least square fits by equation (8.1)
in (a) and by the long term diffusion r2 = 6Dt in (b).
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(b) Evolution of the NGP with supercooling.
Figure 8.2: The curves in (a) are the fits of the respective relaxation times  by the VFT
law.
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Isolated Connected
(a) Normal liquid ( = 0:497) (b) Supercooled liquid ( = 0:535)
Figure 8.3: 10% fastest particles. Neighbouring particles are displayed with the same
colour.
ulations results are plotted on the same graph and are in good agreement even if an
independent fit yield slightly different values Dsim = 0:380 and sim0 = 0:603.
We check that our system actually displays non-Gaussian dynamics by calculating
theNGP (see equation (1.7)). As expected, we observe the bell shape growing and shift-
ing toward longer times with supercooling (see Figure 8.2b). Our samples actually
have the two populations of mobile and localised particles described in Section 1.2.4.
The decrease of the NGP at long times is observed even in our densest sample, con-
firming its ergodicity. The time lags tdh corresponding to the maximum of the NGP
are reported on Figure 8.2a.
8.1.2 Dynamic Heterogeneities
Following Weeks et al., we display the dynamic heterogeneities by plotting the 10%
fastest particles in Figure 8.2, where the displacements are calculated between the
displayed configuration t0 and t0 + tdh. Visually, the characteristic length scale of the
dynamic heterogeneities grows with the supercooling.
To be more quantitative, we compute the mobility-mobility correlation function
Gu(r; t) (defined in equation (1.9)) for t = tdh. As shown in Figure 8.3a, the correlation
is longer and longer ranged with increasing the volume fraction. We characterise the
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Isolated Connected
(c) Deeply supercooled ( = 0:576). We are looking through a slice of the
sample of thickness  8.
Figure 8.2: Computer reconstruction from confocal microscopy coordinates. Only the
10% fastest particles (see text) are displayed for clarity. The colours differ-
entiate between disconnected clusters of fast particles. White particles are
isolated fast particles.
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Figure 8.3: Spatial correlation of the dynamic heterogeneities. The lines in (a) are the
fit by the Ornstein-Zernike function (see equation (6.2)). The lines in (b)
are power-law fit (see equation (8.2)).
decay of the correlation by fitting the upper envelope of Gu(r; tdh) by the Ornstein-
Zernike function (see equation (6.2)).
The volume fraction dependence of the dynamic correlation length u resulting
from the previous fit can be well described by a power-law divergence at 0 (see Fig-
ure 8.3b):
() / 0

0   

  2
3
(8.2)
where 0 = exp0 is set by the VFT fit of the relaxation times (see Section 8.1.1). The
only adjustable parameter is the value of 0. This result is in perfect agreement with
Tanaka et al. and suggest that the dynamical heterogeneities in hard spheres are the
manifestation of critical fluctuations. We note that the exponent of this power law is
the same as the critical exponent for the d-dimensional Ising universality class within
errors:  = (2   )/d, with  ' 0:1 in 3D and thus  ' 0:63 [176, 177], close to our
exponent of  2/3.
121
8 Slow dynamics in colloidal supercooled liquids
8.2 Link between structure and dynamics
As stated in Section 1.3 we will now try to explain the dynamic heterogeneities by a
purely static cause, i.e. the structural heterogeneities observed in Chapter 6.
8.2.1 Correlation lengths
The first piece of the answer comes following Tanaka et al.: the correlation length of
the crystal-like bond order 6 that we calculated in Section 6.1.3 diverges at 0 follow-
ing the same power law as u, as displayed in Figure 8.3b. This indicates a strong link
between the fluctuations of the crystal-like bond order and the dynamic heterogen-
eities, probably of a critical nature.
However, the role of the icosahedral order remains unclear, especially at shallow
supercooling were the aforementioned power-law fit is not perfect and the icosahedra
the majority structure.
8.2.2 Where are the fast particles?
In Figure 8.4 we plot the proportion of the 10% fastest particles amongst crystal-like
bond ordered (Q6 > Qmrco6 ) particles, icosahedral (w6 < wdodec6 ) particles and perfect
icosahedra (w6 < w6). There are clearly fewer fast particles amongst the strongly
bond ordered particles than in the bulk. However, the proportion of fast particles
in the imperfect icosahedral network is not significantly different from the bulk. We
also check the number of fast particles amongst the non-icosahedral particles that are
neighbours of icosahedra, but once again, the proportion is the same as in the overall
population
According to Berthier and Jack, the structure cannot predict the dynamics at a local
level. Thus, we decide to display in Figure 8.4 only the the fast particles bonded to
another fast particle and the icosahedra bonded to another icosahedra. The definition
of the crystal-like particles is already taking into account the second shell, so we keep
all MRCO particles.
We observe that the position inside the icosahedral network influences the probab-
ility of having a fast particle: fast particles have preferentially one or two icosahedral
neighbours, indicating that the ends and the arms of the network are more mobile
than its junctions. This is reminiscent of the floppy modes in gels.
Overall, it seems that the icosahedral network do not play a direct role to prevent
particle diffusion, whereas crystal-like order does.
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Figure 8.4: Proportion of the 10% fastest particles amongst bond ordered particles.
The jump in the proportion amongstMRCO is only due to the poor statistics:
at shallow supercooling the crystal-like particles are so few that the fast
particles amongst them could not be detected.
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10% fastest and crystal-like
10% fastest and icosahedral
(a) Normal liquid ( = 0:479) (b) Supercooled liquid ( = 0:535)
Figure 8.5: 10% fastest particles and ordered particles.
8.2.3 Bond order dynamic propensity
In Section 1.3.2 we presented the dynamic propensity invented by Widmer-Cooper
and Harrowell as a trick only accessible to simulations. However, we will present
here a bond order dynamic propensity that is accessible even in a system that cannot
be restarted ad libitum from the exact same overall configuration. This holds for all
systems giving access to the coordinates where a sufficient ensemble average can be
taken and - of course - where the bond orientational order plays a role.
The bond order propensity is defined as the ensemble average of the MSD between
t0 and t0 + t of all the particles that had the same structure at t0. As explained in
Chapter 6, the local structure of our system is well described by the (w6; Q6)-plane as
in Figure 6.5, so we restrict the ”same structure” condition to this plane:
Pr(w6; Q6; t) 
tmax tP
t0=0
P
i
k~ri(t0 + t)  ~ri(t0)k2 (wi6   w6)(Qi6  Q6)
tmax tP
t0=0
P
i
(wi6   w6)(Qi6  Q6)
(8.3)
where the ensemble average is written as explicitly as possible. Because we average
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Crystal-like Icosahedra 10% fastest
10% fastest and crystal-like
10% fastest and icosahedral
(c) Deeply supercooled ( = 0:576). We are looking through a slice of the
sample of thickness  8.
Figure 8.4: Icosahedra are in blue, crystal-like bond ordered particles in green and fast
particles in red. Fast icosahedra are in white and fast MRCO are in yellow
if any.
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over all possible occurrences of a given (w6; Q6) couple, all other possible causes of the
dynamics are averaged down. The bond order propensity expresses the propensity
for displacement of a given bond order.
We plot the bond order propensity maps of our samples in Figure 8.5. We observe
that for all volume fractions the propensity decreases along the Q6 axis: crystal-like
ordered particles are slower. The tendency is weak at low supercooling but dramatic-
ally develop when approaching the glass transition. This is coherent with what was
found in 2D [52, 53] but not yet confirmed in 3D.
A similar butweaker link between order and slowness is observed along thew6 axis:
icosahedral ordered particles are slower. However, the slowing down is significant
only for w6 < w6, i.e. the almost perfect iscosahedra. This means that the free volume
difference discussed in Section 6.2.2 is linked to the stability of the icosahedra. We are
able to differentiate between the stable icosahedra that slow down the system and the
unstable ones that do not seem to have an effect on the dynamics.
The highest propensities are observed at high positivew6 andwhen bothw6 andQ6
are close to zero. However, these regions represent a very low population of particles
(see Figure 6.5) so the signal to noise ratio is poor. The fact that few particles arrange
in these structures may be related to their lack of stability. It would be then coherent
that unstable structures present high propensity for motion.
8.2.4 Summary
The role of icosahedral ordering in the supercooled dynamics of hard spheres seems
to be minor. Perfect icosahedra are indeed stable structures that prevent motion of
their central particle. However, this effect remains local and does not extend to the
distorted icosahedral network. Thus, the slowing down induced by icosahedral order
do not grow in size approaching the glass transition.
The crystal-like bond ordered clusters proved to hinder themotion of their particles
more than any other structure. This is especially true at deep supercooling when
the characteristic size of the crystal-like bond order fluctuations grows, following the
same law as the dynamic correlation length.
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Figure 8.5: Bond order propensity in the (w6; Q6) plane with increasing supercooling.
For easier comparison, the propensity is normalised by the overall MSD.
The colour scale is saturated for Pr > 2 
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 to discard shot noise. All
values are computed for the tdh of the sample. The population maps of
Figure 6.5 give an idea of the error bars.
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9 Conclusion
Using confocal microscopy of colloids, wewere able to observe the behaviour of hard-
sphere supercooled liquid at the particle level. We investigated the slow dynamics on
a time scale spanning nearly four decades. Our system exhibits the characteristic sig-
nature of supercooled liquids including two-step relaxation, non-gaussianity and het-
erogeneity of the dynamics. The characteristic length of the dynamic heterogeneities
was found to follow a power law diverging toward the ideal glass transition.
The local structures of the system were investigated into detail to discover two
main structures that extend over medium range: the crystal-like bond order form-
ing clusters and the icosahedral order forming a network. This second type of order
is present even at low volume fractions and between growing crystal nuclei. It is in-
trinsic to the liquid and stabilized at the local level by free volume effects.
However, contrary to the common viewpoint[44] and observations in other model
systems [178], the icosahedral order is not the dominant one near the glass transition.
In hard spheres, the characteristic size of the fluctuations of the crystal-like bond order
follows the same power law divergence as the dynamic correlation length and the
crystal-like bond ordered regions are the slowest and longest lived structures of the
system: they are responsible for the dynamic arrest.
The role of the icosahedral order is more important as a source of frustration against
the crystal-like bond order rather than a structure causing the slow dynamics. We
showed that the crystal-like bond order is the precursor of crystallisation. Thus, pre-
venting the formation of crystal-like bond ordered regions implies both preventing
crystallisation and delaying the slowing down of the system. Therefore, the locally fa-
voured icosahedral order is responsible for both the avoidance of crystallisation lead-
ing to supercooling and the fragility of the glass former.
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