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Observability of Nonlinear Systems* 
SHAUYING R. Kou, DAVID L. ELLIOTT, AND TZYH ]ONG TARN 
Control Systems Science and Engineering, Washington University, 
St. Louis, Missouri 63130 
The purpose of this paper is to investigate the problem of observability of 
nonlinear systems. Two sufficient conditions of global observability ofnonlinear 
systems are presented: (1) the ratio condition which is the generalization of
Fujisawa and Kuh's (1971) ratio condition of circuit theory, (2) the strongly 
positive semidefinite condition. The relationships between these two conditions 
as well as the condition of positive definiteness of Fitts (1970) are given. 
1. INTRODUCTION 
In estimating the state of a dynamie system, the question of observability 
of the system becomes important. The observability problem for a system 
is to use the output information to determine uniquely the state of the system. 
Many authors have developed criteria of observability of linear systems. For 
nonlinear systems Kostyukovskii (1968a, 1968b) first gave conditions of 
global observability. But it was pointed out by Fitts (1970) and Griffith and 
Kumar (I971) that the sufficient condition of Kostyukovskii s incorrect. 
In this paper we show that a theorem of circuit heory (Fujisawa nd Kuh, 
1971) and a theorem given by Berger and Berger (1968) can be generalized 
as sufficient conditions of global observability of nonlinear systems. The 
relation between the observability problem of a system and the univalence of 
the corresponding observability mapping is explained in Section 2. Section 3 
contains the main results of sufficient conditions of observability and the 
mutual implications. Examples are included in Section 4 and the conclusions 
are  in Section 5. 
* This research was supported in part by the National Science Foundation's 
Grants GK-5570, GK-27873, GK-22905, and by the Air Force Office of Scientific 
Research under Grant No. F44620-69-C-0116. 
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2. OBSERVABILITY AND UNIVALENCE 
Before discussing the observability problem we give a description of the 
system as follows: 
2~- f ( t ,x )  f : [ to , t~]  ×DCE 1 ×En- - -~E ~ (1) 
and the measurement equation 
y ~- h(t, x) h : [to, tx] ×/2  C E ~ × E n --~ E TM (2) 
where the state x is not available for direct measurement. The initial state 
X(to) is unknown and belongs to the set ~2 0 C/2. Suppose that the kth order 
derivatives off( . ,  .) and h(', ") exist for every x e $2 and for every t E [t o , tl] 
where km ~ n. 
By the smoothness assumptions fory(t) we can take Taylor series expansion 
of y(t) as 
y(t) = y(to) -]- ~P(to)(t -- to) + ( p(to)/2l)(t -- to) 2 
+ "" + (y(~-~)(to)/(k -- 1)!)(t --  to) ~-~ + (y(k)(t*)/k!)(t - -  to) k 
where t* is a certain instant between t o and t, and 
y(to) = h(x(to), to) ~ ho(x(to), to) 
8ho ( ~ho ) 
3~(t0) = -~-  (x(to), to) + \ ~X(to) (x(to)' to). f(x(to)' to) ~ ht(x(to), to) 
8h~-2~t / ~h~-2 " t°)) f (x(t°) ' t°)  ~ ~(~-~'(to) - (~(to), to) + (~X o) (x(to), = h~_~(X(to), to) 
These equations can be represented as a nonlinear map 
z = H(x(to) 
where 
y(to) 
p(to) 
y(k-1)(to) 
H(x(to) ) = 
[ ho(~(to), to) -1 
hl((to), to) [. 
hk-l(xito), to).] 
Let us call this nonlinear map H the "observability mapping" of the system. 
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We will show that the observability problem of the system is closely related 
to the univalence of the observability mapping H. (A one-to-one mapping is 
said to be univalent.) At first we give the definition of global observability 
of nonlinear systems. 
DEFINITION. The system described by (1) and (2) is said to be completely 
observable in D 0 on the time interval [t o , t l ]  if there exists a one-to-one 
correspondence b tween the set D 0 of initial states and the set of trajectories 
of the observed output y(t) for t E [to, tl]. 
Now if the observability map H is one-to-one from D O to H(Do) , then by 
the data z, the initial state X(to) of the system can be uniquely determined. 
Hence, according to the above definition of observability, the system is 
completely observable. 
Remark. The univalence of map H from D O to H(f20) is only a sufficient 
condition of observability for nonlinear continuous-time systems. The 
reason is that the vector z shown before does not represent the whole trajectory 
y(t), t ~ [to, tl]. 
3. MAIN RESULTS 
DEFINITION. The mth leading principal minor of a square matrix A, 
denoted by A~, is defined to be the determinant of the matrix obtained by 
deleting the last n-m columns and rows of A. 
THEOREM 1. Given H : E ~ --+ E% 
H E D (Differentiable) with Jacobian matrix J(x). 
I f  there exists a constant E > 0 suck that the absolute values of the leading 
principal minors A1, A2 ,..., A~ of J(x) satisfy 
f&l  >~,..., I&[ >~ 
for all x e E ~, then H is one-to-one from E ~ onto E% 
Remark. The main structure of the proof of Theorem 1 is similar to 
Fujisawa and Kuh (1971). A complete proof is given in the Appendix. The 
difference between Theorem 1 and the results of Fujisawa and Kuh (1971) 
is that in the assumption of this theorem, H is only differentiable instead of 
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assuming H ~ C' (continuously differentiable). It is shown that H ~ C' is not 
necessary in the proof of this theorem. The conditions on leading principal 
minors of Theorem 1 are called "ratio condition" by Fujisawa and Kuh 
(197l). 
COROLLARY 1. The system described by (1) and (2) is completely observable 
in the set [2 o of initial states on the time interval [to, tl] if: 
(1) km -- n where n: number of elements of the state 
m: number of outputs 
k: kth derivatives of f ( ' ,  ") and h(', ") exist; 
(2) the observability mapping of this system is differentiable; 
(3) the Jacobian matrix of the observability mapping satisfies the ratio 
condition uniformly. 
Remark. This Corollary is actually the same as Theorem 1 but with a 
different statement. 
Next we are going to extend the results of Theorem 1 to the case where 
the mapping H is from E n space to E km space with km >/n. 
THEOREM 2. Given H: E ~ --', E k~, km >~ n 
H ~ D with Jacobian matrix J(x). 
I f  there exists a constant n ×km matrix A such that the n × n matrix AJ(x)  
satisfies the ratio condition for all x ~ E n, then H is one-to-one from E n onto 
n(e~).  
Proof. Since the km× n matrix J(x) is the Jacobian matrix of H(x), 
then AJ(x), where A is the constant n ×km matrix satisfying the condition 
of the theorem, will be the Jacobian matrix of the mapping AH(x) which 
consists of n components. Now by the given assumptions and Theorem 1 
we see that AH(x)  is a one-to-one mapping from E ~ onto E% We claim that 
this result implies that H(x) is one-to-one from E n onto H(E~). Suppose H 
is not one-to-one from E n onto H(En). Then there exists at least two points 
xt ,  x~ of E n where x t :/= x~ such that H(xt) = H(x2). Now we multiply both 
sides by matrix A and we have 
AH(xl)  = nH(x~). 
Hence AH is not one-to-one. So we proved that if AH(x)  is one-to-one from 
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E ~ onto E ~ then H(x) is one-to-one from E ~ onto H(En). We complete the 
proof. 
Remark 1. In Theorem 2 if H(x) is from E n ~ E n then it reduces to the 
special case of Theorem 1. Since A equals the identity matrix in Theorem 2 
then AJ  ~- f and Theorem 2 reduces to Theorem 1. 
Remark 2. Let us restate the results of Fitts (1970) as follows 
Given H: E ~ ~ E k~, km >7 n 
H e D with Jacobian matrix ](x) 
D is a convex subset of E '~. 
I f  there exists a constant n × km matrix A such that AJ(x) is positive definite 
for all x E f2, then H(x) is one-to-one from f2 onto H(D). 
Now this condition of positive definiteness guarantees that AH(x) is 
univalent but not necessarily onto E n. However, the ratio condition of 
Theorem 2 shows that 21H(x) is a univalent mapping of E ~ onto E ~. Further- 
more, there is no implication between these conditions. That a matrix 
satisfies the ratio condition doesn't imply that it is positive definite (as 
illustrated in Example 1 of Section 4). The converse is not true either 
(see Example 2). 
Now we restate Theorem 2 in terms of the observability property explicitly. 
COROLLARY 2- The system described by (1) and (2) is completely observable 
in the set D O of the initial states on the time interval [to, tl] if: 
(1) km ~ n where k, m, n are the same as that of Corollary I; 
(2) the observability mapping H(x) is differentiable; 
(3) there exists a constant n ×km matrix 2t such that 21J(x) satisfies the 
ratio condition uniformly where J(x) is the Jacobian matrix of H(x). 
THEOREM 3. Given H: D C E ~ --~ E k~, km >/n, 
D is an open convex bounded subset of E ~, 
H ~ C' with Jacobian matrix f(x). 
I f  there exists a constant n × km matrix A such that the square matrix 2if(x) 
satisfies (1) det AJ(x) > 0, for all x E f2, and (2) AJ(x)-q-(Af(x)) r has 
nonnegative principal minors for all x ~ ~2 where T denotes transpose of a matrix, 
then H is one-to-one from D onto H(D). 
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Pro@ AJ(x) is the Jacobian matrix of AH(x). By the application of 
Theorem 4-4 given by Berger and Berger (1968), AH(x) is one-to-one from 
D onto AH(f2). Similar to the proof of Theorem 2 we conclude that H(x) is 
one-to-one from X2 onto H(X2). 
Remark. The hypotheses (1) and (2) will be called "strongly positive 
semidefinite" conditions. 
From Theorem 3, we have the following sufficient condition for observ- 
ability. 
COROLLARY 3. The system described by (1) and (2) is completely observable 
in the set ~2 oof initial states on the time interval [to, tl] if: 
(1) km ~ n where k, m, n are the same as that of Corollary 1 ; 
(2) the observability mapping H(x) is continuously differentiable; 
(3) ~ is an open bounded convex subset of E~*; 
(4) there exists a constant n ×km matrix A such that AJ(x) satisfies the 
strongly positive semidefinite condition for all x ~ ~2 where J(x) is the Jaeobian 
matrix of H(x). 
Remark 1. If A = B + C, where B is positive definite and C is skew- 
symmetric, then det A ~ det B. (Bellman, 1970, p. 137). This can be easily 
proved by induction on n. It follows ithat Fitts' results imply strongly 
positive semidefinite. Nevertheless the converse is not true (see example 3 
of Section 4). 
Remark 2. From Examples (4) and (5) of Section 4 we see that the ratio 
condition does not imply the strongly positive semidefinite, and the strongly 
positive semidefinite does not imply the ratio condition. 
4. EXAMPLES 
To illustrate the relationships between the sufficient conditions which 
were obtained in Section 3 and the condition of positive definiteness given 
by Fitts (1970), we will show some examples in this section. 
EXAMPLE 1. Consider the system 
21 = }x l  2 ÷ e ~ +x~ 
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with measurement equation 
y ~--Xl.  
So the derivative of y will be 
= xl = ½xl 2 + e~ + x~, 
the observability mapping H(x) is 
X 1 
0 
e ~2 + 1] 
the Jacobian matrix of H(x) is 
J (x)  = x~ 
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[Al l  = 1 >/1 
[A2]/[AI[  = le~+l l />  1 for all x~E 2. 
So J(x) satisfies ratio condition with E = 1 and let A equal the identity 
matrix then the sufficient condition of Theorem 2 is satisfied. 
Claim. For this J(x), there is no constant 2 × 2 matrix A such that 
AJ(x) will be positive definite for all x E E 2. 
Proof. Let A be a constant 2 × 2 matrix with entries undetermined: 
So 
A : [ a l l  a~q. 
La21 a22J 
La~l + az2xl az2(e x~ @ 1) " 
The symmetric part of A](x) is 
[ all @al2xl ½[(a21 + a2~xO + a12(eZ2@ 1)]] 
AJ(x)sym = ½[(a21 + a22xl) + al~(e °,~ + 1)] a2~(e ~ + 1) 
For AJ(x) to be positive definite, it is necessary that thl ~- a12x 1> 0 
for all x. This requires that a12 = 0, a u > 0. Also it is required that 
det AJ(x)sym be greater than zero. 
Since 
det(AJ(x))sym = ana2~(e ~ + 1) -- ~(a~ + a22xx) 2,
643/22]I-7 
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obviously a~2 has to be greater than zero. Now with these restrictions on 
an ,  a22, and a12, no matter what matrix A will be, we can always find some 
x 1 such that the second term of det AJ(x)srm is greater than the first term. 
So for this J(x) we can never find a constant 2 × 2 matrix A such that 
AJ(x) is positive definite for all x ~ E 2. We complete the proof. 
By this example we have shown that the sufficient condition of Theorem 2 
does not necessarily imply the sufficient condition of Fitts (1970). 
EXAMPLE 2. Consider the system 
"~1 ~" X2 e-xl  
and the measurement equation is 
y _-- e*l. 
The observability mapping and the Jacobian matrix are as follows 
We see that J(x) satisfies the positive definite condition for all x ~ E ~. 
Claim. For this J(x) there does not exist any 2 × 2 constant matrix A 
such that ./tJ(x) satisfies the ratio condition. 
Proof. Let A be a 2 × 2 constant matrix with entries to be determined, 
then 
Jail e*~ a12]. AJ(x) = [aule~  a22J 
We cannot find a proper a n such that there exists an e > 0 with I al l  e~x I >~ e 
for all x z ~ EK So there does not exist any 2 × 2 constant matrix _// such that 
.4J(x) satisfies the ratio condition. 
EXAMPLE 3. The system is given by 
~1=x2 
~2 = - -x l  + e ~2, 
and the measurement equation 
y = x~. 
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The observability mapping H(x) and the Jacobian matrix J(x) are as follows 
Let A = I (identity matrix), it is easy to see that J(x) satisfies the strongly 
positive semidefinite condition. So the system is observable. 
It is trivial to check that no constant 2 × 2 matrix A exists such that AJ(x) 
will be positive definite for all x E g2. Hence this system does not satisfy 
the Fitts' condition. 
EXAMPLE 4. In fact, Example 1 may also be used as an example to show 
that the ratio condition does not imply the strongly positive semidefiniteness. 
EXAMPLE 5. The Jacobian matrix of Example 2 is also strongly positive 
semidefinite. So it can be used as an example to show that the strongly 
positive semidefiniteness does not imply the ratio condition. 
5. CONCLUSIONS 
Two sufficient conditions of global observability of nonlinear systems 
have been presented. The generalization of Fujisawa and Kuh's  ratio 
condition of circuit theory to the observability problem of control theory 
is shown in Theorem 1 and Corollary 1, Then the results are extended to 
more general nonlinear systems as in Theorem 2 and Corollary 2. The 
strongly positive semidefinite condition is obtained in Theorem 3 and 
Corollary 3 by the application of a theorem given by Berger and Berger. The 
relationships between ratio condition, strongly positive semidefinite and 
positive definite are given, which indicates that the positive definiteness i
a weaker sufficient condition for observability of nonlinear systems than 
the strongly positive semidefiniteness of Theorem 3. Examples in Section 4 
document the mutual relationships. 
APPENDIX 
Proof of Theorem 1. By mathematical induction, H: E 1 ~ E 1, H ~ D 
with Jacobian dH/dx for n = 1, and by ratio condition ]A 1 I -- I dH/dx I >/ 
e>0.  
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By the theorem of Zaring (1967) we have that H is a strictly monotone 
mapping from E 1 onto E 1, so H is one-to-one from E 1 onto E 1. 
For n = k - -  1, assume that the theorem is true. 
For n = k, we are going to prove that H is one-to-one from E k onto E k if 
H:  E ~ ---> E k, H~ D with Jacobian Jk(x) and ratio condition is satisfied 
uniformly. 
In other words, under these conditions, we try to prove that for any given 
y ~ E k there exists a unique point x ~ E k such that y = H(x)  or 
y, - -  g~(x), i - -  1, 2,..., k. (4) 
Let us introduce the following notations. 
x ;  = [*1 ..... xk -d  T, 
Yk- - -  [Yl .... , Yk-1] T, 
H~- = [H1 ,..., & -d  ~, 
where T denotes the transpose. Now the first k - -  1 equations of (4) can be 
expressed as 
YZ ~- Hk-(Xk-, Xk)" 
I f  the value of xk is kept fixed, the mapping Hk-  of E k-1 into itself is 
differentiable. Furthermore, the Jacobian matrix Jk-1 of Hk-  satisfies the 
ratio condition uniformly. So H k- is one-to-one from E k-1 onto E k-1. Thus, 
by global inverse function theory, x S can be represented as a function of 
Yk- and xk as follows: 
xz  - g~-(y; ,  xk). (5) 
Substituting (5) into the kth equation of (4), Yk is represented as a function 
o fy  k- and x k . The dependence ofyk on x k can be determined in the following 
way provided that Yk- is kept fixed (Kuh and Hajj, 1971). The differentiation 
of (4) yields 
dy- j~ax ,  
or equivalently 
dye- 1 [~x; 1 
dyk ~ - -  Jk [ dxk J" 
Since dyk- ~- 0 and det Ark va 0, Cramer's rule can be used to obtain 
dyd&~ = get ]~ldet ]~_~. 
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Again by ratio condition, and by the theorem of Zaring (1967), i f ys  is kept 
fixed, y~ is a strictly monotone function of xk for - -oe < x~ < oo. Further- 
more, the range of y~ covers the whole real line - -oo < y~ < o9. 
Now let y* = [Yl*, Y2*,..., y , ] r  be an arbitrary given point of E ~. For 
any value xk = s there is one and only one point 
such that 
X(S) = [Xl(S), X2(S),..., X/c_I(S), S] T 
[Yl , Y2 ,..-, Yk-~, Yk] r = H(x(s)). 
Now by the property of the dependence of Yk on x~ = s, there exists one 
and only one value s* of s for which the following relation holds: 
y*  = H(~(s*)). 
Thus, for given arbitrary * ~ E k, there exists a unique x(s*) ~ E k such that 
y* ~- H(x(s*)). So H is one-to-one from E 1~ onto E ~. This completes the 
proof of Theorem 1. 
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