We investigate the behaviour of Fourier coefficients with respect to the system of ultraspherical polynomials. This leads us to the study of the "boundary" Lorentz space L λ corresponding to the left endpoint of the mean convergence interval. The ultraspherical coefficients {c 
by the Gram-Schmidt process. It is well known (see [18] , [19] ) that {ϕ (λ) n } is a basis in L p (I, m λ ) if and only if p λ < p < p λ , where p λ = (2λ + 1)/(λ + 1) (for any p ∈ (1, ∞), by p we denote its conjugate exponent, p = p/(p − 1)).
Let f ∈ L 1 (I, m λ ) and
Form a cosine series with these coefficients: Observe that "transplantation" problems of such type and their applications have been studied in a lot of works (see [1] [2] [3] , [8] , [17] ). Our interest in these problems was motivated by estimations of Fourier coefficients (1.1). It can be easily proved that if f ∈ L p,r (I, m λ ), p λ < p < 2, then {a n (f )} ∈ l q ,r , where q = p/[(2−p)λ+1] (See Section 4 below). The related transplantation theorem follows immediately from the results of Askey and Wainger [2] (see also Lemma 2) . 
It is well known that for any function ϕ ∈ L q,r [0, 2π] (1 < q < 2, r > 0) the sequence of its trigonometric Fourier coefficients belongs to l q ,r (see [9] , [21] ).
The situation changes in the critical case p = p λ . Using the asymptotic formula for ultraspherical polynomials (see [ The uniform boundedness principle then implies that for any r > 1 there exists f ∈ L p λ ,r (I, m λ ) whose sequence of Fourier coefficients with respect to {ϕ (λ) n } is unbounded (see also [5] , [15] , [18] ). On the other hand, it follows from the asymptotic formula that for any function f ∈ L p λ ,1
, which in turn implies that a n (f ) → 0. Moreover, we prove that for each
The known transplantation theorems cannot be applied to the limiting case p = p λ , r = 1. Formally, in this case Theorem A should give the corresponding function ϕ belonging to L 
The main result of this paper is the following theorem. 
To prove this theorem we use Mehler's integral representation of ultraspherical polynomials and Weyl's fractional integrals.
Notice that the series
(I, m λ ) and {a * n (f )} is the non-increasing rearrangement of {a n (f )}, may diverge (see Section 4) . At the same time, applying L 1 -estimates of exponential sums [12] , [14] and Theorem 1, we immediately obtain the following analogue of Littlewood's conjecture.
Corollary. Given λ > 0, there exists a constant A λ > 0 such that for any set of positive integers
Auxiliary propositions.
First we recall the definition of the Lorentz space (see [4] ). Let (R, µ) be a measure space with a finite measure µ. The non-increasing rearrangement of a µ-measurable function f defined on R will be denoted by
we have (see (1.1))
It will be more convenient to consider the function h(θ) instead of f (x). Also, we define
. Using this estimate, for 0 < α < β we have
The lemma is proved.
In what follows we will write f *
where γ = (2β + 1)/(2α + 1) and c, c are some positive constants. Further-
Proof. Let 0 < t < 1/4 and let E t ⊂ [0, π] be a measurable set such that
Taking into account that
we obtain
2) and standard estimates (see [4] , p. 217), we get
From this the inequality (2.3) follows immediately. Now we will consider some results related to fractional integrals.
[0, 2π] and 0 < α < 1. The Weyl fractional integrals of order α of the function ϕ are defined by the equality (see [20] , §19)
and for almost all x ∈ [0, 2π],
The function Φ is periodic with period 2π. The lemma will be proved if we show that Φ is absolutely continuous in [−π, π] and ϕ = −Φ satisfies (2.6) (see [20] , p. 348).
Observe that Φ 2 is infinitely differentiable on [−π, π] and
and, by (2.7), (2.9)
where
We have |s x (x, y)| ≤ c and therefore 
H(x) = 0 for a < x < 2π, and
Then:
Proof. First suppose that ϕ is an arbitrary locally integrable function in (0, a]. We will show that for any integer ν ≥ 2 there exists a constant
We have
|ϕ(y)|y 2λ−4 dy, and therefore, for any ν ≥ 2 and k = 1, the inequality (2.12) holds. If ν ≥ 3 and k ≥ 2, then for any λ ∈ [ν, ν + 1),
Applying induction, we easily derive inequalities (2.12) and (2.13). Now, assume that the condition (2.11) holds. It implies that G λ is continuous in [0, a]. Further, the statements (i) and (ii) follow immediately from (2.12) and (2.13). The proof is complete.
Then there exist numbers
Proof. Let
Setting |z| = , we have (for < 2)
z − sin z z ≤ We have cos
This is an analytic function for |z| ≤ d 0 y (see (2.16)). Thus,
From this we immediately obtain the estimate (2.15). The equality (2.14) also holds, and the proof is complete. The proof of Theorem 1 (for non-integer λ) is based on the following main lemma.
Then there exists a function Φ ∈ H 1 such that
On the other hand, by (3.6) (see [20] , p. 348),
Therefore, (3.9) ϕ(n) = e −iλπ/2 c n , n ∈ N. Now we will show that the function G can also be represented by a fractional integral of a "conjugate" type. We will use the following observation.
Consider a singular integral operator
Further, define the linear operator
2λ(1−p) dx) (see [20] , p. 200). Thus, for 1 < p < (2λ + 1)/(2λ),
. Note that it is sufficient to prove the lemma in the case when f is bounded (the general case then follows by standard arguments). Under this assumption we have the equality (see [20] , p. 206)
Now, setting h(x) = g(x) cos λπ + g(x)
sin λπ and using (3.5) and (3.12), we find that h ∈ L
1
[0, a] and
Furthermore, in view of (3.11),
Using Lemma 4, we obtain
Thus,
Set now Φ(x) = i(2 sin λπ)
].
Then Φ ∈ L 1 [0, 2π] and, by (3.7) and (3.14),
Furthermore, applying (3.8), (3.9), (3.15) and (3.16), we have Φ(n) = c n (n ∈ N) and Φ(n) = 0 (n ≤ 0).
and Φ satisfies the conditions (3.3) and (3.4). The proof is complete. Now we will prove the main theorem. By Mehler's formula (see [6] , p. 177),
for every θ ∈ [0, π] and λ > 0, where
).
Then the series
a n cos nx is the Fourier series of some function ϕ ∈ Re H 1 such that
Proof. First we suppose that
where, for some d 0 > 1,
.).
Applying (n − 1)-fold integration by parts to the integral Q n (x), we get
where h(y) is defined by
It remains to observe that
which we again obtain by integration by parts. Thus,
Taking into account (3.22), we obtain
. Thus,
It follows that
We now return to the equality (3.21). Observe that
and the function ϕ(x) = f (x) sin x satisfies the condition (2.11). Let λ = ν + γ, where ν ≥ 0 is an integer and 0 < γ ≤ 1. Applying ν-fold integration by parts to the integral on the right hand side of (3.21) and using Lemma 5, we obtain (3.27) a n = (−1)
On the other hand, from (3.23),
. Then, by Lemma 2 and (3.26), f ∈ L γ and
In view of (3.18), we have
By Lemma 7, the sequence
is the sequence of Fourier coefficients of some σ ∈ Re H 1 with
Thus, {β n } is the sequence of Fourier coefficients of some function in L 
We will show that the function h(
Since the function h(δ) is odd, it follows from (3.32) that a δ is a (1, r)-atom supported in [−2δ, 2δ] (see [7] , p. 247). Set now
Furthermore, using (3.28) we have 
Recall that the function h is defined by (3.24) for x ∈ [0, π]. Set h(x) = h(−x) for x ∈ [−π, 0) and extend h by periodicity with period 2π. We will show that h ∈ Re H
and, as in (3.24),
On the other hand, similarly to (3.23),
and therefore (3.37)
As above, the estimate (3.32) holds and, in view of (3.37), the function
This equality, by (3.24) and (3.36), yields (3.33). 
n (z) (see [6] , p. 175), we get a n (f ) = (−1) n a n (f 1 ). As already proved, ∞ n=1 a n (f 1 ) cos nx is the Fourier series of some
n a n (f 1 ) cos nx is the Fourier series of ϕ(x) ≡ ϕ 1 (π−x). Furthermore, the conjugate function
and (see (3.38))
The general case now follows immediately. The proof is complete.
Some remarks on Fourier coefficients.
In this section we will consider some estimates of Fourier coefficients with respect to the system of ultraspherical polynomials.
We will use the following estimate ( [23] , Theorem 7.33.1 and formula (7.33.6)): for any λ > 0,
,
Proof. We apply some standard arguments (see [9] , [16] ). Let E k (k = 0, 1, . . .) be a measurable set with
We also have (see (4.1) and (4.2))
Using this estimate and applying Hardy type inequalities (see, for example, [11] , Lemma 2), we easily get
This implies (4.3).
Note that for r = p the inequality (4.3) follows from the MarcinkiewiczZygmund inequality [13] (see also [11] , [22] ).
In the case p = p λ , r = 1 we have the inequality (see (1.3)) (4.4)
If p λ < p < 2, 1 ≤ r ≤ 2, then 0 < αr < 1. In this case the inequality (4.3) can be strengthened.
For any sequence {α n } with α n → 0 denote by {α * n } its non-increasing rearrangement. By the Hardy-Littlewood inequality [4, Thus, using the generalized Paley inequality (see [9] , [21] ), we get (4.8) a n (f ) l q ,r ≤ c g L q,r . Applying (4.7), we obtain (4.6).
Actually, to prove (4.8) it would be sufficient to apply the same reasoning as in the proof of Proposition 1.
By (4.5), for r < q the inequality (4.6) is stronger than (4.3). Now consider the case p = p λ , r = 1. In this case we have the inequality (4.4). It is natural to ask whether it is possible to replace a n (f ) by a * n (f ) in (4.4). The answer is negative.
(see [4, p. 220 ] and (4.12)),
This completes the proof.
