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ABSTRAKT
Diplomova´ pra´ce je podrobneˇ zameˇˇrena na zpozˇdeˇn´ı vznikaj´ıc´ı pˇri pˇrenosu informace v
IP s´ıt´ıch. Zacˇa´tek pra´ce je veˇnova´n sezna´men´ı s m´ısty a pˇr´ıcˇinami vzniku zpozˇdeˇn´ı. Pro
jednotlive´ zdroje zpozˇdeˇn´ı jsou uvedeny parametry, ktere´ jej ovlivnˇuj´ı a obvykle´ velikosti
latence. Da´le jsou popsa´ny typy s´ıt´ı a pro kazˇdou jsou vyja´dˇreny typicke´ doby zpozˇdeˇn´ı.
V pra´ci jsou take´ rozebra´ny na´stroje pro meˇˇren´ı zpozˇdeˇn´ı a zjiˇsteˇn´ı pocˇtu mezilehly´ch
zaˇr´ızen´ı. Dalˇs´ı kapitola obsahuje vy´sledky meˇˇren´ı doby zpozˇdeˇn´ı v rea´lne´ s´ıti a z teˇchto
vy´sledk˚u jsou odvozeny za´veˇry o velikosti zpozˇdeˇn´ı na jedno mezilehle´ zaˇr´ızen´ı a take´
je vyˇrcˇen obecny´ pomeˇr skutecˇne´ ku pˇr´ıme´ vzda´lenosti. Posledn´ı cˇa´st pra´ce se zaby´va´
simulac´ı doby zpozˇdeˇn´ı v programu Network Simulator 2. Vy´sledkem pra´ce jsou skripty
pro zobrazen´ı za´vislost´ı zpozˇdeˇn´ı na pocˇtu pˇrep´ınacˇ˚u, smeˇrovacˇ˚u a de´lce trasy.
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ABSTRACT
This master thesis is focused on the delays incurred in data transmitting over IP networks.
The top of the paper is devoted to points, where delay is invoked and causes of the
latency. For individual sources of delay are are described the parameters that affect the
usual size of latency. The next section describes the types of networks and their typical
delay. In the paper are also discussed tools for measuring delay and determining the
number of intermediate devices. The thesis contains results of measurements delay time
in the real network. For these results are listed conclusions about the delay for one
intermediate device. There is also said general ratio of crow-fly distance and calculated
distance. The last part deals the simulation of delay in Network Simulator 2. The results
of thesis are scripts that shows the relation of delay and the number of switches, routers,
and the length of the path.
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U´VOD
Pojem zpozˇdeˇn´ı oznacˇuje v komunikacˇn´ıch technologi´ı dobu informace stra´venou
na cesteˇ. Acˇkoliv se na prvn´ı pohled mu˚zˇe zda´t, zˇe zpra´va dorazila ve stejny´ moment
jako byla odesla´na, nen´ı tomu tak. Informaci trva´ obleteˇt sveˇt dobu kratsˇ´ı nezˇ je
mrknut´ı oka, ale vzhledem k potrˇebeˇ komunikovat v rea´lne´m cˇase je i tato doba
prˇ´ıliˇs dlouha´. Jak velke´ zpozˇdeˇn´ı bude, za´lezˇ´ı na vlastnostech cele´ prˇenosove´ cesty,
kterou informace absolvuje, vzˇdy je ale snaha o jeho co nejmensˇ´ı velikost. Velky´
vliv na zpozˇdeˇn´ı ma´ vzda´lenost komunikuj´ıc´ıch, ale i typ prˇenosove´ho me´dia a doba
stra´vena´ prˇi smeˇrova´n´ı k c´ıli.
Co nejprˇesneˇjˇs´ı urcˇen´ı zpozˇdeˇn´ı, potazˇmo jeho zdroj˚u, je pouzˇ´ıvane´ pro zajiˇsteˇn´ı
kvality sluzˇeb a k urcˇen´ı polohy stanice v rozsa´hly´ch s´ıt´ıch, jakou mu˚zˇe by´t naprˇ´ıklad
s´ıt’ Internet. Pokud stanice zna´ svoji polohu v s´ıti, mu˚zˇe kvalifikovaneˇ rozhodnout,
ktery´ server je vy´hodne´ pouzˇ´ıt naprˇ´ıklad pro stahova´n´ı dat (v prˇ´ıpadeˇ existence
tzv. zrcadel – mirror˚u). Toto poma´ha´ sn´ızˇit za´teˇzˇ na pa´terˇn´ıch linka´ch Internetu a
vyuzˇ´ıvat ve sve´ bl´ızkosti spoj˚u s vysokou prˇenosovou rychlost´ı.
V te´to pra´ci jsou zmapova´ny zdroje zpozˇdeˇn´ı v IP s´ıt´ıch na koncovy´ch zarˇ´ızen´ıch,
linka´ch a mezilehly´ch prvc´ıch s´ıteˇ. Pro kazˇdou cˇa´st s´ıteˇ jsou vysveˇtleny za´kladn´ı
zdroje zpozˇdeˇn´ı. Pro jednotliva´ zpozˇdeˇn´ı je uveden ovlivnˇuj´ıc´ı parametr a veli-
kost, ktere´ zpozˇdeˇn´ı naby´va´. Pra´ce da´le obsahuje rozbor jednotlivy´ch s´ıt´ı a obvykle´
zdroje zpozˇdeˇn´ı v teˇchto s´ıt´ıch. Pro jednotlive´ typy s´ıt´ı jsou uvedeny zmeˇrˇene´ veli-
kosti zpozˇdeˇn´ı, prˇ´ıpadneˇ obvykle´ velikosti zpozˇdeˇn´ı. Posledn´ı teoreticka´ cˇa´st pra´ce
se zaby´va´ zp˚usoby meˇrˇen´ı zpozˇdeˇn´ı a reprezentace vy´sledk˚u.
Prakticky je v pra´ci provedeno meˇrˇen´ı zpozˇdeˇn´ı v akademicke´ s´ıti CESNET2 a na
za´kladeˇ jeho vy´sledk˚u je odhadnuta obvykla´ doba zpozˇdeˇn´ı pro mezilehla´ zarˇ´ızen´ı. Ze
z´ıskany´ch dat je vypocˇ´ıta´na prˇiblizˇna´ de´lka veden´ı mezi komunikuj´ıc´ımi stranami a
ta je srovna´na se skutecˇnou de´lkou kabel˚u. De´lka trasy je prˇiblizˇneˇ urcˇena i pro mı´sta
mimo akademickou s´ıt’ a vypocˇtene´ de´lky trasy jsou porovna´ny s prˇ´ımou vzda´lenost´ı.
V dalˇs´ı cˇa´sti je popsa´na simulace vytvorˇena´ v programu Network Simulator 2,
prˇiblizˇuj´ıc´ı chova´n´ı v rea´lne´ s´ıti. Simulace jsou vytvorˇeny celkem dveˇ. Prvn´ı simuluje
prˇenosovy´ rˇeteˇzec sestaveny´ z definovane´ho pocˇtu smeˇrovacˇ˚u a prˇep´ınacˇ˚u, v druhe´ je
bra´na v u´vahu vzda´lenost mezi komunikuj´ıc´ımi a pocˇet skok˚u mezi nimi. Vy´stupem
obou simulac´ı jsou grafy za´vislosti zpozˇdeˇn´ı na definovany´ch parametrech pro r˚uzneˇ
velke´ s´ıteˇ.
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1 ZDROJE ZPOZˇDEˇNI´ V IP SI´TI´CH
1.1 Co je zpozˇdeˇn´ı
Obecneˇ vzato, zpozˇdeˇn´ı je doba zp˚usobena´ zdrzˇen´ım oproti pla´novane´mu cˇasu
prˇ´ıjezdu, splneˇn´ı, dorucˇen´ı,. . . V telekomunikac´ıch je za zpozˇdeˇn´ı oznacˇova´n cˇas,
ktery´ se informace stra´v´ı na cesteˇ od zdroje k prˇ´ıjemci. Synonymem ke zpozˇdeˇn´ı
je latence; toto slovo je cˇasto pouzˇ´ıva´no v souvislosti s vlastnost´ı dane´ho prvku. La-
tence vznikaj´ıc´ı na jednotlivy´ch cˇa´stech komunikacˇn´ıho rˇeteˇzce ma´ r˚uzny´ charakter,
velikost i vliv na celkove´ zpozˇdeˇn´ı. Proto je dobre´ definovat, co latenci zp˚usobuje a
kde v komunikacˇn´ım rˇeteˇzci ke zpozˇdeˇn´ı docha´z´ı (obra´zek 1.1).
Obr. 1.1: Zdroje zpozˇdeˇn´ı a mı´sto jeho vzniku
1.1.1 Charakter zpozˇdeˇn´ı
Pokud zkouma´me latenci podrobneˇji, zjist´ıme, zˇe prˇi opakovany´ch meˇrˇen´ıch
stejne´ prˇenosove´ trasy ma´ zpozˇdeˇn´ı podobnou velikost. V cˇla´nku [4] autorˇi rozdeˇluj´ı
celkove´ zpozˇdeˇn´ı na jeho deterministickou cˇa´st a stochastickou cˇa´st. Determi-
nisticke´ zpozˇdeˇn´ı ma´ konstantn´ı velikost, ktera´ lze vypocˇ´ıtat, jedna´ se o minima´ln´ı
cˇas potrˇebny´ pro prˇenos zpra´vy. Hodnota celkove´ho zpozˇdeˇn´ı nemu˚zˇe by´t nikdy
mensˇ´ı nezˇ velikost deterministicke´ho zpozˇdeˇn´ı. Oproti tomu stochasticke´ zpozˇdeˇn´ı
ma´ na´hodny´ charakter a je ovlivneˇne´ aktua´ln´ım stavem s´ıteˇ. Stochasticke´ zpozˇdeˇn´ı
mu˚zˇe mı´t nulovou hodnotu a nemus´ı v˚ubec celkove´ zpozˇdeˇn´ı ovlivnˇovat. Naopak v
dobeˇ velke´ho zat´ızˇen´ı s´ıteˇ je hodnota tohoto zpozˇdeˇn´ı pomeˇrneˇ vysoka´. Stochasticke´
zpozˇdeˇn´ı ma´ zpravidla Guassovo rozlozˇen´ı s vy´razny´m dozvukem (heavy tail).
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1.1.2 Vliv latence na celkove´ zpozˇdeˇn´ı
Celkove´ zpozˇdeˇn´ı IP paketu je da´no soucˇtem neˇkolika parcia´ln´ıch zpozˇdeˇn´ı. Tyto
d´ılcˇ´ı zpozˇdeˇn´ı zp˚usobuj´ı vsˇechny prvky prˇenosove´ho syste´mu. Du˚lezˇite´ vsˇak je, na-
kolik a jak se na vy´sledne´m zpozˇdeˇn´ı pod´ılej´ı. V na´sleduj´ıc´ıch podkapitola´ch jsou
popsa´ny parcia´ln´ı zpozˇdeˇn´ı rozdeˇlena´ dle mı´sta sve´ho vzniku. U kazˇde´ho zpozˇdeˇn´ı
je uvedeno, nakolik ovlivnˇuje celkove´ zpozˇdeˇn´ı. Za zanedbatelne´ je oznacˇova´no
zpozˇdeˇn´ı, ktere´ ma´ nezrˇetelny´ vliv na velikost celkove´ho zpozˇdeˇn´ı (typicky do 1 %).
Maly´ vliv ma´ zpozˇdeˇn´ı cca do 10 % celkove´ho zpozˇdeˇn´ı a zpozˇdeˇn´ı, ktere´ maj´ı
velky´ vliv je nutno zohlednit i v prˇiblizˇny´ch vy´pocˇtech. V prˇ´ıpadeˇ, zˇe d´ılcˇ´ı zpozˇdeˇn´ı
je mnohoana´sobneˇ veˇtsˇ´ı nezˇ ostatn´ı, oznacˇuji jej za dominantn´ı.
1.2 Zpozˇdeˇn´ı vznikaj´ıc´ı v koncovy´ch zarˇ´ızen´ıch
Koncovy´mi zarˇ´ızen´ımi jsou zdroj a c´ıl prˇena´sˇene´ informace, prˇ´ıkladem takovy´ch
zarˇ´ızen´ı jsou pocˇ´ıtacˇe, servery, testovac´ı zarˇ´ızen´ı, ale i zdroje a spotrˇebicˇe zvuku
cˇi videa (VoIP telefony, IP televize, kamery, . . . ). Zdrojove´ zarˇ´ızen´ı prˇedprˇiprav´ı
zpra´vu pro prˇenos, oznacˇ´ı ji adresou svoji i prˇ´ıjemce a zabal´ı ji do paket˚u. Na druhe´
vrstveˇ OSI modelu se paket zapouzdrˇ´ı do ra´mce, cˇi bunˇky (dle pouzˇite´ technologie)
a vysˇle se bit po bitu na prˇenosovou linku. Prˇij´ımac´ı stanice k z´ıska´n´ı prˇena´sˇene´
informace mus´ı prove´st opacˇny´ postup. Prˇ´ıpravou informace pro prˇenos je mysˇlena
prˇedevsˇ´ım pra´ce na vysˇsˇ´ıch vrstva´ch (4.-7.) OSI modelu a za´vis´ı na slozˇitosti zpra´vy
a vy´konu stanice. V na´sleduj´ıc´ıch u´vaha´ch budeme operovat pouze se zpozˇdeˇn´ım
zp˚usobeny´m 3. a nizˇsˇ´ı vrstvou OSI modelu. Celkove´ zpozˇdeˇn´ı koncove´ho zarˇ´ızen´ı
budu da´le oznacˇovat tKZ a skla´da´ se z d´ılcˇ´ıch zpozˇdeˇn´ıch, ktera´ jsou uvedena v
na´sleduj´ıc´ıch podkapitola´ch.
1.2.1 Paketizacˇn´ı a depaketizacˇn´ı zpozˇdeˇn´ı
Toto zpozˇdeˇn´ı (tpak) je doba, potrˇebna´ pro vytvorˇen´ı paketu – prˇenosove´ jed-
notky v IP s´ıt´ıch. Za´vis´ı na rychlosti zpracova´n´ı informace pocˇ´ıtacˇem a veˇtsˇinou je
zanedbatelne´. Pokud se vsˇak jedna´ o interaktivn´ı komunikaci, za´vis´ı toto zpozˇdeˇn´ı
te´zˇ na velikosti paketu, objemu informace a vzorkovac´ı frekvenci. Prˇi tomto typu ko-
munikace se vzˇdy cˇeka´ nezˇ je naplneˇna velikost paketu hodnotami neˇkolika po sobeˇ
jdouc´ıch vzork˚u (naprˇ. u´ryvk˚u rˇecˇi). To zp˚usobuje zpozˇdeˇn´ı prvn´ıho vzorku v pa-
ketu. Prˇi depaketizaci je toto zpozˇdeˇn´ı vyrovna´no pozdrzˇen´ım ostatn´ıch vzork˚u pa-
ketu tak, aby byly stejneˇ zpozˇdeˇny jako prvn´ı vzorek. Naprˇ. u kodeku hlasu G.723.1
je tpak=30 ms [5].
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1.2.2 Zpozˇdeˇn´ı v odchoz´ıch fronta´ch
Hodnotu zpozˇdeˇn´ı v odchoz´ıch fronta´ch (tf) nen´ı mozˇne´ deterministicky urcˇit,
protozˇe je za´visla´ na aktua´ln´ım zat´ızˇen´ı prvku. Zpozˇdeˇn´ı v odchoz´ıch fronta´ch se
uplatnˇuje nejen pro zdrojove´ stanice, ale i pro smeˇrovacˇe a prˇep´ınacˇe. Velikost tohoto
zpozˇdeˇn´ı je promeˇnna´ a da´ se aktua´lneˇ zjistit podle celkove´ velikosti paket˚u ve fronteˇ
a rychlosti odchoz´ı linky (viz vztah 1.1).
Prˇ´ıklad: prˇi rychlosti odchoz´ı linky 10 Mbit/s (R) a pr˚umeˇrne´ velikosti paketu
1250 B (P ) je odchoz´ı fronta schopna obslouzˇit azˇ 1000 paket˚u za sekundu (µ).
Pokud by prˇicha´zelo 500 paket˚u za sekundu (λ), pak by pr˚umeˇrne´ zpozˇdeˇn´ı bylo












Tyto rovnice jsou platne´ pouze, pokud je pouzˇito rˇazen´ı do front typu FIFO. V
prˇ´ıpadeˇ prioritn´ıch front, cˇi jiny´ch metod obsluhy front, vyuzˇ´ıvany´ch pro zajiˇsteˇn´ı
QoS, nen´ı mozˇne´ urcˇit pr˚umeˇrnou dobu zpozˇdeˇn´ı.
1.2.3 Zpozˇdeˇn´ı na vyrovna´n´ı jitteru
Pro aplikace pracuj´ıc´ı v rea´lne´m cˇase je d˚ulezˇite´, aby datove´ jednotky prˇicha´zely
pravidelneˇ – tzn. stejneˇ zpozˇdeˇny. Proto je v c´ılove´ stanici zabudova´n tzv. jit-
ter buffer (latence jitter bufferu bude znacˇena tj), ktery´ ma´ za u´kol vyrovna´vat
zpozˇdeˇn´ı. Velikost tohoto bufferu je omezena, proto datove´ jednotky s veˇtsˇ´ım roz-
ptylem zpozˇdeˇn´ı jsou povazˇova´ny za ztracene´. Doporucˇovany´ rozptyl zpozˇdeˇn´ı pro
real-time aplikace je do 100 ms a to je i maxima´ln´ı velikost prˇida´vane´ho zpozˇdeˇn´ı
v c´ılove´ stanici. Pro prˇenosy proudu dat z internetu (naprˇ. IPTV) mu˚zˇe by´t vy-
rovna´vac´ı zpozˇdeˇn´ı i veˇtsˇ´ı. Naopak pro norma´ln´ı prˇenos dat nen´ı jitter vy´znamny´
a prˇ´ıpadne´ prˇeusporˇa´da´n´ı r˚uzneˇ zpozˇdeˇny´ch datovy´ch jednotek ma´ za u´kol cˇtvrta´
vrstva OSI modelu [8].
1.3 Za´vislost na prˇenosovy´ch linka´ch
Prˇenosove´ linky jsou cˇa´st transportn´ı soustavy, ktera´ je prˇ´ımo za´visla´ na fy-
zicke´ pozici stanic. Linky ke stanic´ım nejsou vedeny nejkratsˇ´ı cestou, ale kabely
jsou pokla´da´ny na vhodny´ch mı´stech (naprˇ´ıklad pode´l silnic, zˇeleznic a spolu s
da´lkovy´m veden´ım elektricke´ energie). Dalˇs´ı prodlouzˇen´ı cesty paketu mu˚zˇe zp˚usobit
smeˇrova´n´ı. Prˇestozˇe existuje k c´ıli fyzicky kratsˇ´ı linka, smeˇrovacˇe mohou vybrat linku
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jinou, naprˇ´ıklad z d˚uvodu cenove´ politiky, nebo rychlosti linek. T´ımto nar˚usta´ de´lka
trasy a roste i zpozˇdeˇn´ı zp˚usobene´ dobou sˇ´ıˇren´ı signa´lu. Kromeˇ fyzicke´ vzda´lenosti
stanic je d˚ulezˇita´ take´ technologie prˇenosu signa´lu, ktera´ ovlivnˇuje prˇedevsˇ´ım prˇeno-
sovou rychlost a tedy i serializacˇn´ı zpozˇdeˇn´ı.
Doba zpozˇdeˇn´ı prˇenosovy´ch linek, da´le oznacˇovana´ jako tPL, zahrnuje zpozˇdeˇn´ı
zp˚usobene´ dobou sˇ´ıˇren´ı signa´lu. Serializacˇn´ı zpozˇdeˇn´ı je cˇasteˇji uva´deˇno v ra´mci
latence mezilehly´ch zarˇ´ızen´ı, ale protozˇe jej ovlivnˇuje rychlost prˇenosovy´ch linek je
uvedeno v te´to cˇa´sti.
1.3.1 Serializacˇn´ı zpozˇdeˇn´ı
Serializacˇn´ı zpozˇdeˇn´ı (ts) je doba od vysla´n´ı prvn´ıho bitu do odesla´n´ı posledn´ıho
bitu ra´mce na linku. Hodnotu tohoto zpozˇdeˇn´ı ovlivnˇuje velikost ra´mce – cˇ´ım veˇtsˇ´ı
ra´mec bude, t´ım veˇtsˇ´ı bude zpozˇdeˇn´ı. A take´ prˇenosova´ rychlost linky – v prˇ´ıpadeˇ
pomale´ linky, bude serializacˇn´ı zpozˇdeˇn´ı velke´. Toto zpozˇdeˇn´ı vznikne za kazˇdy´m
aktivn´ım prvkem, kde dojde k ulozˇen´ı ra´mce do pameˇti. Velikost serializacˇn´ıho
zpozˇdeˇn´ı (ts) je prˇedem zna´ma´ a mu˚zˇeme ji deterministicky urcˇit. Dobu serializace
bit˚u na linku spocˇ´ıta´me, kdyzˇ vyna´sob´ıme prˇenosovou rychlost linky (R) a velikost
ra´mce 1 (F ) (pozor uda´va´na v bajtech na rozd´ıl od prˇenosove´ rychlosti). Pro ilu-
straci velikosti serializacˇn´ıho zpozˇdeˇn´ı je uvedena tabulka 1.1, kde jsou vypocˇ´ıta´ny
hodnoty zpozˇdeˇn´ı pro r˚uzne´ velikosti ra´mc˚u a rychlosti prˇenosovy´ch linek. Toto
zpozˇdeˇn´ı je nutne´ bra´t v u´vahu pokud pouzˇ´ıva´me velke´ ra´mce a male´ prˇenosove´
rychlosti, prˇi prˇenosovy´ch rychlostech v rˇa´dech gigabit˚u za sekundu je toto zpozˇdeˇn´ı
zanedbatelne´ [9].
ts = R · F (1.3)
Rychlost linky
Velikost ra´mce 64 Kbit/s 10 Mbit/s 10 Gbit/s
64 B 8 ms 51,2 µs 0,0512 µs
500 B 62,5 ms 0,4 ms 0,4 µs
1500 B 187,5 ms 1,2 ms 1,2 µs
Tab. 1.1: Tabulka serializacˇn´ıho zpozˇdeˇn´ı pro r˚uzneˇ velke´ ra´mce a r˚uzne´ prˇenosove´
rychlosti
1Protozˇe je na 2. vrstveˇ OSI modelu velmi cˇasto nasazena technologie Ethernet, by´va´ nejveˇtsˇ´ı
velikost ra´mce 1518 B. Pro jine´ technologie lze tuto hodnotu dohledat v literaturˇe.
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1.3.2 Zpozˇdeˇn´ı zp˚usobene´ rychlost´ı sˇ´ıˇren´ı signa´lu
Rychlost sˇ´ıˇren´ı signa´lu je fyzika´ln´ı velicˇina, ktera´ specifikuje, jak dlouho trva´
cesta dat z jednoho konce me´dia na druhy´. Velikost zpozˇdeˇn´ı zp˚usobena´ rychlost´ı
sˇ´ıˇren´ı (trs) je za´visla´ nejen na pouzˇite´m me´diu, ale prˇedevsˇ´ım na de´lce fyzicke´ trasy.
Skutecˇna´ de´lka me´dia je cˇasto vy´razneˇ vysˇsˇ´ı nezˇ je vzda´lenost vzdusˇnou cˇarou a je
tedy nutne´ na to pamatovat (v´ıce o fyzicke´ vzda´lenosti je napsa´no v kapitole 3.1.3).
Prˇestozˇe se rychlost sˇ´ıˇren´ı signa´lu v me´diu bl´ızˇ´ı rychlosti sveˇtla ve vakuu
(c = 299 792 458 m/s), pro dlouhe´ vzda´lenosti (nad 1000 km) ma´ tato latence
velky´ pod´ıl na celkove´m zpozˇdeˇn´ı. Naprˇ´ıklad prˇi mezikontinenta´ln´ı komunikaci je
hodnota tohoto zpozˇdeˇn´ı v rˇa´du des´ıtek azˇ stovek milisekund.
V na´sleduj´ıc´ıch podkapitola´ch jsou popsa´na nejpouzˇ´ıvaneˇjˇs´ı prˇenosova´ me´dia a
typicke´ parametry pro tato me´dia.
Metalicky´ kabel
Metalicke´ kabely jsou nejcˇasteˇji vyuzˇ´ıva´ny v LAN s´ıt´ıch a v s´ıt´ıch prˇ´ıstupovy´ch.
Drˇ´ıve pouzˇ´ıvany´ sd´ıleny´ koaxia´ln´ı kabel, v dnesˇn´ı dobeˇ nahradil kabel UTP (unshiel-
ded twisted pair), prˇ´ıpadneˇ STP (shielded twisted pair). Toto me´dium umozˇnˇuje
rychlost 100 Mbit/s a prˇi pouzˇit´ı vsˇech cˇtyrˇ pa´r˚u dokonce rychlosti v gigabitech
za sekundu. Vodicˇem se sˇ´ıˇr´ı elektricky´ proud rychlost´ı 0, 75 · c, cozˇ je prˇiblizˇneˇ
224 844 km/s [10].
Kabely znacˇky Solarix uda´vaj´ı pro UTP cat5E a cat6 zpozˇdeˇn´ı rychlost´ı sˇ´ıˇren´ı
535 ns/100 m, pro cat7 Solarix uva´d´ı zpozˇdeˇn´ı 427 ns/100 m [11].
Opticky´ kabel
Opticka´ vla´kna jsou majoritneˇ zastoupena na transportn´ıch s´ıt´ıch a prosazuj´ı
se i do s´ıt´ı prˇ´ıstupovy´ch. Cˇasto propojuj´ı mı´sta, kde je potrˇebna´ velka´ prˇenosova´
rychlost na dlouhe´ vzda´lenosti. Rychlost sˇ´ıˇren´ı, za´vis´ı na indexu lomu v ja´dru vla´kna
a je prˇiblizˇneˇ 194 895 km/s, tj. 0, 65 · c [10]. Po prˇepocˇtu zpozˇdeˇn´ı na 100 m vyjde
hodnota 513 ns. Vzhledem k tomu, zˇe neˇktere´ transportn´ı s´ıteˇ meˇrˇ´ı i neˇkolik tis´ıc
kilometr˚u, ma´ tato latence velky´ vliv na celkove´ zpozˇdeˇn´ı.
Bezdra´tovy´ prˇenos
Bezdra´tove´ technologie maj´ı velkou vy´hodu, nebot’ uzˇivateli dovoluj´ı mobilitu a
neva´zanost na prˇipojen´ı kabelem. Vyuzˇ´ıvaj´ı se prˇedevsˇ´ım v prˇ´ıstupovy´ch a loka´ln´ıch
s´ıt´ıch. Dnes pouzˇ´ıvane´ bezdra´tove´ techniky jsou GSM, WiFi, WiMax, satelitn´ı spoje
a mikrovlnne´ spoje. Vsˇechny tyto techniky maj´ı spolecˇnou rychlost sˇ´ıˇren´ı signa´lu,
ktera´ se te´meˇrˇ rovna´ rychlosti sˇ´ıˇren´ı sveˇtla ve vakuu, to znamena´ zpozˇdeˇn´ı
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334 ns/100 m. Velky´ rozd´ıl mezi jednotlivy´mi technologiemi je v de´lce cesty signa´lu.
GSM, WiFi a WiMax jsou bunˇkove´ technologie, kdy nejveˇtsˇ´ı polomeˇr bunˇky ma´
GSM (35 Km) a to v porovna´n´ı s ostatn´ımi zdroji zpozˇdeˇn´ı zp˚usobuje male´ zpozˇdeˇn´ı.
Mikrovlnne´ spoje slouzˇ´ı k propojen´ı fixn´ıch bod˚u na delˇs´ı, ale viditelnou vzda´lenost.
Proto je fyzicka´ cesta signa´lu kratsˇ´ı nezˇ je tomu u kabel˚u a zpozˇdeˇn´ı sˇ´ıˇren´ım signa´l˚u
je take´ male´.
U satelitn´ıho spojen´ı je velikost latence v celkove´m zpozˇdeˇn´ı dominantn´ı.
Zp˚usobuje to prˇedevsˇ´ım nutnost komunikovat s druzˇic´ı, ktera´ je na obeˇzˇne´ dra´ze
zemeˇ a vy´razneˇ prodluzˇuje cestu signa´lu. Satelity ob´ıhaj´ı planetu na r˚uzny´ch obeˇ-
zˇny´ch draha´ch, nejnizˇsˇ´ı z nich je LEO (low-Earth orbit) ve vzda´lenosti 600 – 2000 Km
nad povrchem zemeˇ, zpozˇdeˇn´ı k druzˇici je potom 4 – 8 ms. Druzˇice na vrstveˇ MEO
(medium-Earth orbit) se nacha´z´ı ve vzda´lenosti 2000 – 35 000 Km a zpozˇdeˇn´ı signa´lu
let´ıc´ıho k nim je azˇ 100 ms. Nejvy´sˇe polozˇena´ je vrstva GEO (geostacionary-Earth
orbit) ve vzda´lenosti 35 786 Km nad zemı´. Tato vrstva ma´ oproti ostatn´ım vy´hodu
v tom, zˇe druzˇice z˚usta´va´ nad povrchem sta´le na stejne´m mı´steˇ a je tedy mozˇne´ na
ni nasmeˇrovat ante´nu (satelit). Zpozˇdeˇn´ı pro tento syste´m naby´va´ vysoke´ hodnoty
okolo 270 ms. Vsˇechna zpozˇdeˇn´ı uvedena´ k druzˇic´ım jsou vztazˇena k jednomu smeˇru
(druzˇice – zemeˇ, nebo zemeˇ – druzˇice) [12].
1.3.3 Zpozˇdeˇn´ı dobou prˇ´ıstupu k me´diu
Zpozˇdeˇn´ı dobou prˇ´ıstupu k me´diu tpm se uplatnˇuje prˇedevsˇ´ım u technologi´ı se
sd´ıleny´m me´diem (ethernet, bezdra´tove´ technologie). Prˇ´ıcˇinou je sd´ılene´ me´dium
(vzduch), ktere´ mu˚zˇe by´t obsazeno na urcˇite´m komunikacˇn´ım kana´lu jen jedn´ım
u´cˇastn´ıkem a zbytek stanic cˇeka´ azˇ se na neˇ dostane rˇada. Dı´ky tomu je i slozˇiteˇjˇs´ı
rˇ´ızen´ı stanic, proto je zpozˇdeˇn´ı dobou prˇ´ıstupu k me´diu u neˇktery´ch bezdra´tovy´ch
technologi´ı velke´.
1.4 Latence vznikaj´ıc´ı v mezilehly´ch zarˇ´ızen´ıch
Mezilehle´ zarˇ´ızen´ı je jaky´koliv aktivn´ı prvek na cesteˇ mezi koncovy´mi zarˇ´ızen´ımi.
Tato zarˇ´ızen´ı maj´ı mnoho rozlicˇny´ch u´kol˚u, svy´m rozsahem zahrnuj´ıc´ı r˚uzne´ vrstvy
OSI modelu. Mu˚zˇou naprˇ´ıklad propojovat v jednom bodeˇ v´ıce linek do r˚uzny´ch
smeˇr˚u a s´ıt´ı. Proto mezi nejd˚ulezˇiteˇjˇs´ı u´koly patrˇ´ı smeˇrova´n´ı a prˇep´ına´n´ı, tedy
prˇepos´ıla´n´ı datovy´ch jednotek nejkratsˇ´ı (nejvy´hodneˇjˇs´ı) cestou k c´ıli. Mezi dalˇs´ı
neme´neˇ d˚ulezˇite´ funkce patrˇ´ı zesilova´n´ı a obnova signa´lu, zajiˇsteˇn´ı bezpecˇnosti a
spra´vy s´ıteˇ.
Latence v mezilehly´ch zarˇ´ızen´ı tMZ se skla´da´ z r˚uzny´ch zpozˇdeˇn´ı, ktere´ jsou
uvedena v na´sleduj´ıc´ıch podkapitola´ch. V dalˇs´ıch odd´ılech jsou vypsa´na jednotliva´
16
mezilehla´ zarˇ´ızen´ı, popis jejich cˇinnosti a latence pro neˇ typicka´.
Zpozˇdeˇn´ı ve vstupn´ı fronteˇ
Je to doba, kterou ra´mec stra´v´ı ve vstupn´ı vyrovna´vac´ı pameˇti (buffer), nezˇ jsou
nacˇteny vsˇechny potrˇebne´ bity (hlavicˇka, cˇi cely´ paket). V prˇ´ıpadeˇ zmeˇny prˇenosove´
rychlosti mezi vstupn´ım a vy´stupn´ım portem je potrˇeba nacˇ´ıst cely´ paket, v ostatn´ıch
prˇ´ıpadech za´lezˇ´ı na metodeˇ prˇepos´ıla´n´ı ra´mc˚u (kapitola 1.4.2). Doba zpozˇdeˇn´ı ve
vstupn´ı fronteˇ je rovna velikosti serializacˇn´ıho zpozˇdeˇn´ı ts (kapitola 1.3.1) prˇ´ıchoz´ı
linky vztazˇene´ na pocˇet bit˚u ukla´dany´ch do vyrovna´vac´ı pameˇti. Veˇtsˇinou se hod-
nota serializacˇn´ıho uva´d´ı prˇ´ımo v souvislosti s latenc´ı aktivn´ıho zarˇ´ızen´ı (dle pocˇtu
zpracova´vany´ch bit˚u), prˇestozˇe jej´ı velikost je ovlivneˇna rychlost´ı linky a velikost´ı
ra´mce.
Doba zpracova´va´n´ı informace
Je to cˇas tp, ktery´ zarˇ´ızen´ı potrˇebuje pro prˇesunut´ı paketu ze vstupu do vy´stupn´ı
fronty. Minima´ln´ı hodnota za´vis´ı na vy´konu zarˇ´ızen´ı a prova´deˇny´ch operac´ıch (naprˇ.
smeˇrova´n´ı, prˇeklad adres, znacˇkova´n´ı pro QoS, filtrova´n´ı port˚u, . . . ), vzˇdy za´lezˇ´ı na
typu zarˇ´ızen´ı a jeho konfiguraci. Celkova´ doba zpracova´n´ı se zvysˇuje se zvysˇuj´ıc´ım se
provozem – zat´ızˇen´ım prvku. Kazˇde´ zarˇ´ızen´ı ma´ definovanou propustnost, ktera´ se
zejme´na u levneˇjˇs´ıch prvk˚u s´ıteˇ nerovna´ maxima´ln´ımu zat´ızˇen´ı vsˇech port˚u. Pokud
ma´ zarˇ´ızen´ı 48 gigabitovy´ch port˚u, ale propustnost je 32 Gbit/s, pote´ zarˇ´ızen´ı v
prˇ´ıpadeˇ plne´ho zat´ızˇen´ı nebude schopne´ obsluhovat vsˇechny porty. Naprˇ´ıklad prvky
v prˇ´ıstupove´ s´ıti jsou urcˇene´ ke koncentraci provozu a neocˇeka´va´ se u nich plne´
simulta´ln´ı vyt´ızˇen´ı vsˇech port˚u.
Zpozˇdeˇn´ı v odchoz´ıch fronta´ch
Doba stra´vena´ v odchoz´ı fronteˇ tf je prˇ´ımo za´visla´ na aktua´ln´ım pocˇtu paket˚u
smeˇrˇuj´ıc´ıch na stejny´ port (cˇekaj´ıc´ıch ve fronteˇ prˇed paketem). Prˇi pouzˇit´ı QoS je
cˇasto pouzˇit jiny´ typ fronty nezˇ FIFO, d´ıky tomu nen´ı mozˇne´ dobu stra´venou ve
fronteˇ exaktneˇ urcˇit. Vı´ce o dobeˇ stra´vene´ v odchoz´ı fronteˇ je v kapitole 1.2.2.
1.4.1 Opakovacˇ (repeater) a aktivn´ı hub
Tyto nejjednodusˇsˇ´ı aktivn´ı prvky pracuj´ı na prvn´ı vrstveˇ OSI modelu. Jejich
u´kolem je regenerovat prˇ´ıchoz´ı signa´l a zes´ıleny´ jej odeslat na vsˇechny porty, kromeˇ
portu ze ktere´ho paket obdrzˇely. Jelikozˇ nen´ı trˇeba nacˇ´ıtat cely´ ra´mec je zpozˇdeˇn´ı




Pracuje na linkove´ vrstveˇ OSI modelu, jeho u´kolem je prˇepnut´ı ra´mce, dle MAC
adresy na spra´vny´ vy´stupn´ı port. Pro kazˇdy´ port vytva´rˇ´ı vlastn´ı kolizn´ı dome´nu,
d´ıky tomu snizˇuje pocˇet zarˇ´ızen´ı sd´ılej´ıc´ıch me´dium a za´rovenˇ tedy i vyt´ızˇenost
prˇenosove´ linky. Latence prˇep´ınacˇe neza´vis´ı pouze na rychlosti prˇep´ınac´ıho pole, ale
te´zˇ na jeho nastaven´ı a zat´ızˇen´ı. Existuj´ı trˇi rezˇimy pra´ce prˇep´ınacˇe z nichzˇ je kazˇdy´
jinak rychly´.
• Cut-Trough – prˇi tomto rezˇimu se prˇijaty´ ra´mec nekontroluje a ihned po prˇijet´ı
hlavicˇky s c´ılovou MAC adresou se odesˇle na vy´stupn´ı port.
• Fragment Free (FF) – zde prˇep´ınacˇ prˇijme prvn´ıch 64 B ra´mce, zkontroluje
me´dium zda nedosˇlo ke kolizi a pokud je vsˇe v porˇa´dku, zacˇ´ına´ prˇepos´ılat
ra´mec na vy´stupn´ı port.
• Store & Forward (S&F) – prˇi te´to metodeˇ se nejprve nacˇte cely´ ra´mec, provede
se kontrola CRC a teprve pote´ se odesˇle na vy´stupn´ı port.
Nove´ switche firmy Cisco (rˇada 29XX) prˇep´ınaj´ı pouze metodou Store & For-
ward, u ktere´ se uplatn´ı serializacˇn´ı zpozˇdeˇn´ı (kapitola 1.3.1) vstupn´ı linky pro cely´
ra´mec. U zbyly´ch dvou metod je to pouze serializacˇn´ı zpozˇdeˇn´ı pro prvn´ıch 18 B
ra´mce prˇi Cut-Trough, respektive 64 B prˇi Fragment Free. Da´le se uplatn´ı na´hodny´
charakter zpozˇdeˇn´ı ve fronta´ch (kapitola 1.2.2) v prˇ´ıpadeˇ, zˇe je vy´stupn´ı port blo-
kova´n jiny´mi daty.
Dokument [13] popisuje testova´n´ı zpozˇdeˇn´ı r˚uzny´ch prˇep´ınacˇ˚u z provenience
Cisco a vybrane´ vy´sledky jsou v tabulce 1.2. Celkova´ velikost latence prvku (tMZ)
se zde skla´da´ z doby potrˇebne´ na prˇepnut´ı jizˇ prˇijate´ho ra´mce na vy´stupn´ı port (tp)
a hodnoty serializacˇn´ıho zpozˇdeˇn´ı pro prˇ´ıslusˇnou velikost ra´mce a linku o rychlosti
10 Mbit/s (pro 64 B paket je serializacˇn´ı zpozˇdeˇn´ı 51,2 µs a pro 1498 B je 1198,4 µs).
Podobne´ hodnoty zpozˇdeˇn´ı, prˇi srovna´n´ı s tp prˇedchoz´ıho meˇrˇen´ı, uda´va´ vy´robce
prˇep´ınacˇe HP ProCurve 1700. Latence pro tento prˇep´ınacˇ je maxima´lneˇ 4, 7 µs (v
rezˇimu Cut-Trough s frontou FIFO, velikost´ı ra´mce 64 B a rychlost´ı linky 100 Mbit/s)
[14]. V dokumentu [15] popisuj´ıc´ım Cisco Nexus 5020, je pro tento prˇep´ınacˇ uvedeno,
zˇe hodnota zpozˇdeˇn´ı pro vsˇechny velikosti ra´mce neprˇesahuje 3,2 µs.
1.4.3 L3 switch
V posledn´ıch letech se do pa´terˇn´ıch s´ıt´ı prosazuj´ı L32 prˇep´ınacˇe, ktere´ jsou rych-
lejˇs´ı nezˇ klasicke´ smeˇrovacˇe a za´rovenˇ prˇep´ınaj´ı ra´mce na za´kladeˇ IP adresy. Po
prˇ´ıchodu ra´mce L3 prˇep´ınacˇ prˇecˇte IP adresu, ktera´ je v zapouzdrˇene´m ra´mci a dle
za´znamu ve sve´ prˇep´ınac´ı tabulce zjist´ı, na ktery´ port ma´ ra´mec odeslat. V prˇ´ıpadeˇ,
2layer 3 - pracuje na 3. vrstveˇ OSI modelu
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98 B ra´mec 1492 B ra´mec
Zarˇ´ızen´ı (rezˇim) ∆tMZ ∆tp ∆tMZ ∆tpn
Catalyst 1900 (FF) 71,6 µs - 71,6 µs -
Catalyst 1900 (S&F) 96 µs 7 µs 1210 µs 7,4 µs
Catalyst 2900 (S&F) 101 µs 14 µs 1210 µs 15 µs
Catalyst 3550 (L3) 118 µs 28 µs 1380 µs 168 µs
Tab. 1.2: Tabulka testovane´ho zpozˇdeˇn´ı pro r˚uzne´ switche (prˇevzato z [13]).
zˇe prˇep´ınacˇ nema´ IP adresu prˇiˇrazenou k portu, nebo se nejedna´ o zapouzdrˇeny´ IP
paket, prˇiha´z´ı na rˇadu zabudovany´ smeˇrovacˇ. Ten urcˇ´ı jak s ra´mcem nalozˇit a tuto
informaci si ulozˇ´ı i prˇep´ınacˇ do prˇep´ınac´ı tabulky [16].
Latence L3 prˇep´ınacˇe (prˇ´ıklad Cisco 3550) je 118 µs pro ra´mec velikosti 98 B a
1380 µs pro ra´mec velikosti 1592 B. Opeˇt je v te´to hodnoteˇ zapocˇteno serializacˇn´ı
zpozˇdeˇn´ı (1.3.1) pro linku rychlosti 10 Mbit/s a prˇ´ıslusˇnou velikost paketu [13].
Kromeˇ L3 switch˚u existuj´ı te´zˇ prˇep´ınacˇe pracuj´ıc´ı na vysˇsˇ´ıch vrstva´ch (L4-7
switch), ktere´ prova´d´ı smeˇrova´n´ı na za´kladeˇ znalosti port˚u nebo aplikacˇn´ıch dat.
Pouzˇ´ıvaj´ı se naprˇ´ıklad pro loadbalancing webovy´ch server˚u, nebo pro filtrova´n´ı pro-
vozu. Jejich zpozˇdeˇn´ı je jesˇteˇ veˇtsˇ´ı a za´rovenˇ teˇzˇko obecneˇ definovatelne´ – vzˇdy za´lezˇ´ı
na konkre´tn´ım pouzˇit´ı.
1.4.4 Smeˇrovacˇ (router)
Za´kladn´ım u´kolem smeˇrovacˇe je propojovat s´ıteˇ pouzˇ´ıvaj´ıc´ı r˚uzne´ technologie
(Ethernet, WDM, xDSL, WiFi, . . . ), prova´deˇt prˇeklad adres (NAT) a co nejle´pe
smeˇrovat prˇicha´zej´ıc´ı provoz. Ke smeˇrova´n´ı se pouzˇ´ıva´ smeˇrovac´ı tabulka a r˚uzne´
smeˇrovac´ı protokoly, cozˇ prodluzˇuje dobu paketu stra´venou v routeru. Neˇktere´ smeˇro-
vacˇe obsahuj´ı dalˇs´ı funkce, ktery´mi zasta´vaj´ı pra´ci jiny´ch zarˇ´ızen´ı: firewall, DHCP
server, podpora VoIP, . . .
Velikost celkove´ latence routeru za´vis´ı na mnoha faktorech, proto je velmi teˇzˇke´
urcˇit zpozˇdeˇn´ı platne´ obecneˇ. Vynecha´me-li stochastickou cˇa´st zpozˇdeˇn´ı, jako je
zpozˇdeˇn´ı v odchoz´ıch fronta´ch (kapitola 1.2.2) a celkove´ zat´ızˇen´ı routeru, mu˚zˇeme
urcˇit minima´ln´ı hodnotu zpozˇdeˇn´ı – deterministickou cˇa´st. Ta se skla´da´ z doby nutne´
pro nacˇten´ı cele´ho ra´mce (serializacˇn´ı zpozˇdeˇn´ı prˇ´ıchoz´ı linky – kapitola 1.3.1),doby
potrˇebne´ pro nalezen´ı informace v routovac´ı tabulce a odesla´n´ı na vy´stupn´ı port.
Podle testu pa´terˇn´ıch smeˇrovacˇ˚u se minima´ln´ı hodnoty latence pohybuj´ı mezi 10
– 20 µs (naprˇ. pro Cisco 12146 je minima´ln´ı latence 17,7 µs), jedna´ se o meˇrˇen´ı prˇi
40 B velikosti paketu a lince 2,5 Gbit/s. Pr˚umeˇrne´ hodnoty latence prˇi smı´ˇsene´m
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internetove´m provozu a rychlosti 2,5 Gbit/s dosahovaly velikosti od 65 do 252 µs,
pro Cisco router byla pr˚umeˇrna´ latence 252 µs [17].
Test pa´terˇn´ıch smeˇrovacˇ˚u pro s´ıteˇ IPv6 uda´va´ zpozˇdeˇn´ı pro smeˇrovacˇe znacˇek
Fujitsu, Hitachi, Juniper a Nec hodnoty zpozˇdeˇn´ı od 9 do 72 µs [19].
Dalˇs´ı meˇrˇen´ı se uskutecˇnilo pouzˇit´ım Test box˚u [18] a vlozˇen´ım 0 - 3 smeˇrovacˇ˚u
mezi dva Test boxy. Pr˚umeˇrna´ nameˇrˇena´ hodnota latence pro smeˇrovacˇ Cisco 3630
byla 224 µs (pro 100 B paket) [4].
1.5 Shrnut´ı zpozˇdeˇn´ı
Jak je zobrazeno na u´vodn´ım obra´zku 1.1, zdrojem zpozˇdeˇn´ı v s´ıti je kazˇda´ cˇa´st
s´ıteˇ. Celkove´ zpozˇdeˇn´ı je da´no soucˇtem zpozˇdeˇn´ı za jednotlive´ cˇa´sti s´ıteˇ (koncove´
stanice, linky a mezilehla´ zarˇ´ızen´ı) – vyja´drˇeno rovnic´ı 1.4.
V prˇ´ıpadeˇ podrobneˇjˇs´ıho pohledu na s´ıt’ rozliˇs´ıme i jednotlive´ druhy zpozˇdeˇn´ı
pro r˚uzne´ cˇa´sti s´ıteˇ, tento u´plny´ popis prˇedstavuje rovnice 1.5. Ve veˇtsˇineˇ typ˚u s´ıteˇ
nejsou vsˇechny zpozˇdeˇn´ı stejneˇ velke´, ba naopak jeden druh zpozˇdeˇn´ı je obvykle
mnohem veˇtsˇ´ı nezˇ ostatn´ı. Konkretn´ı prˇ´ıpady velikosti zpozˇdeˇn´ı pro r˚uzne´ s´ıteˇ jsou
uvedeny v na´sleduj´ıc´ıch kapitola´ch.
t = tK + (n+ 1) · tL + n · tMZ + tKZ, (1.4)
t = tp + tf + (n+ 1) · trs + n · (ts + tp + tf + tpm) + tj. (1.5)
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2 ZPOZˇDEˇNI´ V REA´LNY´CH SI´TI´CH
Pocˇ´ıtacˇova´ s´ıt’ je spojen´ı neˇkolika pocˇ´ıtacˇ˚u komunikacˇn´ımi linkami za u´cˇelem
sd´ılen´ı vy´pocˇetn´ıch zdroj˚u a u´lozˇiˇst’ dat. Dnes nejrozsˇ´ıˇreneˇjˇs´ı s´ıt je Internet, ktery´
vyuzˇ´ıva´ protokolovou rodinu TCP/IP. Pod TCP/IP (na druhe´ vrstveˇ OSI) mo-
hou by´t implementova´ny r˚uzne´ technologie, naprˇ: Ethernet, WiFi, xDSL, SDH,
(D)WDM, . . .
Obecneˇ ma´ Internet stromovou strukturu, v d˚ulezˇity´ch cˇa´stech s´ıteˇ je vsˇak spo-
jen´ı za´lohova´no a vytva´rˇ´ı v teˇchto mı´stech neu´plnou mesh topologii. Rozsa´hle´ s´ıteˇ
se deˇl´ı na cˇa´st prˇ´ıstupovou a transportn´ı (obra´zek 2.1). Za pomoci prˇ´ıstupove´ s´ıteˇ je
uzˇivatel prˇipojen do pa´terˇn´ı (transportn´ı) s´ıteˇ, kde je informace smeˇrova´na k c´ılove´
s´ıti a koncove´mu uzˇivateli. Obeˇ cˇa´sti s´ıteˇ (prˇ´ıstupova´ i transportn´ı) jsou veˇtsˇinou
vlastneˇny velky´mi spolecˇnostmi. Do vlastnictv´ı uzˇivatele, nebo prˇipojene´ organizace
patrˇ´ı takzvana´ s´ıt’ mı´stn´ı (LAN), ktera´ propojuje loka´ln´ı zarˇ´ızen´ı. Mı´stn´ı s´ıt’ je pote´
v jednom nebo v´ıce mı´stech propojena k prˇ´ıstupove´ s´ıti. Pokud ma´ organizace v jed-
nom mı´steˇ v´ıce pobocˇek vytva´rˇ´ı takzvanou metropolitn´ı s´ıt’ (MAN), zp˚usob jej´ıho
prˇipojen´ı k celosveˇtove´ s´ıti (WAN) je vsˇak stejny´ – pomoc´ı prˇ´ıstupove´ a transportn´ı
s´ıteˇ [20].
Obr. 2.1: Rozdeˇlen´ı s´ıteˇ na mı´stn´ı, prˇ´ıstupovou a transportn´ı.
2.1 Zpozˇdeˇn´ı v mı´stn´ı s´ıti
Nejcˇasteˇji pouzˇ´ıvanou technologi´ı v mı´stn´ı s´ıti je Ethernet (IEEE 802.3) a WiFi
(IEEE 802.11). Mı´stn´ı s´ıt’ ma´ velikost okolo 100 m, metropolitn´ı s´ıt’ maxima´lneˇ
neˇkolik des´ıtek kilometr˚u, vzhledem k male´mu rozsahu s´ıteˇ je mozˇne´ zpozˇdeˇn´ı vznikle´
sˇ´ıˇren´ım signa´lu zanedbat. Rychlosti linek se pohybuj´ı mezi 10 azˇ 100 Mbit/s, d´ıky
cˇemuzˇ mu˚zˇe vzniknout serializacˇn´ı zpozˇdeˇn´ı maxima´lneˇ 1,2 ms (pro velikost paketu
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1 500 B). V s´ıti se nacha´z´ı zpravidla jeden smeˇrovacˇ a neˇkolik prˇep´ınacˇ˚u, tyto mu˚zˇou
by´t nejveˇtsˇ´ım zdrojem zpozˇdeˇn´ı, obzvla´sˇteˇ pokud pracuj´ı v rezˇimu Store & Forward.
Pokud je stanice prˇipojena´ bezdra´toveˇ (WiFi), je prˇi velke´m zat´ızˇen´ı s´ıteˇ nutne´
zapocˇ´ıtat zpozˇdeˇn´ı dobou prˇ´ıstupu k me´diu a prˇ´ıpadneˇ uvazˇovat nizˇsˇ´ı prˇenosovou
rychlost, pokud je signa´l slaby´ nebo zarusˇeny´.
Celkove´ jednosmeˇrne´ zpozˇdeˇn´ı t v loka´ln´ı s´ıti pro jednotlive´ technologie (ethernet
a WiFi) je uvedeno v tabulce 2.1. Hodnoty jsou zmeˇrˇene´ v male´ loka´ln´ı s´ıti s jedn´ım
smeˇrovacˇem, ktery´ funguje takte´zˇ jako prˇ´ıstupovy´ bod WiFi s´ıteˇ. Obecneˇ zpozˇdeˇn´ı
v loka´ln´ı, prˇ´ıpadneˇ metropolitn´ı s´ıti je velmi male´, maxima´lneˇ v jednotka´ch mili-
sekund.
technologie t [ms]
mı´stn´ı Ethernet (IEEE 802.3) 0.057
s´ıt’ WiFi (IEEE 802.11) 0.385
Tab. 2.1: Tabulka velikost´ı zpozˇdeˇn´ı pro technologie pouzˇite´ v mı´stn´ı s´ıti.
2.2 Zpozˇdeˇn´ı v prˇ´ıstupove´ s´ıti
U´kolem prˇ´ıstupove´ s´ıteˇ je prˇipojit uzˇivatele do pa´terˇn´ı s´ıteˇ a agregovat provoz od
v´ıce uzˇivatel˚u do jedne´ prˇenosove´ linky. Na trase se mu˚zˇe nacha´zet neˇkolik smeˇrovacˇ˚u
a prˇep´ınacˇ˚u, celkova´ de´lka trasy je v des´ıtka´ch kilometr˚u. Dı´ky tomu je latence na
aktivn´ıch prvc´ıch i zpozˇdeˇn´ı rychlost´ı sˇ´ıˇren´ı male´. Pouze je d˚ulezˇite´ vz´ıt v u´vahu
serializacˇn´ı zpozˇdeˇn´ı, za´visej´ıc´ı na rychlosti prˇipojen´ı a take´ dobu prˇ´ıstupu k me´diu.
Tyto parametry za´vis´ı prˇedevsˇ´ım na technologii prˇipojen´ı, kterou nab´ızej´ı r˚uzn´ı
poskytovatele´ prˇipojen´ı k internetu (ISP).
Prˇipojen´ı pomoc´ı telefonn´ı linky
Dlouho vyuzˇ´ıvany´m zp˚usobem je prˇ´ıstup prˇes telefonn´ıho opera´tora. Mozˇnost´ı
vyuzˇit´ı telefonn´ı linky je mnoho, pocˇ´ınaje vyta´cˇeny´m prˇipojen´ı, prˇes s´ıteˇ ISDN a
xDSL azˇ po pronajate´ okruhy. V dnesˇn´ı dobeˇ jsou nejrozsˇ´ıˇreneˇjˇs´ı prˇ´ıpojky ADSL,
ktere´ dosahuj´ı prˇ´ıchoz´ı rychlosti azˇ 8 Mbit/s a odchoz´ı do 1 Mbit/s. Tyto rychlosti
zp˚usobuj´ı serializacˇn´ı zpozˇdeˇn´ı azˇ 12 ms (pro paket 1 500 B).
Pomoc´ı pevne´ho kabelove´ho prˇipojen´ı
Dalˇs´ı mozˇnost´ı je prˇ´ıstup prˇes poskytovatele kabelove´ televize, nebo prˇ´ımo posky-
tovatele internetu. Tyto prˇ´ıstupove´ s´ıteˇ veˇtsˇinou vyuzˇ´ıvaj´ı v prˇ´ıstupove´ cˇa´sti opticky´
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kabel, d´ıky cˇemuzˇ mu˚zˇou by´t rychlosti dle prˇa´n´ı za´kazn´ıka (od jednotek Mbit/s azˇ
po 100 Mbit/s). Zpozˇdeˇn´ı je v teˇchto prˇ´ıpadech velmi male´.
Prˇipojen´ı bezdra´tovou technologi´ı
Posledn´ı mozˇnost´ı je vyuzˇit´ı poskytovatele bezdra´tove´ho internetu – at’ uzˇ mo-
biln´ıho (GPRS, EDGE, CMDA), nebo WiFi. Zde jsou rychlosti nejpomalejˇs´ı (do
1 Mbit/s, cˇasto jen 100 Kbit/s). K velmi vy´razne´mu zpomalen´ı nasta´va´ prˇi prˇ´ıstupu
k me´diu – je prˇ´ıcˇinou velke´ho zpozˇdeˇn´ı. U teˇchto s´ıt´ı je latence pocˇ´ıta´na v des´ıtka´ch
azˇ stovka´ch milisekund.
Srovna´n´ı jednotlivy´ch technologi´ı
Doby zpozˇdeˇn´ı jednotlivy´ch technologi´ı jsem otestoval meˇrˇen´ım zpozˇdeˇn´ı k inter-
netovy´m stra´nka´m verˇejne´ho peeringove´ho uzlu www.nix.cz, protozˇe k tomuto uzlu
ma´ veˇtsˇina opera´tor˚u dobre´ prˇipojen´ı. Vy´sledky meˇrˇen´ı jsou pro uvedeny v tabulce
2.2 a je tedy mozˇne´ porovnat velikosti zpozˇdeˇn´ı t a pocˇet skok˚u n pro r˚uzne´ tech-
nologie prˇipojen´ı. Nejlepsˇ´ıch hodnot zpozˇdeˇn´ı dosahuje pevne´ prˇipojen´ı kabelem,
prˇipojen´ı pomoc´ı ADSL a bezdra´tovy´m mostem maj´ı take´ dobre´ vy´sledky. Nej-
horsˇ´ı vy´sledek je pro bezdra´tove´ prˇipojen´ı pomoc´ı GPRS, jehozˇ hodnota zpozˇdeˇn´ı
je neˇkolikana´sobneˇ veˇtsˇ´ı nezˇ u ostatn´ıch prˇ´ıstupovy´ch s´ıt´ı.
zp˚usob prˇipojen´ı t [ms] n
ADSL – telefonn´ı linkou 7.853 7
prˇ´ıstupove´ CESNET2 – pevne´ prˇipojen´ı kabelem 2.299 7
s´ıteˇ GPRS – bezdra´tovy´ prˇenos dat 93.763 10
s´ıt’ Netbox – pevne´ prˇipojen´ı kabelem 2.839 6
Bezdra´tovy´ most (Wi-Fi) do s´ıteˇ ISP 7.769 10
Tab. 2.2: Tabulka velikost´ı zpozˇdeˇn´ı pro technologie pouzˇite´ v prˇ´ıstupovy´ch s´ıt´ıch.
2.3 Zpozˇdeˇn´ı v transportn´ı s´ıti
Transportn´ı s´ıteˇ prˇena´sˇej´ı data mnoha uzˇivatel˚u na velke´ vzda´lenosti, proto
jsou vybaveny kapacitn´ımi spoji (v rˇa´du Gbit/s) – serializacˇn´ı zpozˇdeˇn´ı je v tomto
prˇ´ıpadeˇ zanedbatelne´. Oproti tomu je vy´znamne´ zpozˇdeˇn´ı rychlost´ı sˇ´ıˇren´ı, ktere´ je
prˇ´ımo u´meˇrne´ k de´lce fyzicke´ cesty. Teoreticke´ zpozˇdeˇn´ı rychlost´ı sˇ´ıˇren´ı na trase
Brno – Los Angeles (prˇ´ıma´ vzda´lenost 10 000 km) se bude pohybovat okolo 50 ms.
Na tuto vzda´lenost jsem pomoc´ı programu Traceroute zjistil 17 skok˚u, cozˇ znamena´
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17 smeˇrovacˇ˚u prˇida´vaj´ıc´ıch zpozˇdeˇn´ı – celkova´ latence smeˇrovacˇ˚u v jednotka´ch mili-
sekund. V porovna´n´ı je tedy doba zpozˇdeˇn´ı aktivn´ıch prvk˚u oproti zpozˇdeˇn´ı rychlost´ı
sˇ´ıˇren´ı mala´ (plat´ı pro velke´ vzda´lenosti).
V tabulce 2.3 jsou uvedeny vy´sledky meˇrˇen´ı zpozˇdeˇn´ı t a pocˇtu skok˚u n pro cˇtyrˇi
meˇsta r˚uzneˇ vzda´lena´ od Brna, vzda´lenost byla zjiˇsteˇna pouze prˇ´ıma´ lprima pomoc´ı
online map. Meˇrˇen´ı hodnot probeˇhlo ze s´ıteˇ CESNET2 a je shodne´ s vy´sledky v
kapitole 4.5.
meˇsto lprima [Km] t [ms] n
Vı´denˇ 110 1,46 8
transportn´ı Stockholm 1133 17,79 12
s´ıteˇ Los Angeles 9752 89,42 17
Sydney 15 963 168,44 18
Tab. 2.3: Tabulka velikost´ı zpozˇdeˇn´ı pro r˚uzne´ de´lky transportn´ı s´ıteˇ
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3 NA´STROJE K MEˇRˇENI´ ZPOZˇDEˇNI´ A TRASY
Pro meˇrˇen´ı zpozˇdeˇn´ı bylo vyvinuto mnoho aplikac´ı, online applet˚u a take´ hard-
warovy´ch zarˇ´ızen´ı. Metodika a na´zvoslov´ı pro meˇrˇen´ı zpozˇdeˇn´ı v s´ıti internet je
definova´na v RFC 1242. V te´to kapitole jsou za´kladn´ı na´stroje pro meˇrˇen´ı zpozˇdeˇn´ı
a pocˇtu skok˚u podrobneˇji popsa´ny a vysveˇtleno je jejich pouzˇit´ı. Vy´pis urcˇiteˇ nen´ı
kompletn´ı, protozˇe podobny´ch programu˚ existuje velke´ mnozˇstv´ı. Dı´ky tomu se ne-
mus´ıme omezovat na jeden zp˚usob meˇrˇen´ı a dle potrˇeby pouzˇ´ıt nejle´pe vyhovuj´ıc´ı
rˇesˇen´ı. Nezˇ vsˇak zacˇneme zkoumat vy´sledky je trˇeba si uveˇdomit jaky´m zp˚usobem
je latence meˇrˇena a co vsˇe vy´sledek ovlivnˇuje.
3.1 Vlastnosti jednotlivy´ch meˇrˇen´ı
Prˇed meˇrˇen´ım je nutne´ si rozmyslet, co je c´ılem meˇrˇen´ı a pote´ vybrat vhodny´
na´stroj. Veˇtsˇinou se zameˇrˇujeme na urcˇity´ typ sluzˇby a dle toho vol´ıme vrstvu OSI
modelu pro kterou prova´d´ıme meˇrˇen´ı. Za´lezˇ´ı take´ na proteˇjˇs´ı stanici, v˚ucˇi ktere´
meˇrˇen´ı prova´d´ıme. Tato stanice mus´ı dany´ na´stroj podporovat, respektive komu-
nikovat na dane´ vrstveˇ. U´speˇsˇnost meˇrˇen´ı ovlivnˇuj´ı take´ mezilehla´ zarˇ´ızen´ı, ktera´
nemus´ı vzˇdy nasˇi zpra´vu prˇene´st. Da´le je d˚ulezˇite´ veˇdeˇt, zˇe kazˇdy´ program mu˚zˇe
vy´sledky poda´vat jiny´m zp˚usobem. Velky´ rozd´ıl je naprˇ´ıklad mezi jednocestneˇ a
obousmeˇrneˇ zmeˇrˇeny´m zpozˇdeˇn´ım.
3.1.1 Meˇrˇen´ı dostupnosti a zpozˇdeˇn´ı na r˚uzny´ch vrstva´ch
OSI modelu
Nejcˇasteˇji se zpozˇdeˇn´ı a dostupnost zjiˇst’uje na trˇet´ı vrstveˇ OSI modelu pomoc´ı
programu Ping. Jsou vsˇak prˇ´ıpady, kdy je nutne´ pouzˇ´ıt i jiny´ na´stroj, naprˇ´ıklad
pokud s´ıt’ova´ vrstva pracuje v porˇa´dku a proble´m je na neˇktere´ vysˇsˇ´ı vrstveˇ. V
odra´zˇka´ch jsou vrstvy OSI modelu a prˇ´ıklad aplikace umozˇnˇuj´ıc´ı meˇrˇit zpozˇdeˇn´ı
nebo dostupnost sluzˇeb na te´to vrstveˇ.
• 2. vrstva – L2 traceroute – slouzˇ´ı k zjiˇsteˇn´ı zarˇ´ızen´ı pracuj´ıc´ıch na linkove´
vrstveˇ (prˇep´ınacˇe), pracuje pouze se zarˇ´ızen´ımi firmy Cisco pokud je na nich
povolen protokol CDP (Cisco discovery protocol).
• 3. vrstva – Ping – ICMP dotaz na vzda´lenou stranu.
• 4. vrstva – Traceroute (TCP) – dotaz na urcˇity´ port a k neˇmu nava´zany´
protokol.
• 7. vrstva – Telnet – pouze k oveˇrˇen´ı zda druha´ strana posloucha´ na dane´m
portu (23) a je mozˇno s n´ı komunikovat na aplikacˇn´ı vrstveˇ.
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3.1.2 RTT versus jednocestne´ zpozˇdeˇn´ı
Round time trip (RTT), nebo take´ round trip delay (RTD) je hodnota zpozˇdeˇn´ı
zmeˇrˇena´ jednou stanic´ı. Velikost tohoto zpozˇdeˇn´ı v sobeˇ zahrnuje cestu informace
k c´ılove´ stanici, dobu jej´ıho zpracova´n´ı v c´ılove´ stanici a cestu zpeˇt. Z´ıska´me tedy
prˇiblizˇneˇ dvojna´sobnou hodnotu zpozˇdeˇn´ı nezˇ prˇi jednosmeˇrne´m meˇrˇen´ı. Prˇesnou
latenci pro jeden smeˇr, ale nez´ıska´me, protozˇe zpozˇdeˇn´ı mu˚zˇe by´t asymetricke´.
Oproti tomu jednocestne´ zpozˇdeˇn´ı (one-way delay) je meˇrˇeno zdrojovou i c´ılovou
stanic´ı, a proto dostaneme vy´sledek pro zˇa´dany´ smeˇr. Jeho meˇrˇen´ı ma´ oproti RTT
dveˇ velke´ nevy´hody: prvn´ı je nutnost meˇrˇit zpozˇdeˇn´ı za´rovenˇ na dvou stanic´ıch, z
nichzˇ jedna je zpravidla vzda´lena´. Druhou nevy´hodou je prˇesna´ cˇasova´ synchronizace
teˇchto stanic, ktera´ je slozˇita´ kv˚uli potrˇebne´ prˇesnosti (des´ıtky mikrosekund).
3.1.3 Prˇ´ıma´ vzda´lenost versus fyzicka´ vzda´lenost
V prˇedchoz´ı kapitole je zmı´neˇno, zˇe zpozˇdeˇn´ı rychlost´ı sˇ´ıˇren´ı signa´lu je prˇ´ımo
u´meˇrne´ de´lce fyzicke´ cesty. Tuto vzda´lenost vsˇak nezna´me, pokud zna´me geogra-
fickou polohu stanic, je mozˇne´ zjistit pouze prˇ´ımou vzda´lenost mezi mı´sty. Fyzicka´
vzda´lenost je 1,2 – 5 kra´t veˇtsˇ´ı nezˇ prˇ´ıma´, pr˚umeˇrneˇ je asi 2,5 kra´t delˇs´ı (dle dat
[4]). Je to prˇedevsˇ´ım t´ım, zˇe kabely (opticke´ i metalicke´) jsou nejcˇasteˇji pokla´da´ny
pode´l da´lnic a zˇeleznicˇn´ıch koridor˚u. Naprˇ´ıklad prˇ´ıma´ vzda´lenost Brno – Praha je
187 Km, po da´lnici je tato vzda´lenost 210 Km, ale po opticke´m kabelu, ktery´ vyuzˇ´ıva´
s´ıt’ CESNET2, je to prˇiblizˇneˇ 310 Km. Kdyzˇ k tomu prˇipocˇ´ıta´me, zˇe paket nemus´ı
by´t smeˇrova´n nejkratsˇ´ı cestou, mu˚zˇe se naprˇ´ıklad sta´t, zˇe cesta mezi Bratislavou a
Mnichovem je 5 kra´t delˇs´ı nezˇ prˇ´ıma´ cesta – viz obra´zek 3.1 [4].
Obr. 3.1: Mapa smeˇrovane´ cesty mezi Bratislavou a Mnichovem (prˇevzato z [4])
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3.2 Program Ping
Za´kladn´ım na´strojem k meˇrˇen´ı zpozˇdeˇn´ı je program Ping (Packet InterNet Gro-
per), ktery´ je implementova´n ve vsˇech operacˇn´ıch syste´mech. Program Ping se spust´ı
napsa´n´ım prˇ´ıkazu ping do prˇ´ıkazove´ho rˇa´dku nebo konzole operacˇn´ıho syste´mu
pocˇ´ıtacˇe, na´sledovane´ho IP adresou stanice k n´ızˇ chceme zmeˇrˇit zpozˇdeˇn´ı. V MS
Windows program Ping po sve´m spusˇteˇn´ı vysˇle 4 ICMP dotazy a pote´ uka´zˇe sta-
tistiku u´speˇsˇnosti. Ping v OS Linux vys´ıla´ UDP paket a to tak dlouho, dokud nen´ı
zastaven uzˇivatelem. V obou operacˇn´ıch syste´mech je mozˇne´ tato a dalˇs´ı nastaven´ı
zmeˇnit pomoc´ı parametr˚u pouzˇity´ch spolecˇneˇ s prˇ´ıkazem. Vy´pis statistik v Linuxu
zobrazuje zpozˇdeˇn´ı v rˇa´du mikrosekund, v MS Windows je meˇrˇen´ı pouze v rˇa´du
milisekund. Pro zvy´sˇen´ı prˇesnosti meˇrˇen´ı v MS Windows je mozˇne´ pouzˇ´ıt programy
podobne´ programu Ping, naprˇ. True Ping.
Program Ping pouzˇ´ıva´ ke sve´ cˇinnosti protokol ICMP, pomoc´ı neˇjzˇ dotazuje
vzda´lenou stanici. Proto jsou v na´sleduj´ıc´ı podkapitole uvedeny vlastnosti tohoto
protokolu.
3.2.1 Protokol ICMP
Internet control message protocol (ICMP) je protokol rˇ´ıd´ıc´ıch zpra´v, slouzˇ´ıc´ı k
z´ıska´n´ı informac´ı o chyba´ch prˇi prˇenosu datagramu˚. ICMP obsahuje neˇkolik typ˚u
odpoveˇd´ı, d´ıky nimzˇ je mozˇne´ urcˇit, procˇ nebylo mozˇne´ paket dorucˇit k c´ıli. Ze zpra´vy
Destination unreachable se lze dozveˇdeˇt jestli je prˇ´ıcˇinou chyby nedostupna´ s´ıt’,
stanice, nebo port (tabulka 3.1). ICMP protokol, potazˇmo Ping jsou velmi vyuzˇ´ıva´ny
take´ jako diagnosticky´ na´stroj pro spra´vce s´ıt´ı. Vı´ce o protokolu ICMP a podrobnosti
o pouzˇ´ıvany´ch odpoveˇd´ıch lze nale´zt v RFC 792 a 1256.
3.2.2 Princip fungova´n´ı programu Ping
Proces ICMP dotaz˚u probeˇhne podle na´sleduj´ıc´ıch krok˚u a nakonec vyp´ıˇse hod-
notu RTT zpozˇdeˇn´ı.
1. Zdroj vygeneruje ICMP zpra´vu typu 8 (Echo request).
2. ICMP zpra´va se zapouzdrˇ´ı do ra´mce a je odesla´na na adresu c´ılove´ stanice.
3. Zdroj si ulozˇ´ı loka´ln´ı cˇas, ve ktery´ byla zpra´va odesla´na.
4. Kazˇdy´ uzel na lince zkontroluje, zda adresa odpov´ıda´ jeho s´ıt’ove´ adrese. Pokud
tomu tak nen´ı, je zpra´va prˇeposla´na da´le dle smeˇrovac´ı tabulky.
5. C´ıl prˇijme IP datagram, otevrˇe ICMP zpra´vu a ulozˇ´ı si pro neˇj d˚ulezˇite´ infor-
mace.
6. C´ıl vygeneruje zpra´vu s odpoveˇd´ı (typ 0 – Echo reply), kterou odesˇle na zdro-
jovou adresu prˇijate´ho ICMP dotazu.
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Ko´d Obsah zpra´vy
0 Network unreachable = odpoveˇd’ od routeru, kdyzˇ pro danou s´ıt’
nen´ı za´znam ve smeˇrovac´ı tabulce.
1 Host unreachable = odpoveˇd’ od routeru, kdyzˇ stanice prˇ´ımo
prˇipojene´ s´ıteˇ neodpov´ıda´.
2 Protocol unreachable = generova´no, kdyzˇ transportn´ı protokol nen´ı
podporova´n transportn´ı vrstvou c´ıle.
3 Port unreachable = vytvorˇeno, kdyzˇ nen´ı mozˇne´ zpra´vu dorucˇit
transportn´ı vrstveˇ na dane´m portu.
4 Fragmentation needed and DF set = pokud je nutno paket frag-
mentovat, ale prˇ´ıznak Don’t Fragment je nastaven.
5 Source route failed = pokud paket nelze dorucˇit adrese zadane´ jako
zdroj zpra´vy.
6 Destination network unknown = nezna´ma´ c´ılova´ s´ıt’.
7 Destination host unknown = odpoveˇd’ od routeru, pokud c´ılova´
stanice neexistuje.
Tab. 3.1: Vybrane´ ko´dy ICMP zpra´v pro Destination unreachable (podle [10])
7. Novy´ datagram je smeˇrova´n zpeˇt k vy´choz´ı stanici, kterou je prˇijat. Teprve
pote´ se odecˇte cˇas stra´veny´ cestou – zpozˇdeˇn´ı. Tento u´daj je spolu s u´speˇsˇnost´ı
vypsa´n uzˇivateli programu [23].
Pokud se stane zˇe Ping nen´ı u´speˇsˇny´, prˇ´ıcˇin neu´speˇchu mu˚zˇe by´t v´ıce. Naprˇ´ıklad
z d˚uvodu sˇpatne´ IP adresy, nedostupnosti c´ılove´ stanice, sˇpatne´ho smeˇrova´n´ı a nebo
kv˚uli blokova´n´ı ICMP zpra´v.
3.2.3 Doba zˇivota paketu (TTL)
Du˚lezˇity´m parametrem IP paketu a tedy i ICMP zpra´v je doba zˇivota – pocˇet
skok˚u, nezˇ bude paket zahozen. Kazˇdy´ smeˇrovacˇ nebo stanice, prˇes kterou paket
projde sn´ızˇ´ı TTL o jedna. Pokud zna´me hodnotu TTL na zacˇa´tku a na konci komu-
nikaci, je mozˇne´ snadno dopocˇ´ıtat, kolika smeˇrovacˇi paket prosˇel.
Vy´choz´ı hodnotu TTL vzda´lene´ stanice je mozˇne´ zjistit z verˇejneˇ dostupny´ch ta-
bulek hodnot pro jednotlive´ operacˇn´ı syste´my, naprˇ. v [24]. Ma´lokdy bohuzˇel zna´me
operacˇn´ı syste´m vzda´lene´ stanice a take´ mu˚zˇe y´t vy´choz´ı hodnota TTL uzˇivatelem
zmeˇneˇna.
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3.2.4 Ping a mozˇnost meˇrˇen´ı sˇ´ıˇrky pa´sma
Velmi zaj´ımavy´m na´strojem je program Bping (Bandwith ping), ktery´ doka´zˇe
prˇiblizˇneˇ zmeˇrˇit prˇenosovou rychlost linky. Jedna´ se o upraveny´ program Ping, ktery´
vys´ıla´ pakety o r˚uzny´ch velikostech. Jelikozˇ se na trase minima´lneˇ jednou uplatnˇuje
serializacˇn´ı zpozˇdeˇn´ı (kapitola 1.3.1), je mozˇne´ na za´kladeˇ rozd´ılne´ velikosti zpozˇdeˇn´ı
pro r˚uzneˇ velke´ pakety dopocˇ´ıtat prˇenosovou rychlost trasy [25].
3.3 Programy Tracert a Traceroute
Tracert a traceroute jsou programy vypisuj´ıc´ı vsˇechny uzly (smeˇrovacˇe) na trase
k c´ıli (zadane´ IP adrese). Program pracuje na principu opakova´n´ı dotazu Ping s po-
stupneˇ zvysˇovany´m TTL. Prˇi pr˚uchodu kazˇdy´m smeˇrovacˇem je hodnota TTL sn´ızˇena
o jedna a v prˇ´ıpadeˇ dosazˇen´ı nuly, je zpra´va zahozena a odes´ılateli posla´na ICMP
chybova´ zpra´va. V dalˇs´ım kroku, zdroj vytvorˇ´ı stejnou zpra´vu pouze se zmeˇneˇny´m
TTL – zvy´sˇ´ı se o jedna a t´ım se dostane k na´sleduj´ıc´ımu smeˇrovacˇi na trase. Z vy´pisu
programu z´ıska´me podrobny´ prˇehled o pocˇtu smeˇrovacˇ˚u na trase (tzv. hops) a veli-
kost RTT zpozˇdeˇn´ı k nim. Nevy´hodou programu je nepos´ıla´n´ı odpoveˇd´ı neˇktery´mi
smeˇrovacˇi.
Oba programy se spousˇt´ı zada´n´ım prˇ´ıslusˇne´ho prˇ´ıkazu (tracert nebo
traceroute) do prˇ´ıkazove´ rˇa´dky nebo konzole operacˇn´ıho syste´mu na´sledovany´m
c´ılovou adresou. Tracert pracuje v MS Windows a pouzˇ´ıva´ ICMP zpra´vy, kdezˇto
Traceroute pracuje pouze v OS Linux a pos´ıla´ UDP dotazy.
3.3.1 Varianty traceroute v linuxu
Program Traceroute umozˇnˇuje modifikovat meˇrˇen´ı, zmeˇnou jeho vy´choz´ıch hod-
not pomocny´mi parametry. Jedna´ se naprˇ´ıklad o pouzˇ´ıvany´ typ protokolu na vy´beˇr
je ICMP, TCP nebo vy´choz´ı UDP, da´le take´ o pocˇet dotaz˚u (vy´choz´ı je 3) a ma-
xima´ln´ı velikost TTL.
Da´le existuj´ı i jine´ programy pro meˇrˇen´ı trasy, prˇedevsˇ´ım v Linuxu (Ubuntu
9.10) je mozˇne´ nale´zt programy Traceroute-nanog, Tracepath a Tracert. Ty se od
Traceroute liˇs´ı zp˚usobem vy´pisu trasy, pouzˇity´m protokolem nebo cˇasy opakova´n´ı
dotaz˚u. Kombinac´ı teˇchto programu˚ a jejich nastaven´ı je mozˇne´ z´ıskat v´ıce informac´ı
o cele´ cesteˇ paketu k c´ıli. Podrobneˇjˇs´ı informace o jednotlivy´ch programech a jejich
nastaven´ıch je mozˇne´ naj´ıt v manua´lech k teˇmto programu˚m.
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3.4 Aplikace zobrazuj´ıc´ı trasu na mapeˇ
Na internetovy´ch stra´nka´ch [26], [27] a [28] jsou online aplety, umozˇnˇuj´ıc´ı zob-
razit trasu zjiˇsteˇnou programem Traceroute na mapeˇ sveˇta. Po zada´n´ı pozˇadovane´
c´ılove´ adresy se spust´ı na serveru webove´ stra´nky prˇ´ıkaz traceroute a vy´sledky
jsou vypisova´ny na prˇ´ıslusˇnou webovou stra´nku (viz obra´zek 3.2). Za´rovenˇ aplikace
zobrazuje trasu na mapeˇ, prˇesneˇji prˇ´ıme´ spojen´ı mezi zjiˇsteˇny´mi uzly. Polohu teˇchto
uzl˚u aplikace zjist´ı podle vlastn´ıka IP adresy, cozˇ je ale neprˇesne´ (smeˇrovacˇ se mu˚zˇe
nacha´zet jinde nezˇ majitel IP adresy).
Obr. 3.2: Zobrazen´ı trasy na mapeˇ pomoc´ı aplikace ze stra´nky [26].
3.5 Zarˇ´ızen´ı Test box
Test box, prˇipraveny´ organizac´ı RIPE NCC je hardwarovy´ na´stroj na testova´n´ı
prˇipojen´ı. Na rozd´ıl od prˇedchoz´ıch programu˚, se jedna´ o samostatny´ hardware, ktery´
slouzˇ´ı pouze k meˇrˇen´ı. Test box umozˇnˇuje meˇrˇit prˇenosovou rychlost, ztra´tovost,
kol´ısa´n´ı zpozˇdeˇn´ı a jednosmeˇrne´ zpozˇdeˇn´ı, cozˇ aplikace spusˇteˇne´ z jedne´ stanice
neumozˇnˇuj´ı. Po cele´m sveˇteˇ je rozmı´steˇno okolo dvou set teˇchto zarˇ´ızen´ı, data z nich
je mozˇne´ si zobrazit na webovy´ch stra´nka´ch a prˇ´ıpadneˇ si nechat vygenerovat grafy.
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Pro cˇasovou synchronizaci vsˇech Test box˚u se pouzˇ´ıva´ signa´lu GPS, ktery´ za´rovenˇ
slouzˇ´ı k urcˇen´ı polohy Test boxu. Statisticka´ chyba zarˇ´ızen´ı je 10 µs [18].
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4 MEˇRˇENI´ ZPOZˇDEˇNI´ V REA´LNE´ SI´TI
K oveˇrˇen´ı popsany´ch teoreticky´ch vlastnost´ı IP s´ıt´ı jsem provedl neˇkolik r˚uzny´ch
meˇrˇen´ı zpozˇdeˇn´ı v rea´lne´ s´ıti. Zvolil jsem nejveˇtsˇ´ı sveˇtovou s´ıt’ Internet, ale prˇeva´zˇna´
veˇtsˇina meˇrˇen´ı prob´ıhala v s´ıti patrˇ´ıc´ı sdruzˇen´ı Cesnet.
4.1 S´ıt’ sdruzˇen´ı Cesnet
Vysoke´ sˇkoly a Akademie veˇd CˇR zalozˇili v roce 1996 sdruzˇen´ı Cesnet, jehozˇ
c´ılem je rozvoj pa´terˇn´ı akademicke´ s´ıteˇ. S´ıt’ nese na´zev CESNET2 a je financˇneˇ pod-
porova´na z cˇlensky´ch prˇ´ıspeˇvk˚u a grant˚u. CESNET2 propojuje univerzitn´ı meˇsta
vysokorychlostn´ımi datovy´mi okruhy, topologie s´ıteˇ je slozˇena z kruh˚u procha´zej´ıc´ıch
omezeny´m pocˇtem meˇst. Pa´terˇ s´ıteˇ tvorˇ´ı opticky´ prˇenosovy´ syste´m na neˇmzˇ je
nasazeno DWDM (Dense Wavelength Division Multiplexing) a na trˇet´ı vrstveˇ je
IP/MPLS (Multiprotocol Label Switching).
CESNET2 vytva´rˇ´ı vlastn´ı autonomn´ı syste´m cˇ´ıslo 2852 a je v peeringovy´ch uz-
lech propojen s jiny´mi autonomn´ımi syste´my. Cesnet je cˇlenem evropske´ho konsorcia
Ge´ant vytva´rˇej´ıc´ı evropskou akademickou s´ıt’, proto je s´ıt’ propojena s akademicky´mi
s´ıteˇmi okoln´ıch sta´t˚u. Cela´ s´ıt’ CESNET2 je bohateˇ dokumentovana´ a je mozˇne´ zjis-
tit mnoho informac´ı o topologii s´ıteˇ i parametrech jednotlivy´ch linek. Pro moji dalˇs´ı
potrˇebu jsem v dokumentaci vyhledal de´lky opticky´ch kabel˚u mezi jednotlivy´mi
meˇsty. Vzda´lenosti v kilometrech jsem zapracoval do mapy topologie s´ıteˇ CESN-
TET2 (obra´zek 4.1) a take´ pouzˇil v dalˇs´ıch meˇrˇen´ıch [29].
4.2 Zp˚usob meˇrˇen´ı
C´ılem meˇrˇen´ı bylo zjistit co nejprˇesneˇji hodnotu zpozˇdeˇn´ı mezi Brnem a ostatn´ımi
meˇsty v s´ıti CESNET2, ale take´ dalˇs´ımi mı´sty nejen v Cˇeske´ republice. Protozˇe ne-
bylo mozˇne´ ovla´dat vzda´lenou stanici, ke ktere´ bylo meˇrˇeno zpozˇdeˇn´ı, bylo nutne´
meˇrˇit hodnotu obousmeˇrne´ho zpozˇdeˇn´ı (RTT). Toto jsem meˇrˇil programem Ping
pomoc´ı ICMP dotaz˚u (Echo Request) na vzda´lenou stranu.
K podrobneˇjˇs´ımu zkouma´n´ı trasy je dobre´ zna´t pocˇet mezilehly´ch zarˇ´ızen´ı a jejich
umı´steˇn´ı. Na to jsem pouzˇil programy pro zjiˇst’ova´n´ı trasy.
4.2.1 Konfigurace a zp˚usob prˇipojen´ı meˇrˇ´ıc´ıho pocˇ´ıtacˇe
Meˇrˇen´ı jsem provedl z notebooku (procesor Intel Core Duo 1,7 GHz, RAM
2048 MB, s´ıt’ova´ karta 10/100 Mbit/s) s operacˇn´ım syste´mem Ubuntu 9.10. Pocˇ´ıtacˇ
byl prˇipojen UTP kabelem v area´love´ knihovneˇ FEKT na Purkynˇoveˇ 118 v Brneˇ.
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Obr. 4.1: De´lka opticky´ch kabel˚u mezi jednotlivy´mi meˇsty v s´ıti CESNET2 (v Km).
Meˇrˇen´ı probeˇhla sedmkra´t v r˚uzny´ch pracovn´ıch dnech a hodina´ch. Prˇi kazˇde´m
meˇrˇen´ı jsem pouzˇil prˇedprˇipravene´ bash skripty. Tyto skripty obsahovaly pole ad-
res vzda´leny´ch uzl˚u a prˇ´ıkazy, ktere´ se sekvencˇneˇ prova´deˇly pro kazˇdou adresu a
vy´sledky zapisovaly do souboru. Pouzˇite´ skripty je mozˇne´ naj´ıt na prˇilozˇene´m CD.
Ve skriptech je spousˇteˇn program Ping, ktery´m byla zjiˇsteˇna doby odezvy. Vzˇdy
bylo odesla´no minima´lneˇ 20 dotaz˚u Echo Request a z vy´sledk˚u teˇchto meˇrˇen´ı byla
pouzˇita nejnizˇsˇ´ı hodnota. Ke zjiˇsteˇn´ı trasy jsem pouzˇil program Traceroute, ktery´
vypsal pocˇet skok˚u k c´ılove´ adrese. Protozˇe v neˇktery´ch prˇ´ıpadech vy´choz´ı nastaven´ı
tohoto programu (zpra´vy UDP) neda´valo vhodne´ vy´sledky, bylo vyuzˇito i jiny´ch typ˚u
zpra´v (ICMP a TCP) a take´ programu Traceroute-nanog.
4.3 Meˇrˇen´ı zpozˇdeˇn´ı k uzˇivatel˚um s´ıteˇ CESNET2
Pro vy´znamna´ univerzitn´ı meˇsta v Cˇeske´ republice jsem zmeˇrˇil dobu odezvy mezi
Brnem a t´ımto meˇstem. Jako adresy vzda´leny´ch stanic jsem pouzˇil webove´ adresy
organizac´ı prˇipojeny´ch k s´ıti CESNET2. Pokud tyto adresy nereagovali na Ping
vyhledal jsem adresu jine´ho vnitrˇn´ıho serveru, ktery´ na ICMP dotazy odpov´ıdal. V
prˇ´ıpadeˇ opakovane´ho neu´speˇchu jsem vybral jinou organizaci ve stejne´m meˇsteˇ, v
prˇ´ıpadeˇ male´ho vy´znamu meˇsta jsem jej vynechal. Pro dveˇ organizace jsem zjistil, zˇe
webove´ stra´nky organizace se nenacha´zej´ı v s´ıti CESNET2, a proto jsem je z meˇrˇen´ı
vyloucˇil.
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Zmeˇrˇene´ hodnoty obousmeˇrne´ho zpozˇdeˇn´ı tRTT a pocˇet skok˚u n jsou pro kazˇdou
dostupnou organizaci v dane´m meˇsteˇ uvedeny v tabulce 4.1. Velikost jednosmeˇrne´ho
zpozˇdeˇn´ı t byla z´ıska´na rozp˚ulen´ım hodnoty obousmeˇrne´ho zpozˇdeˇn´ı (viz rovnice
4.1). V prˇ´ıpadeˇ nesymetricke´ho zpozˇdeˇn´ı mu˚zˇe by´t skutecˇna´ hodnota jednosmeˇrne´ho






Pro adresy vzda´leny´ch stanic, ktere´ reaguj´ı na ICMP zpra´vy nebyl proble´m
zmeˇrˇit dobu obousmeˇrne´ho zpozˇdeˇn´ı. Jak je uvedeno vy´sˇe, meˇrˇen´ı byla provedena
neˇkolikra´t, z d˚uvodu zjiˇsteˇn´ı minima´ln´ıho zpozˇdeˇn´ı mezi stanicemi. Minima´ln´ı
zpozˇdeˇn´ı bylo pouzˇito kv˚uli eliminaci zpozˇdeˇn´ı vznikle´ho zat´ızˇen´ım prˇenosovy´ch
prvk˚u. Pravdeˇpodobneˇ toto tato chyba nebyla u´plneˇ eliminova´na, protozˇe meˇrˇen´ı
prob´ıhala beˇhem pracovn´ıho dne, kdy jsou linky a uzly hodneˇ zat´ızˇene´. Doufejme
ale, zˇe hlavn´ı vy´kyvy byly ve vy´sledc´ıch potlacˇeny.
4.3.1 Vy´pocˇet doby zpozˇdeˇn´ı na jeden skok
Dobu zpozˇdeˇn´ı pro jeden prvek na trase je teˇzˇke´ teoreticky urcˇit, protozˇe je
za´visla´ na mnoha nejasneˇ definovatelny´ch parametrech. Kazˇde´ mezilehle´ zarˇ´ızen´ı
je jine´ho typu a vy´robce, proto nen´ı zna´ma´ obecneˇ platna´ velikost latence. Dalˇs´ım
proble´mem je aktua´ln´ı zat´ızˇen´ı prvk˚u a zpozˇdeˇn´ı dobou stra´venou cˇeka´n´ım ve fronteˇ.
A v neposledn´ı rˇadeˇ tuto neurcˇitost zvysˇuje nezna´my´ pocˇet nezjiˇsteˇny´ch zarˇ´ızen´ı –
pracuj´ıc´ıch na prvn´ı a druhe´ vrstveˇ OSI modelu. Tato zarˇ´ızen´ı nejsou zahrnuta v
zjiˇsteˇne´m pocˇtu skok˚u n.
C´ılem tohoto meˇrˇen´ı a na´sledne´ho vy´pocˇtu bylo urcˇit obecneˇ platnou (obvyklou)
hodnotu latence pro jeden skok. Jak je napsa´no vy´sˇe, do hodnoty tohoto zpozˇdeˇn´ı
je zapocˇ´ıta´na i latence prˇ´ıpadny´ch prˇep´ınacˇ˚u, rozbocˇovacˇ˚u a zesilovacˇ˚u.
K vy´pocˇtu byla pouzˇita zna´ma´ de´lka opticke´ho kabelu mezi meˇsty lskut (obra´zek
4.1), konstanta zpozˇdeˇn´ı dobou sˇ´ıˇren´ı signa´lu crs=5,13 ns/Km, pocˇet skok˚u n a
samozrˇejmeˇ zmeˇrˇena´ doba jednosmeˇrne´ho zpozˇdeˇn´ı t. Zanedba´na byla de´lka kabel˚u
v s´ıti vy´choz´ıho a c´ılove´ho meˇsta a doba zpracova´n´ı informace vzda´lenou stanic´ı.
Nejprve byla vypocˇ´ıta´na pr˚umeˇrna´ doba zpozˇdeˇn´ı na jeden skok tMZ pro kazˇde´
meˇrˇen´ı zvla´sˇt’. Od doby jednosmeˇrne´ho zpozˇdeˇn´ı t je odecˇten skutecˇny´ pocˇet kilo-
metr˚u lskut vyna´sobeny´ konstantou pro dobu sˇ´ıˇren´ı signa´lu opticky´m kabelem crs, to
vsˇe je podeˇleno pocˇtem mezilehly´ch zarˇ´ızen´ı (pocˇet skok˚u n zmensˇeny´ o jedna). Pro
kazˇde´ meˇsto tedy byla za pouzˇit´ı rovnice 4.2 vypocˇ´ıta´na hodnota idea´ln´ıho zpozˇdeˇn´ı
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lskut tRTT n t tMZ
meˇsto dome´nove´ jme´no [km] [ms] [-] [ms] [ms]
Olomouc – KMO www.ok-olomouc.cz 112,4 3,045 6 1,523 0,189
Olomouc – UPOL www.upol.cz 112,4 4,540 8 2,270 0,242
Olomouc – VKOL www.vkol.cz 112,4 3,043 8 1,522 0,135
Zl´ın www.utb.cz 128,4 2,009 5 1,005 0,086
Jihlava www.vspj.cz 155,7 2,769 8 1,385 0,084
Ostrava – VSˇB vpn.vsb.cz 235,0 3,125 5 1,563 0,089
Ostrava – OU www.osu.cz 235,0 3,542 6 1,771 0,113
Ostrava – SVKOS www.svkos.cz 235,0 3,795 7 1,898 0,115
Jindˇrichu˚v Hradec www.fm.vse.cz 245,0 4,664 7 2,332 0,179
Cˇeska´ Trˇebova´ ct.upce.cz 267,9 5,888 5 2,944 0,392
Opava www.slu.cz 281,7 3,762 7 1,881 0,073
Karvina´ elearning.opf.slu.cz 289,4 4,053 7 2,027 0,090
Praha – VSˇCHT vpn.vscht.cz 308,9 4,165 8 2,083 0,071
Praha – AMU www.amu.cz 308,9 4,150 10 2,075 0,054
Praha – AVU www.avu.cz 308,9 4,401 10 2,201 0,068
Praha – AV www.cas.cz 308,9 4,289 10 2,145 0,062
Praha – CˇVUT www.cvut.cz 308,9 4,148 7 2,074 0,082
Praha – CˇZU www.czu.cz 308,9 5,726 7 2,863 0,213
Praha – UK supercomp.ruk.cuni.cz 308,9 4,189 8 2,095 0,073
Praha – VSˇE www.vse.cz 308,9 4,921 12 2,461 0,080
Hradec Kra´love´ – UK www.faf.cuni.cz 309,4 6,309 6 3,155 0,313
Hradec Kra´love´ – KHK www.knihovna.hk 309,4 6,223 7 3,112 0,254
Cˇeske´ Budeˇjovice – CˇBVK www.cbvk.cz 311,4 4,161 5 2,081 0,121
Cˇeske´ Budeˇjovice – JCˇU www.jcu.cz 311,4 3,865 6 1,933 0,067
Cˇeske´ Budeˇjovice – VSˇERS www.vsers.cz 311,4 3,925 5 1,963 0,091
Pardubice www.upce.cz 339,4 5,933 5 2,967 0,306
Liberec www.vslib.cz 437,6 6,540 6 3,270 0,205
Plzenˇ – FN www.fnplzen.cz 445,6 6,010 8 3,005 0,103
Plzenˇ – UK www.lfp.cuni.cz 445,6 5,892 7 2,946 0,110
Plzenˇ – ZCˇU www.zcu.cz 445,6 5,767 7 2,884 0,100
U´st´ı nad Labem – SVKUL www.svkul.cz 458,9 5,673 6 2,837 0,096
U´st´ı nad Labem – UJEP www.ujep.cz 458,9 5,277 6 2,639 0,057
Deˇcˇ´ın www.dc.fd.cvut.cz 492,9 5,644 6 2,822 0,059
Most www.most.ujep.cz 526,5 6,301 7 3,151 0,075





Tab. 4.1: Tabulka zmeˇrˇene´ho zpozˇdeˇn´ı a pocˇtu skok˚u k dane´ adrese.
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na jedno mezilehle´ zarˇ´ızen´ı. Ze souboru vy´sledk˚u byl vypocˇ´ıta´n pr˚umeˇr, media´n,
minimum a maximum. Z teˇchto informac´ı jsem zvolil rozmez´ı 0,065 ms azˇ 0,140 ms,
jako vstupn´ı hodnoty k dalˇs´ımu vy´pocˇtu velikosti zpozˇdeˇn´ı na jeden skok.
tMZ =
t− lskut · crs
n− 1 . (4.2)
Pro 15 hodnot zpozˇdeˇn´ı ve zvolene´m rozsahu byla pro kazˇde´ meˇrˇen´ı vypocˇ´ıta´na
relativn´ı chyba δ vypocˇ´ıtane´ vzda´lenosti. Vy´sledky teˇchto vy´pocˇt˚u najdete v prˇ´ıloze
v tabulka´ch A.1, A.2. Vy´pocˇet relativn´ı chyby δ je proveden pomoc´ı vztahu 4.3, kdy
je absolutn´ı hodnota rozd´ılu vypocˇ´ıtane´ lvypoc a skutecˇne´ vzda´lenosti lskut podeˇlena
vzda´lenost´ı skutecˇnou. Vypocˇ´ıtana´ vzda´lenost je z´ıska´na dle vztahu 4.4 pro aktua´ln´ı
meˇsto a hodnotu zpozˇdeˇn´ı na jedno mezilehle´ zarˇ´ızen´ı tMZ (plat´ı vzˇdy pro cely´
sloupec).
Pro kazˇdy´ sloupec je na´sledneˇ spocˇ´ıta´n pr˚umeˇr a media´n relativn´ıch chyb. Pr˚umeˇry
a media´ny jsou vyneseny do jednoho grafu 4.2 v za´vislosti na hodnoteˇ zpozˇdeˇn´ı pro
mezilehla´ zarˇ´ızen´ı. Pro zjiˇsteˇn´ı idea´ln´ı pr˚umeˇrne´, nebo strˇedn´ı hodnoty latence na
jeden skok mu˚zˇeme z grafu odecˇ´ıst mı´sto, kde je krˇivka nejbl´ızˇe ose x. Pro pr˚umeˇrnou
hodnotu relativn´ı chyby je tato hodnota prˇiblizˇneˇ 0,095 ms a pro media´n relativn´ıch





Obr. 4.2: Graf pr˚umeˇr˚u a media´n˚u prˇesnost´ı pro r˚uzne´ doby zpozˇdeˇn´ı na jedno me-
zilehle´ zarˇ´ızen´ı, pro r˚uzne´ organizace ze sdruzˇen´ı Cesnet.
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4.3.2 Vy´pocˇet de´lky trasy kabelu z nameˇrˇeny´ch hodnot
Zjiˇsteˇna´ doba zpozˇdeˇn´ı na jedno mezilehle´ zarˇ´ızen´ı (minimum pro media´n) tMZ =
0, 085 ms poslouzˇila take´ ke zpeˇtne´mu vy´pocˇtu de´lky trasy kabelu. Tento vy´pocˇet
(pokud zna´me charakteristickou dobu zpozˇdeˇn´ı na jeden prvek pro danou s´ıt’) nen´ı
obt´ızˇny´ a lze jej vyuzˇ´ıt naprˇ´ıklad prˇi zjiˇst’ova´n´ı fyzicke´ pozice stanice v s´ıti.
Dle rovnice 4.4 se odecˇte od zmeˇrˇene´ho jednosmeˇrne´ho zpozˇdeˇn´ı t doba zpozˇdeˇn´ı
na jedno mezilehle´ zarˇ´ızen´ı tMZ vyna´sobena´ pocˇtem stanic mezi koncovy´mi zarˇ´ızen´ımi
(n − 1). Tento vy´pocˇet je na´sledneˇ vydeˇlen konstantou doby zpozˇdeˇn´ı na jeden
kilometr opticke´ho kabelu crs. Nejlepsˇ´ıch vy´sledk˚u dosa´hneme opeˇt s minima´ln´ı
zmeˇrˇenou hodnotou zpozˇdeˇn´ı, kdy jsou eliminova´ny vesˇkere´ stochasticke´ zdroje
zpozˇdeˇn´ı.
Vypocˇtene´ hodnoty najdeme v tabulce 4.2 a za´rovenˇ jsou spolu se skutecˇnou
de´lkou kabel˚u lskut vyneseny do grafu 4.3, ktery´ slouzˇ´ı k porovna´n´ı prˇesnosti. Dalˇs´ı
sloupec v tabulce 4.2 obsahuje relativn´ı chybu meˇrˇen´ı δ, vypocˇ´ıtanou dle vztahu
4.3. Jednotlive´ relativn´ı chyby pro kazˇde´ meˇrˇen´ı jsou vyneseny do grafu 4.4. Na
konci tabulky jsou uvedeny neˇktere´ statisticke´ hodnoty (pr˚umeˇr, media´n, minimum,
maximum a smeˇrodatna´ odchylka) pro soubor vypocˇteny´ch relativn´ıch chyb, postup
vy´pocˇtu statisticky´ch dat naprˇ´ıklad dle [33].
lvypoc =
t− (n− 1) · tMZ
crs
. (4.4)
Obr. 4.3: Graf vypocˇ´ıtane´ a skutecˇne´ de´lky cesty, pro organizace ze sdruzˇen´ı Cesnet.
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Obr. 4.4: Graf relativn´ı chyby vypocˇ´ıtane´ vzda´lenosti, pro organizace ze sdruzˇen´ı
Cesnet.
4.3.3 Srovna´n´ı skutecˇne´ de´lky kabelu s prˇ´ımou vzda´lenost´ı
mezi meˇsty
Cˇasto je vhodne´ zna´t prˇiblizˇnou de´lku kabelu mezi stanicemi a pokud zna´me




. V posledn´ım sloupci tabulky 4.2 je tento pomeˇr uveden. Na posledn´ıch
rˇa´dc´ıch tabulky jsou ony statisticke´ hodnoty, ze ktery´ch by bylo mozˇne´ vycha´zet,
idea´ln´ı by vsˇak byl veˇtsˇ´ı pocˇet hodnot. Pr˚umeˇr, media´n a smeˇrodatna´ odchylka
byly pocˇ´ıta´ny pro jednotliva´ meˇsta, nebot’ v´ıcena´sobne´ zapocˇ´ıta´n´ı jednoho meˇsta
mu˚zˇe ovlivnit vy´sledky. Obecneˇ vzato vy´sledky rˇ´ıkaj´ı, zˇe v prˇ´ıpadeˇ s´ıteˇ podobne´ s´ıti
CESNET2 (jeden autonomn´ı syste´m, topologie v´ıce propojeny´ch kruh˚u) je skutecˇna´
de´lka kabelu dvojna´sobna´ oproti prˇ´ıme´ vzda´lenosti.
4.4 Meˇrˇen´ı doby odezvy k prvn´ım uzlu v meˇsteˇ
Toto meˇrˇen´ı bylo provedeno s c´ılem zprˇesnit prˇedchoz´ı meˇrˇen´ı. Vzˇdy byl vybra´n
prvn´ı prvn´ı s´ıt’ovy´ prvek, ktery´ se nacha´zel jizˇ v c´ılove´m meˇsteˇ. T´ım bylo z meˇrˇen´ı vy-
loucˇeno neˇkolik koncovy´ch uzl˚u a linek, nacha´zej´ıc´ıch se ve stejne´m meˇsteˇ a za´rovenˇ
eliminova´no zpozˇdeˇn´ı v mı´stn´ı s´ıti vzda´lene´ho meˇsta.
Adresy vzda´leny´ch uzl˚u byly z´ıska´ny z vy´pisu programu˚ Traceroute a Traceroute-
nanog, vygenerovane´ prˇi prˇedchoz´ım meˇrˇen´ı v kapitole 4.3 a ulozˇene´ na prˇilozˇene´m
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CD. V prˇ´ıpadeˇ, zˇe prvn´ım uzlem v dane´m meˇsteˇ byla dome´na neˇktere´ organizace,
je zpozˇdeˇn´ı meˇrˇeno prˇ´ımo k n´ı (na´zev organizace je oddeˇlen pomlcˇkou od na´zvu
meˇsta). Zp˚usob meˇrˇen´ı je opeˇt shodny´ s kapitolou 4.3. Zmeˇrˇena´ tRTT oznacˇuje dobu
obousmeˇrne´ho zpozˇdeˇn´ı k c´ıli, k vy´pocˇt˚um je ale pouzˇita hodnota zpozˇdeˇn´ı jed-
nosmeˇrne´ho t, vypocˇ´ıtana´ dle 4.1. Pocˇet skok˚u k c´ıli n je zjiˇsteˇn pomoc´ı programu˚
na urcˇova´n´ı trasy, skutecˇna´ de´lka cesty lskut je z´ıska´na secˇten´ım nejkratsˇ´ı mozˇne´
cesty z Brna do prˇ´ıslusˇne´ho meˇst z mapy na obra´zku 3.1. Idea´ln´ı zpozˇdeˇn´ı pro jednu
stanici tMZ je vypocˇ´ıta´no podle vztahu 4.2. Pro soubor latenc´ı mezilehly´ch zarˇ´ızen´ı
byl vypocˇ´ıta´n pr˚umeˇr, media´n, minimum a maximum, z teˇchto hodnot bylo zvoleno
rozmez´ı 0,08 – 0,155 ms pro dalˇs´ı vy´pocˇet idea´ln´ıho zpozˇdeˇn´ı na jeden skok.
4.4.1 Vy´pocˇet doby zpozˇdeˇn´ı na jeden skok
Doba zpozˇdeˇn´ı pro jeden prvek (jeden skok) je vypocˇ´ıta´na stejny´m zp˚usobem
jako v kapitole 4.3.1, znacˇen´ı z˚usta´va´ stejne´ – skutecˇna´ de´lka opticke´ho kabelu mezi
meˇsty lskut, konstanta zpozˇdeˇn´ı dobou sˇ´ıˇren´ı signa´lu crs = 5, 13 ns/Km, pocˇet skok˚u
n a jednosmeˇrne´ zpozˇdeˇn´ı t. Vypocˇ´ıtane´ relativn´ı chyby pro jednotlive´ c´ılove´ stanice
a celkem 16 hodnot zpozˇdeˇn´ı pro jedno mezilehle´ zarˇ´ızen´ı tMZ byly z´ıska´ny pomoc´ı
vztah˚u 4.3 a 4.2. Vy´sledky jsou uvedeny v prˇ´ıloze v tabulka´ch A.3 a A.4. Pro kazˇde´
zpozˇdeˇn´ı na jedno mezilehle´ zarˇ´ızen´ı je vypocˇ´ıta´n pr˚umeˇr a media´n relativn´ı chyby
cele´ho souboru meˇrˇen´ı.
Pr˚umeˇr a media´n jsou opeˇt vyneseny do grafu (obra´zek 4.5). Nejnizˇsˇ´ı hodnota
relativn´ı chyby pro jednotlive´ krˇivky odecˇtena´ z grafu mu˚zˇe by´t povazˇova´na za
idea´ln´ı hodnotu zpozˇdeˇn´ı na jedno mezilehle´ zarˇ´ızen´ı. Pro graf pr˚umeˇru relativn´ı
chyby jsem odecˇetl 0,120 ms, krˇivka media´nu naby´vala minima v 0,100 ms.
4.4.2 Vy´pocˇet de´lky trasy kabelu z nameˇrˇeny´ch hodnot
C´ılem dalˇs´ıho vy´pocˇtu (stejneˇ jako v kapitole 4.3.2) je zjistit s jakou prˇesnost´ı je
mozˇne´ spocˇ´ıtat fyzickou de´lku trasy ze znalosti jednosmeˇrne´ho zpozˇdeˇn´ı t a pocˇtu
skok˚u n. K vy´pocˇtu je pozˇita rovnice 4.4, kde jsou nav´ıc dosazeny konstanty rychlosti
sˇ´ıˇren´ı signa´lu crs a doby zpozˇdeˇn´ı na jedno mezilehle´ zarˇ´ızen´ı tMZ. Doba zpozˇdeˇn´ı na
jedno mezilehle´ zarˇ´ızen´ı je pro tento vy´pocˇet zvolena 0,100 ms, dle vy´sledk˚u meˇrˇen´ı
z prˇedchoz´ı kapitoly. Pro kvalitativn´ı srovna´n´ı vy´sledk˚u je za´rovenˇ za pomoci zna´me´
hodnoty skutecˇne´ de´lky kabel˚u lskut vypocˇtena relativn´ı chyba meˇrˇen´ı δ.
Vy´sledky vy´pocˇtu jsou uvedeny v tabulce 4.3 a pro jednotliva´ meˇrˇen´ı je do
grafu (obra´zek 4.6) vyneseno srovna´n´ı skutecˇne´ a vypocˇ´ıtane´ vzda´lenosti. Dalˇs´ı graf
(obra´zek 4.7) zobrazuje relativn´ı chyby pro jednotliva´ meˇrˇen´ı. Posledn´ıch peˇt rˇa´dk˚u
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Obr. 4.5: Graf pr˚umeˇr˚u a media´n˚u prˇesnost´ı pro r˚uzne´ doby zpozˇdeˇn´ı na jedno me-
zilehle´ zarˇ´ızen´ı, pro prvn´ı prvek s´ıteˇ na vzda´lene´m mı´steˇ.
tabulky obsahuje statisticke´ hodnoty relativn´ıch chyb (pr˚umeˇr, media´n, minimum,
maximum a smeˇrodatnou odchylku).
Obr. 4.6: Graf vypocˇ´ıtane´ a skutecˇne´ de´lky cesty, pro prvn´ı prvky s´ıteˇ v r˚uzny´ch
meˇstech s´ıteˇ CESNET2.
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Obr. 4.7: Graf prˇesnosti vypocˇ´ıtane´ vzda´lenosti, pro prvn´ı prvky s´ıteˇ v r˚uzny´ch
meˇstech s´ıteˇ CESNET2.
4.5 Aplikace vy´sledk˚u meˇrˇen´ı na uzly v s´ıti Inter-
net
Posledn´ı meˇrˇen´ı zpozˇdeˇn´ı jsem provedl pro vybrane´ university rozmı´steˇne´ po
cele´m sveˇteˇ. V tabulce 4.4 je uvedeno zmeˇrˇene´ zpozˇdeˇn´ı a pocˇet skok˚u stejneˇ,
jako tomu bylo v prˇedchoz´ıch kapitola´ch. Z nameˇrˇeny´ch hodnot je dle rovnice 4.3
vypocˇ´ıtana´ pravdeˇpodobna´ fyzicka´ vzda´lenost mezi Brnem a prˇ´ıslusˇny´m meˇstem.
Da´le je tato hodnota porovna´na s de´lkou prˇ´ıme´ vzda´lenosti mezi meˇsty a je vypocˇ´ıta´n
pomeˇr teˇchto vzda´lenost´ı ( lvypoc
lprima
). Pr˚umeˇrny´ pomeˇr mezi vypocˇ´ıtanou a prˇ´ımou
vzda´lenostmi je 2,61 a media´n je roven 2,47. Dle toho mu˚zˇeme vyslovit obecne´
tvrzen´ı, zˇe skutecˇna´ de´lka kabelu je prˇiblizˇneˇ 2,5 kra´t veˇtsˇ´ı nezˇ prˇ´ıma´ vzda´lenost
mezi mı´sty.
Kontrola meˇrˇen´ı je provedena pomoc´ı vy´pocˇtu relativn´ı chyby (dle vztahu 4.3)
pro meˇsta se zna´mou skutecˇnou vzda´lenost´ı (viz obra´zek 3.1) – Bratislavu a Vı´denˇ.
Relativn´ı odchylka zmeˇrˇene´ vzda´lenosti se od skutecˇne´ liˇsila o 25 %. Pravdeˇpodobneˇ
bude tato odchylka pro ostatn´ı meˇsta jina´, ale bez znalosti prˇesne´ vzda´lenosti o tom
nelze rozhodnout.
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lskut lvypoc lprima δ
lprima
lskut
meˇsto [km] [km] [km] [-] [-]
Olomouc – KMO 112,4 213,9 64 0,903 1,76
Olomouc – UPOL 112,4 326,5 64 1,905 1,76
Olomouc – VKOL 112,4 180,6 64 0,607 1,76
Zl´ın 128,4 129,5 77 0,009 1,67
Jihlava 155,7 153,9 78 0,012 2,00
Ostrava – VSˇB 235,0 238,3 141 0,014 1,67
Ostrava – OU 235,0 262,4 141 0,117 1,67
Ostrava – SVKOS 235,0 270,5 141 0,151 1,67
Jindˇrichu˚v Hradec 245,0 355,2 117 0,450 2,09
Cˇeska´ Trˇebova´ 267,9 507,6 80 0,895 3,35
Opava 281,7 267,3 124 0,051 2,27
Karvina´ 289,4 295,6 157 0,021 1,84
Praha – VSˇCHT 308,9 290,0 187 0,061 1,65
Praha – AMU 308,9 255,4 187 0,173 1,65
Praha – AVU 308,9 279,8 187 0,094 1,65
Praha – AV 308,9 268,9 187 0,129 1,65
Praha – CˇVUT 308,9 304,9 187 0,013 1,65
Praha – CˇZU 308,9 458,7 187 0,485 1,65
Praha – UK 308,9 292,3 187 0,054 1,65
Praha – VSˇE 308,9 297,4 187 0,037 1,65
Hradec Kra´love´ – UK 309,4 532,1 126 0,720 2,46
Hradec Kra´love´ – KHK 309,4 507,1 126 0,639 2,46
Cˇeske´ Budeˇjovice – CˇBVK 311,4 339,3 158 0,090 1,97
Cˇeske´ Budeˇjovice – JCˇU 311,4 293,9 158 0,056 1,97
Cˇeske´ Budeˇjovice – VSˇERS 311,4 316,3 158 0,016 1,97
Pardubice 339,4 512,0 112 0,509 3,03
Liberec 437,6 554,6 208 0,267 2,10
Plzenˇ – FN 445,6 469,8 242 0,054 1,84
Plzenˇ – UK 445,6 474,9 242 0,066 1,84
Plzenˇ – ZCˇU 445,6 462,7 242 0,038 1,84
U´st´ı nad Labem – SVKUL 458,9 470,1 247 0,024 1,86
U´st´ı nad Labem – UJEP 458,9 431,5 247 0,060 1,86
Deˇcˇ´ın 492,9 467,3 246 0,052 2,00
Most 526,5 514,7 258 0,022 2,04





smeˇrodatna´ odchylka: 0,392 0,46
Tab. 4.2: Tabulka obsahuj´ıc´ı skutecˇnou, prˇ´ımou hodnotu vzda´lenosti k meˇst˚um v
s´ıti CESNET2 a jejich srovna´n´ı.
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lskut tRTT n t tMZ lvypoc δ
meˇsto adresa stanice [Km] [ms] [-] [ms] [ms] [Km] [-]
Olomouc 195.113.157.162 112,4 2,901 6 1,451 0,146 165,8 0,465
Zl´ın – UTB 195.178.88.67 128,4 2,177 5 1,089 0,086 114,7 0,116
Jihlava 195.113.179.118 155,7 2,964 5 1,482 0,137 191,4 0,222
Ostrava 195.113.113.202 235,0 3,568 5 1,784 0,116 250,3 0,060
Ostrava – VSˇB 195.113.113.70 235,0 3,200 5 1,600 0,079 214,4 0,093
Ostrava – OSU 195.113.124.150 235,0 6,049 5 3,025 0,364 492,1 1,089
Jindˇrichu˚v Hradec 195.178.64.90 245,0 5,114 5 2,557 0,260 401,0 0,632
Cˇ. Trˇebova´ – UPCE 195.113.124.150 267,9 5,937 5 2,969 0,319 481,2 0,792
Opava 195.113.156.146 281,7 4,074 5 2,037 0,118 299,6 0,059
Karvina´ 195.113.156.150 289,4 4,321 5 2,161 0,135 323,7 0,114
Praha – Zikova 195.113.69.53 308,9 4,135 5 2,068 0,097 305,6 0,015
Praha – CVUT 195.113.144.174 308,9 4,182 5 2,091 0,101 310,1 0,000
Hradec Kralove´ 195.113.115.98 309,4 6,151 5 3,076 0,298 502,0 0,619
Cˇeske´ Budeˇjovice 195.113.156.142 311,4 3,935 5 1,968 0,074 286,1 0,085
Cˇ. Budeˇjovice – VSˇERS 195.113.220.241 311,4 3,915 5 1,958 0,072 284,1 0,091
Cˇ. Budeˇjovice – CBVK 195.113.145.10 311,4 4,155 5 2,078 0,096 307,5 0,016
Pardubice – UPCE 195.113.124.150 339,4 6,051 5 3,026 0,257 492,3 0,447
Liberec 147.230.250.50 437,6 6,658 5 3,329 0,217 551,5 0,258
Plzenˇ 147.228.200.1 445,6 6,050 5 3,025 0,148 492,2 0,102
U´st´ı nad Labem 195.113.197.228 458,9 5,408 8 2,704 0,044 371,2 0,194
Deˇcˇ´ın 195.113.144.218 492,9 6,144 5 3,072 0,109 501,4 0,015
Most 195.113.144.98 526,5 6,070 5 3,035 0,067 494,2 0,064






Tab. 4.3: Tabulka nameˇrˇeny´ch a vypocˇteny´ch hodnot zpozˇdeˇn´ı a vzda´lenost´ı pro
prvn´ı s´ıt’ovy´ prvek v r˚uzny´ch mı´stech s´ıteˇ CESNET2.
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meˇsto jme´no [km] [ms] [-] [ms] [km] [-] [km] [-]
V´ıdenˇ www.univie.ac.at 110 2,92 8 1,46 169 1,54 224 0,246
Bratislava www.vsvu.sk 121 2,39 6 1,20 150 1,24 200 0,248
Kosˇice www.tuke.sk 344 7,65 9 3,82 613 1,78
Berl´ın www.tu-berlin.de 434 26,56 11 13,28 2423 5,58
Varˇsava www.pw.edu.pl 459 16,89 11 8,45 1481 3,23
Stockholm www.su.se 1133 35,57 12 17,79 3285 2,90
Ate´ny www.uoa.gr 1372 43,27 11 21,63 4051 2,95
Moskva www.msu.ru 1592 62,87 18 31,43 5846 3,67
Madrid www.suffolk.es 1870 64,77 15 32,38 6081 3,25
New York library.nyu.edu 6765 103,50 26 51,75 9673 1,43
Los Angeles www.ucla.edu 9752 178,84 17 89,42 17165 1,76





Tab. 4.4: Nameˇrˇene´ hodnoty zpozˇdeˇn´ı, pocˇtu skok˚u, prˇ´ıme´ a vypocˇ´ıtane´ vzda´lenosti
pro r˚uzneˇ vzda´lena´ mı´st˚um po cele´m sveˇte.
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5 SIMULACE PRˇENOSOVE´HO SYSTE´MU
Testova´n´ı rozsa´hly´ch pocˇ´ıtacˇovy´ch s´ıt´ı v laboratorn´ım prostrˇed´ı je nemozˇne´,
proto je u´cˇinny´m pomocn´ıkem simulace. V te´to pra´ci jde o simulaci prˇenosove´ho
rˇeteˇzce od zdroje k c´ıli. C´ılem je prˇipravit simulaci rea´lne´ s´ıteˇ, prˇedevsˇ´ım z hlediska
u´cˇink˚u zpozˇdeˇn´ı na prˇenosove´ trase. K tomu je vyuzˇito simulacˇn´ıho prostrˇed´ı NS2,
awk skriptu pro zpracova´n´ı dat a programu˚ ke generova´n´ı graf˚u (xgraph a gnuplot).
5.1 Simulacˇn´ı na´stroj NS2
Network simulator druhe´ verze (NS2) je program slouzˇ´ıc´ı k simulaci r˚uzny´ch
komunikacˇn´ıch s´ıt´ı. Byl vyvinut na americke´ universiteˇ v Berkeley a je sˇ´ıˇren jako
Open Source pro operacˇn´ı syste´my Linux a Unix. Ja´dro NS2 je napsa´no v jazyce
C++, simulace a spousˇteˇn´ı uda´lost´ı je naprogramova´no objektovy´m TCL. V jazyce
TCL se take´ p´ıˇse ko´d pro simulaci.
NS2 podporuje mnoho protokol˚u, smeˇrovac´ıch syste´mu˚, typ˚u front a prˇ´ıpadne´
chybeˇj´ıc´ı mozˇnosti si mu˚zˇe uzˇivatel naprogramovat. Vsˇechny informace k programu,
prˇedevsˇ´ım popis vlastnost´ı a mozˇnosti jejich pouzˇit´ı najdeme v obsa´hle´m manua´lu
[30].
Pokud ma´me napsany´ ko´d simulace, nic nebra´n´ı jej´ımu spusˇteˇn´ı z termina´lu
pomoc´ı prˇ´ıkazu ns a na´zvu souboru s TCL ko´dem simulace.
5.1.1 Graficke´ zobrazen´ı vy´sledk˚u
Program simulace NS2 vytvorˇ´ı pouze data o simulaci, proto je nutne´ pouzˇ´ıt
jiny´ch programu˚ pro jejich graficke´ zobrazen´ı. Spusˇteˇn´ı teˇchto programu˚ mu˚zˇe by´t
definova´no prˇ´ımo v tcl skriptu tak, aby se po simulaci prˇ´ımo zobrazily vy´sledky.
Pro zpracova´n´ı dat vy´sledk˚u je mozˇne´ pouzˇit awk skript, ktery´ pro kazˇdy´ rˇa´dek
vy´stupn´ıch dat provede definovanou sekvenci operac´ı. S vy´hodou je prˇistupova´no k
oddeˇleny´m hodnota´m rˇa´dku jako k polozˇka´m v poli.
Zobrazen´ı simulace v programu NAM
Graficke´ zobrazen´ı vy´sledku simulace se prova´d´ı v komponenteˇ NS2 nazvane´
NAM (Network AniMator). K otevrˇen´ı se pozˇije prˇ´ıkaz nam, za ktery´m na´sleduje
na´zev souboru s ulozˇenou simulac´ı. Po spusˇteˇn´ı programu NAM se otevrˇe okno se
simulovanou s´ıt´ı uprostrˇed a s ovla´dac´ımi prvky na kraj´ıch.
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Program XGraph
XGraph je program ke generova´n´ı graf˚u, ktery´ je soucˇa´st´ı bal´ıku NS2. Program
doka´zˇe vygenerovat pouze 2D grafy, ale umı´ zobrazit v´ıce pr˚ubeˇh˚u do jednoho grafu.
Jeho okno obsahuje neˇkolik tlacˇ´ıtek, ktery´mi lze graf prˇibl´ızˇit, vybrat jeho cˇa´st, nebo
ulozˇit do forma´tu PostScript, PDF nebo MIF (Marker Interchange Format) [31].
Program Gnuplot
Gnuplot je volneˇ dostupny´ program pro Linux, MS Windows, OS/2 a dalˇs´ı
operacˇn´ı syste´my. Slouzˇ´ı k tvorbeˇ graf˚u matematicky´ch funkc´ı nebo vykreslen´ı su-
rovy´ch dat. Doka´zˇe vytvorˇit 2D i 3D grafy, dle nastaven´ı vykresl´ı pouze body, cˇa´ry,
plochu,. . . Vy´stupem je okno s grafem, ktery´m lze v prˇ´ıpadeˇ 3D grafu ota´cˇet. Sa-
mozrˇejmost´ı je ulozˇen´ı grafu do neˇkolika graficky´ch forma´t˚u (JPG, PDF, PNG,
PostScript, LATEX,. . . ) [32].
5.2 Simulace latence prˇep´ınacˇ˚u a smeˇrovacˇ˚u
Jedna´ se o simulaci za´vislosti doby zpozˇdeˇn´ı na pocˇtu prˇep´ınacˇ˚u a smeˇrovacˇ˚u.
Vy´sledkem simulace jsou prˇedevsˇ´ım data pro vynesen´ı teˇchto za´vislost´ı do graf˚u.
Simulace je realizova´na tcl skriptem pro NS2, ktery´ je na prˇilozˇene´m CD.
5.2.1 Zp˚usob realizace
Simulace se sesta´va´ z rˇeteˇzce uzl˚u, ktere´ prˇedstavuj´ı smeˇrovacˇe a prˇep´ınacˇe na
prˇenosove´ trase. Zpozˇdeˇn´ı ve smeˇrovacˇ´ıch a prˇep´ınacˇ´ıch je realizova´no pomoc´ı prvku
Delay Box, ktery´ umozˇnˇuje nastavit zpozˇdeˇn´ı, rychlost linky a ztra´tovost pro tento
prvek. Doba zpozˇdeˇn´ı je reprezentova´na pomoc´ı genera´toru rovnomeˇrne´ho rozlozˇen´ı
na´hodny´ch cˇ´ısel. V souboru simulace jsou v za´hlav´ı uvedeny cˇtyrˇi promeˇnne´, ktere´
umozˇnˇuj´ı definovat minima´ln´ı a maxima´ln´ı velikost zpozˇdeˇn´ı (v milisekunda´ch) pro
smeˇrovacˇe, respektive prˇep´ınacˇe. Da´le lze definovat parametry linek, ktere´ maj´ı vliv
na velikost serializacˇn´ıho zpozˇdeˇn´ı (velikost paketu a rychlost linek) a zpozˇdeˇn´ı
rychlost´ı sˇ´ıˇren´ı signa´lu. Takte´zˇ se v za´hlav´ı programu nastavuje maxima´ln´ı pocˇet
smeˇrovacˇ˚u a prˇep´ınacˇ˚u. Dle teˇchto parametr˚u je vygenerova´n simulacˇn´ı model –
naprˇ. pro trˇi smeˇrovacˇe a trˇi prˇep´ınacˇe (viz obra´zek 5.1). Nejprve jsou na trase
zarˇazeny vsˇechny smeˇrovacˇe a teprve za nimi prˇep´ınacˇe, to z d˚uvodu zjednodusˇen´ı
dalˇs´ıch vy´pocˇt˚u. Dalˇs´ı data jsou zpracova´na awk skriptem, ktery´ vypocˇ´ıta´ velikost
zpozˇdeˇn´ı pro vsˇechny kombinace uzl˚u zarˇazene´ za sebou (1 smeˇrovacˇ a 0 prˇep´ınacˇ˚u,
1 smeˇrovacˇ a 1 prˇep´ınacˇ, 1 smeˇrovacˇ a 2 prˇep´ınacˇe, . . . ).
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Obr. 5.1: Obra´zek okna simulace pro trˇi smeˇrovacˇe a trˇi prˇep´ınacˇe.
5.2.2 Vy´sledky simulace
Simulace je definova´na ve skriptu s na´zvem routersSwitches.tcl, pro na´sleduj´ıc´ı
vy´sledky bylo v za´hlav´ı nastaveno:
• pocˇet smeˇrovacˇ˚u = 20,
• pocˇet prˇep´ınacˇ˚u = 20,
• minima´ln´ı zpozˇdeˇn´ı smeˇrovacˇe = 10 µs,
• maxima´ln´ı zpozˇdeˇn´ı smeˇrovacˇe = 100 µs,
• minima´ln´ı zpozˇdeˇn´ı prˇep´ınacˇe = 1 µs,
• maxima´ln´ı zpozˇdeˇn´ı prˇep´ınacˇe = 10 µs,
• rychlost prˇenosovy´ch linek = 10 Gb/s,
• velikost paketu = 64 B,
• doba zpozˇdeˇn´ı rychlost´ı sˇ´ıˇren´ı signa´lu = 0 s.
Vy´sledna´ data simulace jsou zobrazena nejprve v programu XGraph jako za´vislost
zpozˇdeˇn´ı na pocˇtu smeˇrovacˇ˚u (obra´zek 5.2). Vid´ıme zˇe zpozˇdeˇn´ı linea´rneˇ roste s
pocˇtem smeˇrovacˇ˚u, drobna´ zakrˇiven´ı jsou zp˚usobena na´hodny´m rozlozˇen´ım.
Dalˇs´ım vy´stupem simulace je soubor, ve ktere´m jsou pro kazˇdou kombinaci pocˇtu
smeˇrovacˇ˚u a prˇep´ınacˇ˚u uvedeny pr˚umeˇrne´ hodnoty zpozˇdeˇn´ı. Pokud otevrˇeme kra´tky´
skript routersSwitches.plt (takte´zˇ na prˇilozˇene´m CD) v programu Gnuplot zob-
raz´ı se 3D graf (obra´zek 5.3) nasimulovany´ch dat. Jedna´ se o graf za´vislosti zpozˇdeˇn´ı
na dvou promeˇnny´ch (pocˇet smeˇrovacˇ˚u a prˇep´ınacˇ˚u). Vy´sledkem je linea´rneˇ rostouc´ı
plocha, ktera´ je v´ıce skloneˇna´ ve smeˇru rostouc´ıho pocˇtu smeˇrovacˇ˚u, tzn. smeˇrovacˇe
ovlivnˇuj´ı zpozˇdeˇn´ı neˇkolikana´sobneˇ v´ıce nezˇ prˇep´ınacˇe.
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Obr. 5.2: Za´vislost zpozˇdeˇn´ı na pocˇtu smeˇrovacˇ˚u.
Obr. 5.3: Za´vislost zpozˇdeˇn´ı na pocˇtu prˇep´ınacˇ˚u a smeˇrovacˇ˚u.
Na za´kladneˇ te´hozˇ grafu (obra´zek 5.3) je vynesena krˇivka pro velikost zpozˇdeˇn´ı
0,085 ms. To je hodnota zpozˇdeˇn´ı na jeden skok zjiˇsteˇna´ v kapitole 4.3.1 a podle
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te´to krˇivky mu˚zˇeme odecˇ´ıst kolika prvk˚um s´ıteˇ zpozˇdeˇn´ı 0,085 ms odpov´ıda´. Pokud
budeme uvazˇovat jedno zarˇ´ızen´ı trˇet´ı vrstvy RM OSI – smeˇrovacˇ, tak mu˚zˇeme odecˇ´ıst
prˇiblizˇneˇ 6 prˇep´ınacˇ˚u. Tato cˇ´ısla jsou pouze teoreticka´ a odpov´ıdaj´ı vypocˇ´ıtane´mu
media´nu hodnoty zpozˇdeˇn´ı na jeden skok.
5.3 Simulace zpozˇdeˇn´ı de´lky trasy a pocˇtu skok˚u
Tato cˇa´st simuluje prˇenosovou cestu slozˇenou z definovane´ho pocˇtu skok˚u (smeˇro-
vacˇ˚u) a transportn´ıch linek o zna´me´ de´lce a prˇenosove´ rychlosti. Pro tuto simulaci
je prˇipraveny´ skript routersLenght.tcl, ktery´ vytvorˇ´ı data pro zadany´ rozmeˇr
simulace (pocˇet skok˚u a de´lka trasy). Da´le se v za´hlav´ı skriptu nastavuje rychlost li-
nek, minima´ln´ı a maxima´ln´ı doba zpozˇdeˇn´ı smeˇrovacˇe. Skript vygeneruje prˇenosovou
trasu se zadany´m pocˇtem smeˇrovacˇ˚u n (realizova´no pomoc´ı Delay Box) a linkami
mezi nimi. De´lka linek se snazˇ´ı co nejle´pe pokry´t cele´ spektrum vzda´lenost´ı do ma-
xima´ln´ı zadane´ vzda´lenosti. Minima´ln´ı vzda´lenost uzl˚u je lmin vypocˇ´ıtana´ dle vztahu
5.1 a postupneˇ nar˚usta´ dle vztahu 5.2, cela´ trasa (v soucˇtu) je rovna definovane´ de´lce
lmax. De´lka trasy je na´sledneˇ prˇevedena na dobu zpozˇdeˇn´ı vyna´soben´ım konstantou
rychlosti sˇ´ıˇren´ı signa´lu crs=0,513 µs/km.
lmin =
2 · lmax
(n+ 1) · (n+ 2) . (5.1)
ln = ln−1 + lmin. (5.2)
5.3.1 Simulace zpozˇdeˇn´ı v s´ıti CESNET2
Prvn´ı simulace je provedena pro s´ıt’ podobnou s´ıti CESNET2, kv˚uli mozˇnosti
porovna´n´ı vy´sledk˚u z meˇrˇen´ı v te´to s´ıti. Proto je nastaven´ı simulace prˇizp˚usobeno
hodnota´m z kapitoly 4.3, kde je nejvysˇsˇ´ı pocˇet skok˚u 12 a nejdelˇs´ı vzda´lenost mezi
meˇsty 572 Km. V za´hlav´ı skriptu je tedy nastaveno na´sleduj´ıc´ı:
• pocˇet smeˇrovacˇ˚u = 12,
• de´lka trsy = 600 Km,
• minima´ln´ı zpozˇdeˇn´ı smeˇrovacˇe = 85 µs,
• maxima´ln´ı zpozˇdeˇn´ı smeˇrovacˇe = 85 µs,
• rychlost prˇenosovy´ch linek = 10 Gb/s,
• velikost paketu = 64 B.
Opeˇt je nejprve zobrazen 2D graf, nyn´ı za´vislosti zpozˇdeˇni na de´lce trasy, cozˇ je
linea´rneˇ rostouc´ı prˇ´ımka. Da´le je vytvorˇen soubor, ktery´ po otevrˇen´ı v programu
Gnuplot, vytvorˇ´ı graf za´vislosti zpozˇdeˇn´ı na de´lce trasy a pocˇtu skok˚u. Zobrazit graf
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Obr. 5.4: Za´vislost zpozˇdeˇn´ı na pocˇtu smeˇrovacˇ˚u a de´lce trasy v s´ıti simuluj´ıc´ı CEN-
SET2.
je mozˇne´ pomoc´ı skriptu v souboru routersLenght.plt, ktery´ uprav´ı rozsahy os,
rozliˇsen´ı a celkovy´ vzhled grafu. Vy´sledny´ graf je na obra´zku 5.4.
Na za´kladnu grafu jsou vyneseny kontury – cˇa´ry pro charakteristicke´ doby zpozˇ-
deˇn´ı. Jako charakteristicka´ zpozˇdeˇn´ı byla vybra´na meˇsta z meˇrˇen´ı v s´ıti CESNET2
z kapitoly 4.3. Je tedy mozˇne´ pro meˇsta Zl´ın (t=1 ms), Ostrava (t=1,5 ms), Praha
(t=2 ms), Plzenˇ (t=3 ms) a Cheb (t=3,5 ms) odecˇ´ıst pravdeˇpodobny´ pocˇet skok˚u a
prˇ´ıslusˇne´ de´lky trasy.
5.3.2 Simulace zpozˇdeˇn´ı v celosveˇtove´ s´ıti
Druha´ simulace opeˇt zalozˇena´ na skriptu routersLenght.tcl prˇedstavuje za´vi-
slost zpozˇdeˇn´ı na vzda´lenostech pro vsˇechny body na planeteˇ – do 20 000 Km 1.
Celkove´ nastaven´ı simulace je toto:
• pocˇet smeˇrovacˇ˚u = 20,
• de´lka trsy = 20 000 Km,
• minima´ln´ı zpozˇdeˇn´ı smeˇrovacˇe = 85 µs,
1Obvod Zemeˇ je prˇiblizˇneˇ 40 000 Km, pro dosazˇen´ı ktere´hokoliv bodu prˇ´ımou cestou postacˇ´ı
polovina te´to vzda´lenosti.
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• maxima´ln´ı zpozˇdeˇn´ı smeˇrovacˇe = 85 µs,
• rychlost prˇenosovy´ch linek = 10 Gb/s,
• velikost paketu = 64 B.
Hlavn´ım vy´sledkem je graf zobrazuj´ıc´ı za´vislost zpozˇdeˇn´ı na pocˇtu skok˚u a de´lce
trasy. Tento graf (obra´zek 5.5) je vytvorˇen otevrˇen´ım skriptu routersLenght.plt
v programu Gnuplot. Ve vy´sledne´m grafu jsou na za´kladneˇ opeˇt vyneseny krˇivky
pro urcˇitou velikost zpozˇdeˇn´ı. Hodnoty zpozˇdeˇn´ı odpov´ıdaj´ı nameˇrˇeny´m hodnota´m
v kapitole 4.5 pro vybrana´ meˇsta: Kosˇice (4 ms), Berl´ın (13 ms), Madrid (32 ms),
New York (50 ms) a Los Angeles (90 ms). Z teˇchto krˇivek lze odecˇ´ıst pro zjiˇsteˇny´
pocˇet skok˚u pravdeˇpodobnou de´lku fyzicke´ trasy.




Zpozˇdeˇn´ı vznikaj´ıc´ı na trase internetu mu˚zˇe by´t velmi kriticke´ pro aplikace pra-
cuj´ıc´ı v rea´lne´m cˇase, a proto je d˚ulezˇite´ zjistit, kde zpozˇdeˇn´ı vznika´ a zda jej lze
sn´ızˇit. Tato pra´ce obsahuje kompletn´ı shrnut´ı informac´ı o zdroj´ıch zpozˇdeˇn´ı a jejich
obvykly´ch velikostech.
Zpozˇdeˇn´ı vznikaj´ıc´ı v koncovy´ch zarˇ´ızen´ıch za´vis´ı na podobeˇ produkovane´ (kon-
zumovane´) informace, zat´ızˇen´ı a vy´konu stanice. Latence zdroje cˇi c´ıle nema´ hlavn´ı
vliv na velikost celkove´ho zpozˇdeˇn´ı. Velky´m zdrojem latence jsou prˇedevsˇ´ım dlouhe´
prˇenosove´ linky, na nichzˇ je vy´razne´ zpozˇdeˇn´ı rychlost´ı sˇ´ıˇren´ı, ktere´ nemu˚zˇe by´t
mensˇ´ı nezˇ 0,5 ms na 100 kilometr˚u. Dalˇs´ı zpozˇdeˇn´ı vznikaj´ıc´ı na lince je zp˚usobeno
rychlost´ı linky a velikost´ı paketu. Prˇi maly´ch paketech a linka´ch o rychlostech v
rˇa´dech gigabit˚u za sekundu je vsˇak toto serializacˇn´ı zpozˇdeˇn´ı zanedbatelne´. Po-
sledn´ım vy´znamny´m zdrojem zpozˇdeˇn´ı jsou mezilehla´ zarˇ´ızen´ı (prˇedevsˇ´ım smeˇrovacˇe
a prˇep´ınacˇe), u nich je zpozˇdeˇn´ı cˇasto nejv´ıce za´visle´ na aktua´ln´ım zat´ızˇen´ı. Mi-
nima´ln´ı hodnoty latence teˇchto mezilehly´ch prvk˚u jsou podrobneˇ uvedeny v pra´ci.
Doba zpozˇdeˇn´ı nezat´ızˇene´ho smeˇrovacˇe se pohybuje mezi 10 azˇ 100 µs, oproti tomu
prˇep´ınacˇ je prˇiblizˇneˇ desetkra´t rychlejˇs´ı.
V pra´ci jsou rozebra´ny rea´lne´ typy s´ıt´ı a jejich prˇ´ıpadne´ deˇlen´ı. Zmı´neˇno je
prˇedevsˇ´ım deˇlen´ı na prˇ´ıstupovou a transportn´ı cˇa´st s´ıteˇ. Prˇ´ıstupova´ cˇa´st je reali-
zova´na r˚uzny´mi technologiemi za u´cˇelem efektivn´ıho prˇ´ıstupu k dane´mu uzˇivateli a
jeho mı´stn´ı s´ıti. Od pouzˇite´ technologie prˇipojen´ı se odv´ıj´ı take´ doba zpozˇdeˇn´ı, naprˇ.
pro bezdra´tove´ technologie je charakteristicka´ n´ızka´ rychlost prˇipojen´ı a pomeˇrneˇ
dlouha´ doba prˇ´ıstupu k me´diu. U technologi´ı prˇipojeny´ch kabelem je zpozˇdeˇn´ı mno-
hem nizˇsˇ´ı. V transportn´ıch s´ıt´ıch se poveˇtsˇinou setka´me s opticky´mi vla´kny s vy-
soky´mi prˇenosovy´mi rychlostmi. Zpozˇdeˇn´ı v transportn´ı s´ıt´ı je nejv´ıce za´visle´ na
de´lce veden´ı. Pocˇet mezilehly´ch zarˇ´ızen´ı ovlivnˇuje zpozˇdeˇn´ı prˇedevsˇ´ım v kra´tky´ch
s´ıt´ıch a jeho velikost je za´visla´ na pocˇtu prvk˚u a jejich aktua´ln´ım zat´ızˇen´ı.
Meˇrˇen´ı zpozˇdeˇn´ı a parametr˚u s´ıteˇ se pouzˇ´ıva´ pro analy´zu velikosti zpozˇdeˇn´ı a
dalˇs´ıch parametr˚u s´ıteˇ. Pro tyto u´koly dnes existuje mnoho programu˚ i hardwarovy´ch
rˇesˇen´ı, mezi nejjednodusˇsˇ´ı a nejcˇasteˇji pouzˇ´ıvane´ patrˇ´ı program Ping, ktery´ ovsˇem
meˇrˇ´ı obousmeˇrne´ zpozˇdeˇn´ı. Pro zjiˇsteˇn´ı pocˇtu uzl˚u na trase se pouzˇ´ıva´ program
Traceroute.
V prakticke´ kapitole je promeˇrˇena velikost zpozˇdeˇn´ı k r˚uzny´m organizac´ım ze
sdruzˇen´ı Cesnet, protozˇe je v te´to s´ıti zna´ma skutecˇna´ de´lka kabelu. Toho je vyuzˇito
k vy´pocˇtu obvykle´ velikosti zpozˇdeˇn´ı na jeden skok. Nejmensˇ´ı media´n relativn´ıch
chyb je zjiˇsteˇn pro velikost zpozˇdeˇn´ı 0,085 ms na jeden skok. Da´le je za pouzˇit´ı tohoto
zpozˇdeˇn´ı vypocˇ´ıtana´ de´lka kabelu, ktera´ je na´sledneˇ srovna´na se skutecˇnou de´lkou
kabelu. Toto srovna´n´ı je vyneseno do grafu, dalˇs´ı graf zobrazuje relativn´ı chyby
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meˇrˇen´ı. Pro lepsˇ´ı prˇesnost bylo to stejne´ meˇrˇen´ı provedeno take´ pro prvn´ı prvek s´ıteˇ v
r˚uzny´ch meˇstech s´ıteˇ CESNET2, ale velikost zpozˇdeˇn´ı k teˇmto prvk˚um je cˇasto veˇtsˇ´ı
nezˇ k prˇ´ıslusˇny´m organizac´ım, proto jsou tyto vy´sledky bra´ny sp´ıˇse jako orientacˇn´ı.
Zjiˇsteˇna´ latence jednoho skoku je aplikova´na pro vy´sledky meˇrˇen´ı zpozˇdeˇn´ı k meˇst˚um
v celosveˇtove´ s´ıti. Vy´sledkem je vypocˇ´ıtana´ vzda´lenost, ale pomeˇr vypocˇ´ıtane´ a
prˇ´ıme´ vzda´lenosti. Pro data ze vsˇech meˇrˇen´ı vyply´va´, zˇe skutecˇna´ vzda´lenost je
pr˚umeˇrneˇ 2,5 kra´t veˇtsˇ´ı nezˇ prˇ´ıma´ vzda´lenost.
Posledn´ı cˇa´st pra´ce obsahuje simulaci s´ıteˇ v programu Network Simulator 2. Je
simulova´n vliv jednotlivy´ch latenc´ı na celkovou velikost zpozˇdeˇn´ı. Vytvorˇene´ skripty
umozˇnˇuj´ı nakonfigurovat parametry s´ıteˇ – rychlost linek, velikost paketu, minima´ln´ı
a maxima´ln´ı dobu zpozˇdeˇn´ı smeˇrovacˇe a prˇep´ınacˇe. Prvn´ı skript simuluje za´vislost
zpozˇdeˇn´ı na pocˇtu smeˇrovacˇ˚u a prˇep´ınacˇ˚u v s´ıti. Vy´sledkem je 2D graf zobrazuj´ıc´ı
linea´rn´ı za´vislost velikosti zpozˇdeˇn´ı na pocˇtu router˚u. Graf se trˇemi osami zobrazuje
velikost zpozˇdeˇn´ı odpov´ıdaj´ıc´ı pro rostouc´ı pocˇet smeˇrovacˇ˚u a prˇep´ınacˇ˚u (0 azˇ 20).
Na za´kladneˇ grafu je vynesena kontura zobrazuj´ıc´ı zpozˇdeˇn´ı 0,085 ms, podle ktere´
je mozˇne´ odecˇ´ıst pocˇet prvk˚u (naprˇ. jeden smeˇrovacˇ a sˇest prˇep´ınacˇ˚u).
Druhy´ skript umozˇnˇuje vytvorˇit 3D graf za´vislosti zpozˇdeˇn´ı na pocˇtu skok˚u a
de´lce trasy. Vy´sledkem jsou dva vygenerovane´ grafy. Prvn´ı zobrazuje situaci v s´ıti
CESNET2 (max. 600 Km a 12 skok˚u) a pro neˇktera´ nameˇrˇena´ zpozˇdeˇn´ı jsou na
za´kladnu grafu vyneseny kontury – je z nich mozˇne´ odecˇ´ıst vzda´lenost pro urcˇity´
pocˇet skok˚u. Druhy´ graf je pro celosveˇtovou s´ıt’, protozˇe zobrazuje vzda´lenosti azˇ
20 000 Km a maxima´lneˇ 20 skok˚u. V tomto grafu je videˇt zanedbatelny´ pocˇtu skok˚u
v porovna´n´ı se zvysˇuj´ıc´ı se vzda´lenost´ı. Vynesene´ krˇivky nameˇrˇeny´ch zpozˇdeˇn´ı (k
meˇst˚um v celosveˇtove´ s´ıti) urcˇuj´ı prˇiblizˇnou de´lku kabelu do teˇchto meˇst.
Tato pra´ce podrobneˇ mapuje zdroje zpozˇdeˇn´ı v datovy´ch s´ıt´ıch, popisuje r˚uzne´
mozˇnosti meˇrˇen´ı zpozˇdeˇn´ı. Za´veˇr pra´ce je veˇnova´n oveˇrˇen´ı teoreticky´ch poznatk˚u a
vytvorˇen´ı simulac´ı prˇenosove´ho rˇeteˇzce. Vy´pocˇty de´lky fyzicke´ cesty je mozˇne´ vyuzˇ´ıt
naprˇ´ıklad pro prˇesneˇjˇs´ı urcˇen´ı geograficke´ polohy stanice.
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SEZNAM SYMBOLU˚, VELICˇIN A ZKRATEK
ADSL Asymetric Digital Subscriber Line – asymetricka´ digita´ln´ı u´cˇastnicka´
linka
CDMA Code division multiple access – technologie pro prˇenos dat v
bezdra´tovy´ch s´ıt´ıch
DHCP Dynamic Host Configuration Protocol
EDGE Enhanced Data Rates for GSM Evolution – technologie rychle´ho prˇenosu
dat prˇes GSM infrastrukturu
FF Fragment Free
FIFO First In First Out – model fronty
GEO geostacionary-Earth orbit – geostaciona´rn´ı obeˇzˇna´ dra´ha
GPRS General Packet Radio Service – technologie rychle´ho prˇenosu dat prˇes
GSM infrastrukturu
GPS Global Positioning System
GSM Global System for Mobile communications – globa´ln´ı syste´m pro mobiln´ı
komunikaci
ICMP Internet Control Message Protokol
IEEE The Institute of Electrical and Electronics Engineers
IP Internet Protokol
ISP Internet Service Provider – poskytovatel prˇipojen´ı k Internetu
ISDN Integrated Services Digital Network – integrovana´ s´ıt’ digita´ln´ıch sluzˇeb
JPG Joint Photographic experts Group
LAN Local Area Network – mı´stn´ı s´ıt’
LEO low-Earth orbit – nejnizˇsˇ´ı obeˇzˇna´ dra´ha
MAC Media Access Control – fyzicka´ adresa
MEO medium-Earth orbit – strˇedn´ı obeˇzˇna´ dra´ha
MIF Marker Interchange Format
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MPLS Multiprotocol Label Switching – prˇep´ına´n´ı na za´kladeˇ
multiprotokolovy´ch znacˇek
NAT Network Address Translation – prˇeklad adres
NS2 Network Simulator 2
OSI Open System Interconnection – referencˇn´ı model komunikace
PING Packet InterNet Groper
PNG Portable Network Graphics
PDF Portable Document Format
QoS Quality of Service – kvalita sluzˇeb
RTD Round Trip Delay – obousmeˇrne´ zpozˇdeˇn´ı
RTT Round Time Trip – obousmeˇrne´ zpozˇdeˇn´ı
SDH Synchronous Digital Hierarchy
S&F Store & Forward
TCL Tool Command Language
TCP Transmision Control Protocol – protokol transportn´ı vrstvy OSI
TCP/IP Transmission Control Protocol/Internet Protocol
TTL Time To Live – doba zˇivota paketu
UDP User Datagram Protocol – protokol transportn´ı vrstvy OSI
VoIP Voice over Internet Protocol - hlasove´ sluzˇby po IP protokolu
xDSL Digital Subscriber Line – digita´ln´ı u´cˇastnicka´ linka
WDM Wavelength Division Multiplex – vlnovy´ multiplex
WiFi Wireless Fidelity – bezdra´tova´ s´ıt’
WiMax Worldwide Interoperability for Microwave Access – bezdra´tova´ s´ıt’




B Obsah prˇilozˇene´ho CD 64
59
A TABULKY
velikost latence na jeden prvek
Meˇsta 0,065 0,070 0,075 0,080 0,085 0,090 0,095 0,100
Olomouc – KMO 1,077 1,033 0,990 0,947 0,903 0,860 0,817 0,773
Olomouc – UPOL 2,148 2,087 2,026 1,966 1,905 1,844 1,784 1,723
Olomouc – VKOL 0,850 0,789 0,728 0,667 0,607 0,546 0,485 0,425
Zl´ın 0,130 0,100 0,070 0,039 0,009 0,022 0,052 0,082
Jihlava 0,164 0,120 0,076 0,032 0,012 0,055 0,099 0,143
Ostrava – VSˇB 0,080 0,064 0,047 0,031 0,014 0,003 0,019 0,036
Ostrava – OU 0,199 0,179 0,158 0,137 0,117 0,096 0,075 0,054
Ostrava – SVKOS 0,250 0,226 0,201 0,176 0,151 0,126 0,101 0,076
Jindˇrichu˚v Hradec 0,545 0,521 0,497 0,474 0,450 0,426 0,402 0,378
Cˇeska´ Trˇebova´ 0,953 0,938 0,924 0,909 0,895 0,880 0,866 0,851
Opava 0,032 0,011 0,010 0,031 0,051 0,072 0,093 0,114
Karvina´ 0,102 0,082 0,062 0,042 0,021 0,001 0,019 0,039
Praha – VSˇCHT 0,027 0,005 0,017 0,039 0,061 0,083 0,105 0,128
Praha – AMU 0,060 0,088 0,117 0,145 0,173 0,202 0,230 0,259
Praha – AVU 0,019 0,009 0,037 0,066 0,094 0,123 0,151 0,179
Praha – AV 0,016 0,044 0,073 0,101 0,129 0,158 0,186 0,215
Praha – CˇVUT 0,063 0,044 0,025 0,006 0,013 0,032 0,051 0,070
Praha – CˇZU 0,561 0,542 0,523 0,504 0,485 0,466 0,447 0,428
Praha – UK 0,035 0,013 0,010 0,032 0,054 0,076 0,098 0,120
Praha – VSˇE 0,102 0,067 0,032 0,003 0,037 0,072 0,107 0,141
Hradec Kra´love´ – UK 0,783 0,767 0,751 0,735 0,720 0,704 0,688 0,672
Hradec Kra´love´ – KHK 0,715 0,696 0,677 0,658 0,639 0,620 0,601 0,582
Cˇeske´ Budeˇjovice – CˇBVK 0,140 0,127 0,115 0,102 0,090 0,077 0,064 0,052
Cˇeske´ Budeˇjovice – JCˇU 0,006 0,009 0,025 0,041 0,056 0,072 0,088 0,103
Cˇeske´ Budeˇjovice – VSˇERS 0,066 0,053 0,041 0,028 0,016 0,003 0,009 0,022
Pardubice 0,554 0,543 0,531 0,520 0,509 0,497 0,486 0,474
Liberec 0,312 0,301 0,290 0,278 0,267 0,256 0,245 0,234
Plzenˇ – FN 0,115 0,100 0,085 0,070 0,054 0,039 0,024 0,008
Plzenˇ – UK 0,118 0,105 0,092 0,079 0,066 0,053 0,039 0,026
Plzenˇ – ZCˇU 0,091 0,078 0,065 0,051 0,038 0,025 0,012 0,001
U´st´ı nad Labem – SVKUL 0,067 0,056 0,046 0,035 0,024 0,014 0,003 0,008
U´st´ı nad Labem – UJEP 0,017 0,028 0,039 0,049 0,060 0,070 0,081 0,092
Deˇcˇ´ın 0,012 0,022 0,032 0,042 0,052 0,062 0,072 0,082
Most 0,022 0,011 0,000 0,011 0,022 0,033 0,045 0,056
Cheb 0,044 0,032 0,020 0,008 0,004 0,016 0,028 0,040
pr˚umeˇr: 0,299 0,283 0,269 0,259 0,251 0,248 0,248 0,248
media´n: 0,102 0,088 0,073 0,066 0,061 0,076 0,098 0,114
Tab. A.1: Relativn´ı chyby vypocˇ´ıtany´ch vzda´lenosti pro r˚uzne´ velikosti latence jed-
noho mezilehle´ho zarˇ´ızen´ı, r˚uzny´ch organizac´ı sdruzˇen´ı Cesnet – 1.cˇa´st.
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velikost latence na jeden prvek
Meˇsta 0,105 0,110 0,115 0,120 0,125 0,130 0,135 0,140
Olomouc – KMO 0,730 0,687 0,643 0,600 0,557 0,513 0,470 0,426
Olomouc – UPOL 1,662 1,601 1,541 1,480 1,419 1,359 1,298 1,237
Olomouc – VKOL 0,364 0,303 0,243 0,182 0,121 0,061 0,000 0,061
Zl´ın 0,113 0,143 0,173 0,204 0,234 0,264 0,295 0,325
Jihlava 0,187 0,231 0,274 0,318 0,362 0,406 0,450 0,494
Ostrava – VSˇB 0,052 0,069 0,085 0,102 0,119 0,135 0,152 0,168
Ostrava – OU 0,034 0,013 0,008 0,029 0,049 0,070 0,091 0,112
Ostrava – SVKOS 0,051 0,027 0,002 0,023 0,048 0,073 0,098 0,123
Jindˇrichu˚v Hradec 0,354 0,330 0,306 0,283 0,259 0,235 0,211 0,187
Cˇeska´ Trˇebova´ 0,837 0,822 0,807 0,793 0,778 0,764 0,749 0,735
Opava 0,134 0,155 0,176 0,197 0,217 0,238 0,259 0,280
Karvina´ 0,059 0,080 0,100 0,120 0,140 0,160 0,181 0,201
Praha – VSˇCHT 0,150 0,172 0,194 0,216 0,238 0,260 0,282 0,304
Praha – AMU 0,287 0,315 0,344 0,372 0,401 0,429 0,457 0,486
Praha – AVU 0,208 0,236 0,265 0,293 0,321 0,350 0,378 0,406
Praha – AV 0,243 0,271 0,300 0,328 0,357 0,385 0,413 0,442
Praha – CˇVUT 0,089 0,108 0,127 0,146 0,164 0,183 0,202 0,221
Praha – CˇZU 0,409 0,390 0,371 0,352 0,333 0,314 0,296 0,277
Praha – UK 0,142 0,164 0,186 0,208 0,230 0,253 0,275 0,297
Praha – VSˇE 0,176 0,211 0,246 0,280 0,315 0,350 0,384 0,419
Hradec Kra´love´ – UK 0,657 0,641 0,625 0,609 0,594 0,578 0,562 0,546
Hradec Kra´love´ – KHK 0,563 0,545 0,526 0,507 0,488 0,469 0,450 0,431
Cˇeske´ Budeˇjovice – CˇBVK 0,039 0,027 0,014 0,002 0,011 0,023 0,036 0,048
Cˇeske´ Budeˇjovice – JCˇU 0,119 0,135 0,150 0,166 0,182 0,197 0,213 0,228
Cˇeske´ Budeˇjovice – VSˇERS 0,034 0,047 0,059 0,072 0,084 0,097 0,110 0,122
Pardubice 0,463 0,451 0,440 0,428 0,417 0,405 0,394 0,382
Liberec 0,223 0,212 0,201 0,189 0,178 0,167 0,156 0,145
Plzenˇ – FN 0,007 0,022 0,038 0,053 0,068 0,084 0,099 0,114
Plzenˇ – UK 0,013 0,000 0,013 0,026 0,039 0,052 0,066 0,079
Plzenˇ – ZCˇU 0,014 0,027 0,040 0,054 0,067 0,080 0,093 0,106
U´st´ı nad Labem – SVKUL 0,018 0,029 0,039 0,050 0,061 0,071 0,082 0,092
U´st´ı nad Labem – UJEP 0,102 0,113 0,123 0,134 0,145 0,155 0,166 0,177
Deˇcˇ´ın 0,092 0,101 0,111 0,121 0,131 0,141 0,151 0,161
Most 0,067 0,078 0,089 0,100 0,111 0,122 0,133 0,145
Cheb 0,052 0,064 0,076 0,088 0,099 0,111 0,123 0,135
pr˚umeˇr: 0,250 0,252 0,255 0,261 0,267 0,273 0,279 0,289
media´n: 0,134 0,155 0,176 0,189 0,182 0,197 0,211 0,221
Tab. A.2: Relativn´ı chyby vypocˇ´ıtany´ch vzda´lenosti pro r˚uzne´ velikosti latence jed-
noho mezilehle´ho zarˇ´ızen´ı, r˚uzny´ch organizac´ı sdruzˇen´ı Cesnet – 2.cˇa´st.
61
velikost latence na jeden prvek
Meˇsta 0,080 0,085 0,090 0,095 0,100 0,105 0,110 0,115
0,080 0,085 0,090 0,095 0,100 0,105 0,110 0,115
Olomouc 0,683 0,631 0,579 0,527 0,475 0,423 0,371 0,319
Zl´ın – UTB 0,045 0,007 0,031 0,069 0,107 0,145 0,182 0,220
Jihlava 0,355 0,323 0,292 0,261 0,229 0,198 0,167 0,136
Ostrava 0,148 0,127 0,107 0,086 0,065 0,044 0,024 0,003
Ostrava – VSˇB 0,005 0,025 0,046 0,067 0,088 0,108 0,129 0,150
Ostrava – OSU 1,177 1,156 1,136 1,115 1,094 1,073 1,053 1,032
Jindˇrichu˚v Hradec 0,716 0,696 0,676 0,657 0,637 0,617 0,597 0,577
Cˇeska´ Trˇebova´ – UPCE 0,869 0,851 0,833 0,814 0,796 0,778 0,760 0,742
Opava 0,133 0,115 0,098 0,081 0,064 0,046 0,029 0,012
Karvina´ 0,186 0,169 0,152 0,136 0,119 0,102 0,085 0,068
Praha – Zikova 0,052 0,037 0,021 0,005 0,011 0,027 0,042 0,058
Praha – CVUT 0,067 0,051 0,036 0,020 0,004 0,012 0,028 0,043
Hradec Kralove´ 0,686 0,670 0,654 0,638 0,623 0,607 0,591 0,575
Cˇeske´ Budeˇjovice 0,019 0,034 0,050 0,066 0,081 0,097 0,113 0,128
Cˇeske´ Budeˇjovice – VSˇERS 0,025 0,041 0,056 0,072 0,088 0,103 0,119 0,135
Cˇeske´ Budeˇjovice – CBVK 0,050 0,034 0,019 0,003 0,013 0,028 0,044 0,059
Pardubice – UPCE 0,508 0,494 0,479 0,465 0,451 0,436 0,422 0,407
Liberec 0,305 0,294 0,282 0,271 0,260 0,249 0,238 0,227
Plzenˇ 0,148 0,137 0,126 0,115 0,105 0,094 0,083 0,072
U´st´ı nad Labem 0,123 0,140 0,157 0,174 0,191 0,208 0,225 0,242
Deˇcˇ´ın 0,057 0,047 0,037 0,027 0,017 0,007 0,003 0,012
Most 0,024 0,034 0,043 0,052 0,061 0,071 0,080 0,089
Cheb 0,107 0,116 0,124 0,133 0,141 0,150 0,158 0,167
pr˚umeˇr: 0,282 0,271 0,262 0,254 0,249 0,244 0,241 0,238
media´n: 0,133 0,127 0,124 0,115 0,107 0,108 0,129 0,136
Tab. A.3: Relativn´ı chyby vypocˇ´ıtany´ch vzda´lenosti v za´vislosti na r˚uzne´ velikosti
latence jednoho mezilehle´ho zarˇ´ızen´ı, pro prvn´ı uzel v r˚uzny´ch meˇstech
s´ıteˇ CESNET2 – 1.cˇa´st.
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velikost latence na jeden prvek
Meˇsta 0,120 0,125 0,130 0,135 0,140 0,145 0,150 0,155
0,120 0,125 0,130 0,135 0,140 0,145 0,150 0,155
Olomouc 0,267 0,215 0,163 0,111 0,059 0,007 0,045 0,097
Zl´ın – UTB 0,258 0,296 0,334 0,372 0,410 0,448 0,486 0,524
Jihlava 0,104 0,073 0,042 0,010 0,021 0,052 0,084 0,115
Ostrava 0,018 0,039 0,059 0,080 0,101 0,122 0,142 0,163
Ostrava – VSˇB 0,171 0,191 0,212 0,233 0,253 0,274 0,295 0,316
Ostrava – OSU 1,011 0,990 0,970 0,949 0,928 0,907 0,887 0,866
Jindˇrichu˚v Hradec 0,557 0,537 0,517 0,497 0,478 0,458 0,438 0,418
Cˇeska´ Trˇebova´ – UPCE 0,723 0,705 0,687 0,669 0,651 0,632 0,614 0,596
Opava 0,006 0,023 0,040 0,058 0,075 0,092 0,109 0,127
Karvina´ 0,051 0,035 0,018 0,001 0,016 0,033 0,050 0,066
Praha – Zikova 0,074 0,090 0,105 0,121 0,137 0,153 0,169 0,184
Praha – CVUT 0,059 0,075 0,091 0,106 0,122 0,138 0,154 0,170
Hradec Kralove´ 0,560 0,544 0,528 0,512 0,497 0,481 0,465 0,449
Cˇeske´ Budeˇjovice 0,144 0,160 0,175 0,191 0,207 0,222 0,238 0,254
Cˇeske´ Budeˇjovice – VSˇERS 0,150 0,166 0,182 0,197 0,213 0,228 0,244 0,260
Cˇeske´ Budeˇjovice – CBVK 0,075 0,091 0,106 0,122 0,138 0,153 0,169 0,185
Pardubice – UPCE 0,393 0,379 0,364 0,350 0,336 0,321 0,307 0,293
Liberec 0,216 0,205 0,193 0,182 0,171 0,160 0,149 0,138
Plzenˇ 0,061 0,050 0,039 0,028 0,017 0,006 0,005 0,016
U´st´ı nad Labem 0,259 0,276 0,293 0,310 0,327 0,344 0,361 0,378
Deˇcˇ´ın 0,022 0,032 0,042 0,052 0,062 0,072 0,082 0,092
Most 0,098 0,108 0,117 0,126 0,135 0,145 0,154 0,163
Cheb 0,175 0,184 0,192 0,201 0,210 0,218 0,227 0,235
pr˚umeˇr: 0,237 0,237 0,238 0,238 0,242 0,246 0,255 0,265
media´n: 0,150 0,166 0,175 0,182 0,171 0,160 0,169 0,185
Tab. A.4: Relativn´ı chyby vypocˇ´ıtany´ch vzda´lenosti v za´vislosti na r˚uzne´ velikosti
latence jednoho mezilehle´ho zarˇ´ızen´ı, pro prvn´ı uzel v r˚uzny´ch meˇstech
s´ıteˇ CESNET2 – 2.cˇa´st.
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B OBSAH PRˇILOZˇENE´HO CD
Soucˇa´st´ı pra´ce je prˇilozˇene´ CD obsahuj´ıc´ı vesˇkere´ elektronicke´ materia´ly pouzˇite´,
nebo zmı´neˇne´ v pra´ci.
• Elektronicka´ verze pra´ce.
• Pouzˇite´ obra´zky.
• Podklady pro meˇrˇen´ı zpozˇdeˇn´ı v rea´lne´ s´ıti.
– Skripty pouzˇite´ pro meˇrˇen´ı zpozˇdeˇn´ı.
– Soubory vygenerovane´ pomoc´ı skript˚u a obsahuj´ıc´ı nameˇrˇene´ hodnoty.
– Dokument zpozdeni.xls, vytvorˇeny´ programem OpenOffice.org Calc,
obsahuj´ıc´ı vesˇkere´ tabulky, vy´pocˇty a grafy.
• Soubory pouzˇite´ k simulaci zpozˇdeˇn´ı v IP s´ıt´ıch.
– Skript routersSwitches.tcl pro proveden´ı simulace za´vislosti zpozˇdeˇn´ı
na pocˇtu smeˇrovacˇ˚u a prˇep´ınacˇ˚u.
– Soubor routersSwitches.plt, obsahuj´ıc´ı nastaven´ı grafu pro program
Gnuplot.
– Skript routersLenght.tcl pro proveden´ı simulace za´vislosti zpozˇdeˇn´ı na
pocˇtu skok˚u a de´lce trasy.
– Soubor routersLenght.plt, obsahuj´ıc´ı nastaven´ı grafu pro program
Gnuplot.
– Na´vod ke spusˇteˇn´ı a otevrˇen´ı programu˚.
– Vygenerovane´ grafy za´vislost´ı, ulozˇene´ ve forma´tu png a eps.
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