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1 Introduction
In this paper we study the first order stochastic conservation law of the following type
du+ div(A(u))dt = Φ(u)dW (t) in Ω×Q, (1.1)
with the initial condition
u(0, ·) = u0(·) in Ω×D, (1.2)
and the formal boundary condition
“u = ub” on Ω× Σ. (1.3)
Here D ⊂ Rd is a bounded domain with a Lipschitz boundary ∂D, T > 0, Q = (0, T )×D,
Σ = (0, T ) × ∂D and W is a cylindrical Wiener process defined on a stochastic ba-
sis (Ω,F , (Ft), P ). More precisely, (Ft) is a complete right-continuous filtration and
W (t) =
∑∞
k=1 βk(t)ek with (βk)k≥1 being mutually independent real-valued standard
Wiener processes relative to (Ft) and (ek)k≥1 a complete orthonormal system in a sepa-
rable Hilbert space H (cf. [4] for example).
In the deterministic case of Φ = 0, the problem has been studied by many authors,
e.g. see [2], [11], [13], [17], [18].
It is natural for applications in the wide variety of fields as physics, finance, biology,
medicine and others to add a stochastic forcing Φ(u)dW (t). These stochastic cases have
been investigated by Kim [12], Feng and Naualart [7], Debussche and Vovelle [5], Bauzet
et al. [1]. Also see [3], [6], [15], [20]. In particular, by using a notion of kinetic solu-
tion the authors [14] proved the uniqueness and the existence of kinetic solutions to the
initial-boundary problem for stochastic conservation laws. In the preceding paper [14]
the boundary defect measures m¯± were cut off or renormalized on each finite interval
(−N,N) of Rξ, but the defect measure m was not. On the other hand, Noboriguchi
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[19] proved the equivalence between renormalized kinetic solutions and renormalized en-
tropy solutions. To prove this equivalence we have to cut off the defect measure m and
introduce renormalized kinetic defect measures m±N .
Our purpose of this paper is to present a definition of kinetic solutions with renor-
malized defect measures m¯±N and to prove a result of the uniqueness of such solutions.
The idea of the proof is almost the same as in [14], but a difficulty occurs in the course
of the proof of the L1-contraction property. In [14] this property was proved by using the
decay condition on the defect measure m. However, we now have to proceed with the
weaker decay condition on the renormalized defect measures m±N (see (2.1)) than that on
the defect measure m in [14]. This difficulty will be overcome by showing a convergence
of the derivative of µN(ξ) = Em±N([0, T )×D×(−N, ξ)) instead of Em([0, T )×D×(ξ,∞))
(see [14, Lemma 3.3]).
We now give the precise assumptions in this paper:
(H1) The flux function A: R → Rd is of class C2 and its derivatives have at most
polynomial growth.
(H2) For each z ∈ L2(D), Φ(z) : H → L2(D) is defined by Φ(z)ek = gk(·, z(·)), where
gk ∈ C(D × R) satisfies the following conditions:
G2(x, ξ) =
∞∑
k=1
|gk(x, ξ)|2 ≤ L(1 + |ξ|2), (1.4)
∞∑
k=1
|gk(x, ξ)− gk(y, ζ)|2 ≤ L
(|x− y|2 + |ξ − ζ| r(|ξ − ζ|)) (1.5)
for every x, y ∈ D, ξ, ζ ∈ R. Here, L is a constant and r is a continuous nonde-
creasing function on R+ with r(0) = 0.
(H3) u0 ∈ L∞(Ω × D) and is F0 ⊗B(D)-measurable. ub ∈ L∞(Ω × Σ) and {ub(t)} is
predictable, in the following sense: For every p ∈ [1,∞), the Lp(∂D)-valued process
{ub(t)} is predictable with respect to the filtration (Ft).
Note that by (1.4) one has
Φ : L2(D)→ L2(H;L2(D)), (1.6)
where L2(H;L
2(D)) denotes the set of Hilbert-Schmidt operators from H to L2(D).
2 Kinetic solution and generalized kinetic solution
We give the definition of solution in this section. We mainly follows the notations of
[5] and [11]. We choose a finite open cover {Uλi}i=0,...,M of D and a partition of unity
{λi}i=0,...,M on D subordinated to {Uλi} such that Uλ0 ∩ ∂D = ∅, for i = 1, . . . ,M ,
Dλi := D ∩ Uλi = {x ∈ Uλi ; (Aix)d > hλi(Aix)} and
∂Dλi := ∂D ∩ Uλi = {x ∈ Uλi ; (Aix)d = hλi(Aix)},
2
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with a Lipschitz function hλi : Rd−1 → R, whereAi is an orthogonal matrix corresponding
to a change of coordinates of Rd and y¯ stands for (y1, . . . , yd−1) if y ∈ Rd. For the sake
of clarity, we will drop the index i of λi and we will suppose that the matrix Ai equals
to the identity. We also set Qλ = (0, T )×Dλ, Σλ = (0, T )× ∂Dλ and Πλ = {x¯; x ∈ Bλ}.
To regularize functions that are defined on Dλ and R, let us consider a standard
mollifier ρ on R, that is, ρ is a nonnegative and even function in C∞c ((−1, 1)) such that∫
R ρ = 1. We set ρ
λ(x) = Πd−1i=1 ρ(xi)ρ(xd − (Lλ + 1)) for x = (x1, . . . , xd) with the
Lipschitz constant Lλ of hλ on Π
λ. Moreover we denote by ψ a standard mollifier on Rξ.
For ε, δ > 0 we set ρλε (x) =
1
εd
ρλ(x
ε
) and ψδ(ξ) =
1
δ
ψ( ξ
δ
).
Definition 2.1 (Kinetic measure). A set {mN ;N > 0} of mapsmN from Ω toM+b ([0, T )×
D× (−N,N)), the set of non-negative finite measures over [0, T )×D× (−N,N), is said
to be a kinetic measure if
(i) for each N > 0, mN is weak measurable,
(ii) if AN = [0, T )×D × {ξ ∈ R;N − 1 ≤ |ξ| ≤ N} then
lim
N→∞
EmN (AN) = 0, (2.1)
(iii) for all φ ∈ Cb(D × (−N,N)), the process
t →
∫
[0,t]×D×(−N,N)
φ(x, ξ) dmN(s, x, ξ) (2.2)
is predictable.
Definition 2.2 (Kinetic solution). Let u0 and ub satisfy (H3). A measurable function
u : Ω × Q → R is said to be a kinetic solution of (1.1)-(1.3) if {u(t)} is predictable, for
all p ≥ 1 there exists a constant Cp ≥ 0 such that for a.e. t ∈ [0, T ],
||u(t)||Lp(Ω×D) ≤ Cp, (2.3)
there exist kinetic measures {m±N} and, for any N > 0, there exist increasing m¯+N ∈
L1(Ω× Σ× (−N,N)) and decreasing m¯−N ∈ L1(Ω× Σ× (−N,N)) such that {m¯±N(t)} is
predictable, m¯+N(N − 1) = m¯−N(−N + 1) = 0 for sufficiently large N > 0 and f+ := 1u>ξ,
f− := f+ − 1 = −1u≤ξ satisfy: for all ϕ ∈ C∞c ([0, T )×D × (−N,N)),∫
Q
∫ N
−N
f±(∂t + a(ξ) · ∇)ϕdξdxdt+
∫
D
∫ N
−N
f 0±ϕ(0)dξdx+MN
∫
Σ
∫ N
−N
f b±ϕdξdσdt
= −
∞∑
k=1
∫ T
0
∫
D
gk(x, u)ϕ(x, t, u)dxdβk(t)− 1
2
∫
Q
G2(x, u)∂ξϕ(x, t, u)dxdt
+
∫
[0,T )×D×(−N,N)
∂ξϕdm
±
N +
∫
Σ
∫ N
−N
∂ξϕm¯
±
N dξdσdt a.s., (2.4)
where a(ξ) = A′(ξ), MN = max−N≤ξ≤N |a(ξ)|. In (2.4), f 0+ = 1u0>ξ, f b+ = 1ub>ξ, f 0− =
f 0+ − 1 and f b− = f b+ − 1.
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For the sake of the proof of the existence of a kinetic solution, it is useful to introduce
the notion of generalized kinetic solution. We start with the definition of kinetic function.
Definition 2.3 (Kinetic function). Let (X,µ) be a finite measure space. We say that
a measurable function f+ : X × R → [0, 1] is a kinetic function if there exists a Young
measure ν on X such that for every p ≥ 1,∫
X
∫
R
|ξ|p dνz(ξ)dµ(z) < +∞ (2.5)
and for µ-a.e. z ∈ X, for all ξ ∈ R,
f+(z, ξ) = νz(ξ,+∞).
Here we recall that a Young measure ν on X is a weak measurable mapping z → νz from
X into the space of probability measures on R. For a kinetic function f+ : X×R→ [0, 1]
we denote the conjugate function by f− = f+ − 1. Observe that if f+ = 1u>ξ, then it is
a kinetic function with the corresponding Young measure ν = δu=ξ, the Dirac measure
centered at u, and its conjugate f− = −1u≤ξ.
We introduce the definition of generalized kinetic solution.
Definition 2.4 (Generalized kinetic solution). Let u0 and ub satisfy (H3). A measurable
function f+ : Ω×Q×R→ [0, 1] is said to be a generalized kinetic solution of (1.1)-(1.3)
if the following conditions (i)-(iii) hold:
(i) {f+(t)} is predictable.
(ii) f+ is a kinetic function with the associated Young measure ν on Ω × Q such that
for all p ≥ 1, there exists Cp ≥ 0 satisfying that for a.e. t ∈ [0, T ],
E
∫
D
∫
R
|ξ|p dνt,x(ξ)dx ≤ Cp. (2.6)
(iii) There exist kinetic measures {m±N} and, for any N > 0, there exist increasing
m¯+N ∈ L1(Ω×Σ× (−N,N)) and decreasing m¯−N ∈ L1(Ω×Σ× (−N,N)) such that
{m¯±N(t)} is predictable, m¯+N(N − 1) = m¯−N(−N +1) = 0 for sufficiently large N > 0
and for all ϕ ∈ C∞c ([0, T )×D × (−N,N)),∫
Q
∫ N
−N
f±(∂t + a(ξ) · ∇)ϕdξdxdt+
∫
D
∫ N
−N
f 0±ϕ(0)dξdx+MN
∫
Σ
∫ N
−N
f b±ϕdξdσdt
= −
∞∑
k=1
∫ T
0
∫
D
∫ N
−N
gkϕdνt,x(ξ)dxdβk(t)− 1
2
∫
Q
∫ N
−N
G2 ∂ξϕdνt,x(ξ)dxdt
+
∫
[0,T )×D×(−N,N)
∂ξϕdm
±
N +
∫
Σ
∫ N
−N
∂ξϕm¯
±
N dξdσdt a.s. (2.7)
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The following proposition due to [5, Proposition 8] shows that any generalized kinetic
solution admits left and right limits at every t ∈ [0, T ].
Lemma 2.5. Let f+ be a generalized kinetic solution of (1.1)-(1.3). Then f+ admits
almost surely left and right limits at all points t∗ ∈ [0, T ] in the following sense: For all
t∗ ∈ [0, T ] there exist some kinetic functions f ∗,±+ on Ω×D × R such that P-a.s.,∫
D×R
f+(t
∗ ± ε)ϕdξdx→
∫
D×R
f ∗,±+ ϕdξdx
as ε→ +0 for all ϕ ∈ C1c (D×R). Moreover, almost surely, f ∗,++ = f ∗,−+ for all t∗ ∈ [0, T ]
except some countable set.
In what follows, for a generalized kinetic solution f+, we will define f
±
+ by f
±
+ (t
∗) =
f ∗,±+ for t
∗ ∈ [0, T ].
In order to prove uniqueness we need to extend test functions in (2.7) to the class of
C∞c ([0, T )× Rd × R). To this end we introduce the cutoff functions as follows.
Ψη(ξ) =
∫ ξ
−∞
{ψη(ζ +N − η)− ψη(ζ −N + η)} dζ, η > 0.
Proposition 2.6. Let f+ be a generalized kinetic solution of (1.1)-(1.3). Let f¯
λ
± be any
weak* limit of {fλ,ε± } as ε → +0 in L∞(Σλ × R) for any element λ of the partition of
unity {λi} on D, where fλ,ε± is denoted by
fλ,ε± (t, x, ξ) =
∫
Dλ
f±(t, x, ξ)ρλε (y − x)dy,
and let f¯± =
∑M
i=0 λif¯
λi± .
(i) For a.s. there exists a full set L of Σ such that f¯±(t, x, ξ) is non-increasing in ξ for
all (t, x) ∈ L.
(ii) For any ϕ ∈ C∞c (Rd × R), for any t ∈ [0, T ) and for any η > 0,
−
∫
D
∫ N
−N
Ψηf
+
± (t)ϕdξdx+
∫ t
0
∫
D
∫ N
−N
Ψηf±a(ξ) · ∇ϕdξdxds
+
∫
D
∫ N
−N
Ψηf
0
±ϕdξdx+
∫ t
0
∫
∂D
∫ N
−N
Ψη(−a(ξ) · n)f¯±ϕdξdσds
= −
∑
k≥1
∫ t
0
∫
D
∫ N
−N
Ψηgkϕdνs,x(ξ)dxdβk(s)
−1
2
∫ t
0
∫
D
∫ N
−N
Ψη∂ξϕG
2 dνs,x(ξ)dxds+
∫
[0,t]×D×(−N,N)
Ψη∂ξϕdm
±
N
−1
2
∫ t
0
∫
D
∫ N
−N
(
ψη(ξ +N − η)− ψη(ξ −N + η)
)
G2ϕdνs,x(ξ)dxds
+
∫
[0,t]×D×(−N,N)
(
ψη(ξ +N − η)− ψη(ξ −N + η)
)
ϕdm±N a.s . (2.8)
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(iii) P -a.s., for a.e. (t, x) ∈ Σ, the weak* limits −a(ξ) · n(x¯)f¯±(t, x, ξ) coincide with
MNf
b
±(t, x, ξ) + ∂ξm¯
±
N(t, x, ξ) for a.e. ξ ∈ (−N,N).
Proof. The result can be proved by a minor change of the proof of [14, Proposition
2.7].
3 Uniqueness
In this section we prove the main result of the paper.
Theorem 3.1 (L1-contraction property). Let fi,+, i = 1, 2, be generalized kinetic so-
lutions to (1.1)-(1.3)with data (f 0i,+, f
b
i,+) = (1ui,0>ξ,1ui,b>ξ), respectively. Under the as-
sumptions (H1)-(H3) we have for a.e. t ∈ [0, T )
−E
∫
D
∫
R
f1,+(t)f2,−(t) ≤ −E
∫
D
∫
R
f 01,+f
0
2,− −ME
∫ t
0
∫
∂D
∫
R
f b1,+(s)f
b
2,−(s), (3.1)
where M = max{|a(ξ)| : |ξ| ≤ ||u1,b||L∞(Ω×Σ) ∨ ||u2,b||L∞(Ω×Σ)}.
Corollary 3.2 (Uniqueness, Reduction). Under the same assumptions as in the above
theorem, if f+ is a generalized solution to (1.1)-(1.3)with initial datum 1u0>ξ and boundary
datum 1ub>ξ, then there exists a kinetic solution u to (1.1)-(1.3)with initial datum u0 and
boundary datum ub such that f+(t, x, ξ) = 1u(t,x)>ξ a.s. for a.e. (t, x, ξ). Moreover, for
a.e. t ∈ [0, T ),
E ||u1(t)− u2(t)||L1(D) ≤ E ||u1,0 − u2,0||L1(D) +ME
∫ t
0
||u1,b(s)− u2,b(s)||L1(∂D) ds, (3.2)
where ui, i = 1, 2, are the corresponding kinetic solutions to (1.1)-(1.3)with data (ui,0, ui,b).
To prove the uniqueness theorem we define the non-decreasing functions µN(ξ) and
µν(ξ) on R by
µN(ξ) = EmN([0, T )×D × (−N, ξ)), (3.3)
µν(ξ) = E
∫
Q×(−∞,ξ)
dνt,x(ξ)dxdt, (3.4)
where {mN} and ν are a kinetic measure and a Young measure satisfying (2.5), respec-
tively. Let DN be the sets of ξ ∈ (N−1, N) such that both of µN and µν are differentiable
at −ξ and ξ. We also set D = ∪∞N=1DN . It is easy to see that DN and D are full sets of
(N − 1, N) and (0,∞), respectively.
Lemma 3.3. It holds true:
(i) Let N0 ∈ N. If a ∈ DN0, then for all N ∈ N with N ≥ N0, as δ ↓ 0∫ N
−N
ψδ(ξ ± a) dµN(ξ)→ µ′N(∓a)∫ N
−N
(1 + |ξ|2)ψδ(ξ ± a) dµν(ξ)→ (1 + a2)µ′ν(∓a).
6
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(ii) There exists a sequence {aN} with aN ∈ DN such that
lim inf
N→∞
µ′N(±aN) = 0 and lim inf
N→∞
apNµ
′
ν(±aN) = 0 for p ≥ 0. (3.5)
Proof. We prove the lemma only in the case of µN . The case of µν will be done in a
similar fashion. Let a ∈ DN0 . Since µN(ξ ∓ a) = µN(∓a) + µ′N(∓a)ξ + o(ξ) for each
N ∈ N with N ≥ N0, it follows that∫ N
−N
ψδ(ξ ± a) dµN(ξ) = −
∫ δ
−δ
µN(ξ ∓ a) dψδ(ξ) = µ′N(∓a)−
∫ δ
−δ
o(ξ)ψ′δ(ξ) dξ.
Besides, the last term of the right hand on the above equality tends to 0 as δ → +0.
To see this take an arbitrary ε > 0. There exists δ0 > 0 such that if |ξ| < δ0 then
|o(ξ)| ≤ ε |ξ|. If 0 < δ < δ0, then∣∣∣∣∫ δ−δ o(ξ)ψ′δ(ξ) dξ
∣∣∣∣ ≤ ε ∫ δ−δ |ξψ′δ(ξ)| dξ ≤ ε.
Thus we obtain the claim of (i).
Next, let us assume that there exists a number k ∈ N such that for any N ≥ k,
µ′N(ξ) >
1
k
, ξ ∈ DN .
Since the function ξ → µN(ξ) is non-decreasing, for all N ∈ N with N ≥ k
µN(N)− µN(N − 1) ≥
∫ N
N−1
µ′N(ξ) dξ ≥
1
k
> 0.
This contradictions the limit (2.1). Thus for each k ∈ N, there exist a number Nk ≥ k
and ak ∈ DNk such that µ′Nk(ak) ≤ 1k .
Proposition 3.4 (Doubling variable). Let fi,+, i = 1, 2, be generalized kinetic solutions
to (1.1)-(1.3)with data (f 0i,+, f
b
i,+). Then, for t ∈ [0, T ), for ε, δ > 0, for N ∈ N and for
any element λ of the partition of unity {λi} on D, we have
−E
∫
Dλx×Dy×(−aN ,aN )2
λ(x)ρλε (y − x)ψδ(ξ − ζ)f+1,+(t, x, ξ)f+2,−(t, y, ζ)dξdζdxdy
≤ −E
∫
Dλx×Dy×(−aN ,aN )2
λ(x)ρλε (y − x)ψδ(ξ − ζ)f 01,+(x, ξ)f 02,−(y, ζ)dξdζdxdy
−E
∫
(0,t)×∂Dλx×Dy×(−aN ,aN )2
λ(x)ρλε (y − x)ψδ(ξ − ζ)(−a(ξ) · n(x))
×f¯λ1,+(s, x, ξ)f2,−(s, y, ζ)dξdζdσ(x)dyds
+I1 + I2 + I3 + IN , (3.6)
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where {aN} is a sequence of DN satisfying (3.5),
I1 = −E
∫
(0,t)×Dλx×Dy×(−aN ,aN )2
f1,+(s, x, ξ)f2,−(s, y, ζ)(a(ξ)− a(ζ))
·∇xρλε (y − x)λ(x)ψδ(ξ − ζ)dξdζdxdyds,
I2 = −E
∫
(0,t)×Dλx×Dy×(−aN ,aN )2
f1,+(s, x, ξ)f2,−(s, y, ζ)a(ξ)
·∇xλ(x)ρλε (y − x)ψδ(ξ − ζ)dξdζdxdyds,
I3 =
1
2
E
∫
(0,t)×Dλx×Dy×(−aN ,aN )2
λ(x)ρλε (y − x)ψδ(ξ − ζ)
×
∞∑
k=1
|gk(x, ξ)− gk(y, ζ)|2 dν1s,x(ξ)⊗ dν2s,y(ζ)dxdyds,
lim sup
N→∞
IN = 0with IN defined by (3.8) below.
Here mi,±N , ν
i, i = 1, 2, are the kinetic measures and the Young measures associated
with the generalized kinetic solutions fi,+, f¯
λ
i,± any weak* limits of {fλ,ε
′
i,± } as ε′ → 0 in
L∞(Σλ × R), and C a constant which is independent of ε, δ, N .
Proof. We will follow the proof of [5, Proposition 9]. Let ϕ1 ∈ C∞c (Rdx × Rξ) and ϕ2 ∈
C∞c (Rdy × Rζ). Define the cutoff function as
Ψη(ξ) =
∫ ξ
−∞
(
ψη(r + aN)− ψη(r − aN)
)
dr.
Set
F1,+(t) =
∞∑
k=1
∫ t
0
∫
Dλx
∫ N
−N
Ψη(ξ)gk,1ϕ
λ
1dν
1
s,x(ξ)dxdβk(s),
G1,+(t) =
∫ t
0
∫
Dλx
∫ N
−N
Ψη(ξ)f1,+(s, x, ξ)a(ξ) · ∇xϕλ1dξdxds
+
1
2
∫ t
0
∫
Dλx
∫ N
−N
Ψη(ξ)∂ξϕ
λ
1G
2
1dν
1
s,x(ξ)dxds
+
∫ t
0
∫
∂Dλx
∫ N
−N
Ψη(ξ)(−a(ξ) · n(x))f¯λ1,+(s, x, ξ)ϕλ1dξdσ(x)ds
−
∫
[0,t]×Dλx×(−N,N)
Ψη(ξ)∂ξϕ
λ
1dm
1,+
N (s, x, ξ)
+
1
2
∫ t
0
∫
Dλx
∫ N
−N
(
ψη(ξ + aN)− ψη(ξ − aN)
)
ϕλ1G
2
1dν
1
s,x(ξ)dxds
−
∫
[0,t]×Dλx×(−N,N)
(
ψη(ξ + aN)− ψη(ξ − aN)
)
ϕλ1dm
1,+
N (s, x, ξ).
8
39Renormalized Solutions to Stochastic Conservation Laws (KOBAYASI, NOBORIGUCHI)
On the other hand we set
F2,−(t) =
∞∑
k=1
∫ t
0
∫
Dy
∫ N
−N
Ψη(ζ)gk,2ϕ2dν
2
s,y(ζ)dydβk(s),
G2,−(t) =
∫ t
0
∫
Dy
∫ N
−N
Ψη(ζ)f2,−(s, x, ζ)a(ζ) · ∇yϕ2dζdyds
+
1
2
∫ t
0
∫
Dy
∫ N
−N
Ψη(ζ)∂ζϕ2G
2
2dν
2
s,y(ζ)dyds
+
∫ t
0
∫
∂Dy
∫ N
−N
Ψη(ζ)(−a(ζ) · n(y))f¯2,−(s, y, ζ)ϕ2dζdσ(y)ds
−
∫
[0,t]×Dy×(−N,N)
Ψη(ζ)∂ζϕ2dm
2,−
N (s, y, ζ)
+
1
2
∫ t
0
∫
Dy
∫ N
−N
(
ψη(ζ + aN)− ψη(ζ − aN)
)
ϕ2G
2
2dν
2
s,y(ζ)dyds
−
∫
[0,t]×Dy×(−N,N)
(
ψη(ζ + aN)− ψη(ζ − aN)
)
ϕ2dm
2,−
N (s, y, ζ).
By (2.8) we have∫
Dλx
∫ N
−N
Ψη(ξ)f
+
1,+(t)ϕ
λ
1dξdx = F1,+(t) +G1,+(t) +
∫
Dλx
∫ N
−N
Ψη(ξ)f
0
1,+ϕ
λ
1dξdx
and ∫
Dy
∫ N
−N
Ψη(ζ)f
+
2,−(t)ϕ2dζdy = F2,−(t) +G2,−(t) +
∫
Dy
∫ N
−N
Ψη(ζ)f
0
2,−ϕ2dζdy
Set α(x, ξ, y, ζ) = ϕ1(x, ξ)ϕ2(y, ζ) and Ψη(ξ, ζ) = Ψη(ξ)Ψη(ζ). Using Itoˆ’s formula for
F1,+(t)F2,−(t), integration by parts for functions of finite variation (see [21, p.6]) for(
G1,+(t) +
∫
Dλx
∫ N
−N
Ψη(ξ)f
0
1,+ϕ
λ
1dξdx
)(
G2,−(t) +
∫
Dy
∫ N
−N
Ψη(ζ)f
0
2,−ϕ2dζdy
)
,
and integration by parts for functions of finite variation and continuous martingales (see
[21, p.152]) for
F1,+(t)
{
G2,−(t) +
∫
Dy
∫ N
−N
Ψη(ζ)f
0
2,−ϕ2dζdy
}
,
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we obtain
−E
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ)f
+
1,+(t)f
+
2,−(t)α
λdξdζdxdy
= −E
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ)f
0
1,+f
0
2,−α
λdξdζdxdy
−
∞∑
k=1
E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ)gk,1gk,2α
λdν1s,x(ξ)⊗ dν2s,y(ζ)dxdyds
−E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ)f1,+(s)f2,−(s)(a(ξ) · ∇x + a(ζ) · ∇y)
×αλdξdζdxdyds
−1
2
E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ)f1,+(s)∂ζα
λG22dν
2
s,y(ζ)dξdxdyds
−E
∫ t
0
∫
Dλx
∫
∂Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ)f1,+(s)f¯
(λ)
2,−(s)(−a(ζ) · n)
×αλdξdζdxdσ(y)ds
+E
∫
[0,t]×Dy×(−N,N)
∫
Dλx
∫ N
−N
Ψη(ξ, ζ)f
−
1,+(s)∂ζα
λdξdxdm2,−N (s, y, ζ)
−1
2
E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ)f1,+(s)
[
ψη(ζ + aN)
−ψη(ζ − aN)
]
G22α
λdν2s,y(ζ)dξdxdyds
+E
∫
[0,t]×Dy×(−N,N)
∫
Dλx
∫ N
−N
Ψη(ξ)f
+
1,+(s)
[
ψη(ζ + aN)
−ψη(ζ − aN)
]
αλdξdxdm2,−N (s, y, ζ)
−1
2
E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ)f2,−(s)∂ξαλG21dν
1
s,x(ξ)dζdxdyds
−E
∫ t
0
∫
∂Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ)f¯
(λ)
1,+(s)f2,−(s)(−a(ξ) · n)
×αλdξdζdσ(x)dyds
+E
∫
[0,t]×Dλx×(−N,N)
∫
Dy
∫ N
−N
Ψη(ξ, ζ)f
+
2,−(s)∂ξα
λdζdydm1,+N (s, x, ξ)
−1
2
E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ζ)f2,−(s)
[
ψη(ξ + aN)
−ψη(ξ − aN)
]
G21α
λdν1s,x(ξ)dζdxdyds
+E
∫
[0,t]×Dλx×(−N,N)
∫
Dy
∫ N
−N
Ψη(ζ)f
−
2,−(s)
[
ψη(ξ + aN)
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−ψη(ξ − aN)
]
αλdζdydm1,+N (s, x, ξ), (3.7)
where αλ = α(x, ξ, y, ζ)λ(x). Noting that C∞c (Rdx × Rξ) ⊗ C∞c (Rdy × Rζ) is dense in
C∞c (Rdx × Rξ × Rdy × Rζ) and that mi and νi, i = 1, 2, vanish for large ξ thanks to (2.1)
and (2.5), by an approximation argument we can take α(x, ξ, y, ζ) = ρλε (y−x)ψδ(ξ−ζ) in
(3.7). In this case note that αλ = λ(x)ρλε (y−x)ψδ(ξ− ζ) and ρλε (y−x) = 0 on Dλx×∂Dy.
Using the identity (∂ξ + ∂ζ)ψδ = 0, we compute the fourth and sixth terms on the right
hand of (3.7) as follows.
−1
2
E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ)f1,+(s)∂ζα
λG22dν
2
s,y(ζ)dξdxdyds
=
1
2
E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ)f1,+(s)∂ξα
λG22dν
2
s,y(ζ)dξdxdyds
= −1
2
E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ζ)
[
ψη(ξ + aN)− ψη(ξ − aN)
]
×f1,+(s)αλG22dν2s,y(ζ)dξdxdyds
+
1
2
E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψ(ξ, ζ)αλG22dν
1
s,x(ξ)dν
2
s,y(ζ)dxdyds
and
E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
ψη(ξ, ζ)f
−
1,+(s)∂ζα
λdξdxdm2,−N (s, y, ζ)
= E
∫
[0,t]×Dy×(−N,N)
∫
Dλx
∫ N
−N
Ψη(ζ)
[
ψη(ξ + aN)
−ψη(ξ − aN)
]
f−1,+(s)α
λdξdxdm2,−N (s, y, ζ)
−E
∫
[0,t]×Dy×(−N,N)
∫
Dλx
∫ N
−N
Ψη(ξ, ζ)α
λdν1,−s,x (ξ)dxdm
2,−
N (s, y, ζ)
≤ −E
∫
[0,t]×Dy×(−N,N)
∫
Dλx
∫ N
−N
Ψη(ζ)
[
ψη(ξ + aN)
−ψη(ξ − aN)
]
f−1,+(s)α
λdξdxdm2,−N (s, y, ζ).
Similarly, the ninth and eleventh terms can be computed. We then calculate the terms
produced by the truncation function Ψη, namely, the terms containing the functions
ψη(ξ ± aN) or ψη(ζ ± aN).
1
2
E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ)f1,+(s)ψη(ζ ± aN)G22αλdν2s,y(ζ)dξdxdyds
≤ CE
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
ψη(ζ ± aN)
(
1 + |ζ|2)αλdν2s,y(ζ)dξdxdyds
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≤ C
∫
R
ψη(ζ ± aN)
(
1 + |ζ|2)E ∫ T
0
∫
D
dν2s,y(ζ)dyds
= C
∫
R
ψη(ζ ± aN)
(
1 + |ζ|2) dµν2(ζ)→ C(1 + a2N)µ′ν2(±aN)
as η → +0 by virtue of Lemma 3.3, where µν2 is defined by (3.4). A similar argument
yields that all the other terms containing the function ψη on the right hand of (3.7) are
estimated from above as η → +0 by
IN = C
(
µ′
m1,+N
(aN) + µ
′
m2,−N
(aN) + (1 + a
2
N)(µ
′
ν1(aN) + µ
′
ν2(aN))
)
, (3.8)
which is convergent to 0 as N → ∞ by Lemma 3.3. Consequently, letting η → +0 in
(3.7) and then using the identity (∇x +∇y)ρλε = 0 in the third term on the right hand
we obtain (3.6) with IN defined by (3.8).
Proof of Theorem 3.1. Set for t ≥ 0 and N > 0,
ηtN(ε, δ) = −E
∫
Dλx
∫
Dy
∫ aN
−aN
∫ aN
−aN
λ(x)ρλε (y − x)ψδ(ξ − ζ)
×f1,+(t, x, ξ)f2,−(t, y, ζ)dξdζdxdy
+E
∫
Dλ
∫ aN
−aN
λ(x)f1,+(t, x, ξ)f2,−(t, x, ξ)dξdx.
It is easy to see that limε,δ→0 ηtN(ε, δ) = 0 uniformly in N . Also set
rN(ε, δ) = −E
∫ t
0
∫
∂Dλx
∫
Dy
∫ aN
−aN
∫ aN
−aN
λ(x)ρλε (y − x)ψδ(ξ − ζ)
×(−a(ξ) · n(x))f¯λ1,+(s, x, ξ)f2,−(s, y, ζ)dξdζdσ(x)dyds
+E
∫ t
0
∫
∂Dλx
∫ aN
−aN
λ(x)(−a(ξ) · n(x))f¯λ1,+(s, x, ξ)f¯λ2,−(s, x, ξ)dξdσ(x)ds.
Since there exists a sequence {εn} ↓ 0 such that f2,− ∗ ρλεn converges as n → ∞ to f¯λ2,−
in L∞(Σλ × R)-weak*, we see that limεn,δ→0 rN(εn, δ) = 0 for each N > 0. Therefore, it
follows from Proposition 3.4 that
−E
∫
Dλ
∫ aN
−aN
λ(x)f+1,+(t, x, ξ)f
+
2,−(t, x, ξ)dξdx
≤ −E
∫
Dλ
∫ aN
−aN
λ(x)f 01,+(x, ξ)f
0
2,−(x, ξ)dξdx
−E
∫
∂Dλ
∫ aN
−aN
λ(x)(−a(ξ) · n(x))f¯λ1,+(s, x, ξ)f¯λ2,−(s, x, ξ)dξdσ(x)ds
+I1 + I2 + I3 + IN + η
t
N(εn, δ) + η
0
N(εn, δ) + rN(εn, δ).
On the domain Uλ0 a similar argument also deduces the same inequality as above, but
the term on the boundary ∂Dλ0 vanishes. By virtue of Lemma 2.6 (iii) it holds that
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a(ξ) · n(x)f¯λ2,− = a(ξ) · n(x)f¯2,− a.e. on [0, T )× ∂Dλ × (−N,N), and hence
M∑
i=0
E
∫ t
0
∫
∂Dλi
∫ aN
−aN
λi(x)(−a(ξ) · n(x))f¯λi1,+(s, x, ξ)f¯λi2,−(s, x, ξ)dξdσ(x)ds
= E
∫ t
0
∫
∂Dλi
∫ aN
−aN
(−a(ξ) · n(x))f¯2,−
M∑
i=1
λif¯
λi
1,+dξdσ(x)ds
= E
∫ t
0
∫
∂Dλi
∫ aN
−aN
(−a(ξ) · n(x))f¯1,+f¯2,−dξdσ(x)ds.
Here recall that f¯1,+ =
∑M
i=0 λif¯
λi
1,+. Thus, summing over i = 0, . . . ,M yields
−E
∫
D
∫ aN
−aN
f+1,+(t, x, ξ)f
+
2,−(t, x, ξ)dξdx
≤ −E
∫
D
∫ aN
−aN
f 01,+(x, ξ)f
0
2,−(x, ξ)dξdx
−E
∫
∂D
∫ aN
−aN
(−a(ξ) · n(x))f¯1,+(s, x, ξ)f¯2,−(s, x, ξ)dξdσ(x)ds
+
M∑
i=0
(I1 + I2 + I3 + IN + η
t
N(ε, δ) + η
0
N(ε, δ) + rN(ε, δ)). (3.9)
Now note that
lim
ε,δ→0
M∑
i=0
I2 = −E
∫ t
0
∫
D
∫ aN
−aN
∇(
M∑
i=0
λi)a(ξ)f1,+f2,−dξdxds = 0. (3.10)
In a similar way as in the proof of [5, Theorem 11] we obtain
|I1| ≤ Cδε−1, |I2| ≤ C
(
ε2δ−1 + r(δ)
)
. (3.11)
Finally, we compute the boundary term on the right hand side of (3.9) as follows:
−
∫ aN
−aN
(−a · n)f¯1,+f¯2,−dξ
= −
∫ u2,b
−aN
(−a · n)f¯1,+f¯2,−dξ −
∫ u1,b∨u2,b
u2,b
(−a · n)f¯1,+f¯2,−dξ
−
∫ aN
u1,b∨u2,b
(−a · n)f¯1,+f¯2,−dξ
≤ −
∫ u2,b
−aN
f¯1,+∂ξm¯
2,−
N dξ +Mb
∫ u1,b∨u2,b
u2,b
dξ −
∫ aN
u1,b∨u2,b
∂ξm¯
1,+
N f¯2,−dξ
≤ −Mb
∫
R
f b1,+f
b
2,−dξ. (3.12)
Now we take δ = ε
4/3
n . Letting εn → 0 and then letting N →∞, we immediately deduce
(3.1) from (3.9), (3.10), (3.11) and (3.12).
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Proof of Corollary 3.2. Let f+ be a generalized solution to (1.1)-(1.3) with the initial
datum 1u0>ξ and the boundary datum 1ub>ξ. It follows from Theorem 3.1 and Lemma
2.5 that for t ∈ [0, T ),
E
∫
D
∫
R
f±+ (t, x, ξ)(1− f±+ (t, x, ξ))dξdx = 0.
By Fubini’s theorem, for t ∈ [0, T ) there is a set Et of full measure in Ω ×D such that,
for (ω, x) ∈ Et, f±+ (ω, t, x, ξ) ∈ {0, 1} for a.e. ξ ∈ R. Since f±+ (t, x, ξ) = νt,x(ξ,∞) with a
Young measure ν on Ω×Q, there exists u(ω, t, x) ∈ R such that f±+ (ω, t, x, ξ) = 1u(ω,t,x)>ξ
for a.e. (ω, x, ξ). This gives that u(ω, t, x) =
∫
R(f
±
+ (ω, t, x, ξ) − 1ξ<0)dξ and hence u is
predictable. Moreover, (2.3) is a direct consequence of (2.6). Consequently, we see that
u is a kinetic solution to (1.1)-(1.3).
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