Abstract. Interannual variation of carbon fluxes can be attributed to a number of biotic and abiotic controls that operate at different spatial and temporal scales. Type and frequency of disturbance, forest dynamics, and climate regimes are important sources of variability. Assessing the variability of carbon fluxes from these specific sources can enhance the interpretation of past and current observations. Being able to separate the variability caused by forest dynamics from that induced by climate will also give us the ability to determine if the current observed carbon fluxes are within an expected range or whether the ecosystem is undergoing unexpected change. Sources of interannual variation in ecosystem carbon fluxes from three evergreen ecosystems, a tropical, a temperate coniferous, and a boreal forest, were explored using the simulation model STANDCARB. We identified key processes that introduced variation in annual fluxes, but their relative importance differed among the ecosystems studied. In the tropical site, intrinsic forest dynamics contributed ;30% of the total variation in annual carbon fluxes. In the temperate and boreal sites, where many forest processes occur over longer temporal scales than those at the tropical site, climate controlled more of the variation among annual fluxes. These results suggest that climate-related variability affects the rates of carbon exchange differently among sites. Simulations in which temperature, precipitation, and radiation varied from year to year (based on historical records of climate variation) had less net carbon stores than simulations in which these variables were held constant (based on historical records of monthly average climate), a result caused by the functional relationship between temperature and respiration. This suggests that, under a more variable temperature regime, large respiratory pulses may become more frequent and high enough to cause a reduction in ecosystem carbon stores. Our results also show that the variation of annual carbon fluxes poses an important challenge in our ability to determine whether an ecosystem is a source, a sink, or is neutral in regard to CO 2 at longer timescales. In simulations where climate change negatively affected ecosystem carbon stores, there was a 20% chance of committing Type II error, even with 20 years of sequential data.
INTRODUCTION
Terrestrial ecosystems modulate interannual variability in atmospheric CO 2 across the globe (Bousquet et al. 2000 , Rodenbeck et al. 2003 , Canadell et al. 2007 ). Inverse simulations of atmospheric CO 2 concentration have identified the magnitude and direction of carbon fluxes at continental scales (Gurney et al. 2004 , Jacobson et al. 2007 , Stephens et al. 2007 ). However, it is less clear where the terrestrial biosphere is a carbon source or sink at finer spatial scales. Given that conservation and management of terrestrial ecosystems for carbon sequestration is only logistically feasible in areas much smaller than continents, it is important to improve our understanding of the controls of annual variation in terrestrial carbon budgets at smaller spatial scales.
Within any ecosystem, year to year variation in carbon fluxes limits our ability to assess whether an ecosystem is a consistent carbon source or sink. For example, current estimates of carbon fluxes from tropical forests are highly variable, ranging from a moderate source of À2.15 Mg CÁha À1 Áyr À1 to a large sink of 5.97 Mg CÁha À1 Áyr À1 , and do not provide any consistent evidence for either a significant source or sink at decadal scales (Sierra et al. 2007) . It is possible that these forests are in a dynamic carbon balance as predicted by classical ecological theory (Odum 1969) , in which case the available measurements correctly support the null hypothesis of neutrality (i.e., long-term net ecosystem production (NEP) ¼ 0 in undisturbed ecosystems). However, it is also possible that current observations incorrectly support the null hypothesis (Type II error), in which case external factors such as global change may be in fact altering the equilibrium of these ecosystems (Grace et al. 1995 , Phillips et al. 1998 . Whichever the case, interannual variability plays a major role in identifying and understanding potential long-term controls on ecosystem carbon budgets. Several studies have reported significant ranges of interannual variation in carbon flux estimates for a variety of forest types (e.g., Loescher et al. 2003 , Chen et al. 2004 , Hollinger et al. 2004 , Dunn et al. 2007 , Richardson et al. 2007 , and have identified changes in climate as the main control over variability in ecophysiological processes (mainly production and respiration rates). In some cases, climate can act in concert with ecosystem processes, synergistically enhancing net uptake (Dunn et al. 2007) , or fostering net carbon loss (Loescher et al. 2003) . Even though it is recognized that species-level processes are important drivers of interannual variability, there is a paucity of research linking variability of species-specific rates of growth, establishment, mortality, and decomposition to annual ecosystem carbon fluxes (Sierra and Harmon 2008) . Furthermore, interactions among climatic variables and these intrinsic forest dynamics can lead to more complex, nonlinear behaviors not fully explored or understood.
Here we focus on how intrinsic forest dynamics and their interactions with climate control interannual variability in net carbon fluxes of old-growth forests. By intrinsic forest dynamics we refer here to the interaction between rates of growth, recruitment, mortality, and decay of the species comprising a plant community within a site. We focus on old-growth forests because their carbon flux is assumed to be in equilibrium according to classical ecological theory (Odum 1969) , but current environmental change may be altering this equilibrium state. Departures from equilibrium may be easier to detect in the old-growth phase than earlier in succession when rates of carbon uptake or release are intrinsically high.
The objective of this study was to separate and estimate the degree of variability in carbon fluxes due to internal forest dynamics vs. climate, and use these results to explore their possible interactions under future climate change. For this latter analysis, we used a modeling approach and compared our results with observations of carbon fluxes compiled in a recently published global data set (Luyssaert et al. 2007a ).
METHODS
In this study we used the simulation model STAND-CARB, which is a hybrid between a gap and an ecosystem model (Harmon and Domingo 2001 , Harmon and Marks 2002 , Smithwick et al. 2003 . It simulates living and dead carbon pools of forest stands and can be used to examine the effects of climate, forest dynamics, and species succession on carbon dynamics. The implementation of the model is similar to the ZELIG model (Urban et al. 1991) in which calculations are made over a grid of cells to simulate interactions between trees, such as competition for light. Each cell can be colonized by four different layers of plants: herbs, shrubs, lower trees, and upper trees. The lower tree layer represents advanced regeneration and the upper layer dominant trees. Live pools are divided into seven parts within each layer, and six dead pools are derived from the live parts (Harmon and Marks 2002) . Dead pools in turn form three stable pools derived from decomposing foliage, wood, and belowground plant parts. The model produces annual estimates of total carbon stores (TCS i ), which is the sum of carbon stores in the live, dead, and soil pools. Carbon fluxes are calculated as the difference in total carbon stores between the current (i ) and the previous (i À 1) year DC/Dt ¼ TCS i À TCS iÀ1 . A detailed model description can be found in Appendix A as well as in Harmon and Domingo (2001) , Harmon and Marks (2002) , and Smithwick et al. (2003) .
We used STANDCARB to simulate carbon dynamics of three contrasting evergreen forest types: a tropical forest, a temperate coniferous forest, and a boreal evergreen forest. For the tropical forest, parameters related to growth, recruitment, mortality, and decay were chosen to reproduce the behavior of four distinctive functional species groups, late and early successional trees, palms, and legumes. For the temperate coniferous forest we chose parameters to simulate two common species found in conifer-dominated forests of the U.S. Pacific Northwest, Douglas-fir (Pseudotsuga menziesii ) and western hemlock (Tsuga heterophylla). For the boreal forest, we simulated the plant community common in mixed conifer-hardwood forests of northern Maine, USA: white pine (Pinus strobus), paper birch (Betula papyrifera), balsam fir (Abies balsamea), red spruce (Picea rubens), eastern hemlock (Tsuga canadensis), northern white cedar (Thuja occidentalis), and red maple (Acer rubrum).
Simulations were performed over a spatial grid of 20 3 20 cells, with 17-m cell width and with 10 replicates per simulation, representing 10 plots of ;11 ha each. We used existing climate records from these three forest types to simulate climate variability over a 2000-yr period assuming no long-term trend. For the tropical forest we used 14 years of climatic data from the Porce region of Colombia (6845 0 N, 75806 0 W), and for the temperate forest we used 34 years of data from the H. J. Andrews LTER site in western Oregon (44812 0 N, 122815 0 W). The boreal forest was simulated using 50 years of climatic data from Millinocket, Maine, to represent processes at the nearby Howland Research Forest (45812 0 N, 68844 0 W).
Three different sets of simulation experiments were run in STANDCARB to separate the effects of forest dynamics and climate variation. Hereafter, these are referred to as the (1) constant mortality, (2) constant climate, and (3) variable climate scenarios. First, in the constant mortality scenario, the model was run using a constant mortality rate independent of competition among cells, but having random variation in the climatic data series. Long-term climatic data series were created by adding random variates (anomalies) to monthly climatic averages. Anomalies were generated using the observed monthly and annual standard deviations from the local data sets, assuming normal distributions. Second, in the constant climate simulations, the model was run with mortality represented as a process driven by competition with a stochastic component (see Appendix A for details). The long-term average mortality rate was equal to that in the previous simulation set. The climatic data series used in this scenario consisted only of monthly climate averages. Third, in the variable climate simulation set, we combined both the variation introduced by a variable climatic data set with the variation introduced by stochastic and competition-driven mortality.
Results from these simulation experiments were used to create hypothetical probability distribution functions (PDFs) of average carbon fluxes at steady state. We created 95% confidence intervals of the average carbon flux by estimating the interval that contains 95% of the area under the PDF.
The simulated time series of annual carbon fluxes were then used to sample random data points and test whether or not the selected series would reject the null hypothesis of equilibrium (i.e., mean DC/Dt ¼ 0). Consecutive data points were randomly selected in the interval 1001-2000 years, after the ecosystems reached steady state, in intervals from two to 50 years. This sampling procedure was repeated 100 times for each interval of consecutive data, from two to 50 years. For each time interval of consecutive points, we tested the null hypothesis DC/Dt ¼ 0 with a t test, and used the 100 repetitions to calculate the proportion of times in which the null hypothesis was either rejected or not rejected. The standard deviation in the t test was adjusted for serial correlation using the factor ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ð1 þ r 1 Þ=ð1 À r 1 Þ p , where r 1 represents the first-order autocorrelation coefficient (Zwiers and von Storch 1995, Ramsey and Schafer 2002) . Given that we know a priori that in our simulations the null hypothesis is true, we interpreted the proportion of rejections as the probability of incurring a Type I error (i.e., rejecting the null hypothesis when it is true).
In a fourth set of simulations, we created new climate time series for each site by increasing temperature by 68C across 100 years, and incorporating the natural variability found in the empirical data sets. Simulations were run using the climatic data from the variable climate scenario for 1000 years to allow the ecosystems to reach steady state before perturbing the system with the new climatic time series containing the temperature increase. We used the results of this set of simulations to also test the hypothesis DC/Dt ¼ 0 as above, and calculated the probability of incurring a Type II error (i.e., not rejecting the null hypothesis when it is false).
RESULTS
All simulations reproduced the pattern of successional development predicted by classical ecosystem models (Odum 1969, Bormann and Likens 1979) . At early stages of development, our modeled ecosystems accumulated carbon at high rates until reaching a maximum, then declined slightly to reach steady state (Bormann and Likens 1979) where the long-term average net carbon flux (over hundreds of years) was ;0 Mg CÁha Table 1 ).
The highest level of interannual variation was observed under the constant mortality scenario, where climate was the only factor responsible for the variability of carbon fluxes (Table 2 ). Varying internal forest dynamics (i.e., mortality) under a constant climate had only minor effects on carbon flux variation, but played a key role in shaping flux variation under a variable climate. Variability due to internal forest dynamics was higher in the tropical site than in the temperate site, which in turn was higher than the boreal site (Tables 1  and 2 ). However, variability due to climate did not follow this trend. The highest variability due to climate was found in the temperate coniferous forest (Fig. 2) .
For the three sites simulated, total carbon stores at steady state were lower using the variable rather than the constant climate scenario (Fig. 1) . This difference in carbon stores was observed in the live, dead, and soil organic matter pools (Appendix C), rather than just one single pool. This suggests that respiration, a process common to all pools, was more sensitive than other processes to the variation in the climatic data series. In STANDCARB, respiration is modeled with a Q 10 function to represent the effect of temperature on the rates of autotrophic and heterotrophic respiration (Ryan 1991) . Respiration is an increasing convex function, f(x), of temperature; therefore its expected value, E, using a random variable does not provide the same results as the value of the function using the expected value of the random variable ( f (E(x)) 6 ¼ E( f (x)); see Appendix B for a mathematical proof; see also Rastetter et al. 1992 , Ruel and Ayres 1999 , Peters et al. 2004 , Ross 2006 . Although STANDCARB also models the relationship between temperature and photosynthesis, its functional relationship is not strictly convex or concave in the interval of temperatures being examined.
Hypothetical ranges of variation
At steady state, carbon fluxes vary in a range of values around 0 Mg CÁha
À1

Áyr
À1 as a result of internal forest dynamics and climate (Fig. 2) . We used these simulation results to produce hypothetical ranges of variation of average carbon fluxes from the three different forest types (Fig. 3) . We assumed that, at steady state, average carbon fluxes are approximately zero and normally distributed. When considering variability due to forest dynamics alone, we were 95% confident that average carbon fluxes in the tropical forest at steady state ranged around 60. .
Consequences for hypothesis testing
The probability of incurring a Type I error decreased as the length of the time series evaluated increased. This probability was below the confidence level of the hypothesis test (a ¼ 0.05) only after ;10 years of consecutive flux data for the tropical forest, ;20 years for the temperate forest, and ;35 years for the boreal forest (Fig. 4) . For time series shorter than 10 years the probability of incurring a Type I error was between 5% and 17%. An increase in average temperature of 68C over 100 years caused a decline in total carbon stores (TCS) for the three ecosystems (Fig. 5) . The decline in TCS was more evident for the temperate forest than for the tropical site. However, trends in ecosystem carbon fluxes were not as evident as for TCS given the large degree of observed interannual variability (Fig. 5) . These simulations indicate that there are high probabilities of not rejecting the null hypothesis when the alternative hypothesis is true (Fig. 6) . In other words, our results suggest that even with more than 10 years of consecutive flux data there is a high chance of not observing a significant and real emission of carbon from these ecosystems.
DISCUSSION
We used a hybrid ecosystem-gap model to examine the level of interannual variation of carbon fluxes attributable to internal forest dynamics vs. climate in forests at their equilibrium phase. Although modeling is just one approach to this problem, we believe it can provide important insights that can complement and guide observational studies and field experiments. Here, we focused on long-term process as opposed to shortterm physiological dynamics common in many biogeochemical models. Results from other models can be compared with the results presented here to evaluate uncertainties associated with processes that are not represented explicitly in STANDCARB.
It is also important to point out that the predictions obtained in this study are not necessarily predictions of the carbon balances of these particular sites into the future. Our aim was to model three contrasting evergreen ecosystems with different internal forest dynamics and climate, and to observe the resulting emergent behaviors of the interannual variability in carbon exchange.
Forest dynamics and carbon fluxes
In this analysis we found that internal forest dynamics can contribute as much as 30% to the total interannual variation of ecosystem carbon fluxes (Table 2) . Although this contribution varies among forest types and is scale dependent (smaller plots could have larger variability), it is a source of variability that is often ignored in analyses of long-term carbon flux data. Climate obviously played a dominant role in explaining interannual carbon fluxes, but forest dynamics can potentially modulate or amplify the signal attributable to climate. The comparison between constant mortality and variable climate clearly shows a modulation effect (Table 1) . Furthermore, should climate remain relatively constant for a series of years, some level of variation in carbon fluxes can be expected because of stochastic mortality alone, even in systems that are supposed to be in steady state.
The paradigm that old-growth forests are carbon neutral (Odum 1969, Bormann and Likens 1979) has often been challenged (e.g., Grace et al. 1995 , Malhi et al. 1999 , Luyssaert et al. 2008 . However, our results suggest that old-growth forests in a state of dynamic equilibrium can have a significant range of variation around an average carbon flux of 0 Mg CÁha À1 Áyr À1 (Fig.  2) . Consequently, forests can behave as carbon sources or sinks for short periods of time (years to decades), without departing from steady state in the long term. This system behavior can complicate the interpretation of short-term data or observations with relatively high measurement uncertainties.
Forest dynamics play a significant role in determining the structure of forest ecosystems and the level of spatial heterogeneity of the overstory, creating what is known as the ''forest mosaic'' (Shugart 1998) or the ''shifting mosaic steady state'' (Bormann and Likens 1979) . Individual patches may respond differently to environmental conditions according to their successional stage. For example, a recently opened gap will respond to a temperature increase with a larger amount of carbon release than a closed canopy because the photosynthetic component is reduced in the gap. Consequently, the overall response of the ecosystem to a change in the environment will likely depend on the structure of the forest mosaic, and the relative contribution by the different patches in terms of photosynthesis and respiration.
The simulation results showed a consistent reduction of the variability in carbon fluxes due to intrinsic forest dynamics from the tropical to the boreal sites (Fig. 3) . This trend is an indication that internal forest dynamics play a larger role in ''faster'' systems such as tropical rain forests. It also suggests that short-term climatic fluctuations will play a larger role in determining carbon fluxes in ''slower'' systems such as boreal forests (here we consider a system ''fast'' or ''slow'' in terms of the relative magnitude of different process rates among ecosystems). Notes: Percentage values compare contributions from climate, forest dynamics (i.e., mortality), and their interaction to overall variability, calculated as: climate alone (%) ¼ 100 3 r c /r cm ; forest dynamics (%) ¼ 100 3 r m /r cm ; and climate interaction (%) ¼ 100 3 1 À (r m /r cm ).
Interannual climate variability and carbon fluxes
Variability in environmental conditions occurs over daily, seasonal, annual, and even longer time scales. Reichle et al. (1975) hypothesized that ecosystems maintain a dynamic equilibrium with a varying environment through multiple nonlinear interactions among ecosystem components. Similar ideas are embedded in the concepts of resilience and stability (Holling 1973 (Holling , 2001 . Specifically, there are multiple homeostatic mechanisms by which ecosystems will maintain a dynamic equilibrium with the environment. In terms of energy or carbon storage, this dynamic equilibrium depends directly on the frequency and amplitude of environmental variations and disturbances. Hypothetically, the maximum carbon storage in an ecosystem will tend to decrease from the maximum potential storage as frequency and severity (amplitude) of environmental fluctuations and disturbances increase ). The results observed in Fig. 1 , in which total carbon storage was lower in the variable climate scenario, support this hypothetical behavior. Recent syntheses and local studies have shown that climate plays an important role in controlling the variation of carbon fluxes at small spatial and temporal scales (Goulden et al. 1996 , Law et al. 2002 , Luyssaert et al. 2007a , b, Richardson et al. 2007 ). In general, climatic variables can explain up to 80% of the short-term variation in carbon fluxes (e.g., 30-min flux averages within a site; Clark et al. 1999 , Loescher et al. 2003 , Hollinger et al. 2004 ), but explain ,50% when scaled to longer time intervals or across sites (Law et al. 2002 , Luyssaert et al. 2007a . From the perspective of hierarchical theory (Allen and Starr 1982) , processes controlled by high frequency environmental factors should be constrained by factors operating at lower frequencies. Processes related to forest dynamics such as individual turnover rates operate at lower frequencies than many climatic variables; therefore they can constrain the direct effects caused by short-term environmental fluctuation over long periods of time. Other factors that may constrain carbon fluxes at higher hierarchical levels are plant species succession, nutrient accumulation or depletion, and cycles in herbivore and pathogen populations.
Analyses of long-term climate records have shown that regional increases in temperature are also accompanied by short-term high-frequency variation (e.g., Esper et al. 2002 , Luterbacher et al. 2004 . Future temperature increases at the regional level will be most likely accompanied by a significant level of interannual variation. Our analysis showed that carbon fluxes can also show an important level of interannual variation under long-term temperature increase. Detection of . For each number of consecutive years, Type I error was calculated as the number of times that the hypothesis H 0 : net ecosystem production (NEP) ¼ 0 was rejected from a total of 100 t tests with a ¼ 0.05 (dashed line).
FIG. 5.
Simulation results of total carbon stores and annual net carbon fluxes (DC/Dt) for a set of simulations in which temperature was increased by an average of 68C in 100 years. In all cases the model was run for 1000 years to reach steady state before applying the climate change function. systematic trends in carbon fluxes can be problematic because most of our current knowledge on the state of the global carbon cycle is derived from studies that measure carbon fluxes rather than trends in total carbon storage (Friend et al. 2007 , Luyssaert et al. 2007a , with both methods potentially subject to significant sources of measurement error (Loescher et al. 2006) . We found that for systems in dynamic equilibrium and then exposed to a systematic climatic disturbance, the probability of detecting a statistically significant and consistent trend in carbon fluxes could take as much as 20-30 years of continuous data collection. A decline in carbon storage was most pronounced for the temperate coniferous site where respiration rates are generally low but can increase dramatically with increases in temperature (Fig. 5) . For the tropical site where temperatures and respiration rates are already high, the probability of not observing the effects of temperature increase is very low (Fig. 6) . These results reflect our focus on statistically testing the null hypothesis of flux equilibrium at three separate measurement sites. Multiple measurements within a site and other analyses such as model-data assimilation, boundary-layer approaches, or complete inventory methods may provide additional insight into forest carbon balances at shorter time scales. In the long term, however, time series of carbon fluxes should at least cover the phase of decadal or multidecadal oscillations in climate such us those related with ENSO and the North Atlantic Oscillation.
Building on Odum's equilibrium concept
The concept of equilibrium in ecosystem ecology (e.g., Odum 1969) can be interpreted narrowly as a static view of the relationship between an ecosystem and its external environment. However, more explicit treatments of equilibrium concepts typically recognize some level of variability at the equilibrium stage. The concept of shifting mosaic steady state of Bormann and Likens (1979) recognizes this level of variability, as well as the concepts of resilience and stability as defined by Holling (1973) . The concepts of engineering and ecological resilience focus on the existence of one or multiple stability domains (Gunderson 2000) ; however, in both concepts there is a level of variability around the stable state(s) that can be quantified within the framework proposed here. The ranges of variation identified in this manuscript are simply a quantification of these stability concepts in a probabilistic framework. For example, the ranges of variability of net ecosystem production (NEP) could be interpreted as the width of the valleys of attraction in the common representation of the resilience concept. Evidence supporting gradual or sudden changes in the state of an ecosystem away from the expected range of stability would be indicative of an important disruption of a stable state, and perhaps a shift to an alternative stable state (Gunderson 2000 , Scheffer et al. 2001 . So the value of the concept of equilibrium (or steady state, or stable state) resides in its applicability FIG. 6 . Probability of Type II error after sampling consecutive years of the time series presented in Fig. 5 when the forests experienced a temperature increase of 68C for 100 years (years 1001-1100). For each number of consecutive years, Type II error was calculated as the number of times that the hypothesis H 0 : net ecosystem production (NEP) ¼ 0 was not rejected from a total of 100 t tests with a ¼ 0.05.
for testing alternate hypotheses about ecosystem change (Scheffer et al. 2001 ).
Other implications
Measurements of carbon fluxes in forest ecosystems demonstrate an important degree of variability (Table 3) . Many short-term individual studies are often used to infer a source or sink of carbon over the decadal scale or longer term. Our analysis shows that short-term measurements are subject to either Type I or Type II error. To avoid erroneous interpretations of current measurements it has to be acknowledged that ecosystem functions are intrinsically variable. When determining whether an oldgrowth ecosystem is a significant carbon source or sink, it would be more informative if the null hypothesis of a near equilibrium carbon flux were stated (and tested) in terms of an expected range instead of a single static quantity. A null hypothesis stated as H 0 : net ecosystem exchange (NEE) ¼ 0, does not consider the inherent variability that would occur naturally in the system. Sierra et al. (2007) proposed an alternative way to state this hypothesis using Bayesian statistics, considering that carbon fluxes vary spatially and temporally. Equilibrium under this proposed method is represented as a null hypothesis in which the average carbon flux lies within an arbitrary range around zero (H 0 : NEP ; N(l, r 2 )). It is convenient to use Bayesian statistics and arbitrary a priori information to test this hypothesis since different ranges of variation around equilibrium can be used. The degree of variation of carbon fluxes among ecosystems could differ due to dissimilarities in climate and disturbance regimes, and also as a consequence of intrinsic properties of the populations of species occupying the system.
For example, observed carbon fluxes in unmanaged tropical, temperate, and boreal forests show a high degree of variability (Table 3 ). The variability observed in these studies is not only caused by forest dynamics and climate, but also by a number of environmental factors within biomes and uncertainties associated with measurements. We compared these observations with the ranges of variability found in this study for the three different biomes using the Bayesian approach proposed in Sierra et al. (2007) . The approach consists of finding the probability of the carbon flux given the observed data P(NEP j NEP*). The hypothetical ranges of variation were used as prior information about the expected range for net ecosystem production (NEP). The posterior probabilities obtained in this comparison provided little evidence for carbon fluxes in old-growth forests outside the range predicted for forests in equilibrium (Fig. 7) . For tropical forests the probability of the average NEP being higher than the upper bound of the hypothetical range (1.74 Mg CÁha is 1.2%, and for boreal forests the probability of NEP higher than 0.89 Mg CÁha À1 Áyr À1 is 2.2%. For the temperate forests, however, the probability of a carbon source is less than 10%, and the obtained probability distribution may be indicative that these forests have been moved to an alternate state.
Spatial heterogeneity in ecosystems that results from forest dynamics and temporal climatic variations can interact in a complex fashion that is sometimes underestimated in current models, experiments, and analysis of global change effects on ecosystems (Moorcroft 2006 , Norby et al. 2007 ). Behaviors such as modulation or amplification of the carbon flux can emerge as a result of interactions between spatial heterogeneity and variability of climatic drivers. In many cases, field and modeling experiments exclude these sources of variation and therefore exclude the possibility of these behaviors emerging. For example, experimental manipulations in which an environmental factor is changed to a level predicted for the future, such as increasing temperatures or excluding rainfall to a specific level, do not correspond to more realistic scenarios in which long-term environmental change itself displays a certain degree of temporal variation. Similarly, simplifying the analysis by minimizing spatial variation (e.g., using the big-leaf approach in biogeochemical modeling) reduces the domain of responses by excluding spatial interactions. Our results highlight how internal ecosystem processes and complexity can modulate or amplify responses to external climatic drivers in ways that are poorly characterized in many field and modeling experiments.
CONCLUSIONS
Interannual variability of ecosystem carbon fluxes (net ecosystem exchange, net ecosystem production, or net ecosystem carbon balance) can be explained by both climate and intrinsic forest dynamics. In systems such as tropical forests where process rates are faster than in other ecosystems, forest dynamics were responsible for a larger fraction of the interannual variation in carbon FIG. 7 . Comparison between measured net ecosystem production (NEP) in unmanaged tropical (n ¼ 8 sites), temperate (n ¼7 sites), and boreal (n ¼ 6 sites) forests and the hypothetical ranges of variation found in this study. Histogram bars represent the measured data for different sites within the biomes, the solid line represents the hypothetical ranges from this study, and the dashed line represents the posterior distribution of NEP based on the data and the hypothetical ranges. Data were extracted from the database of Luyssaert et al. (2007a). fluxes. As a result, forests at steady state and under relatively constant environmental conditions can behave either as a source or sink of carbon for short periods of time. Therefore, the concept of equilibrium in a carbon balance should be thought of as a range of variation around an average carbon flux of zero.
Our simulations indicate less carbon stores under a variable climate scenario than under constant climatic conditions. This behavior, which is controlled by the nonlinear relationship between temperature and respiration, caused larger and more frequent respiratory fluxes under elevated temperatures. Given that the shape of this relationship is consistent across a large number of evergreen and coniferous forests (Law et al. 2002) , it can be inferred from our results that an increase in temperature variability will also lead to larger in situ respiratory fluxes and reduced carbon stores.
A temperature increase of 68C over 100 years caused a consistent decline in carbon stores for the three simulated forests. However, this climatic forcing was not easy to detect in terms of carbon fluxes. Depending on the characteristics of the site, it could take more than 10 years of consecutive flux data to observe a consistent carbon source.
