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Abstract. A general model of an e-business system comprising an appli-
cation server and a database engine is analyzed and evaluated. Incoming
jobs may have to wait in an external queue; when admitted for process-
ing, they compete for the available resources. Database accesses are of
different types and are subject to time-outs. An efficient approximate
solution is provided; its accuracy is evaluated by comparing the model
estimates with those obtained from simulations. The effect of several
controllable parameters on the performance of the system is examined
in a series of numerical and simulation experiments.
Keywords: Application Servers, Quality of Service, Analytical Mod-
elling, Queuing Networks, Simulations.
1 Introduction
Providers of e-Business services, such as on-line banking, auctioning and retail-
ing, must utilize their computing resources efficiently and offer a high quality of
service to their users. In order to do that, it is important not only to implement
effective admission and scheduling policies, but also to be able to predict the
performance that the system can achieve for a given level of demand. To make
quantitative predictions, one needs a model which is (a) sufficiently detailed to
take into account the essential system features and (b) sufficiently simple to be
analytically and numerically tractable. The development and solution of such a
model is the aim of this paper.
Since the user demand is random in character, the measures of performance
are usually described in terms of probabilities and random variables. The follow-
ing metrics are commonly considered to be important for an e-Business system
(or site) [12]:
1. Average response time (the time taken to process an accepted request).
2. Throughput (the average number of requests processed per second).
3. Rejection probability (the long-term fraction of requests that are rejected
because the load is too heavy).
A model that allows fast evaluation of these performance measures in terms
of measurable or controllable parameters can be used as a system management
tool. When the demand parameters change, the settings of various operational
parameters (e.g., the number of server threads) can be changed so as to maintain
optimal performance levels.
Existing work on the Quality of Service of application servers falls into three
broad categories. The first of these treats the system as a ‘black box’ (see [1,
4–6, 9, 14, 18]). The behaviour of that box is measured and a policy that controls
some operational characteristic (e.g., job admissions), reacts to observed changes
in demand. In some cases a simple linear control model is postulated, e.g. [1, 4,
9, 14]. However, these approaches do not attempt to predict the performance of
a system in relation to its structure.
The studies in the second category rely on a series of experiments whereby
emulated clients are used to calibrate the behavior of the system [15, 19]. The
statistics gathered during the experimental phase are used to configure the sys-
tem for the required performance metrics during run time. Although there is an
element of prediction here, it is limited by the fact that only situations similar
to those encountered during the experiments can be effectively managed on-line
[2, 3].
The third category includes works based on the analysis and evaluation of
models where the system is represented by some kind of a queueing network [11,
8, 7, 16]. These studies differ from each other by the system features they choose
to model, and the simplifying assumptions they introduce in order to make the
model tractable.
We construct, analyze and simulate a rather general queueing model of an
e-Business site. The contribution of the present paper lies in the incorporation
into the model of all of the following features:
1. A user job may involve a random number of accesses to a database, each
access being either read-only (lightweight) or transactional (heavyweight).
A heavyweight access may terminate successfully (commit) or unsuccessfully
(abort).
2. The database itself may be shared among more than one e-Business site.
Hence, the database processing capacity (modelled as a number of parallel
servers) allocated to a particular site is a controllable operational parameter.
3. Database access requests are subject to time-out intervals: if a request is not
granted access before its time-out interval expires, the job that generated it
is ejected. This is common in commercial database servers [10].
4. Computational and database resources are possessed simultaneously; that
is, while a request waits for and receives a database service, the job that
generated it continues to occupy an application server thread.
5. The physical components of the application server (central processor, one or
more discs) are modelled explicitly.
6. There is an arrival process of e-Business jobs; those that are not admitted
for processing (because all threads are occupied) wait in an external queue
of finite or infinite capacity; if the former, and the queue is full when a job
arrives, that job is lost. The presence of that external queue implies that the
system model is not, in general, a closed queueing network.
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Some of the above features are taken into account in other studies (e.g.,
Menasce et al [11] handle 4, 5 and 6; Liu et al [8] include a form of 4; Kounev and
Buchmann [7] allow different types of requests, which may include 1). However,
as far as we are aware, the entire collection is considered here for the first time.
The price paid for the generality of the model is that it cannot be solved
exactly. The aim of the analysis is therefore to obtain a useable and efficient
approximate solution. The accuracy of that solution is evaluated by comparisons
with simulations.
The system architecture is described in section 2, while the mathematical
model is defined in section 3. The analysis and approximate solution are detailed
in section 4. The system performance is examined under a variety of loading
conditions; the performance estimates provided by the model, and those obtained
from the simulations, are presented in section 5.
2 System Architecture: an overview
E-Business service provisioning involves performing a variety of activities ranging
from simple information display to data processing and updating of stored data.
An e-Business site is usually structured into three logical tiers as shown in figure
1; each tier is responsible for a distinct set of activities.
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Fig. 1. Structure of an E-business site
Presentation Tier: This runs a Web Server which maintains the presentation
logic of the application in the form of pre-formatted information. It receives
the client requests coming from the outside network and passes them for
processing to the next tier (by means of Remote Method Invocation calls) if
business-specific computations are needed.
Business Tier: This is the Application Server which responds to invocations
from the first tier: threads hosted by it perform computations using business
logic and enterprize data. The former is typically implemented using some
container component technology such as Enterprize Java Beans. The data
required by the computation has to be fetched from the Data Tier (when not
cached locally). If the computation modifies the data, then the updates are
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implemented at the database by means of a transaction. If there are more
calls to the application server than the available threads, the excess calls are
queued.
Data Tier: This tier is represented by a set of database ‘servers’ which maintain
the persistent data. In this context, the term ‘server’ is used in the sense of
‘dedicated unit of database capacity’, which may include processing power
and disk storage; there is no connotation of a physical entity but there is an
assumption that these units do not interfere with each other. The database
servers allocated to an e-business site are, in general, a subset of a larger
set provided by the database system and used by competing sites. That
allocation is thus subject to management control.
Three remarks are in order. First, the work performed in the presentation
tier is much less demanding than that carried out in the other two tiers, and
therefore a well-provisioned Tier 1 is usually not a performance bottleneck (see
[17]). Hence, in what follows, we will consider that the e-business site is made
up of just the last two tiers, subjected to an external stream of requests.
Second, the database access requests from tier 2 are blocking in nature. That
is, an application server thread waits until a database server returns the re-
quested data or terminates the transaction. This means that the number of
pending database access requests cannot exceed the number of application server
threads.
Finally, if there are more application server threads than database servers, a
request may have to wait in a queue for a database server to become available.
That queue is special, in that each request has a timeout interval; the timeout
is cancelled when the request is taken up for processing by a database server; if
and when the timeout expires, the request is dropped and the calling thread is
freed, resulting in an unsuccessful termination for the user job.
3 The model
The Business and Data Tiers are modelled by the (non-separable) queueing
network illustrated in figure 2.
Requests (or ‘jobs’, as they will be called from now on) arrive into the sys-
tem in a Poisson stream with rate λ. A maximum of m jobs are admitted for
processing (they are referred to as the ‘active’ jobs); this limit is imposed by the
number of parallel threads that have been made available. If there are more then
m jobs present, the ones that do not occupy a thread wait in an external FIFO
queue.
The execution of an active job consists of alternating ‘computations’ and
‘database accesses’. Computation services are provided by a computer which,
for the purposes of this model, is assumed to consist of one processor and one
disc (the single disc assumption is not significant; one could easily generalize it
by allowing multiple discs, at the price of complicating the solution). During a
computation, jobs visit the processor at least once, and the disc zero or more
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Fig. 2. An application server with database access
times. More precisely, after receiving a service at the processor, a job goes to
the disc with probability 1−α and completes the computation with probability
α (0 < α ≤ 1). This models a geometrically distributed number of visits to the
disc. After a disc service, a job returns to the processor with probability 1. There
is a FIFO queue at both the processor and the disc.
Service times at the processor and the disc are assumed to be independent
random variables distributed exponentially with means b0 and b1, respectively.
These approximative assumptions are necessary for the tractability of the model.
Having completed a computation, a job terminates execution (and leaves
the application server) with probability β, and makes a database access with
probability 1−β. In other words, a job makes a geometrically distributed number
of database requests. Database accesses are handled by a database engine, which
may possibly be shared by more than one application server. As far as this
application server is concerned, up to n of its active jobs may have their database
accesses processed in parallel without significant interference. This is modelled
by assuming that there are n parallel DB servers. If more than n jobs need to
access the database, n of them are being served while the others wait in a FIFO
queue.
A time-out policy operates at the database engine: if, having asked for for a
database access, a job does not acquire a DB server before its time-out period
expires, that job is terminated and leaves the application server. In practice,
the lengths of the time-out periods are fixed; however, for purposes of analytical
tractability, it is assumed that they are independent random variables distributed
exponentially with mean 1/ξ.
Database accesses are further complicated by the fact that they can be of
two types. Some are read-only queries; their service times are distributed expo-
nentially with mean b2. Others are transactions which typically take longer; they
are distributed exponentially with mean b3. After the completion of a read-only
query, a job enters a new computation phase. On the other hand, a transaction is
always the last of a job’s database accesses; whether it ends with a commit or an
abort, after it the job terminates and leaves the application server. A fraction θ
of all jobs that make database accesses terminate with a transaction (0 ≤ θ ≤ 1).
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When an active job leaves the application server, whether successfully or
unsuccessfully, the job at the head of the external queue (if any), moves to the
processor queue; i.e., it becomes active and starts a computation.
Remarks.
1. When the external queue is non-empty, the application server behaves like a
closed queueing network, with m jobs circulating between the computation and
database engines. However, that network does not have a product-form solution
(and hence is not tractable by mean-value analysis), because of the time-out
departures from the database queue. That feature necessitates the approximate
solution that will be presented in the next section.
2. The assumption that the computation part of the application server consists
of a single processor and a single disc is not essential. One could envisage consid-
erably more complex networks of processors and discs. An approximation would
still be available, but would have to rely on numerical solution of equations; the
closed-form expressions for the state-dependent computation throughput would
not apply.
4 Approximate solution
Consider first the computation subsystem, with k jobs circulating between the
processor and the disc (k = 0, 1, . . . ,m). Suppose that that circulation continues
for a long time, i.e. the computation subsystem reaches steady-state with k jobs.
Then the processor queue would behave like an M/M/1 queue with a bounded
buffer of size k, into which jobs arrive at rate 1/b1 (when not full), and from
which jobs depart at rate (1 − α)/b0 (when not empty). Denote by r the ratio
between those two rates:
r =
(1− α)b1
b0
. (1)
Known results for the M/M/1/k queue yield the probability, Uk, that the pro-
cessor is busy, given that k active jobs are in their computational phase (e.g.,
see [13]):
Uk =
1− rk
1− rk+1 . (2)
Hence, the state-dependent throughput of the computation subsystem when
there are k jobs in it, tk, is given by
tk =
α
b0
Uk =
α
b0
1− rk
1− rk+1 . (3)
So, the first approximation is to replace the computation subsystem by a
single state-dependent server whose service rate, when there are k jobs present,
is tk.
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Now suppose that there are J active jobs, circulating between the computing
and database engines for a sufficiently long period to reach steady state (J =
1, 2, . . . ,m). In other words, model the business and data tiers by the closed
queueing network illustrated in figure 4.
m
i
i
i

ffi1
@@R
-
-
6 6
-?
-
6
-
β ξ
1− βtk
J active jobs; n DB servers
Fig. 3. Closed queueing network model
The state of this network is described by a single integer, k, specifying how
many jobs are at the computing node; then J −k jobs are at the database node.
A transition from state k to state k + 1 occurs when a job leaves the database
node (through service completion or time-out); similarly, a transition from state
k + 1 to state k occurs when a job leaves the computing node.
Let pk be the probability that the network is in state k (k = 0, 1, . . . , J). The
above implies that these probabilities satisfy the following balance equations:
[min(n, J − k)ν +max(0, J − n− k)ξ]pk = (1− β)tk+1pk+1 , (4)
where ν is the average service rate of a database server.
This is a simple set of recurrences, of the form pk+1 = akpk. Together with the
normalizing equation (p0+p1+ . . .+pJ = 1), and the expressions (3) for tk, they
are easily solved. However, the average service rate ν is yet to be determined.
Recall that there are two types of database services, read-only queries and
transactions. Given that a job visits the database at least once, it makes i such
visits with probability (1−β)i−1β. The last of those is a transaction with proba-
bility θ. Hence, the fraction, τ , of all visits to the database that are transactions,
is given by
τ = θβ
∞∑
i=1
1
i
(1− β)i−1 = θβ
1− β
∞∑
i=1
1
i
(1− β)i = θβ
1− β ln
1
β
. (5)
Since the average service times of read-only queries and transactions are b2
and b3, respectively, the overall average database service time is
1
ν
= (1− τ)b2 + τb3 , (6)
with τ given by (5). A mixture of different exponentially distributed random vari-
ables is not, in general, exponentially distributed. Nevertheless, the approximate
7
solution treats the database services as if they were distributed exponentially
with mean 1/ν.
Having solved equations (4) and determined the probabilities pk, the state-
dependent throughput of the application server when it has J active jobs, T (J),
is obtained from
T (J) =
J∑
k=0
pk[tkβ +min(n, J − k)ντ +max(0, J − n− k)ξ] . (7)
That throughput includes both successful and unsuccessful terminations.
The final approximation is to treat the closed queueing network in figure 4
as a single state-dependent server whose service rate is T (J) when there are J
active jobs. Now the external queue, together with the active jobs, behave like a
one-dimensional Birth-and-Death process which is in state M if there is a total
of M jobs present (M = 0, 1, . . .). Then the number of active jobs is min(M,m)
and the number of jobs in the external queue is M − min(M,m). There are
transitions from state M to state M + 1 with rate λ, and from state M + 1 to
state M with rate T (min(M + 1,m)).
Denote by qM the steady-state probability that there are M jobs present.
These probabilities are determined by the balance equations
λqM = T (min(M + 1,m))qM+1 , M = 0, 1, . . . , (8)
and the normalizing equation
∞∑
M=0
qM = 1 . (9)
Note that the departure rate in the right-hand side of (8) ceases to depend
on M when the latter exceeds m. Therefore, we have
qm+i = ρiqm , i = 1, 2, . . . , (10)
where ρ = λ/T (m) is the offered load when the number of active jobs is the
maximum allowable. This leaves only a finite set of equations to solve.
The process is ergodic (i.e., the queue is stable), if λ < T (m), or ρ < 1.
One could also assume a bounded external queue, with maximum size K.
Then the possible states would be M = 0, 1, . . . ,m + K; equations (8) would
apply only up to M = m +K − 1; the sum in the normalizing equation would
be finite and the question of stability would not arise.
Given the steady-state probabilities qM , one can compute certain perfor-
mance measures. The average number of jobs in the system, L, is
L =
∞∑
M=1
MqM =
m−1∑
M=1
MqM +
qm
1− ρ
[
m+
ρ
1− ρ
]
. (11)
In the case of a bounded external queue, with maximum size K, that expres-
sion becomes
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L =
m−1∑
M=1
MqM +
qm(1− ρK+1)
1− ρ
[
m+
ρ
1− ρ
]
− Kqmρ
K+1
1− ρ . (12)
The average system throughput, T , is equal to λ when the external queue is
unbounded and stable. When it is bounded at level K, the throughput is
T = λ(1− qm+K) . (13)
When the system throughput is not equal to λ (i.e., the external queue is
bounded), some incoming jobs are rejected. In that case, the probability of re-
jection, R, is given by
R =
λ− T
λ
= qm+K . (14)
The average response time, W , is obtained from Little’s result:
W =
L
T
. (15)
Note that some of the system throughput is in fact due to database requests
that have timed out, or to transactions that have aborted. Hence, one may be
interested in the ‘successful throughput’, S, defined as the average number of
jobs that complete successfully per unit time. Denote also the ’state-dependent
successful throughput’, given that there are J active jobs, by S(J). That quan-
tity is given by an expression similar to (7), but excluding the unsuccessful
terminations:
S(J) =
J∑
k=0
pk[tkβ +min(n, J − k)ντ(1− γ)] , (16)
where γ is the probability that a transaction fails to commit (that is a database
parameter).
Then, the unconditional successful throughput is obtained from
S =
m−1∑
M=0
qMS(M) + S(m)
∞∑
M=m
qM , (17)
where qM is the solution of (8) and (9).
5 Numerical and simulation results
The performance of the system under different loading conditions and parameter
settings was examined in a series of numerical and simulation experiments. The
main purpose of the simulations was to evaluate the accuracy of the approximate
solution. To that end, the simulated system contained all queues and both types
of database accesses; there was no aggregation of database service times into a
9
single exponential distribution; the time-out intervals were of fixed size as in the
real system, rather than being exponentially distributed random variables.
As the number of parameters is quite large, some of them were kept fixed
throughout:
Probability of visiting the disc = 1− α = 0.6;
Probability of requiring a database access = 1− β = 0.6;
Fraction of database accesses containing a transaction = θ = 0.2
Average service time for read-only access = b2 = 20 msec;
Average service time for transactions = b3 = 50 msec;
Database time-out interval = 1/ξ = 5 sec (except in the last figure);
Bound on external queue size = K = 50.
Of the parameters that were were varied, the main ones are those that are
directly controllable: the number of threads (m) and the number of database
servers allocated (n).
The first set of experiments aimed to quantify the effect of the number of
threads on the performance of the system. In figure 4, the average response time
is plotted against m for different values of the external arrival rate, λ. The figure
shows a marked initial improvement in performance as the number of active jobs
increases; the servers are being utilized more efficiently by being able to work
on different jobs at the same time.
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However, the downward trend stops, or is reversed, whenm increases further.
That behaviour is readily explained by looking at figure 5, where the throughput,
T , is plotted against m for the same arrival rates. When all servers are busy
most of the time, the throughput reaches a maximum achievable value, Tmax.
In the present configuration, that value is approximately 0.04 jobs/msec (or 40
jobs/sec). If the external arrival rate is lower than Tmax, the throughput flattens
before reaching that maximum. Further increases in m make no difference to the
average number of jobs present and the average response time; the extra threads
remain unused.
If, on the other hand, λ ≥ Tmax, then the application server cannot cope with
the demand; the external queue is full; adding more threads simply increases the
average number of jobs present, and hence the average response time.
To summarize, there is an optimal number of threads, which depends on
the average service times at the CPU, disk and database servers. For the present
parameters, that number is approximately m = 10. Offering more threads brings
no benefits when the system is lightly loaded, and is detrimental at heavy loads.
Note that the approximate solution is almost exact at light loads, and its
relative error is 10% or less for heavily loaded systems. Also, it is worth pointing
out that the approximate solution tends to be pessimistic, i.e., it overestimates
the average response time and underestimates the throughput. That is probably
due to the fact that replacing the constant time-out intervals with exponen-
tially distributed ones increases their variance and hence has an adverse effect
on performance (aggregating the different database service times into a single
exponential distribution has the opposite, but less pronounced effect).
In the second set of experiments, illustrated in figures 6 and 7, the number
of threads was kept fixed, while the number of available database servers varied.
The value of m was deliberately set quite high (m = 50), so that the rate of
database accesses is not restricted by under-utilized CPU and disc.
As expected, the system performance improves (the response time decreases,
the throughput increases) with the addition of database servers, but only up to
a point. Beyond that, adding more database service capacity ceases to make a
difference; the extra servers are not utilized. What is perhaps less predictable
is that this ‘optimal number of database servers’ does not seem to depend very
much on the external arrival rate. For the present parameter set, under both
light loads and heavy loads, it is best to allocate about 5 database servers.
The approximate solution predicts the optimal number of database servers
very accurately. The largest differences between analysis and simulation are ob-
served in the overloaded case (λ = 0.05) for the throughput, and at heavy load
(λ = 0.037) for the response time.
Again, the model predictions are pessimistic, compared with the simulations.
This phenomenon is observed in all experiments.
The third set of experiments is similar, except that a rather extreme service
configuration is assumed. The average service times at the CPU and disc are
reduced by a factor of 50 (b0 = b1 = 0.1 msec), while the number of threads
is doubled (m = 100). In figures 8 and 9, the average response time and the
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Fig. 7. Average throughput as function of n; m = 50, b0 = b1 = 5 msec
throughput, respectively, are plotted against the number of database servers for
different external arrival rates.
The database is now subjected to much heavier traffic of accesses. It is still
the case that increasing the number of database servers improves performance
up to a point, and then ceases to do so. However, that point takes longer to
reach, and it depends on the arrival rate: the higher the value of λ, the more
database servers can be usefully employed. Also, because the model predictions
are pessimistic, it tends to overestimate the the value of n beyond which there
are no further performance benefits.
Figure 10 shows the rejection probability (i.e., the fraction of jobs that are
lost because they find the external buffer full), plotted against the arrival rate,
for different numbers of threads. There are no surprises here. On one hand, the
rejection probability increases with λ because the system becomes more heavily
loaded and hence the external queue is more often full. On the other hand,
increasing m leads to a reduction in the rejection probability because more jobs
can be admitted into the system.
The model estimates are reasonably accurate.
The final experiment is similar to that in figure 5, where the system through-
put was plotted against the number of threads. All parameters are the same
except that, in the present setting, the database timeout interval (or its average
in the case of the model) is reduced by a factor of 100: 1/ξ = 50 msec. Con-
sequently, jobs are now more likely to be ejected from the application server
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Fig. 10. Rejection probability as function of λ; n = 10, b0 = b1 = 5 msec
because their timeouts expire. Figure 11 illustrates the behaviour of the ‘suc-
cessful throughput’, S, as a function of m, for different values of λ.
Comparing the results in figure 11 with those in figure 5, we observe that at
light load (λ = 0.3) the shorter timeout interval has made very little difference
to the throughput: it is still almost entirely successful. At medium to heavy load
(λ = 0.37), there is some reduction in successful throughput. In the overloaded
case (λ = 0.5), the difference is again minimal. It is worth noting that the model
is, if anything, more accurate in predicting the successful throughput than the
total one.
6 Conclusions
The model described here is sufficiently general to capture the behaviour of a
large class of e-business systems. The proposed approximate solution is numeri-
cally efficient and fast. Its accuracy has been shown to be acceptable over a wide
range of system configurations. Therefore, that solution can be used in order to
(a) predict the performance of a system under given or assumed loading con-
ditions, and (b) to choose optimal settings for certain controllable parameters
with respect to specified performance measures.
An important future step would be to apply and evaluate this approach
in a real-life e-business system of non-trivial size and complexity. Measurements
would be taken in order to quantify both the system parameters and the observed
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Fig. 11. Successful throughput as function of m; n = 10, b0 = b1 = 5 msec
performance. The latter would then be compared with the metrics predicted by
the model.
We also plan to employ the model as analytical foundation for a Controller
component, which monitors the service provisioning of and E-business site and
adapts it to load variations.
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