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Abstract
This paper analyses the short utterance probabilistic linear dis-
criminant analysis (PLDA) speaker verification with utterance
partitioning and short utterance variance (SUV) modelling ap-
proaches. Experimental studies have found that instead of us-
ing single long-utterance as enrolment data, if long enrolled-
utterance is partitioned into multiple short utterances and aver-
age of short utterance i-vectors is used as enrolled data, that im-
proves the Gaussian PLDA (GPLDA) speaker verification. This
is because short utterance i-vectors have speaker, session and ut-
terance variations, and utterance-partitioning approach compen-
sates the utterance variation. Subsequently, SUV-PLDA is also
studied with utterance partitioning approach, and utterance-
partitioning-based SUV-GPLDA system shows relative im-
provement of 9% and 16% in EER for NIST 2008 and NIST
2010 truncated 10sec-10sec evaluation condition as utterance-
partitioning approach compensates the utterance variation and
SUV modelling approach compensates the mismatch between
full-length development data and short-length evaluation data.
Index Terms: speaker verification, i-vectors, PLDA, SUV, ut-
terance partitioning
1. Introduction
A significant amount of speech is required for speaker model
enrolment and verification, especially in the presence of large
intersession variability, which has limited the widespread use of
speaker verification technology in everyday applications. Re-
ducing the amount of speech required for development, train-
ing and testing while obtaining satisfactory performance has
been the focus of a number of recent studies in state-of-the-
art speaker verification design, including joint factor analy-
sis (JFA), i-vectors, probabilistic linear discriminant analy-
sis (PLDA) and support vector machines (SVM) [1, 2, 3, 4, 5, 6].
Continuous research on this field has been ongoing to address
the robustness of speaker verification technologies under such
conditions.
Previous research studies had found that long utterance
i-vectors contain two source of variation: changing speaker
characteristics, and changing channel (or session) characteris-
tics [7]. Recently it was found that short utterance i-vectors
vary due to speaker, session and linguistic content (utterance
variation) [8, 5]. In typical PLDA speaker verification, a single
utterance is used as enrolment data. In this paper, instead of
using a single long-utterance as enrolment data, long-enrolment
utterance is partition into multiple short-enrolment utterances
and the average i-vector over the short utterances is used as
enrolment data to improve the short utterance speaker verifi-
cation system. Recently, we have also introduced short utter-
ance variance (SUV) modelling to PLDA speaker verification
system to compensate the session and utterance variations [9].
Subsequently, in this paper, we also investigate the utterance-
partitioning-based GPLDA speaker verification with SUV mod-
elling approach.
This paper is structured as follows: Section 2 details the i-
vector feature extraction techniques. Section 3 details the short
utterance variance added i-vector feature extraction approach.
Section 4 explains the GPLDA based speaker verification sys-
tem. The experimental protocol and corresponding results are
given in Section 6 and Section 7. Section 8 concludes the paper.
2. I-vector feature extraction
I-vectors represent the GMM super-vector by a single total-
variability subspace. This single-subspace approach was moti-
vated by the discovery that the channel space of JFA contains in-
formation that can be used to distinguish between speakers [10].
An i-vector speaker and channel dependent GMM super-vector
can be represented by,
µ = m + Tw, (1)
where m is the same universal background model (UBM) super-
vector used in the JFA approach and T is a low rank total-
variability matrix. The total-variability factors (w) are the i-
vectors, and are normally distributed with parameters N(0,1).
Extracting an i-vector from the total-variability subspace is es-
sentially a maximum a-posteriori adaptation (MAP) of w in the
subspace defined by T. An efficient procedure for the optimiza-
tion of the total-variability subspace T and subsequent extrac-
tion of i-vectors is described Dehak et al. [7, 11]. In this paper,
the pooled total-variability approach is used for i-vector feature
extraction where the total-variability subspace (Rwtelmic =
500) is trained on telephone and microphone speech utterances
together.
3. Short utterance variance added i-vector
features
The long-length utterance i-vectors have speaker and session
variations whereas short-length i-vectors have speaker, session
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Figure 1: A block diagram of utterance-partitioning-based PLDA speaker verification.
and a lot of utterance variations. Thus, during development
for SUV-PLDA, utterance variance is captured using the inner
product of the difference between the full- and short-length i-
vectors, and it is artificially added to full-length utterances and
the simulated SUV is modelled using the PLDA approach. The
short utterance variance matrix, SSUV , can be calculated as fol-
lows,
SSUV =
1
N
N∑
n=1
AT (wfulln − wshortn )AT (wfulln − wshortn )T (2)
where the estimation of the LDA matrix, A is detailed in our
previous work [5]. For SSUV estimation, the actual definition
of what constitutes a full and/or short-length utterance needs to
be established. For this research, we have defined full-length to
be NIST standard utterance length, and in order to capture the
SUV, short utterance length was selected as 20 sec. The SUV
decorrelated matrix, D, is calculated using the Cholesky decom-
position of DDT = SSUV . A random vector with utterance
variation information can be generated if random normally in-
dependently distributed vector, d, with µ = 0.0 and σ = 1.0 is
multiplied by the SUV decorrelated matrix, D. The SUV-added
full-length development vectors can be estimated as follows,
w = wfull + DTd (3)
After the SUV-added full-length i-vectors are extracted, length-
normalized GPLDA model parameters are estimated in as de-
scribed in Section 4.
4. Length-normalized GPLDA system
4.1. PLDA modelling
In this paper, we have chosen length-normalized GPLDA,
as it is also a simplified and computationally efficient ap-
proach [12]. The length-normalization approach is detailed by
Garcia-Romero et al. [12], and this approach is applied on de-
velopment and evaluation data prior to GPLDA modelling. A
speaker and channel dependent length-normalized i-vector, wˆr
can be defined as,
wˆr = ¯ˆw + U1x1 + εr (4)
where for given speaker recordings r = 1, .....R; U1 is the
eigenvoice matrix, x1 is the speaker factors and εr is the resid-
uals. In the PLDA modelling, the speaker specific part can be
represented as w¯+U1x1, which represents the between speaker
variability. The covariance matrix of the speaker part is U1U1T .
The channel specific part is represented as εr , which describes
the within speaker variability. The covariance matrix of chan-
nel part is Λ−1. We assume that precision matrix (Λ) is full
rank. Prior to GPLDA modelling, standard LDA approach is
applied to compensate the additional channel variations as well
as reduce the computational time [4].
4.2. GPLDA scoring
Scoring in GPLDA speaker verification systems is conducted
using the batch likelihood ratio between a target and test i-
vector [13]. Given two i-vectors, wtarget and wtest, the batch
likelihood ratio can be calculated as follows,
ln
P (wtarget,wtest | H1)
P (wtarget | H0)P (wtest | H0) (5)
whereH1 denotes the hypothesis that the i-vectors represent the
same speakers and H0 denotes the hypothesis that they do not.
5. Utterance-partitioning-based PLDA
speaker verification
A single long utterance is commonly used as enrolment data
in PLDA speaker verification system. It was previously found
that short utterance i-vectors have speaker, session and utter-
ance variations. It is hypothesised that if long-duration speech
data is partitioned into short utterances and if average of short
utterance i-vectors is estimated, this approach would compen-
sate the utterance variations. In this paper, in order to test this
hypothesis, long enrolled-utterance are partitioned into short
utterances and multiple i-vectors are extracted and average of
extracted i-vectors is used as enrolled i-vector. A block dia-
gram of utterance-partitioning-based PLDA speaker verification
is shown in Figure 1. Though truncated short utterances are ex-
tracted from same speaker and session, every short utterance
i-vectors have different behaviour due to linguistic content and
Table 1: Comparison of standard GPLDA and utterance-
partitioning-based GPLDA speaker verification systems on the
common set of the 2008 and 2010 NIST SRE truncated con-
ditions. (a) NIST 2008 short2-short3 truncated condition (b)
NIST 2010 core-core truncated condition. The best performing
systems by both EER and DCF are highlighted across each row.
(a) NIST 2008 short2-short3 truncated condition
Evaluation EER DCFutterance lengths
Standard GPLDA system (Baseline)
10sec-10sec 15.90% 0.0656
20sec-10sec 13.26% 0.0549
Utterance-partitioning-based GPLDA system
10sec (2)-10sec 12.60% 0.0552
(b) NIST 2010 core-core truncated condition
Evaluation EER DCFutterance lengths
Standard GPLDA system (Baseline)
10sec-10sec 15.98% 0.0693
20sec-10sec 13.85% 0.0608
Utterance-partitioning-based GPLDA system
10sec (2)-10sec 13.01% 0.0588
the averaging of multiple short utterance i-vector can be used
compensate the linguistic content variation.
6. Experimental methodology
The proposed methods were evaluated using the the NIST 2008
and NIST 2010 SRE corpora. The shortened evaluation utter-
ances were obtained by truncating the NIST 2008 short2-short3
and NIST 2010 core-core conditions to the specified length of
active speech for both enrolment and verification. Prior to trun-
cation, the first 20 seconds of active speech were removed from
all utterances to avoid capturing similar data across multiple ut-
terances. For NIST 2008, the performance was evaluated us-
ing the equal error rate (EER) and the minimum decision cost
function (DCF), calculated using Cmiss = 10, CFA = 1,
and Ptarget = 0.01 [14]. The performance for the NIST
2010 SRE was evaluated using the EER and the old minimum
DCF (DCF old), calculated using Cmiss = 10, CFA = 1, and
Ptarget = 0.01, where evaluation was performed using the tele-
phone-telephone condition [15].
We have used 13 feature-warped MFCC with appended
delta coefficients and two gender-dependent UBMs containing
512 Gaussian mixtures throughout our experiments. The UBMs
were trained on telephone and microphone speech from NIST
2004, 2005, and 2006 SRE corpora, and then used to calculate
the Baum-Welch statistics before training a gender dependent
total-variability subspace of dimension Rw = 400. The pooled
total-variability representation and the GPLDA parameters were
trained using telephone and microphone speech data from NIST
2004, 2005 and 2006 SRE corpora as well as Switchboard
II which includes 1386 female and 1117 male speakers. We
empirically selected the number of eigenvoices (N1) equal to
120 as best value according to speaker verification performance
over an evaluation set. 150 eigenvectors were selected for
LDA estimation. S-normalisation was applied for experiments,
Table 2: Comparison of SUV-GPLDA and utterance-
partitioning-based SUV-GPLDA speaker verification systems
on the common set of the 2008 and 2010 NIST SRE truncated
conditions. (a) NIST 2008 short2-short3 truncated condition (b)
NIST 2010 core-core truncated condition. The best performing
systems by both EER and DCF are highlighted across each row.
(a) NIST 2008 short2-short3 truncated condition
Evaluation EER DCFutterance lengths
Standard SUV-GPLDA system
10sec-10sec 14.58% 0.0624
20sec-10sec 12.35% 0.0523
Utterance-partitioning-based SUV-GPLDA system
10sec (2)-10sec 12.05% 0.0519
(b) NIST 2010 core-core truncated condition
Evaluation EER DCFutterance lengths
Standard SUV-GPLDA system
10sec-10sec 14.70% 0.0672
20sec-10sec 12.00% 0.0578
Utterance-partitioning-based SUV-GPLDA system
10sec (2)-10sec 11.58% 0.0555
and randomly selected telephone and microphone utterances
from NIST 2004, 2005 and 2006 were pooled to form the S-
normalisation dataset [16].
7. Results and discussions
7.1. Utterance-partitioning-based GPLDA system
In this section, the performance of standard LDA-projected
PLDA and utterance-partitioning-based LDA-projected
GPLDA were compared on NIST 2008 and 2010 truncated
conditions. Standard LDA-projected GPLDA was evaluated
on 10sec-10sec and 20sec-10sec conditions. For utterance-
partitioning-based LDA-projected GPLDA system, 20sec
enrolment utterance was truncated into two 10sec utterances
and average of 10sec i-vectors was used as enrolment i-vector.
Table 1 compares the performance of utterance-partitioning-
based LDA-projected GPLDA system against standard
LDA-projected GPLDA system. Utterance-partitioning-based
LDA-projected system shows improvement over standard
LDA-projected system. Based upon these results, it is believe
that though truncated short enrolled-utterances are extracted
from same speaker and session, every short enrolled-utterance
i-vectors have different behaviour due to linguistic content and
the averaging of multiple short enrolled-utterance i-vectors can
be used compensate the linguistic content variation.
7.2. Utterance-partitioning-based SUV-GPLDA system
In our previous studies, we have found that SUV-added
GPLDA approach can effectively model the short utterance
variance [5]. In this section, short utterance variance was
studied with utterance-partitioning-based GPLDA system. Ta-
ble 2 compares the performance of utterance-partitioning-based
LDA-projected SUV-GPLDA system against LDA-projected
SUV-GPLDA system. It can be clearly seen that utterance-
partitioning-based LDA-projected SUV-GPLDA system shows
improvement over LDA-projected SUV-GPLDA system. When
utterance-partitioning-based LDA-projected SUV-GPLDA sys-
tem is compared against standard LDA-projected GPLDA sys-
tem from Table 1 and 2, utterance-partitioning-based LDA-
projected SUV-GPLDA system shows relative improvement of
9% and 16% in EER for NIST 2008 and NIST 2010 truncated
10sec-10sec evaluation condition.
8. Conclusion
This paper studied the PLDA speaker verification approach
with utterance partitioning and SUV modelling approaches.
Our experimental studies have found that instead of using single
long-utterance as enrolment data, if long enrolled-utterance was
partitioned into multiple short utterances and average of short
utterance i-vectors was used as enrolled data, that improved the
GPLDA speaker verification. This is because short utterance
i-vectors have speaker, session and utterance variations, and
utterance-partitioning approach compensates the utterance vari-
ation. SUV-GPLDA speaker was also studied with utterance-
partitioning approach, and utterance-partitioning-based LDA-
projected SUV-GPLDA system showed relative improvement of
9% and 16% in EER for NIST 2008 and NIST 2010 truncated
10sec-10sec evaluation condition as utterance-partitioning ap-
proach compensates the utterance variation and SUV modelling
approach compensates the mismatch between full-length devel-
opment data and short-length evaluation data.
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