We generalize the System Level Synthesis (SLS) framework to systems defined by bounded causal linear operators, and use this parameterization to make connections between robust SLS and classical results from the robust control literature. In particular, by leveraging results from L 1 robust control, we show that necessary and sufficient conditions for robust performance with respect to causal bounded linear uncertainty in the system dynamics can be translated into convex constraints on the system responses. We exploit this connection to show that these conditions naturally allow for the incorporation of delay, sparsity, and locality constraints on the system responses and resulting controller implementation, allowing these methods to be applied to large-scale distributed control problems -to the best of our knowledge, these are the first such robust performance guarantees for distributed control systems.
Introduction
Robust control seeks to explicitly account for the unavoidable mismatch between the predictions made by a mathematical model of a system and the behavior of the system itself. In the context of linear control systems, robust control techniques [5, 9, 25] have proven invaluable in applications ranging from process control to aerospace engineering. A challenge in robust control is the tension between how detailed a description of model uncertainty is available, and the conservativeness of corresponding computationally tractable analysis and synthesis tools. Indeed, many of the celebrated tools from robust control, such as the structured singular value (see [17] ), structured small gain theorems (see Ch 7.2 of [5] ), and integral quadratic constraints (IQCs) (see [15] ), seek to optimally navigate this tension. However, as of yet, few of these results have been extended in a provably non-conservative manner to the large-scale distributed setting.
Although there is a rich and increasingly mature body of work tackling the distributed optimal control of linear systems (see [12, 18, 23, 24] , and references therein), some of which have robust control interpretations with respect to unstructured norm bounded uncertainty (e.g., [1, 10, 11, 13, 19] ), to the best of our knowledge no necessary and sufficient conditions for the robust performance of large-scale distributed controllers exist. Another branch of related work are methods that use dissipativity theory combined with distributed optimization techniques to derive sufficient conditions for the stability of known interconnected systems, see for example [2, 4, 16] and the references therein -while applicable to large-scale systems, these methods can often lead to conservative bounds.
In this paper, we address this gap by leveraging the System Level Synthesis (SLS) framework [3, 23] . SLS reformulates robust and optimal control problems as an optimization over the achievable closed loop behavior, or system responses, of a linear-time-invariant (LTI) dynamical system, and in particular shows that it is necessary and sufficient to constrain these system responses to lie in an affine subspace defined by the dynamics. This parameterization has been successfully exploited in the context of the distributed optimal control of finite-dimensional LTI systems to scale controller synthesis and implementation techniques to systems of arbitrary size under practically realistic assumptions on the underlying system [20] [21] [22] . In order to accommodate general linear time varying uncertainty, we extend the SLS parameterization of internally stabilizing controllers to a class of systems described by causal bounded linear operators, and show how this parameterization can be used to make connections to classical robust synthesis techniques [5, 9] . In doing so, we derive necessary and sufficient conditions for robust performance in terms of convex constraints on the system response variables. We then exploit this connection to show that these necessary and sufficient conditions are equally applicable when additional delay, sparsity, and locality constraints are imposed on the system responses and controller implementation. To the best of our knowledge, these are the first such necessary and sufficient conditions that are applicable to large-scale uncertain systems and distributed controllers. In particular, our contributions are:
• A generalization of the SLS parameterization of stabilizing state-feedback controllers for finitedimensional LTI systems [23] to systems with dynamics described by bounded and causal linear operators, wherein we show that constraining system responses to lie in an affine subspace defined by the system dynamics is necessary and sufficient for them to be achievable by a causal linear controller;
• A generalization of the robustness result of [14] that shows that the generalized SLS parameterization is stable with respect to perturbations away from the aforementioned achievability subspace, as well as an explicit characterization of the effects of these perturbations on the actual closed loop behavior achieved by the correspondingly perturbed controller implementation;
• The formulation and solution of a robust performance problem in terms of system response variables for a linear-time-invariant dynamical system subject to bounded and causal linear uncertainty that naturally allows for delay, sparsity, and locality structure to be imposed on the system response and corresponding controller implementation;
The rest of the paper is structured as follows: in Section 2, we introduce notation and basic definitions of stability and well-posedness. In Section 3, we review the SLS parameterization for finite-dimensional LTI systems, and generalize it to a richer class of systems with dynamics described by bounded linear operators. In Section 4, we consider a robust version of the generalized SLS parameterization derived in Section 3, and provide necessary and sufficient conditions for robust performance in terms of convex constraints on the system responses. In Section 4.1, we highlight how these convex constraints can naturally be integrated with structural constraints on the system responses, such as delay, sparsity, and locality constraints, while still preserving the necessity and sufficiency of the identified conditions. We end with conclusions and discussions of future work in Section 5. Figure 1 : A feedback interconnection between systems G and H.
Notation and Preliminaries
We slightly adapt the notation used in [9] . We use Latin letters to denote vectors and matrices, e.g., Ax = b, and bold-face Latin letters to denote signals and operators, e.g., x = (x t ) ∞ t=0 , and y = Gu. We let ∞ denote the space of all bounded sequences of real numbers, i.e.,
We also define the extended space q ∞,e which is equal to the space of all q-tuples of sequences of real numbers. We let S + denote the right shift operator such tht if x = (x t ) ∞ t=0 , then S + x = (0, x 0 , x 1 , . . . ). Similarly, we let S − denote the left shift operator such that S − x = (x 1 , x 2 , . . . ). Hence S − S + = I, but in general S + S − = I.
We let L p,q TV be the space of all bounded linear causal operators mapping q ∞ → p ∞ , and broadly refer to all such operators as ∞ -stable. If R ∈ L p,q TV , then R ∞→ ∞ := sup x ∞ ≤1 Rx ∞ , which is the induced operator norm. Note that each R ∈ L p,q TV can be completely characterized by its block lower-triangular pulse response matrix. We denote by L p,q TI the subspace of L p,q TV consisting of time-invariant operators, and further denote by RH p,q ∞ the subspace of L p,q TI consisting of all stable finite-dimensional systems. When the dimensions can be inferred from context, they will be omitted. We use z to denote the discrete-time z-transform variable: it follows that the restriction of S + to L TI is given by 1 z , and similarly the restriction of S − to L TI is given by z. Finally, we recall that an operator G ∈ L p,q TI is uniquely characterized by its z-transform G(z) = ∞ i=0 z −i G iwhen there is no confusion, we will use G to denote both the operator and its z-transform.
The feedback interconnection as in Fig. 1 , where G : p ∞,e → q ∞,e and H : q ∞,e → p ∞,e , is wellposed if (I − GH) −1 exists as a map from q ∞,e → q ∞,e , and it is ∞ -stable if it is (i) well posed, (ii) the map (u 1 , u 2 ) → (e 1 , e 2 , y 1 ,
and (iii) there exist constants α 1 and α 2 , independent of u 1 and u 2 , such that max e 1 ∞ , e 2 ∞ ,
and is bounded, i.e., G ∞→ ∞ < ∞ or equivalently, G ∈ L p,q TV . Necessary and sufficient conditions for the interconnection in Fig. 1 to be ∞ -stable are then that G and H are ∞ -stable, that the interconnection is well-posed, and that (I − GH) −1 is ∞ -stable. We note that it is sufficient to verify that only (I − GH) −1 is ∞ -stable as it is easily shown that this is true if and only if (I − HG) −1 is ∞ -stable (see Proposition 1, [9] ). Finally we note that in the case of finite dimensional linear-time-invariant (LTI) systems, the interconnection in Fig. 1 Figure 2 : The proposed ∞ -stabilizing (equivalently internally stabilizing) state-feedback controller structure defined by equations (3.5).
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Operator System Level Parameterization
Let A ∈ L n,n TV and B ∈ L n,p TV , and consider the dynamical system mapping n ∞,e × p ∞,e → n ∞,e
defined by
As S + A is strictly causal, the feedback interconnection defined by the dynamics (3.1) is well posed in the sense that (I − S + A) −1 exists as an operator from n ∞,e × p ∞,e → n ∞,e [5] . We emphasize that although we impose that A be ∞ -stable, this does not imply that the dynamics where once again stability of the open-loop system is determined by the stability of the operator (zI − A) −1 as opposed to the boundedness of the matrix A. For LTI systems (3.2), the System Level Synthesis (SLS) framework [3, 23] provides an appealing parameterization of all closed loop responses from w → (x, u) achievable by a causal state-feedback ∞ -stabilizing (equivalently internally stabilizing) LTI control law K such that u = Kx, as summarized in the following theorem. We remind the reader that a controller K is ∞ -stabilizing (equivalently internally stabilizing) if its interconnection with the system dynamics, as illustrated in Fig. 2 , defines an ∞ -stable map from (w, δ y , δ u ) → (x, u,ŵ) (see III.A of [23] ). Theorem 3.1 (Theorem 1, [23] ). For the LTI system (3.2) with causal state-feedback LTI control law u = Kx, the follwing are true:
1. The affine subspace defined by
parameterizes all system responses
achievable by an internally stabilizing state-feedback controller K.
For any transfer matrices
defines the control law u = Φ u Φ −1 x x, is internally stabilizing, and achieves the desired response (3.4).
Thus, in the case of LTI systems (3.2), the search for an optimal controller K can be converted to a search over system responses {Φ x , Φ u } constrained to lie in the affine space defined by equation (3.3) . This fact, combined with the transparent mapping between the system responses and the corresponding controller implementation (3.5), has been successfully exploited for the synthesis of distributed optimal controllers for large-scale systems by imposing additional convex structural constraints, such as delay, sparsity, and locality subspace constriants, on the system responses and corresponding controller implementation (3.5) -we refer the reader to [20] [21] [22] for more details.
Another favorable feature of the parameterization defined in Theorem 3.1 is that it is provably stable under deviations from the subspace (3.3), as summarized in the following theorem from [14] .
If (I − ∆) −1 exists as an operator from n ∞,e → n ∞,e , then the controller implementation (3.5) defined in terms of the transfer matrices Φ x ,Φ u achieves the closed loop responses This parameterization has proved crucial in providing tractable approximations to non-convex distributed control problems [14] , and in providing sub-optimality bounds for robust controllers as applied to learned systems [6, 8] . However, in these past works, very crude approximations based solely on small gain bounds and triangle inequalities were used to control the effects of the uncertain map (I − ∆) −1 on system stability and performance. In this work we show that Theorems 3.1 and 3.2 can be extended to a more general setting that allows connections to well developed tools from the robust control literature [5, 9] . Although we focus on L 1 optimal control in this paper due to its favorable separability structure (cf. §4.1), we expect these results to carry over naturally to the H ∞ setting. Figure 3 : A controller K is said to be ∞ -stabilizing with respect to dynamics (3.1) if the illustrated interconnection is ∞ -stable as a map from (w, δ y , δ u ) → (x, u, β), where β is any signal internal to the controller K.
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Necessary Conditions
Here we characterize a set of affine constraints that the closed loop system responses of system (3.1) must satisfy if they are induced by a linear, causal, and ∞ -stabilizing controller K : n ∞,e → p ∞,e via the control law u = Kx. In particular, a controller K is ∞ -stabilizing if the interconnection illustrated in Fig. 3 is ∞ -stable as a map from (w, δ y , δ u ) → (x, u, β), where β is any signal internal to the controller K. Proof. Basic algebra shows that the map from w → x is given by (I − S + (A + BK)) −1 S + , and that the map from w → u is given by K(I − S + (A + BK)) −1 S + . By assumption, both of these maps are ∞ -stable, 2 as K is an ∞ -stabilizing controller. Defining
it is easily verified that {Φ x , Φ u } satisfy constraint (3.8).
Remark 1. If A and B are LTI, and K is LTI, then so are {Φ x , Φ u }, and all are uniquely characterized by their z-transforms. Further the right shift operator S + , when restricted to L TI , can be written as S + = 1/z. In this case, constraint (3.8) simplifies to Figure 4 : The proposed state-feedback controller structure defined by equations (3.11) .
which is clearly equivalent to (3.3).
Controller Implementation
We now show how to construct an internally stabilizing controller from any strictly causal, linear, and ∞ -stable operators {Φ x , Φ u } satisfying constraint (3.8) that achieves the desired response from w → (x, u).
Then the controller implementation shown in Fig. 4 , described by the equations
is ∞ -stabilizing. In particular, the resulting map from (w, δ y , δ u ) → (x, u,ŵ) is ∞ -stable, and achieves the desired closed loop response
Proof. From equations (3.1) and (3.11) (alternatively, from Fig. 4 ), we have that
where we emphasize thatŵ 0 = 0 such thatŵ is a strictly causal signal. We first observe that the restriction of (I − Φ x S − ) to strictly causal signals is itself strictly causal, as the constraint (3.8) enforces that the block lower triangular matrix representation of Φ x has identify matrices along its first block sub-diagonal, i.e., for Φ x = (Φ x (i, j)) ∞ i,j=0 the block lower triangular matrix representation of Φ x , we have that Φ x (i, i − 1) = I for all i ≥ 1. It therefore follows that the feedback loop betweenx andŵ is well posed. By rote calculation, it follows from equation (3.13) that the closed loop maps from (w, δ y , δ u ) → (x, u,ŵ) are given by
By assumption, Φ x , Φ u , A, and B are all ∞ -stable, and hence the interconnection illustrated in Fig. 4 , and described by equations (3.1) and (3.13) is ∞ -stable.
Remark 2. If A and B are memoryless and LTI, and K is LTI, then so are the system responses {Φ x , Φ u }, and consequently the right and left shift operators S + and S − become 1 z and z, respectively, recovering the controller implementation (3.5).
Robust Operator System Level Synthesis
Thus Propositions 3.3 and 3.4 show that the parameterization of Theorem 3.1 can be extended to a class of dynamics described by bounded and causal linear operators in feedback with a causal linear controller. We now show that this extension enjoys similar stability properties with respect to perturbations from the subspace (3.8). for ∆ a strictly causal linear operator from n ∞,e → n ∞,e . Then the controller implementation (3.11) defined in terms of the operators Φ x ,Φ u is well posed and achieves the following response
where A 0 = blkdiag(Â,Â, . . . ) and B 0 = blkdiag(B,B, . . . ) are memoryless LTI operators defining a nominal LTI system x t+1 =Âx t +Bu t + w t , and ∆ A and ∆ B are ∞ -stable and satisfy
We first identify SLS based necessary and sufficient conditions for robust stability, and then build upon those to formulate a robust performance problem. We consider the following robust control problem: find a LTI controller K : n ∞,e → p ∞,e , using only the nominal dynamics (Â,B) and uncertainty bound ε, such that the dynamics (4.1) in closed loop with the control law u = Kx is ∞ -stable for all admissible uncertainty realizations (∆ A , ∆ B ) satisfying (4.2). To do so, we recognize that for any LTI {Φ x ,Φ u } satisfying the LTI achievability constraints (3.3) defined by (Â,B), we then have that
where the final inequality follows from the assumption that {Φ x ,Φ u } satisfy the LTI achievability constraints (3.3), or equivalently (3.8), defined in terms of the dynamics (Â,B). Noting that
is a strictly causal ∞ -stable operator, we conclude by Theorem 3.5 that the controller implementation (3.11) defined in terms of the LTI operators {Φ x ,Φ u } achieves the following closed loop behavior when applied to the uncertain dynamics (4.1): for C = blkdiag(C, C, . . . ) and D = blkdiag(D, D, . . . ) user specified cost matrices, 3 and consider the goal of minimizing the ∞ → ∞ induced gain from w → z of the uncertain system (4.1). We can then pose the robust performance problem for a specified performance level γ ≥ 0 as finding LTI operators {Φ x ,Φ u } that satisfy Finally, we remark that although the constraints (4.12) are in general infinite-dimensional due to the transfer matrixΦ, principled finite-dimensional approximations, some of which enjoy provable sub-optimality guarantees, are available [3, 6, 7, 14] . Further, for the L 1 problem considered here, the resulting optimization problem can be posed as a linear program, thus enjoying favorable computational complexity properties. It then follows that by bisecting on γ, e.g., by using golden search, we can find a performance level γ, and corresponding system responses and controller, satisfying γ ≤ γ + in O log 2 (1/ ) iterations, for γ the smallest γ such that the set defined by (4.12) is non-empty.
Robust Performance Guarantees for Large-Scale Distributed Control
In previous work [20] [21] [22] , it was shown that for LTI dynamical systems (3.2) defined by structured (i.e., sparse) matrices (A, B), imposing locality constraints on the system responses {Φ x , Φ u }, i.e., imposing that {Φ x , Φ u } ∈ S, for S a suitably defined structure inducing subspace constraint, leads to distributed controllers that enjoyed scalable synthesis and implementation complexity. Although formally defining these concepts is beyond the scope of this paper, we note that such conditions can be easily enforced on the solution of the robust performance conditions (4.12) by additionally imposing that {Φ x ,Φ u } ∈ S. Under suitable assumptions on the structure of the cost matrices (C, D) (e.g., that (C, D) are block-diagonal), the resulting problem satisfies a notion of partial separability, c.f. §IV of [22] , which allows for the problem to be solved at scale using tools from distributed optimization.
We emphasize that the conditions identified in (4.12) remain necessary and sufficient when additional structure is imposed on the system responses {Φ x ,Φ u } so long as the dynamic perturbations (∆ A , ∆ B ) remain unstructured. In particular, Theorem 6.3 of [9] is applicable to any augmented plant M ∈ RH ∞ -this condition holds true for the augmented plant defined in equation (4.10) even when any additional constraints are imposed onΦ. To the best of our knowledge, these are the first such necessary and sufficient conditions for robust performance that are applicable to large-scale distributed systems. An exciting direction for future work will be to explore the consequences of locality in the system responses {Φ x ,Φ u } on necessary and sufficient conditions for robust performance when the perturbations (∆ A , ∆ B ) are further constrained to respect the topology of the nominal system, as defined by the support of (Â,B).
Conclusion and Future Work
In this paper, we generalized the SLS parameterization of LTI ∞ -stabilizing controllers, as well as a robust counterpart, to systems described by bounded and causal linear operators. This extension, along with a simple algebraic transformation, allowed us to leverage tools from L 1 robust control to derive necessary and sufficient conditions for the robust performance of an uncertain system in terms of convex constraints on the system response. We argued that these conditions remain necessary and sufficient when additional structure, such as that induced by delay, sparsity, and locality constraints, are imposed on the system response, so long as the uncertain elements (∆ A , ∆ B ) remained unstructured. Further, in the case of L 1 optimal control, the resulting robust performance criteria satisfy the partial-separability properties (assuming suitable structural constraints on the cost matrices) needed to apply the distributed synthesis techniques described in [22] , thus making our results applicable to large-scale distributed systems.
More importantly, we believe that the results in this paper open up a wide and exciting range of future research directions, including but not limited to, deriving analogous results for H ∞ optimal control, revisiting the structured singular value, µ-synthesis, and structured small gain theorems from a system level perspective, and perhaps most exciting, exploring the interplay between closed loop locality constraints and additional structure in the dynamic uncertainty (∆ A , ∆ B ). Further, it is of interest to see if these tighter conditions can be used to derive interpretable bounds on the degradation in performance of a robust controller as a function of the norm bound ε on the uncertainty [∆ A , ∆ B ] ∞→ ∞ , as coarser and more conservative versions of such bounds have proved crucial in combining machine learning and robust control techniques [6] [7] [8] .
