As an alternative to measuring the extent of market integration, 'home-bias' indicates the degree to which economic agents 'over-prefer' to transact with domestic agents rather than agents from other EU countries. Such an exclusive preference is measured against a benchmark of (ideal) market integration and is called 'home-bias'.
Introduction
As acknowledged by the most widely recognised literature, 1 the 'home-bias' effect measures an extra propensity to trade within borders relative to inter-national trade. In particular, one of the focal issues addressed by the literature on national trade border and 'home-bias' effects has been the analysis of the reasons why those boundaries shape the geographic pattern of trade (Hillberry & Hummels, 2003) . Several attempts have been made to pursue this analysis throughout time, starting from the mid-1990s, and increasing after McCallum's (1995) finding that Canadian intra-provincial trade was 22 times larger than province-state trade. Extending McCallum's sample, Helliwell (1996) indeed confirmed that his estimate was robust and applicable to other countries. 2 Furthermore, he came to the conclusion that those works, when considered together, suggest "an alarmingly large degree of home-bias among developed countries". This conclusion is further supported by the fact that "Canada and the US have more in common than most pairs of countries" (Helliwell, 1996) . This paper attempts to contribute to the ongoing debate on the need for a revival of the EU Single Market 3 and its need to make the internal market work better by 2012 for growth and job creation. Even if EU countries' GDP had been able to grow at a steady pace since the end of the Second World War, reaching 80% of the US level by the end of the 1980s, since then the convergence stopped and a decline has ensued. As we approach the 20 th anniversary of the EU internal market, this begs the question whether or not the EU internal market works well enough and as intended to generate productivity growth. The aim of the present work is to empirically inspect the depth of market integration as an engine of extra economic growth.
The focus will be on the comparison between the EU and the US internal markets, with a particular interest in the level of barriers to trade that still exist in both markets. The emphasis on the level of barriers to trade is especially important in the context of the creation of the Single Market in 1986 and the signature of the Maastricht Treaty in 1992, which should have given further incentive to 'deep' economic integration. Thus, the main question in this study is:
Is it possible to obtain an estimation of the home-bias that characterises the market for goods in the EU internal market, as a proxy for its level of economic integration? What does it amount to since the completion of the European Single Market Program (SMP) by the end of 1992 and ahead of future challenges? Is the EU lagging behind the US in a direct comparison?
Intuitively, it might be reasonable to assume that the level of impediment to trade is higher in the EU market by virtue of its stronger diversity when compared to the US. Furthermore, when trying to investigate the EU-US home-biases, we start from the assumption that, given its characteristics, the US market can be considered as one of the best examples of highly integrated markets. Hence it will represent the benchmark in the comparison.
The paper proceeds as follows: section two summarizes the relevant literature in terms of the different theoretical results along with recent empirical research studies; section three explains the methodology and the econometric model both for the US and for the EU internal markets. This is followed by the presentation and discussion of the empirical results obtained by using a double empirical approach: an estimation based on single equation cross-sectional analysis for each of the markets considered and panel-fixed effect estimation with both country-specific and time dummies in section four. This section also contains the main novelty of the current study, which translates into the fact that the data of both samples are ultimately pooled together and estimated in a unique model equation. The main results of the empirical exercise are that EU countries trade about three to four times as much internally as US states do, depending on the methodology applied. The final section concludes and finds possible interpretations of the results.
Literature review

Early empirical evidence
National borders exist as important barriers to trade among developed countries. In a world of 'free' trade and globalisation, explanations for these barriers have emerged. These are, mainly, a result of empirical exercises based on the use of the 'gravity equation'. As it is generally accepted, the gravity equation explains the bilateral trade between two countries as positively related to the product of the countries' income and negatively related to their distance. Indeed, this equation has been found to perform exceptionally well in delivering the predicted results, and therefore normally fits the data quite well. The origin of the gravity equation is in physics, where it was introduced by Newton through the "Law of Universal Gravitation", in 1687. It was Tinbergen who, in 1962, proposed that the same functional form could be applied to the economic field and, in particular, to international trade flows. Since then, the gravity equation has been a very popular formulation for statistical analyses of bilateral flows between different geographical entities (Head, 2003) . Deardorff (1984) outlines in his survey on the testing of trade theories, despite their "somewhat dubious theoretical heritage, gravity models have been extremely successful empirically" (p. 503). This is the reason why this methodology has been applicable to a number of studies to date, both in the inter-national 4 and intra-national 5 trade analysis.
Initially and due to the lack of data, especially at the intra-state (i.e. sub-national level) , the common practice was to focus on the determinants of inter-national trade patterns. Among those works, for instance, studies by Tinbergen (1962 ), Linneman (1969 , Deardorff (1984) and Frankel (1993) are especially targeted at the examination of the impact of preferential trade blocs. The attempt of McCallum (1995) , on the other hand, and the first one for that matter, made it possible to conduct a study not only on the inter-national, but also on the intra-state trade level (i.e. between provinces of the same state or different states in the US). 4 Inter-national trade is the trade that happens between two or more states.
5 Intra-national trade is the trade that happens within borders of the state.
His focus is to obtain a term of comparison for trade at the international level. To this end he commences with the following consideration (1995, p. 615):
National borders around the world seem to be in a state of flux, with changes occurring in the physical location of borders and perhaps their economic significance as well. Though few economists would agree with Kenichi Ohmae's statement that borders have "effectively disappeared" (1990, p. 172) , many have argued that regional trading blocs such as the North American Free Trade Agreement and the European Union are making national borders less important.
His study consists of a cross-section analysis conducted on 20 provinces for Canada and 30 states of the US in 1988. The study is important because it gives evidence of the existence of a surprisingly large 'home-bias' at the intra-national level, thus highlighting the importance of national borders even in today's (apparently/conventionally) integrated economies. In fact, as Nitsch (2000) outlined later, the national border between Canada and the United States is commonly assumed to be one of the most easily passable lines in the world. 6 More recently, attempts to confirm McCallum's findings have delivered mixed results. First of all, Helliwell (1996 Helliwell ( , 1998 ) extends McCallum's basic sample to cover 1988-96. In particular, by conducting both a cross-sectional analysis and then also through the method of seemingly unrelated regressions (SUR), he finds only slight variations in the estimated border effects when these are compared to McCallum's results. Frankel and Wei (1993) are among the first who attempted an estimate of the border effect for European Union countries. 7 In particular, they find that trade flows in the EU countries in the sample were 1.6 times larger than the trade flows between EU countries and non-EU countries. Hence also EU countries present, as do Canada and the US in previous studies, a certain degree of home-bias. This result is obtained through the use of a gravity model and as a result of the participation of the above-mentioned countries to a trade bloc (the EC and EFTA). Their dataset appears to be particularly appealing for two reasons. First, from the economic point of view, the European Union is considered as one of most integrated regions in the world. Second, this analysis allows us to overcome the bias contained in McCallum's results on the level of US and Canada home-bias. 8 By applying an interesting new method to generate measures of intra-national trade volumes and distances for 19 OECD countries 9 for the period 1982 -1994 , Wei (1996 finds that an average country imports about two and a half times as much from within its own borders than from an otherwise identical foreign country, which again is substantially smaller than McCallum's and Helliwell's estimates for Canada.
This work on the estimation of the border effect, with particular attention to the EU countries, has been further developed by Nitsch (2000) . In his paper, Nitsch starts from the assumption that the results obtained by Wei (1996) on a sample of European countries, may 6 Nitsch (2000 6 Nitsch ( ) p. 1092 Other studies on the same subject are those by Bayoumi and Eichengreen (1995) , Aitken (1973) and De Grauwe (1988) . 8 As will be explained later in section 3.1, McCallum's results are biased (hence the magnitude of its home-bias coefficient is too high to be taken as a good representation of reality) due to a misspecification error in the equation under estimation. Misspecification arises whenever there are "unobservable variable(s)" in the economic model under observation that also have an impact on the dependent variable. 9 The dataset (largely extended with respect to McCallum one) is formed by the following countries: Canada, France, Germany, Italy, Japan, the UK, the US Austria, Denmark, Finland, Netherlands, Norway, Sweden, Switzerland, Australia, New Zealand, Portugal, Spain and Mexico. It includes countries belonging to the European Union.
suffer from specification problems 10 and missing data. 11 In contrast, his dataset is formed only by EU states, ten overall considered for the period [1979] [1980] [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] [1990] 12 through the use of a new set of production variables; that is Eurostat statistics instead of the OECD. Again, with the implementation of the seemingly unrelated regressions (SUR) method, it is possible to consider his paper as another attempt, further to those made by Helliwell (1997) and Wei (1996) , to contribute to the puzzle of mixed results obtained by the literature for the border effect in the goods markets. In particular his findings represent another confirmation of the fact that national borders are still significant, even within one of the most conventionally fully integrated regions of the world, such as the European Union. Balta and Delgado (2009) arrive at the same conclusion in terms of the existence of border effects in supposedly highly integrated EU markets. They build a sample formed only by OECD countries and analyse home-bias not only in the market for goods and services, but also in equity holdings in the periods 1997-2003, 2000-2003 and 2001-2004 respectively. Through a Generalised Least Square (GLS) with random effects by country of origin as an estimation method, they found that the "average home-bias for OECD countries in the sample [...] indicates that a country trades about 28.8 times more with itself that with a foreign country of similar economic and geographical size". Home bias is slightly lower for EU 15 countries which trade about 22 times more internally than with a trading partner of a similar size. These are the results when trade in goods and services is estimated in the same equation, which is indeed one of the innovations of their paper with respect to previous works that focused only in goods. 13 Of a smaller magnitude is the border effect coefficient estimated from their simplest specification of the model, which amounts 'only' to 11 times.
Before Balta and Delgado (2009) also Head and Mayer (2000) had investigated the level of market fragmentation of the EU by investigating the links between the initial size 14 and consequent evolution of border effects within the European Union. Using a sample of trade data classified according to 98 different industries 15 for EU-12 countries in the period 1978-1995, they explore and compare the EU border effect in the period before and after the entry into force of the Single European Act in 1986 and how it evolved over time. Their results, through an OLS estimation show that "the implied ratio of imports from self to imports from other European countries starts at 21.1 in the late 1970s and falls to 11.35 after the SEA completion in 1993-5." More specifically, their results show that for the average industry in 1985, Europeans purchased 14 times more from domestic producers than from equally distant foreign ones.
Finally, important for the present study is the paper by Wolf (1997 Wolf ( , 2000 . Wolf tries to explain the existence of an "excessive" intra-national trade in the US internal market, by conducting a different test than those previously ran in the literature. By using a dataset of trade for the contiguous states of the US and through a cross-section analysis for the year 1993, he finds that "home-bias does indeed extend downward to the level of sub-national units". He suggests in both papers that trade barriers must be augmented by other factors to obtain a full explanation of home-bias, especially given the high degree of homogeneity of 10 See Helliwell (1997) . 11 Wei's OECD sample does not include, in fact, Belgium/Luxembourg, Greece and Ireland. 12 The countries under study are: Belgium/Luxembourg for which pooled data are used, Denmark, France, West Germany, Greece, Ireland, Italy, the Netherlands, and the United Kingdom.
13 Nitsch (2000) , Wolf (2000) .
14 Hence before the implementation of the Single European Act. 15 See Head and Mayer (2000) at p. 22 for the full list of industries taken into consideration. the states considered in the sample together with the absence of formal barrier to trade. He further suggests that the presence of the above-mentioned 'home-bias' for such a highly integrated area also has implications for the likely evolution of trade patterns within areas (then) pursuing trade integration, notably the Maastricht signatories (Wolf, 1997, p.3-4) ; a point, however, that is not further explored or developed in his analysis.
In sum, most of the empirical research supports the hypothesis of the home-bias effect both in intra-national and inter-national trade. However, in each of the cases above presented there are some limitations. These make the application of novel tests necessary. Firstly, concentrating on the sub-national level of trade and with the current knowledge, in neither of the studies that have been conducted to date is it possible to find a direct comparison between the EU market and the US market. Secondly, the period of time considered in previous works especially in the case of the US, is mainly restricted to one year (hence a single survey) at a time; this holds especially for studies on the US internal market. In this respect, this study aims to extend the period of time considered in the analysis and find a time overlapping for EU and US states. This will in turn allow us to make a direct comparison between the two internal markets. In particular, only the existence of home-bias will be explored in the present document.
All the above-mentioned reasons explain why this paper provides evidence for the two aforementioned blocks of countries, using a gravity equation in OLS cross-section analysis and panel data fixed effect for years from 1996 to 2002 16 , depending on the availability of data.
The theory
Turning to the above-mentioned lack of theoretical foundation for gravity equation models, over time it proved to be a pitfall: the principal drawback was, as previously explained, a bias in the estimation of the border-effect coefficient. Its magnitude was usually too high to be taken as a good representation of reality.
For this reason a parallel line of literature emerged, with the aim of resolving this issue. Initially, Helpman and Krugman (1985) established that the simple form of gravity equation introduced above could be justified by a differentiated product framework with increasing returns to scale.
Later on however, Deardorff (1995) demonstrated that the gravity model could also be reconciled with the classical framework if it is accompanied by the assumption that different countries produce different (bundles of) goods. This was, precisely, the foundation for McCallum's (1995) paper. The main drawback in McCallums' analysis is that the results are based on a misspecified equation. The consequence is that his estimate for trade between Canada provinces and US states is too high to be taken as a reliable estimate. His estimates in fact suggest that trade between Canadian provinces is 20 times greater than trade between border US states and Canadian provinces.
Other studies in the economic literature revealed later that, in order to solve for the above mentioned problem of omitted variable bias, a re-derivation of the gravity equation is necessary. In particular, the correct orientation appeared to be the inclusion of trade barriers, such as transport costs 17 or tariffs right from the beginning of the analysis. This could be translated into the introduction of the theoretical assumption of internationally different prices.
The study by Anderson and van Wincoop (2003) stands out among later works that tried to provide a theoretical ground for the gravity equation model. The importance of their paper for the current study is that it offers a method to overcome the omitted variables bias problem which penalised both the McCallum (1995) and Helliwell (1996) estimates of the home-bias effect. The solution introduced by Anderson and van Wincoop (2003) consists of the introduction of the omitted relative price index 18 as approximated by fixed effects dummy variable from both importer and exporter countries. It has further been shown that the latter method generally produces consistent estimates of the average border effect both across countries and within countries. Besides, since it is simple to implement, it can be considered as the preferred empirical method in this study.
The empirical model: estimation techniques and data
In this section, the econometric analysis starts with the specification of the model, followed by the description of the data (sets) for both the US and EU samples. In order to asses the existence of barriers in intra-unit trade, we employ, firstly, an OLS cross-section analysis. Next a panel-fixed effect estimator for both the US and EU markets is used by providing specific explanations for this choice in each of the two cases. Moreover, the comparison between the two country samples is done, firstly, by estimating two separate equations and comparing the home-bias coefficients obtained that way, taking the US coefficient as a benchmark. Secondly, we include both the data samples in a unique equation to obtain US and EU internal markets home-bias.
Comparing US and EU internal markets
We estimate a single-equation linear model which mimics exports from state i (state of origin) to state j (state of destination) in both the US and EU markets for each of the years of available data. As suggested by Wolf (2000) , we specifically consider a test on the following hypothesis:
if (explicit or implicit) national trade barriers are at the root of home-bias in trade, we should not find home-bias at the intra-state (sub-national) level.
Hence, an equation of 'normal' trade has to be defined and intra-unit trade terms have to be introduced, so that they should eventually be able to capture the predicted home-bias. In particular and as explained earlier, the gravity equation can be used in these contexts because it provides estimations for the sensitiveness of the home market and partner market, as a positive function of their respective GDPs and a negative function of the distance between them.
Complying with the most known theoretical derivations 19 we assume, as a first building block, that all countries are fully specialized and all goods are differentiated by place of origin. 20 Secondly we assume identical, homothetic preferences, which can be approximated by a CES utility function. Finally, in accordance with Anderson and van Wincoop (2003) , we further assume that transport costs are not zero, but prices exist that country j consumers face in order to buy country i goods. This means that the distance will not capture all the resistances to trade, but another term needs to be added.
Turning to details and following Head (2003) , our model can be expressed in the following terms. The demand of each country for any good k is given by their income Y i, as a share of the world income i w Y Y so that it is possible to express total exports of good k from country i to country j as:
, where ik x is the value of production. Summing over all goods k, total export from country i to country j will be:
, which is usually transformed into a log-linear function:
which holds for frictionless economies. 21 Head (2003) suggests that we expect to obtain coefficients 1 β and 2 β equal to one when this equation is estimated over a cross-section of countries, and the first term in the right hand side, which I will refer to as 0 β from now on, will be constant.
Given this general explanation, we follow Wolf (2000) in deriving the baseline equation for our empirical model by adding the intra-unit trade term (no_border), as follows:
In this equation, GDP per capita and population could enter with different elasticities; however, previous findings (Helliwell, 1998) suggest that within countries (though not across countries) GDP per capita and population enter with approximately equal signs. This is why we use the more parsimonious specification with total GDP (Wolf, 2000 ).
In the above equation i
Y and j Y denote the gross state output, whose coefficients are both expected to enter with a positive sign. The distance variable (measured as the great circle distance) coefficient is instead expected to enter with a highly negative sign, since the more distant two states are, the less they will tend to exchange. Furthermore, as will be explained later in more detail, this term captures only a fraction of the total transport costs related to shipments from state i to state j. 1 δ , the intra-unit trade term, is a dummy equal to 1 for intrastate shipments and it explicitly allows us to determine the economic and statistical importance of the home-bias. Further to that inclusion, a measure for international distances has also to be considered in equation model (1a). It should be noted that the most appropriate definition for the internal distance is still unsettled in the literature. Anyway, the achievement of that measure is beyond the purpose of this paper. 22 Finally, ij u is the error term.
We further develop the 'normal trade' trade equation introduced by Wolf (2000) by complying with the Anderson and van Wincoop (2003) critique. Their study shows in a rigorous way the bias in the estimated parameters when one does not take into account the unobserved effect represented by the relative price index.
In order to avoid the above mentioned potential bias, we follow the parsimonious way of controlling for the price index term suggested by Hillberry and Hummels (2003) . This method consists of the inclusion of exporter-importer fixed effect dummies.
As these authors stress in their study, the above-mentioned fixed effect dummy indicators inclusion "also controls for idiosyncrasies outside the model, such as variation of the state output devoted to non traded services".
The equation then becomes: 
where the new terms added: i α and j α represent, respectively, the exporter-importer fixed effect dummies 23 ; whereas 2 δ is a dummy reflecting contiguity between countries and added as a control variable. Finally, 3
δ represents an additional 'control variable' that will be added in the EU sample model specification to capture EU heterogeneity in terms of cultural and historical characteristics. Consequently, and as an attempt to capture those differences, we follow Frankel, Stein and Wei (1995) 24 in the inclusion of a dummy( 3 δ ) which is equal to one for country pairs that speak a common language and zero otherwise.
Formally and in accordance with traditional approaches to fixed effect estimation, 25 in equation model (1b) one finds the unobserved parameter represented by the relative price index as a vector of parameters that can be estimated along with β . These are, in particular, the set of exporter-importer state dummy variables included above. Furthermore, when this is the actual setting, it can be shown that the panel-fixed effect estimator can be used to obtain a consistent estimator of β so that the model as in (1b) satisfies the Gauss Markov theorem properties on ij x (i.e. the regressor's vector).
22 For a survey of the different distance measures that have been succeeding in the literature and a discussion of the bias potentially related to each of them, see Head and Mayer (2002) . ). 24 And as employed by both Wei (1996) and Nitsch (2000) . 25 Wooldridge (2002) .
A second step consists of the inclusion of time dummies fixed effects in model (1b) which is defined above. This allows us to exploit all the data available over the time span considered. This is indeed one of the innovative features of the present study. Equation model (1b) then becomes: 
where dyear are dummy indicators for the years in which observations are collected for our two country's samples. 26 Finally, the assumptions needed for model (1b) and (1c) satisfying the Gauss Markov assumption condition on ij x (i.e. the regressor's vector) as specified above, are the following ones. Firstly, the assumption of exogeneity 27 can be supported since we suppose that thanks to the inclusion of exporter-importer fixed effect the model is successfully specified. 28 Moreover, the rank assumption (which ensures that the FE estimator is well behaved) of the FE model need to be changed to its finite version. 29 Finally, since ij u 30 are assumed heteroskedastic 31 then a panel robust standard errors clustered over states will be reported in order to consider the most conservative model. However, the null hypothesis of homoskedasticity will be tested using a modified Wald statistic for groupwise heteroskedasticity in fixed effect models.
Nevertheless, when presenting the results obtained from estimation of (1b) and (1c) by employing a panel with time dummy variables and origin-destination fixed effects, we shall show the results we would have obtained if we had strictly followed Wolf (2000) allowing only for variation between and not within country pairs 32 . This exercise will represent one of our robustness checks. 26 The years will counted from year 1 to year N-1 since one year will have to be dropped in each and different sample estimation in order to avoid the problem of multicollinearity. 28 According to the asymptotic properties, in fact, the orthogonality condition as in footnote 11 holds if ( )
E y x has been successfully modelled. We need then to assume that this is our case. In sum, the estimation technique will remain in the framework of cross-sectional analysis as previously done by authors such as McCallum (1995) , Helliwell (1996 Helliwell ( , 1998 , Anderson and van Wincoop (2003) , Hillberry (1999) and Hillberry and Hummels (2003) among others. However, as an addition to early studies, especially those of McCallum and Helliwell's, country-specific fixed effects allow us to consider variation within country pairs rather than between country pairs. Furthermore, the inclusion of time dummy variables allows us to obtain overall indicators of the home-bias for the EU and US for the entire period under analysis.
Analysis of the data: the US market
The paper uses data on trade, distances, population and GDP for the US states and 14 other EU member states. The comparison between the two datasets, one for each of our different set of countries, presented several problems in terms of accuracy of collection, definition of some of the variables and management due to the higher number of observations to be considered, especially for what concerns the US sample.
In both cases the data used in this paper draws on different databases. A summary description of the sources and the way the variables are constructed is also presented in Table 1 in the appendix.
Great circle distances are computed using the latitude and longitude of states, (both obtained from the websites http://www.indo.com/distance and http//www.world-gazzetter.com). For the internal distances two different measures have been employed using both the measure suggested by Wolf (2000) 33 and the one used instead by Wei (1996) , as a sensitivity check. The results presented in the following sections will be based on this second measure though, that is 0.25 min As Anderson and van Wincoop (2003) outline, "these datasets use concepts that are different from each other and adjustments are necessary in order to make them more comparable". 36 This means that the issue of measurement error in the estimation has to be carefully considered. As will be explained in more detail in section three that follows, the inclusion of to Helliwell (1998) they are expected to enter with a positive sign. See Table 1 in the appendix for further details. For estimate results, see Tables 2 and 3 at columns (3) and (4). 35 Available on the website at http://www.bts.gov/. 36 Anderson and van Wincoop (2003) , p.32 for a detailed description of the inconsistencies among the several trade data employed. time dummy-fixed effect indicators will serve the purpose of taking care of those differences, since they apply to all the observations in a given year. The most relevant difference between the two datasets consists, in particular, of the fact that while the Commodity Flow Survey provides an extensive coverage of the manufacturing sector, it excludes agriculture and part of mining. 37 Because of the logarithmic transformation of the dependent variable, bilateral trade within countries excludes observations where the value of exports was zero. A balanced panel consisting of 1857 observations for each of the three surveys will be considered. As a consequence of this selection the District of Columbia is dropped from the list of origin countries.
Analysis of the data: the EU market
In this sub-section a description of the data for the European sample is offered. It consists of 14 countries out of the 15 that were members of the European Union before May 2002, depending on availability of data for the year 1996-2002, so as to ensure the same time coverage of the US sample.
These data are extracted from several databases. Data on the distance were taken from CEPII ('Centre d'études prospectives et d'information internationales'). 38 In particular, three variables related to the gravity model were used from this source: i) data on distance between countries measured with the great circle distance formula between economic centres (either in terms of the most populated cities or capitals, or both depending on the case); 39 ii) adjacency -this is a list of countries that have a common land border; and iii) other qualitative data on the characteristic of the different countries such as information about the share of an official language.
The second source was the World Bank Data, 40 for what concerns data on the GDP in current US dollars, 41 as well as the information needed in order to compute the value of imports of each country towards itself.
This leads to the explanation of trade data sources. These are mainly two: first, the IMF's Direction of Trade Statistics-DOTS (2007) for what concerns bilateral trade observations (between two distinct countries). As noted before, trade is measured here in dollar value of shipments and covers all the goods producing sector defined, as in the case of the US market, as the sum of agriculture, mining and manufacturing. Secondly, data is taken from the OECD's Structural Statistics for Industry and services (ISIC Rev.3, vol. 2006 , edition 01).
As Wei (1996) points out, data on each country's imports from itself is not directly available in the IMF's DOTS database so that they need to be computed separately. 42 Weis ' (1996) three-step procedure is considered as follows: 37 Which are included in the IMF's (DOTS) trade data. 38 At http://econ.sciences-po.fr/staff/thierry-mayer. 39 The internal distance considered here is computed as in Wei (1996) , i.e. 0.25 min
Determination of the goods part of GDP. This is defined as the difference between the GDP of the country and the value of services and transport. All the data are from the World Bank Indicators (2007). In particular: services as a percentage of value added of GDP include value added in wholesale and retail trade (including hotels and restaurants), transport, and government, financial, professional, and personal services such as education, health care, and real estate services;
2) Determination of shipment to value added ratios. Data is in this case from the OECD Structural Statistics for Industry and Services (2007). In particular, the following data are used:
• value of production, defined as the sum of the value of all finished products (including intermediary products sold in the same condition as received), of the net change of the value of work in progress and stocks of goods to be shipped in the same condition as received, of the variation of stocks of finished products and of those in progress, of the value of goods or services rendered to others, of the value of goods shipped in the same condition as received less the amount paid for these goods and of the value of fixed assets produced by the unit for its own use;
• value added at factor costs, defined as value added corresponds to the difference between production and any intermediate consumption; where total intermediate consumption should always be valued at purchasers' prices 3) Determination of total goods production as the product of the values obtained at number 1) and 2) here above.
The exclusion of Greece as the only state among the 15 countries which were members before May 2002 in our sample is due to the fact that no data are available for it in the abovementioned OECD Structural Statistics for Industry and Services (2007). Furthermore, missing data for both Belgium and Luxembourg as a destination (importing) countries force us to consider them only in the list of origin countries. A balanced panel of 170 observations for each of the available years' results.
A summary description of all the variables described above for both the US and EU internal market can be found in Table 1 in the appendix.
US versus EU internal market: empirical model
In this section, we describe the econometric model in order to obtain estimations for both the US and EU internal markets so that the estimated results obtained can be more directly comparable. The comparison between the two is in fact the main challenge of the present study.
As a remainder of the previous sections, an aggregate coefficient for the home-bias effects in both the US and EU internal market can be obtained. This achievement comes specifically from the estimation of model equation (1c) previously defined, i.e. through the inclusion of time dummy variable fixed effect indicators.
Another exercise that can be considered in order to improve the comparability of the results obtained for the two distinct samples consists of an attempt to combine the two datasets described above for the US states and EU countries in a unique balanced sample. To be more precise, it is possible to build an alternative equation model in which once again the degree of home-bias of each of the countries considered in the two samples is analysed. Furthermore, since all the data for the US and the EU are pooled together, a more direct comparison is now possible. 
where 1 δ is a dummy that takes the value of 1 if exports are from an EU member country to another (including to itself) and zero otherwise. This coefficient estimates gives an approximation of the EU trade pattern. At the same time the dummy 2 δ represents imports from any EU member from itself. This measures the degree of EU members' home-bias relative to the pattern of intra-EU trade. The third and fourth dummies are the analogous variables for the US market. In particular, 4
δ measures the degree of the US market homebias (Wei, 1996) .
A balanced panel of 4054 observations for the two countries' samples overlapping years (i.e. 1997 and 2002) results and estimations for it are presented in the appendix, Table 4 .
Presentation of the results and assessments
Empirical estimates
This section presents the estimation results of both the US and EU internal market samples, using two econometric approaches. As mentioned above, we firstly regress all our equation models (1a)-(1c) with OLS analysis. Secondly, we follow (Hummels and Hillberry, 2003) by including country-specific fixed effect dummies, as specified in equation model (1c). As explained before, these dummy variable indicators particularly serve the purpose of controlling for output levels, relative prices and other state level idiosyncrasies outside the model (Hummels and Hillberry, 2003) .
As a first robustness check, we run the equation for each of the years under consideration in our analysis separately considered [equation models (1a) and (1b)] and then by pooling all the years together in both US and EU countries' samples [equation model (1c)] separately considered. 43 The aim of our empirical analysis is to obtain an 'aggregate measure' for the home-bias, for each of the markets under consideration. That way the information contained in each data sample can be fully exploited and summarized in a unique index. Furthermore, these two indices can be juxtaposed and serve the purpose of our comparison. The overall index for the US market is obtained through the estimation of equation (1c) and results for it are presented in Table 2 of the appendix. The same is done for the EU sample and results for it are shown in Table 3 of the appendix. Tables 2 and 3 of the appendix, precisely for model equations (1c), confirms that bilateral trade for the 50 US states and the 14 EU member states considered in our analysis is positively related to domestic income, partner income and the existence of a border in common. The distance has instead a strongly negative effect on trade flows. However, the main difference between the two techniques of estimation here employed is represented by the fact that, by direct comparison between Table 2 and Table 3 column (2), it is possible to notice that the fixed-effect estimation technique significantly increases the overall explanatory power of the regression. In particular, it is important to remark that as a consequence of the fixed-effect estimation technique, the border effect significantly decreases in both country samples, separately considered. This conversely proves that controlling for relative prices, as suggested by Anderson and van Wincoop (2003) reduces the (omitted variable) bias in the estimates we would otherwise achieve and our equation is now more correctly specified.
Both the OLS and panel data Fixed Effects (FE) analysis presented in
For each of the years separately considered, we indeed find a home-bias which is one third less than Wolfs ' (2000) findings in the case of the US. As for the EU sample, the home-bias found is in line with Nitsch (2000) who also applies the FE techniques, but considerably lower than the home-bias found by McCallum (1995) and Helliwell (1996 Helliwell ( , 1997 and it is considerably larger than Weis ' (1996) one. 44 Hence, the null hypothesis of the existence of no internal barriers to trade in both US and EU internal markets is rejected. This happens despite the fact that the US Constitution expressly prohibits barriers to intra-state commerce and that, as pointed out by Nitsch (2000) for the EU sample:
if there were nothing to the notion of home country bias (and average intra-national distances, as well as internal trade volumes were approximated correctly) these basic variables would soak up all the explanatory power. There would be nothing left to attribute to a dummy variable representing intra-national trade.
Turning to details, both scale variables, that are the GDP of both the partner countries, enter the equation highly significant and with nearly unitary coefficients. 45 On the other hand, distance sharply deters trade, with a coefficient close to or greater than 0.90 for the US sample, 46 and close to 0.80 for the EU sample. A possible interpretation for this finding on the smaller magnitude of the distance variable for the EU sample can be related to the actual distances that exist among states in the US and among states in the EU internal market. In particular, since in the former case distances in absolute values are much higher than in European countries, it might be that distances can have an even higher deterrent impact on trade in the geographically larger US market. Another robustness check employed in the equations consists of different measures of internal distance, indeed confirming previous literature findings that different ways of measuring internal distances differently affect the home-bias coefficient. In our case, for instance, the border effect coefficient would move from exp (1.57) = 4.80 to exp (1.49) = 4.43 in the US sample (see Table 2 in the annex). 47 Furthermore, another robustness check, introduced in the EU sample so as to capture cultural differences that exist among European Union countries, consists of the inclusion of the 'common language' dummy variable. Its coefficient, significant at the 1% level, indicates that sharing a common language positively affects trade, increasing its volume (Table 3 of the annex).
The main result that emerges from our econometric analysis as shown in Tables 2 and 3 is that an average EU country still exports to itself about four times (i.e. [exp(2.79)]=16.28) as 44 In particular, the last statement is true despite the fact that the dataset derived in the present study draws upon the same databases used by Wei (1996) for what concerns the EU sample. 45 According to Feenstra, Markusen and Rose (2001) we expect GDP's coefficients higher than 1 for differentiated products, close to 1 for reference priced and around 0.80 for homogeneous products. 46 Which is bracketed by the elasticities found by Wolf (-1.00), by the OECD (-0.870) and the Canada-US (-1.38) datasets 47 Another robustness check realized during estimation was to include remoteness variables as defined by Wolf (2000) instead of origin-destination fixed effects. Results are not contained in the appendix, but can be provided by the author under request.
much as a random US state does (i.e. [exp(1.57)]=4.80). Note that this home-bias result remains, although the equation model controls for sizes, distance, common language, common border and time and country-specific fixed-effects. 48 This finding shows that despite the numerous attempts to improve economic integration within the EU internal market, its potential has not been fully exploited yet. This is particularly clear when the overall index found for the US market is taken as a benchmark.
Once the overall index for each of the markets has been found as separate fixed-effect estimation of equation (1c), we consider another exercise. As explained before, a unique balanced sample can be obtained by pooling together the US and the EU data so that better estimates for the variable coefficients can be obtained by applying the same FE estimation technique so far considered. Results are presented in Table 4 of the appendix.
The test of home-bias through the equation model (2) indeed delivers us some additional information. The coefficient of the Intra-EU trade, as positively signed and significant at the 10% level tells us that the volumes of trade between two EU countries were actually higher than a random pair of US states, ceteris paribus. This can be interpreted as a sign of the fact that the various attempts to deliver a unique and functioning market for the EU member states have been to some extent successful, fostering trade patterns.
In general, however, the findings reported in Table 4 in the annex deliver results for incomes, distances and common language coefficients that are in line with those found in the previous sections. Nevertheless, when we turn to the border effect coefficient, we can see that this is now (proportionally) smaller than it was before when the two markets were studied separately, 49 and this particularly holds for the EU market. In particular, our evidence shows that while a random state in the US tends to exchange [ ] exp(0.97) 2.63 = times more towards itself than towards other states, the same figure for an EU member state is [ ] exp(2.01) 7.46 = , thus almost three times greater against the four times as previously found. Therefore, similar to what has been obtained before, EU internal market home-bias is much higher than the US market home-bias, even if of a magnitude smaller (from three to four times as much) than the result in previous sections.
Possible interpretations of the results
This section aims at delivering some possible economic interpretations of the reason why the EU border effect results are so much higher than the US border effect results.
The 'home-bias' literature represents a new and possibly interesting alternative way of studying the intensity of market integration, compared to the traditional indicators such as intra-group trade flows in goods and services (as a ratio of other variables) or the stocks and flows of FDI or other forms of cross-border intra-group mobility, or, for that matter, price convergence. This CEPS Working Document attempts to contribute to the study of EU homebias by direct comparison with the US in two variants. The finding is that EU countries have a home-bias some three to four times that of US states.
This home-bias is constructed in such a way that it can be regarded as a measure of the (lack of) depth of market integration. However, the difficulty of this literature remains that there is no underlying economic theory that is tested or verified. It is little more than a sophisticated empirical observation, after controlling for determinants such as language and contiguity between EU countries. All sorts of explanations (can) compete in order to underpin these results. Thus, prior education and habits might cause domestic traders and businesses to perform transactions more frequently with their national partners than some benchmark might lead one to expect. Thus, networks might maintain a form of trust and comfort in doing business that is possibly efficient since it will rarely require a lot of formal contracting and verification. 50 Thus, there might be remaining barriers in the EU that have not or not fully been removed (e.g. public procurement is formally under detailed EU rules, but there is doubt whether they work well or as intended; and public purchases and works do represent some 16% of EU GDP). There might therefore be implementation problems in EU law (as is well-known). There might be more or less serious anti-competitive practices, not caught by anti-trust authorities, whether EU or national, including market dividing practices. It is also suspected that market integration in the EU -though 'deep' by any comparison with any other instance of economic regionalism in the world (not the USA, because that is of course a single country) -is anything but complete, as the repeated attempts to further deepen and widen the EU internal market show. 51 Finally, there is a lingering suspicion, with more than anecdotal evidence, that the internal market cannot always work itself out on trade and investment (and mobility of workers) as expected due to rigidities in national markets which fall outside the scope of the conferred powers at EU level. For all these reasons and more, the understanding of home-bias is an open question.
Therefore, it is less than clear that the considerable home-bias the EU internal market is still suffering from is largely due to formal regulatory or illegal (anti-competitive or regulatory) barriers. Moreover, some barriers do exist which, under current arrangements, are legal in the EU (although in an economy serving as the benchmark for home-bias, they should no longer exist). Still, the extent of the home-bias in the EU, after almost 60 years of economic integration, is so great that a further deepening and widening (of the scope) of the internal market would undoubtedly help to induce a major reduction. The extent of such a reduction cannot be read from the present econometric exercise, unfortunately.
Another explanation for the higher EU border trade was found, in the present analysis, in the significance of the 'common language' variable. All the findings about it confirm that a different language spoken by two partner countries has a highly negative effect on trade. This is one of the peculiarities of the EU when compared to the US for example, and it is still difficult to imagine how an even better diffusion of (a) common EU language(s) would firstly be accepted by the member states and secondly enable us to overcome any of the difficulties that those differences among member states can create in terms of trade facilitation. Moreover, together with the language, networks, habits, cultural affinity and 'ways of doing business' might all be relevant barriers as well and are reflected for instance in different bureaucratic procedures (e.g. the so-called red tape), that will take even longer to disappear, if it ever does. This is another aspect that further investigations should try to explore. 52 Thirdly, only aggregated data (i.e. not at the industry level) is considered in the current analysis. Nevertheless, authors that have been able to work at the industry level on this topic 53 have systematically found that certain industries, such as oil refining or construction materials, were characterized by a very high border effect due to the higher transportation costs related to them. Consequently, our different results for the EU and the US could also be a reflection of a different composition of their industry networks that could be explored in further studies.
Last but not least, separate consideration and the estimation of markets for goods and markets for services would be particularly meaningful in future analyses.
Conclusions
This CEPS Working Document has performed an empirical test of home-bias effect at the intra-state level in the US and EU internal markets, which are by conventional wisdom the two most fully integrated regions of the world. Using the standard gravity equation model, the analysis has been approached from two different points.
First, estimations based on single equation cross-sectional analysis for each of the markets separately considered support the hypothesis of home-bias effect. This means that trade flows at the intra-national level are 'excessively' high when compared to the level of commerce towards other countries, once direct distance and economic size are accounted for.
Nevertheless, the finding of a home-bias coefficient obtained through the simplest, standard form of gravity equation delivers estimates that are biased due to omitted variable problems. The hypothesis of no home-bias effect has been further tested through a panel with countryspecific fixed effect estimation, which represents the second approach. In this case the data also supports the hypothesis of home-bias effect. The new estimates obtained are more likely to reflect the real level of friction to trade at the intra-state level, further controlling for common language and a common land border.
Finally, inclusion of time dummies, besides the already implemented origin-destination fixed effect estimation, and the inclusion of both EU and US data samples in a unique equation allowed us to find overall indicators for the border barrier in both the US and EU markets, thus making them more (directly) comparable. These aspects are novel features of the present study. 2.01 (7, 5571) 2.37 (5, 5571) Regression with robust standard errors for correction of heteroskedasticity in parentheses *** denotes significant at 1%; ** significant at 5%;* significant at 10% Origin-destination and time fixed effects included in (2) and (4) (not reported)
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