ABSTRACT Developers of parallel programming are faced with choices of using various Java locks. Choosing the best lock is a challenging task because a multithreaded application implemented using different locks may end up with uncertain performance. There is a strong need for automated tool support that helps Java programmers choose the best lock for each specific application. This paper presents an automated transformation approach to convert an implementation using a synchronized lock to a ReentrantLock or a ReentrantReadWriteLock at the bytecode level. For the ReentrantLock, our approach runs analysis for global monitors using the visitor pattern in the Joeq compiler. For the ReentrantReadWriteLock, a read or write lock is chosen after a side-effect analysis. Then, the proposed system validates the consistency of the analysis results to ensure a correct sequence of lock usage. Finally, lock operations and related thread communication operations are transformed into a ReentrantLock or a ReentrantReadWriteLock using a bytecode transformation framework Javassist. We validate our approach on several benchmarks including RBTree, PC, SPECjbb2005, and HSQLDB. The experimental results show that the proposed automated transformation approach can transform these benchmarks successfully in a timely fashion.
I. INTRODUCTION
With the prevalence of multicore/manycore processors, concurrent programming will become increasingly popular in the next few decades. Synchronization control, as one of the most important mechanisms of concurrent programming, is used to ensure correct program states. Several synchronization mechanisms, such as locks, software transaction memory (STM) [1] , and lock-free algorithm (LFA) [2] , exist for concurrent programming. STM and LFA are promising technologies to increase the concurrency of the critical section in the multicore era as they are free from lock contention. However, STM suffers from high overhead and some irreversible operations such as I/O operations and thread communication operations. Programs with LFA can run continuously without blocking, which fully utilizes the multicore processors. However, designing a correct and to be held simultaneously by multiple reader threads as long as there are no writers, and the write lock is exclusive.
Programs with different locks may achieve uncertain performance; hence, programmers usually make decision to choose the best lock. The common way is to rewrite programs from one lock construct to another by hand, which is possible for some small-scale programs. However, manual transformation will be labor-intensive and error-prone for large-scale programs. These issues occur because lock transformation requires efforts to find the global monitors, to perform the transformation, and to validate the consistency. Furthermore, manual transformation will be extremely difficult for those legacy Java applications without source code. Therefore, there is a strong need for automated tool support to help programmers learn about which lock construct works best in a particular application.
To meet the challenge, this paper presents a bytecode transformation approach to transform the synchronized lock into the ReentrantLock or ReentrantReadWriteLock automatically. Our approach relies extensively on static program analysis before the transformation. The Quad intermediate representation (IR) in the Joeq compiler [3] is used to analyze Java bytecode. Analysis with the visitor pattern is used in ReentrantLock-oriented transformation. Side-effect analysis, class hierarchy analysis and point-to analysis are employed in ReentrantReadWriteLock-oriented transformation. The consistency of lock sequences is validated on the analysis results because the emerging monitor sequence of the Quad IR is not always the same as that of bytecode IR. Lock operations and related thread communication operations (e.g., wait(), notify() and notifyAll()) of Java bytecode are transformed via the bytecode manipulate tool Javassist [4] . We evaluate our approach on several benchmarks including RBTree, PC, SPECjbb2005 and HSQLDB. The experimental results show that it can transform these benchmarks successfully, and the transformation time is acceptable for developers.
The rest of this paper is organized as follows. Section II presents a performance comparison. Section III presents the detailed process including analysis, validation and transformation. Section IV presents the evaluation on a set of Java benchmarks. Related literature is examined in Section V, and conclusions are drawn in Section VI.
II. MOTIVATION
This section first checks the bytecode of difference locks and then compares their performance.
A. BYTECODE OF DIFFERENT LOCKS
Using the synchronized lock and the reentrant lock as examples, we illustrate that the bytecode of locks are different. Table 1 shows the source code and bytecode of two locks. 1 Regarding the source code, a program with reentrant locks commonly puts the unlock operation into the structure 1 All instructions are generated by the command javap -c classname try{...}finally{...} to ensure this operation to always be executed even if exceptions occur. Their bytecode structures are different in the bytecode. A program with synchronized lock has one monitorenter operation and two monitorexit operations while a program with reentrant locks has one lock operation and two unlock operations. Although these locks have similar structures at bytecode level, they have different performance even for the same data structure.
B. PERFORMANCE COMPARISON
This section presents performance results for the synchronized lock, the ReentrantLock, and the Reentrant ReadWriteLock. We focus on four general thread-unsafe data structures: ArrayList, HashMap, TreeSet, and LinkedList. By adding locks, we turn them into thread-safe structures. By analyzing the performance results, we show that making a decision for the high-performance lock construct is a difficult task.
To obtain the performance results, these data structures are shared by a fixed number of threads. Ten (or ninety) percent of the total number are selected as the number of read threads, while the remainder is the number of write threads for each run. Read threads are responsible for the execution of read-only operations, while write threads are responsible for the execution of operations, such as insert, delete and modify.
Each thread will perform 50000 read or write operations for each run except for LinkedList with 100 threads. For LinkedList, only 1000 read and write operations are executed because the execution time of 50000 times will take at least three hours under our experimental setup that is presented in Section IV-A. All measurements are the mean values of five identical runs. Fig. 1 shows the execution time against the number of read and write threads. For ArrayList , as shown in Fig. 1(a) and Fig. 1(b) , the execution time with ReentrantReadWriteLock is greater than that with the other two locks for most situations, except for the situation of RT = 10 and WT = 90. For the situation of RT = 10 and WT = 90, the execution time with the synchronized lock will take more time than that with the other two locks. For HashMap , as shown in Fig. 1(c) and Fig. 1(d) , the execution time with ReentrantReadWriteLock is greater than that of the other two locks when the number of threads is 10; however, the execution times with three locks are not distinguishable with each other when the number of threads is 100. For TreeSet , as shown in Fig. 1(e) and Fig. 1(f) , the execution time with the synchronized lock is the least among three implementations, while that with the ReentrantReadWriteLock is the greatest when the number of threads is 10. The execution time with ReentrantReadWriteLock is the least under the situation of RT = 90 and WT = 10. For LinkedList in Fig. 1(g) and Fig. 1(h) , the execution time with the ReentrantReadWriteLock is the least for most of situations.
We can conclude the following from the experimental results: • the application performance with different locks depends on the total number of threads and the proportion of read and write threads;
• applications using different data structures determine that the performance will be different even if the number of threads is same for each run;
• one lock construct is not absolutely superior to another lock construct. Although, ReentrantLock and ReentrantReadWriteLock are the extended implementations, applications using these two locks will not necessarily achieve better performance than applications using the synchronized lock; and
• choosing the right lock construct for a specific application requires the consideration many factors, such as the number of read and write threads and the frequency and duration of read and write operations.
III. BYTECODE TRANSFORMATION
This section first presents the bytecode transformation architecture and then presents the precondition, analysis and transformation.
A. OVERVIEW
The overview of bytecode transformation architecture is shown in Fig. 2 ReentrantReadWriteLock via the bytecode manipulation framework Javassist.
B. PRECONDITION
The precondition of lock replacement is to ensure that these lock mechanisms are semantics-preserving. In other words, it means that all the operations on the same built-in monitor will also work on the ReentrantLock and ReentrantReadWriteLock. The Java API specification describes that ''a reentrant mutual exclusion lock with the same basic behavior and semantics as the implicit monitor lock accessed using synchronized methods and statements, but with extended capabilities'' [5] and ''an implementation of ReentrantReadWriteLock supporting similar semantics to ReentrantLock'' [6] . This ensures that the precondition will be held.
C. TRANSFORMING BYTECODE IR TO QUAD IR
Java bytecode is a high-level representation of Java programs. It is stack-based representation that all operands are pushed on the stack and arithmetic operations are applied to the top variants on the stack. Some local variants are dropped in Java bytecode. Joeq compiler [3] is used to conduct the bytecode analysis during refactoring. It translates Java bytecode into a threeaddressed-like IR called Quad. Like Java bytecode, Quad retains program information such as field address and virtual method invocation, which makes high-level optimization possible. Compared to stack-based architecture in Java bytecode, Quad uses register-based architecture so that local variables and temporary information are reserved. This architecture is more conducive to program optimization than the stack architecture [7] .
D. ANALYSIS
The transformation relies extensively on the bytecode analysis. In this section, we present the analysis for refactoring to ReentrantLock and ReentrantReadWriteLock .
1) ANALYSIS FOR TRANSFORMATION TO REENTRANTLOCK
The Java API specification describes a reentrant mutual exclusion lock with the same basic behavior and semantics as the implicit monitor lock accessed using synchronized methods and statements, but with extended capabilities [5] . This description makes us replace each synchronized operation with the lock and unlock operations of ReentrantLock. Unlike the implicit monitor object in the synchronized lock, ReentrantLock needs to define the explicit object on which VOLUME 7, 2019 the lock and unlock operations are called. Thus, when traversing a synchronized lock, we must try to find the implicit monitor object and obtain a new one that is equivalent to the implicit one. The new lock object will be taken as the lock field during the transformation. The visitor pattern analysis is used to traverse these synchronized locks.
Synchronized structures have two forms: the synchronized method and the synchronized block. We compare them from bytecode IR and Quad IR, shown in Table 2 . Synchronized methods keep the method modifier and the method name with the original form for both IRs. Synchronized blocks are compiled into monitorenter and monitorexit bytecode instructions. The monitorenter and monitorexit instructions in bytecode IR have the corresponding form of MONI-TORENTER and MONITOREXIT in Quad IR. Because synchronized methods and synchronized blocks have different forms in both bytecode IR and Quad IR, they are analyzed separately.
When finding a synchronized method, a new lock name is generated and added to the lock set L of the current class if the set L does not contain the lock. The lock name will be inserted into the class as a lock field name later when performing the transformation.
When finding a synchronized block, the method focuses on what type of built-in monitor is being used. We generalize the typical user behaviors of using a built-in monitor 2 as listed in Table 3 . The lock names will be generated by analyzing these types of these synchronized blocks. 2 These are typical and general behaviors when built-in monitors are used. However, we cannot list them all due the wide variety of user behaviors To analyze these built-in monitor behaviors, our analysis determines the register operand from each MONI-TORENTER and MONITOREXIT Quad first and judges whether the name of register operand is R0. 3 If so, a new lock name is generated and added to the lock set L. If not, other cases occur, as listed in Table 3 , which will be handled accordingly. For types 2 and 4 , the field name will be found from Quad IR. For type 3 , the register name of the local variant will be obtained.
The lock usage sequence is recorded in an ordered list LU for each class. The list LU records all the explicit name of lock fields, which correspond to the implicit monitor in a class. Fig. 3 presents the algorithm of how to generate the ordered list LU. When encountering the MONITOENTER operator, a lock name is generated and added to the list three times 4 (lines 9 and 23-24 in Fig. 3 ) if there is no nested synchronization. When nested synchronized blocks exist (e.g., type 5 in Table 1 ), the algorithm judges whether the MONITOENTER operator is reentered. If so, the algorithm will add the current lock name first and then will add the previous lock name (lines [13] [14] [15] [16] to guarantee that the lock name sequence is correct. For example, for type 5 in Table 1 , this algorithm will generate lock names corresponding to the sequence of A.MONITORENTER, B.MONITOENTER, B.MONITOREXIT, B.MONITOREXIT, A.MONITOR-EXIT, and A.MONITOREXIT.
The algorithm for generating the lock object list LO for each class is the same as that of the lock usage list. However, the algorithm is only used for locks that do not use the current object. For example, when analyzing type 4 , object obj will be added to the list LO.
Our analysis will generate several results as follows.
• The lock set L for each class. The elements of set L will be inserted into a class as the field and be taken as the object of the lock and unlock methods during transformation.
• The lock usage list LU for each class, which is used to replace each lock usage point in the class.
• The lock object list LO for each class, which is used to replace those that do not use the current object.
2) ANALYSIS OF TRANSFORMATION TO REENTRANTREADWRITELOCK
In addition to an analysis of refactoring to ReentrantLock, a side-effect analysis, a class hierarchy analysis and a point-to analysis are used for refactoring to ReadWriteLock. The side-effect analysis is used to infer that the critical section will be protected by read or write locks. Fig. 4 shows the algorithm for side-effect analysis on each Quad instruction. If the current Quad is the write instruction for the static field, instance field, array, and heap memory access, the write locks will be inferred; otherwise, the read locks will be suggested to use if all the Quads contained by the critical section have no side effect. The method invocations in the critical section are also checked the side effect, especially for those thread communication operations that can only be used with the write lock. If the current Quad instruction newq is a regular method invocation, this algorithm goes into the new method and finds the side effect. If the current Quad instruction newq is an abstract method invocation, we need to find the implementation class. The class hierarchy analysis and point-to analysis can be used to find the implementation class of an abstract method invocation.
E. CONSISTENCY VALIDATION
There is no one-to-one correspondence between bytecode instructions and Quads. Some bytecode instructions generate a sequence of more than one Quad, while others do not generate any Quads. Fortunately, every monitorenter and the monitorexit bytecode instructions have the corresponding Quads, which are represented by MONITORENTER and MONITOREXIT Quads followed by the register name. However, the sequence of MONITORENTER and MONITOREXIT instructions in Quad IR do not maintain consistency with the sequence of monitorenter and monitorexit instructions in bytecode IR. We find this phenomenon when transforming the class TransactionManager of SPECjbb2005 benchmark [8] . As the analysis results are built using visitor pattern on Quad IR, it is necessary to check the consistency between the Quad analysis results and the original bytecode lock position. If not, a lock corresponding to one built-in monitor will be locked on another monitor when performing the transformation. This situation will lead to an exception java.lang.IllegalMonitorStateException , which will be thrown out when the refactored application runs.
To validate the consistency, the most intuitive solution is to revisit the original bytecode to ensure the correct sequence. However, it is a time-consuming solution that needs to find which monitorenter bytecode instruction corresponds to which MONITORENTER operator in Quad IR. The simple solution is to reuse the analysis results in which the visiting sequence of each MONITOENTER operator is recorded in the ordered lock list. Each MONITOENTER operator has a field of bytecode offset (implemented by the getBCI() method of class joeq.Compiler.Quad.Quad). We check this field to guarantee that the visiting sequence of MONI-TORENTER Quad in each class emerges from the low offset to the high offset. If not, we use sort algorithm to ensure the correct sequence of lock usage list LU.
F. TRANSFORMATION
After consistency validation, each built-in monitor has a corresponding lock names and objects with the correct sequence. The next work is to perform bytecode transformation. The bytecode transformation tool Javassist [4] is used to make the transformation.
We first insert the lock fields to each class according to lock set L and then run the instance of class Instrumentor inherited from the class javassist.expr.ExprEditor. For synchronized blocks, the class Instrumentor overwrites the method edit for monitorenter and monitorexit to transform lock operations and the method edit for MethodCall to transform the thread communication operations. For synchronized methods, synchronized modifier is deleted from the method modifiers. Lock (or unlock) operations are inserted before (or after) methods. The lock usage list LU and lock object list LO for each class are used during the transformation. The elements of LU and LO will be taken as the lock or unlock operation objects.
For thread communication operations such as wait() and notify() (or notifyAll()) operations, we can replace the await() and signal() (or signalAll()) operations as well.
G. TRANSFORMATION CONSISTENCY
To make the refactoring semantics-preserving before and after refactoring, we present a definition to ensure transformation consistency.
Definition 1: The refactoring for locks are semanticspreserving if and only if it meets the following rules: 1) locks have the similar behavior, and 2) a synchronized lock on the object should work on the same reentrant or read-write lock.
For rule 1, Java API specification [5] , [6] shows three locks have the similar behavior. For rule 2, an equivalent lock should be defined for each synchronized lock. Our solution for associating the current object this with the lock lock is to insert a new field to the class of the current object and to make this field public to allow access from any package. For bytecode, Fig. 5 illustrates the possibility of make such an association. For synchronized lock, it stores the lock object by bytecode instruction astore_n and gets the lock object by using aload_n. For ReentrantLock, it uses bytecode instruction getfield #n to get the field related to the lock.
IV. EVALUATION
In this section, we evaluate our approach on several benchmarks. Section IV-A presents the experimental setup and benchmark configuration. Section IV-B presents the performance and refactoring results.
A. EXPERIMENTAL SETUP
The measurements are conducted on a quad-core 2.13 GHz Intel Xeon processor running 64-bit Linux 2.6.38 kernel with 12 GB RAM. The JDK version is 1.8.0_25. The Javassist version is 3.13.0. Micro and macro benchmarks are selected to evaluate the refactoring. Fig. 6 describes these benchmarks and their configurations, which list the number of synchronized operations and thread communication operations for each benchmark in detail.
For the PC problem benchmark, each thread executes 5000 read or write operations. For the RBTree benchmark, the experimental results are reported on 50000 and 500000 execution times. Each data point is an average of 10 identical runs.
B. EVALUATION RESULTS
In this section, we first present the results of each benchmark, and then compare our approach with Relocker.
1) PRODUCER-CONSUMER
The producer-consumer (PC) is a classic problem that can be used to evaluate synchronization and collaboration among producer threads and consumer threads that share a fixed-size buffer. Producer threads generate a piece of data once and put it into the shared buffer, while consumer threads retrieve the data from the shared buffer. The correct collaboration will ensure that producer threads will not put data into a full buffer and consumer threads will not retrieve the data from an empty buffer.
In our previous paper [9] , we solve the PC using aspect-oriented programming by separation of synchronization concerns. Here, we use its object-oriented version, not the aspect-oriented version. This benchmark includes 2 synchronized blocks and 4 conditional operations.
Our approach can refactor the PC code successfully. All synchronized blocks and conditional operations are transformed. During refactoring, our approach first analyzes the bytecode. After the bytecode analysis, PC does not pass the consistency validation, which means that there are some inconsistencies between built-in monitor objects and lock objects. The sequence of these objects is adjusted according to the methodology in Section III-E to ensure that the exception java.lang.IllegalMonitorStateException will not happen. The total time is 658 ms and 712 ms for ReentrantLock-oriented and ReentrantReadWriteLockoriented transformation, respectively.
The performance results are reported in Fig. 7 . The execution time of each lock-based PC is almost same when the same number of read and write threads are considered. The possible reason is that thread communication operations take up the most execution time.
2) RED-BLACK TREE
Red-Black Tree (RBTree) is a type of self-balancing binary search tree. RBTree is commonly seen as a standard benchmark when evaluating STM. This benchmark is published in dstm2 [10] with transactional read and write operations. We convert it to be one with the synchronized construct by adding a synchronized-modifier to those methods in which transactional read (or write) operations exist. The total number of synchronized methods is 5.
Our approach refactors RBTree successfully. The total execution time is 629 ms and 652 ms for ReentrantLockoriented and ReadWriteLock-oriented refactoring, respectively. The execution time against the scale of read and write threads is shown in Fig. 8 . Fig. 8(a) shows the execution time when each thread runs 50000 read or write operations. The execution time of synchronized-based implementation is less than the other two implementation. Considering runs of 500000 read or write operations, the ReadWriteLockbased implementation is less than the other two implementation when RT = 9 and WT = 1. Using our approach, the performance of each lock-based implementation is easy to explore.
3) SPECjbb2005
The SPECjbb2005 benchmark is used as a stand-alone Java application emulating a 3-tier system with emphasis on the middle tier. As shown in Fig. 6 , 168 synchronized methods and 22 synchronized blocks are used in this benchmark as well as 8 thread communication operations. The SPECjbb2005 benchmark can be transformed successfully. The total execution time for ReentrantLockoriented refactoring is 3.6 seconds. The total execution VOLUME 7, 2019 time for ReentrantReadWriteLock-oriented refactoring is 3.8 seconds. Fig. 9 plots business operations per second (bops) and the percentage of heap memory usage against the number of threads. Fig. 9(a) shows that bops reaches its peak value when the number of threads is 4. Before reaching the peak value, bops increases with an increase in the number of threads. After reaching the peak value, bops will decrease with the increase in the number of threads. It is clear that the synchronized-based implementation gives better business operations than the ReentrantLock-based implementation and ReadWriteLock-based implementation. Fig. 9(b) presents the percentage of heap memory usage, 5 which shows a much different ratio when different locks are used.
There is no evidence to show that implementation with one lock construct is absolutely superior to that with another lock construct. The experimental results support our assertion that each lock has its advantages and disadvantages. Synchronized lock construct should be used if the number of business operations is a concern of the user. If the heap memory usage is the concern, our approach can be used to test which lock construct will obtain the best performance. Our approach provides an alternative for programmers to see which lock works best without breaking down the source code.
4) HSQLDB
HyperSQL DataBase (HSQLDB) is the relational database software. It offers a small, fast multithreaded and 5 Our approach focuses on bytecode transformation. The reason for performance differences is not our concern, so it is not explained in this work. transactional database engine. This benchmark has 620 synchronized methods, 53 synchronized blocks and 7 thread communication operations.
Our approach can transform HSQLDB successfully. The time of ReentrantLock-oriented refactoring is 12.1 seconds, while the time of ReentrantReadWriteLock-oriented refactoring is 12.9 seconds. At the validation stage, HSQLDB does not pass validation. The sequence of these objects is adjusted according to the methodology in Section III-E to ensure that the exception java.lang.IllegalMonitorStateException will not happen.
We run the benchmark TestBench in the folder org.hsqldb.test to evaluate HSQLDB based on three kinds of locks. This benchmark executes 200,000 transactions for ten rounds. Fig. 10 presents the transaction rate. The transaction rate is obtained by computing the number of transactions per second. The benchmark based on synchronized lock has the highest transaction rate while the benchmark based on ReadWriteLock has the lowest transaction rate. The benchmark based on synchronized lock is 5.7% and 9.5% higher than the benchmarks based on ReentrantLock and ReadWriteLock, respectively.
V. RELATED WORKS
Refactoring is a transformation that improves the internal structure of a software system without altering the external behavior. It has made significant advances based on software engineering research, and some ideas have been applied into programming practice.
Refactoring has been widely applied in read-time systems [11] , tests [12] , aspect-oriented software systems [13] , etc. An empirical study is performed in [14] . Early refactoring approaches are presented mainly for sequential programs to enhance maintainability and understandability. In recent years, refactoring for concurrency has become a research direction with the ubiquity of multicore processors. Our approach can be considered a refactoring tool for lock design of concurrent programs.
A. REFACTORING FOR LOCKS
Refactoring is a large and diverse research area, so our study is limited to some closely related or representative works.
Relocker [15] is an automated tool that assists programmers with refactoring synchronized blocks into ReentrantLocks and ReadWriteLocks. It has been implemented as a plug-in for Eclipse IDE to perform sourceto-source transformation. Bytecode refactoring is more attractive than source-to-source refactoring in that it can be used for legacy code that has no source code available. Our approach is different from Relocker in that 1) our approach is implemented by Joeq and Javassist, while Relocker is based on WALA [16] , and 2) our approach performs bytecode transformation without modifying the source code.
Dig et al. [17] refactor sequential programs to be reentrant and parallel using java.util.concurrent utilities. The authors make shared data accesses thread-safe by converting int to AtomicInteger and HashMap to ConcurrentHashMap. Wloka et al. [18] present a refactoring tool that makes single-threaded programs reentrant by replacing the global state with a thread-local state and performing each execution in a fresh thread. Our approach emphasizes separation of the synchronized section and the synchronized way. Moreover, our work highlights lock refactoring while their works discuss code parallelization.
FlexSync [19] , an aspect-oriented synchronization library, enables customization of multiple synchronization mechanisms (e.g., lock, atomic block, and STM). SyncGen [20] is a general tool that synthesize complex synchronization implementation. It separates the synchronization and functional implementation, and provides aspect-oriented support for weaving them together. Autolocker [21] is a lock inference tool in which locks are acquired before object accesses and released at the end of the atomic section. Our approach also infers read locks and write locks when transforming to ReentrantReadWriteLock-based implementation by using side-effect analysis.
Frigo et al. [22] introduce hyperobjects as a linguistic mechanism to assist code parallelism. They analyze a randomized locking methodology for reducer in Cilk++.
Some commercial refactoring tools, such as concurrencyoriented refactoring for JDT [23] and LockSmith [24] , have been integrated into IntelliJ IDEA [25] and Eclipse [26], respectively. These tools both can split and merge lock, convert among locks, and make field atomic. Most previous refactoring approaches for locks have concentrated only on read and write locks without considering upgrading or downgrading locks or optimistic read locks.
B. BYTECODE REFACTORING VS. SOURCE CODE REFACTORING
Source code and bytecode are two forms of a Java program. Refactoring can happen at source code and bytecode level. Most existing refactoring tools [15] , [18] , [27] - [29] manipulate the source code to let developers know how the source codes are changed and thus continue to make the further optimization on refactoring results.
Compared to works on source code level, many works manipulate bytecode, such as libraries categorization [30] , software product line extraction [31] , code clone [32] and code diversity [33] , etc. Mens et al. [34] hold the view that the technique for bytecode transformation is compatible with the definition of refactoring, and refactoring can be very useful at an even more implementation dependent level than programming languages, such as refactoring of bytecode, or even refactoring of executable code. Compared to source code refactoring, bytecode refactoring is able to transform not only those legacy codes [35] without source code, but also the new programs.
We perform a questionnaire to 17 local programmers. Our questionnaire includes four questions: 1) Have you ever used software refactoring? 2) Which kind of refactoring do you use? Why do you use it? and 3) which refactoring do you prefer in Java (source code refactoring or bytecode refactoring or both), and why? 4) If you can only choose one, which one do you prefer? By review these questions, there is no evidence to show that the number of programmers who prefer source code refactoring overwhelms the number of those who prefer bytecode refactoring. 6 out of 17 programmers hold positive attitude to bytecode refactoring. There are also 7 programmers who support both source code refactoring and bytecode refactoring. But if we let them only choose one item, they would like to perform source code refactoring due to visualized transformation.
VI. CONCLUSIONS
Locks are commonly used when programmers develop parallel programs. Making a best choice for locks is highly desirable because performance using different lock constructs will be dramatically different. This paper presents an automated transformation that makes applications for customizable locking. The transformation enables Java programmers to find performance tradeoffs among these locks. Our approach is used to refactor several Java applications with a synchronized construct, and successful refactoring results have been observed.
Joeq is a good Java VM and easy to use, but it is proposed very early and not maintained constantly by the developer. According to the introduction of Joeq's website, it supports JDK 1.5 and thus makes our transformation feasible. However, it doesn't seem to support new features in JDK 1.7, 1.8 or above, such as the parallel stream and lambda expressions, etc. We are planning to migrate our analysis to the popular program analysis tools such as WALA and Soot.
Future work includes continuing to evaluate our approach on more benchmarks. As bytecode refactoring hides the details of refactoring results, we are planning to design a tool to make them visible to programmers. We also plan on developing transformation for the new emerging lock StampedLock. 
