In this paper we give a simple characterization of the Laplacian spectra of a family of graphs as the eigenvalues of symmetric tridiagonal matrices. In addition, we apply our result to obtain an upper and lower bounds for the Laplacian-energy-like invariant of these graphs. The class of graphs considered are obtained by copies of modified generalized Bethe trees (obtained by joining the vertices at some level by paths), identifying their roots with the vertices of regular graph or a path.
Introduction
Along this paper we deal with simple graphs, just called graphs. An (n, m)−graph G is a graph with n vertices and m edges. The vertex set of G is denoted by V (G) and its edge set is denote by E(G). Furthermore, D(G) denotes the diagonal matrix of vertex degrees and A(G) denotes the (0, 1)−adjacency matrix. The eigenvalues of A(G) are simple called the eigenvalues of G. The set of these eigenvalues, λ 1 , λ 2 , . . . , λ n (together with their multiplicities) form the spectrum of the graph G, σ(G). The matrix L(G) = D(G) − A(G) is the Laplacian matrix of G. The eigenvalues of L(G), µ 1 , µ 2 , . . . , µ n form the Laplacian spectrum of G.
The computation of the Laplacian spectrum of G is, in general, a hard problem. However, there some classes of graphs for which its Laplacian spectrum is characterized, as it is the case of complete graphs, complete bipartite graphs, cycles and paths.
There has been some significant work on the characterization of the Laplacian spectra of trees, which are connected acyclic graphs. However, very few classes of graphs containing cycles have their spectra explicitly computed.
In this paper the spectra of a family of graphs is characterized in terms of the eigenvalues of symmetric tridiagonal matrices, from which the Laplacian spectrum can be computed. These graphs contain many cycles and are obtained by copies of generalized Bethe trees, connecting the vertices at same level by edges and identifying its roots with the vertices of a regular graph or a path. As an application, upper and lower bounds on the Laplacianenergy-like (cf. [12] ) are obtained and some inequalities, regarding Laplacian eigenvalues of particular cases of graphs obtained by the above graph operations, are deduced.
Notation and basic definitions
We describe now the graphs considered in this note. The level of a vertex on a tree is one unit more than its distance from the root vertex. For k ≥ 2, a generalized Bethe tree, B k , of k levels [16] is a rooted tree in which vertices at same level have equal degrees. For j = 1, . . . , k, we denote by d k−j+1 and by n k−j+1 the degree of the vertices at level j and their number, respectively. Thus, d 1 = 1 is the degree of the vertices at the level k and d k is the degree of the root vertex.
In this paper we deal with generalized Bethe trees (herein called modified generalized Bethe trees) modified according to the following definition.
Definition 1 Fixing i such that 1 ≤ i ≤ k − 1 and d k−i+1 ≥ 3. A modified generalized Bethe tree with parameters k and i is the graph B k [i], obtained from the generalized Bethe tree B k connecting the vertices at level i + 1 by paths such such that two vertices at level i + 1 are in the same path if both are connected at the same vertex in the level i.
We recall that in B k at the levels i, i + 1 there are n k−i+1 , n k−i vertices, respectively, and such implies that in B k [i] at level i + 1 there are n k−i+1 paths each one with p i = n k−i /n k−i+1 vertices. As an example, the modified generalized Bethe tree B 4 [2] is depicted in the There are several deep works on the characterization of the spectra of some graph constructions with generalized Bethe trees. In 2006, Rojo (cf. [17] ) found the adjacency and Laplacian spectrum of graphs which are obtained connecting by an edge the roots of two copy of a generalized Bethe tree. Later, in 2007 [16] the author characterizes the adjacency and Laplacian spectrum of graphs obtained by identifying the roots of r copies of generalized Bethe trees with the vertices of a r-cycle. In [14] , the previous results are extended, considering copies of generalized Bethe trees and attaching their roots to the vertices of an arbitrary connected graph. Recently, Rojo and Medina in [15] characterized the Laplacian and adjacency eigenvalues of the trees obtained attaching the roots of k Bethe trees to a k-vertex path in a such way that the root of the i-th Bethe tree is identified with the i-th vertex of the path. 2. The vertices of the second level are labeled using rn 1 +1, rn 1 +2, . . . , rn 1 + rn 2 .
3. The labeling of the vertices of the higher levels can be done in the same way.
4. Finally, the last vertex (which belongs to the regular graph or to the path) is labeled using n. Since, the main results of the next sections are based in matricial techniques related with the Kronecker product, let us define this product and review some of its properties.
For the matrices A = (a ij ) ∈ R r×s and B = (b ij ) ∈ R p×q , the Kronecker product is denoted A ⊗ B ∈ R rp×sq . Several properties of the Kronecker product may be found, for instance, in [11] .
From now on, 0 denotes the all zero matrix with appropriate order, I m is the identity matrix of order m and e m denotes the all ones m− dimensional vector. The Laplacian matrix of the q-vertex path P q is denoted L q , and then
, and taking into account that
let us define
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of order n k−i and also with the matrices
is the block diagonal matrix defined by
with n j+1 diagonal blocks equals to e m j . Thus, C j is an n j × n j+1 matrix, for j = 1, . . . , k − 1, where C k−1 = e n k−1 . Let
the matrix of order rn j , where each of its r diagonal blocks is equal to C j , that is, since C j is composed by n j+1 diagonal blocks equal to e m j , in total the matrix K j has rn j+1 diagonal blocks e m j . As direct consequence of the properties of the Kronecker product, we have the following equalities:
where c is an arbitrary polynomial.
Example 2 Let us consider a generalized Bethe tree B k and the graph T r (d).
Then, in the particular case of k = 4, in B 4 we have the following pairs
In B 4 [2] , at level 3, we have n 3 = 2 paths with p 2 = n 2 /n 3 = 6/2 = 3 vertices and also m 1 = 2, m 2 = 3 and m 3 = 2. Therefore,
and the matrices defined in (4) are C 1 = I 6 ⊗ e 2 , C 2 = I 2 ⊗ e 3 and C 3 = e 2 . Taking into account the above referred labeling for the vertices, the Lapla-
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Lemma 3 Let M be the following block tridiagonal matrix
where L is a r × r symmetric matrix. If
where δ 1 , . . . , δ r are the eigenvalues of L and ν 1 , . . . , ν p i are the eigenvalues of L p i .
Proof. For this proof, we take into account the equalities (6) and (7). Then, performing elementary operation over the line blocks of M , the matrices K T j , for j = 1, . . . , k − 1 are eliminated using the blocks β j I rn j , with β j = 0, excluding the matrix K T k−i which is eliminated according to the item (c). Therefore, the matrix M is transformed according to the following items:
(a) For j = 1, . . . , k − (i + 2), each diagonal block α j+1 I rn j+1 is replaced by
Then this block is eliminated taking into account (7). Additionally, taking into account (6), the corresponding diagonal block is replaced by − 1) , . . . , k − 1, the block K j is eliminated by the block β j I rn j and the corresponding diagonal block is replaced by β j+1 I rn j+1 .
Observe that after the last operation of item
Hence Eq. (9) follows.
The spectrum of the Laplacian matrix
The technics used in the proof of the next results are similar to those used in [19, Th. 5] . In what follows, γ 1 , . . . , γ r are the eigenvalues of T r (d) and µ j = 2 + 2 cos πj r , for j = 1, . . . , r, are the eigenvalues of L r . Furthermore,
Along this section we need also to define the following polynomials (where m j is as (1)):
Now we are able to introduce the main result of this section.
Theorem 4 If H is a graph belonging to the set {rB
where (8) and applying Lemma 3 to the matrix M = λI − L (H), we obtain
Let β j be as in Lemma 3 and suppose that λ ∈ R is such that Q j (λ) = 0, when j = 1, . . . , k − 1. For the sake of simplicity, let us denote Q j (λ) and Q kj (λ) by Q j and Q kj , respectively. Then
and, for i = 1, . . . , r,
Therefore, using (9) , it follows
. . .
where Ψ(rB
L kj . Notice that the above expression is obtained taking into account that (according to its definition) ν p i = 0.
Consider now λ 0 ∈ R such that Q t (λ 0 ) = 0 for some t = 1, . . . , k −1. Since the zeros of any polynomial are isolated there exists a neighborhood V (λ 0 ) of λ 0 such that Q j (λ) = 0, for all λ ∈ V (λ 0 )−{λ 0 } and for all j = 1, . . . , k −1.
Hence, the equality (17) follows, for all λ ∈ V (λ 0 ) − {λ 0 } . By continuity, taking the limit as λ tends to λ 0 , we obtain the desired expression.
is an eigenvalue with multiplicity at least rn 2 of H. Proof. Taking into at level k ≥ 2 there are n 2 ≥ 1 paths with p k−1 = n 1 n 2 > 1 vertices, then by Theorem 4, we obtain {λ :
Hence since Q 0 (λ) = 1, using (12), the result follows.
Definition 6 For t = 1, . . . , k − 1, let T t (H) be the t × t leading principal submatrix of the k × k symmetric tridiagonal matrix
where, for j = 1, . . . , r, θ
Lemma 8 If T t , t = 1, . . . , k − 1, and S l , l = 1, . . . , p i − 1 are the leading principal submatrices of T kj (H) and the d k−i × d k−i tridiagonal symmetric matrices referred in Definition 6, respectively. Then
and for l = 1, . . .
Proof. Formulas in (18) and in (19) have already been proved in [19] . To obtain (20) , we see that if i = k − 1 the result follows by Corollary 5. Now we suppose that i < k − 1. By (13) we see that
which, by [20] implies the result.
Lemma 9 For t = 1, . . . , k − 1 , l = 1, . . . , p i − 1 and j = 1, . . . , r the zeros of the polynomials Q t , Q k−i − ν l Q k−i−1 and Q kj (or L kj ), respectively are real and simple.
Proof. In view of Lemma 8 and as the matrices in Definition 6 are symmetric and tridiagonal with nonzero codiagonal entries it follows that its eigenvalues are simple (cf. [4] ).
The next theorem gives a complete characterization of the eigenvalues of the Laplacian matrix in the case when
The multiplicity of each eigenvalue of the matrix T t as eigenvalue of L(H) is at least rn t − rn t+1 for t ∈ Ω and the multiplicity of each eigenvalue of the matrices T kj (H) for j = 1, . . . , r is at least 1.
(c) Each eigenvalue of 
By Remark 7 we have {d − γ j : 1 ≤ j ≤ 3} = {0, 3, 3} . Thus the matrices in Definition 6 correspond to,
and
To four decimal places, the eigenvalues and its multiplicities are given by: The referred graph operations with modified generalized Bethe trees can be generalized in the following way: for a fixed 1 
Some applications
In this section the singular values of the Laplacian matrices (and then the eigenvalues) of the graphs rB k [i] · T r (d) and H = rB k [i] · P r are compared, when P r is isomorphic to an Hamiltonian path of T r (d) (if there is). First, it is convenient to introduce the following notation (c.f. [1, 2] ). A 0 means that A is positive semidefinite and if A and B are hermitian matrices, then A B if A − B 0. For a complex m × n matrix C we recall that its nonzero singular values correspond to the nonzero eigenvalues of the positive semidefinite matrix |C| = C T C 1/2 , (see, e. g. [11] ). The singular values of a matrix C are enumerated as s 1 (C) ≥ · · · ≥ s n (C). Now, we are able to remind the following results (see [2, 1] ).
Lemma 12 [2] Let X and Y be positive semidefite n × n hermitian matrices, with eigenvalues λ 1 (X) ≥ · · · ≥ λ n (X) and 
Proof. The Laplacian matrices of the graphs rB k [i] · T r (d) and rB k [i] · P r are positive semidefinite. Taking into account the expression (8) for these matrices, then
.
, where T r (d) \ P r is the graph obtained from T r (d) after deleting the edges corresponding to P r , it follows that
Applying Lemma 12, the conclusion follows. The Laplacian-energy-like of an (n, m)−graph G (denoted by LEL [G]), introduced by Liu and Liu [12] is defined as
where µ j , for j = 1, . . . , n, are the eigenvalues of the Laplacian matrix of G. For a m × n complex matrix C, we define the Laplacian-energy-like of the matrix C by LEL(C) = j λ j (|C|).
As a consequence of the previous definitions the Laplacian-energy-like of any graph G is given by
LEL [G] = LEL(L(G)).
The next theorem obtains bounds for the Laplacian-energy-like for the graphs studied in this paper. Theorem 14 Let G be an (n, m)−graph such that det(L(G) − λI n ) = P 1 (λ) t 1 P 2 (λ) t 2 · · · P s (λ) ts ,
where P j (λ) = det(M j − λI j ), M j are square matrices of order j, with t j > 0, for j = 1, . . . , s. Then
Proof. 
