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Abstract
A major goal of molecular evolutionary biology is to identify loci or regions
of the genome under selection. Correct identification allows further compre-
hension of the phenotypic changes responsible for adaptation and improves
both our historical inference and predictive ability for understanding evolu-
tion from the past and into the future. To attain this goal, we need not only
knowledge of the biological relevance of selective processes relative to neutral
processes occurring in the genome, but also a concise and universal lexicon
for discussing the relevant evidence. Neither selection nor drift alone can
explain levels of genomic diversity observed across the genome, emphasizing
the importance of understanding how and when these disparate evolutionary
forces may act. In fact, modern genomic insights have proven that more
complex processes such as linkage, demography, and biased gene conversion
further complicate our understanding of the roles of neutral versus selective
processes in evolution. In this perspective, we aim to present and refine
our definitions of selection and drift, as well as additional and important
mechanisms that constrain evolution of the genome under certain contexts.
We highlight that these processes need to be taken into account to correctly
identify the targets of selection and stress that a major field-wide goal in the
future should be to quantify the absolute importance of these mechanisms.
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1. Introduction
Understanding the relative importance of evolutionary forces in driving
adaptive change has been a longstanding goal of evolutionary biology. In
today’s genomic era, accurately and precisely addressing this question has
become more feasible than ever before. Genomic data has allowed, for ex-
ample, quantification of introgression rates between populations or species
(e.g. [1]) and accurate estimates of mutation rates within species or across
the genome [2, 3, 4, 5]. Yet the interplay between neutral evolution and se-
lective forces has remained a difficult problem to address. Since the advent
of population genetics as a field, debate over the relative importance of these
processes has arisen, been resolved, and re-arisen [e.g. 6, 7, 8, 9]. Most re-
cently, 50 years since the advent of the neutral theory, this debate has been
rekindled in light of emerging genomic data [10, 11].
In an era of limited genetic tools and data, the neutral theory aimed to
explain the greater than expected genetic diversity observed based on the
actions of natural selection alone. Kern and Hahn [10] have most recently
argued that modern genomic data allows us to reject the applicability of
neutral theory for understanding molecular evolution, while Jensen et al.
[11] have replied that this is not the case. A major dividing view on this
point is whether the majority of polymorphisms in the genome are neutral
or selected. Yet classifying variants into one of these two classes is anything
but straightforward, and there is ample space for additional data across a
wider range of species to contribute towards these investigations and our un-
derstanding of molecular evolution. In this perspective, we aim to clarify the
terminology used to describe both selective and neutral evolutionary forces.
We do not argue for or against the utility of the neutral theory, but instead
present the value in encompassing the processes that influence the evolution
of polymorphisms, but do not fall under the umbrella of selection, into a
third category of non-adaptive evolution. We aim to define this term as well
as to highlight the importance of considering both the genetic and environ-
mental context of polymorphisms when studying evolutionary genomics or
when identifying targets of selection.
2. Natural selection
Natural selection is tightly linked to the concept of fitness, which we will
briefly define here as the capacity of an allele to transmit to the next gen-
eration. While the fitness effect of an allele can depend on its genomic and
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environmental context, natural selection is the process that acts to increase
the average fitness of a population over time. There are complications even
with this definition which we will not delve into, associated with the hierar-
chical level of selection (e.g. selfish genes) or cases where selection behaves
in a stochastic manner (e.g. in finite populations).
Natural selection, first proposed by Darwin and Wallace in 1858 [12], is
thus a major evolutionary mechanism for explaining the existence of genetic
variation between populations and acts in several disparate ways. Negative
selection – also termed purifying selection – acts to reduce the frequency of
deleterious mutations (i.e. mutations that reduce an individual’s fitness, de-
fined as those with a negative selection coefficient, s). Conversely, positive
selection favors the fixation of beneficial mutations (s > 0). Selection can also
maintain genetic diversity – balancing selection – when there is a selective
advantage to being in the heterozygous state. Finally, the term natural selec-
tion also encompasses sexual selection, where mutations are advantageous in
only one of the two biological sexes within sexual species. This differs from
the above forms of selection since it can lead to the increase in frequency
of polymorphisms that are not necessarily advantageous at the population
level.
Understanding when and how selection acts relies on identifying depar-
ture from a null model where the fate of new mutations would otherwise be
determined by genetic drift. Yet, as we will see below, a departure from
genetic drift alone is not sufficient to merit a conclusion of selection.
3. Genetic drift
Genetic drift is the change in frequency of an existing variant due to ran-
dom sampling – a neutral corollary to natural selection. Evolution of alleles
changing frequency due to drift are predictable on average, allowing devia-
tions from this prediction to be considered as due to forces besides genetic
drift. A complexity arises with this definition as a variant can be neutral in
terms of impacting phenotype or in terms of its behavior in allele frequency
change over time. This distinction is relevant in two manners: first, under
changing environments (genomic, abiotic, or biotic) selection may begin or
cease acting on certain variants, or second, other processes may make such a
variant appear to change as if it were subject only to drift. The first point is
one that will be continuously difficult to address as evolutionary biologists,
but the second is one that we emphasize can be understood and addressed
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currently. A major goal of this perspective is to elaborate on the processes
that are not neutral and yet can impact the evolutionary trajectory of neutral
variants, as well as the processes that are not selective but can impact the
evolutionary trajectory of beneficial or deleterious variants in the genome.
It is necessary to understand not only the processes of natural selection and
genetic drift, but these other complicating processes to fully understand evo-
lutionary biology and the generation and maintenance of genetic diversity
across the genome and across populations and species.
4. The importance of context for evolution
Taking into account the context in which mutations occur, such as pop-
ulation history or genomic landscape, is paramount since other processes
interact with genetic drift and natural selection, complicating the inference
of sites under selection. We discuss processes encompassed within three ma-
jor areas of research in evolutionary biology: physical linkage, demography,
and gene conversion. While these processes are acknowledged by the vast ma-
jority of the community, their impacts on genetic diversity are often under-
appreciated (see [13, 14] and [15] for reply). We argue for the role of these
other evolutionary processes as major determinants of genomic diversity and
as particularly easy to confound with selection. They are summarized in
Table 1 and discussed further below.
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Acts on
neutral
variants?
Acts on
selected
variants?
Non-
adaptive?
Explanation
Selection Negative yes
adaptive processes
that increase fitness
Positive yes
Balancing yes
Sexual yes
Linked
selection
Background
selection
yes yes yes can increase or decrease neutral diversity
increase fitness, and can act on selected
sites depending on the relative selection
coefficients of nearby sites
Selective
sweeps
yes yes yes
Associative
overdominance
yes yes yes
Genetic drift yes yes yes
neutral and non-adaptive as independent of
fitness; depending on N , may
impact site(s) with s 6= 0
Gene surfing yes yes yes a special case of genetic drift over space
Biased gene conversion yes yes yes
increases the frequency of certain variants
in a deterministic way; regardless of fitness
Table 1: Evolutionary processes
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4.1. The impact of linkage
The background or surrounding region of the genome where a new muta-
tion occurs influences that variant’s probability of fixation. In short, linkage
prevents nearby sites from evolving independently. This non-independence
of sites leads to a range of complicating processes acting on potentially neu-
tral variants that are near sites under selection in the genome. Neutral sites
in a background with one or more sites under negative selection will have a
lower probability of fixation than unlinked neutral sites. This is due to back-
ground selection (BGS), where negative selection against a variant reduces
the frequency of nearby neutral variants [16]. We argue that sites subject to
BGS fall in the gray zone of non-adaptive evolution because these variants
are not selected against nor are they evolving neutrally, since selection in-
directly impacts them. Similarly, the occurrence of a mutation conferring a
fitness benefit can also result in the reduction of genetic diversity through a
selective sweep. Selective sweeps occur for neutral loci linked to a selected
beneficial variant. When selection increases the frequency of this beneficial
allele in the population, nearby neutral variants likewise rise in frequency,
hitchhiking along to fixation with the beneficial variant. Selection can act on
a single novel variant (hard sweep) [17] or on standing genetic variation that
has become beneficial, perhaps due to environmental change (soft sweeps)
[18, 19, 20]. Additionally, genetic linkage can also lead to an increase in
genetic diversity when neutral sites fall near a partially deleterious recessive
allele or near an allele under balancing selection. This increase in diversity
is termed associative overdominance [21, 22].
The distinction between background selection, selective sweeps, and asso-
ciative overdominance is further complicated by the possibility of interactions
between loci, i.e. selective interference [23, 24, 25]. In some cases, selective
interference can effectively increase the strength of selection on a region as
more positively (or negatively) selected sites occur near to each other, ampli-
fying the impact of linked selection. In other cases, the efficacy of selection
may be reduced when nearby sites have competing impacts on fitness, termed
Hill-Robertson interference by Felsenstein [26]. The former may simplify de-
tecting the presence of selection but complicate the identification of precise
sites under selection, while the latter may complicate identifying both the
presence of selections and the sites it targets. Linked selection is thus an
important process that has non-adaptive impacts on the genome which need
to be taken into account when attempting to understand natural selection.
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4.2. The impact of demography
Demography (change in population size, N) has major effects on the
evolutionary process. While selection or drift may act on specific variants or
regions of the genome, demographic change affects the whole genome equally.
For a variant with a given selection coefficient, it is known that effective
population size moderates the efficiency of selection, i.e., Ns represents the
strength of selection. Population bottlenecks, for example, have long been
known to impact genetic diversity and change the efficiency of selection acting
on alleles having s 6= 0 within the population.
A particularly relevant demographic scenario for the identification of neu-
tral versus deleterious variants is that of spatial expansion. Many populations
and species are known to have undergone or expected to undergo this demo-
graphic change: from post-glacial recolonizations, to species invasions, to
shifting species ranges in response to climate change [27, 28]. During spatial
expansions, not only does population size change with repeated bottlenecks
of founder individuals, but these populations colonize over new geographic
space, resulting in a process termed gene surfing. Gene surfing is a unique ge-
netic process that can leave genomic signatures similar to those of selection,
yet are due entirely to demographic processes. Sequential founder events
reduce the effective population size in colonizing populations and thus the
efficiency of selection, thereby allowing alleles that might otherwise be sub-
ject to strong selection to surf to high frequency at the expanding wave front
of a population [29, 30]. Because surfing can lead to the increase or even
fixation of a given allele (be it neutral or not), it is easily mistaken for the
product of selective forces. Yet unlike selection, surfing can also cause delete-
rious variants to increase and result in severe fitness loss at expanding fronts,
termed expansion load [31]. The study of gene surfing is empirically diffi-
cult, yet in addition to extensive theoretical literature [32, 33, 34, 35, 36, 37],
empirical evidence continues to emerge showing such signatures in humans
[38, 39], bacteria [40], and plants [41, 42, 43], among others. Though there
has been some debate over the prevalence and impact of surfing and expan-
sion load in nature [44, 45, 46, 47], this purely demographic process alters
the actions of natural selection and genetic drift within the genome and has
potentially large effects on population fitness, emphasizing its importance as
a non-adaptive force in evolution.
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4.3. The impact of gene conversion
Meiotic recombination reshuffles the genetic material of parents to pro-
duce a new set of genetic material in offspring. During recombination, homol-
ogous gene conversion can result from the conversion of an acceptor locus at
heterozygous sites in donor sequences. Biased gene conversion (BGC) occurs
when the probability of transmitting one of the two alleles is larger than the
probability of losing it. BGC is comprised of two main mechanisms: double-
strand-break-driven (dBGC, [48, 49]) and GC-driven (gBGC, [50, 51]), each
of which have different mechanistic origins and consequences. dBGC refers
to the use of a homologous sequence (300-1000 bp long) to repair double
strand breaks (DSBs) during recombination. In humans, these DSBs are
primarily triggered by the Zn-finger protein, PRDM9 [48] which recognizes
a 10-20 bp motif resulting in the clustering of recombination events in 1-2
kb long hotspots [48].Under the red-queen model of recombination hotspots,
dBGC leads to the conversion of the motif to its homologous sequence and
the erosion of recombination hotspots [52, 53]. In turn, PRDM9 evolves
rapidly under strong positive selection, which together with dBGC, explains
the transient evolution of recombination landscape [54, 55]. gBGC refers to
segregation distortion in favor of G/C over A/T alleles when a mismatch is
repaired after a meiotic recombination event and leads to the increase of GC
content in regions of high recombination over evolutionary time [50]. Ev-
idence for gBGC has been shown in many organisms [50, 51, 56, 57] and
has strong consequences on genomic architecture, ranging from global GC-
enrichment of genomes to variation in codon usage between genes [58] which
can be confounded with translational selection [59].
Sites subject to BGC evolve over time, regardless the effects of natural
selection or genetic drift. Both dBGC and gBGC do not affect an individual’s
fitness, yet sites subject to these processes experience preferential transmis-
sion of one of the two homologous sites to the next generation. When not
properly taken into account, the consequences of BGC on genomic diversity
are often incorrectly considered a consequence of selection and rejected as
resulting from neutral evolution. However, there is no inherent selective bias
driving the genomic changes resulting from gene conversion, nor can a biased
process by definition be considered neutral. Instead, this process is best con-
sidered as non-adaptive evolution, where fitness is not impacted, but there
is clearly a non-neutral change in allele frequencies over time
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5. Conclusion
In today’s modern genomic era, emerging data will hopefully allow us to
build a complete picture of the relevant genomic, demographic, and envi-
ronmental scenarios where different evolutionary processes are expected to
dominate changes in molecular diversity over time. Identifying a variant as
subject to natural selection is difficult since the selective environment of an
allele is a combination of its own innate properties impacting the genome,
along with epistatic effects due to its genomic environment, as well as its
demographic situation (how efficient selection is in the population where this
individual exists), and lastly its abiotic environment (e.g. stressful environ-
ments for the organism harboring this variant). Thus to infer selection, one
must not only disprove genetic drift as the cause of allele frequency change,
but also disprove the additional prevalent non-adaptive processes that we
have discussed. Incorporating all of this information in future studies is a
tall task, particularly since empirical study of biology is further complicated
by changing environments and demographics that are not always apparent
to observers, nor always sufficiently sampled. We hope that this perspective
has highlighted the importance of recognizing and distinguishing the complex
interactions of selective, non-adaptive, and neutral processes acting within
and among genomes and serves to move the field of evolutionary genomics
forward in understanding the drivers of molecular diversity.
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