Abstract-Protein interaction maps constructed from binary interactions reveal that some proteins are highly connected to others (acting as hub proteins), whereas some others have a few interactions (at the edges of the map). This paper addresses hub proteins from a structural point: interfaces. It investigates how hot spots are organized in hub proteins (hot regions). We annotate interfaces as the ones between two date-hubs (DD), two party hubs (PP), and two non-hubs (NN). We investigate the physico-chemical properties of these three types of interfaces focusing on the accessible surface area distribution, hot region organization, and amino acid composition differences. Results reveal that there are significant differences between DD and PP interfaces. More of the hot spots are organized into the hot regions in DD interfaces compared to PP ones. A high fraction of the interfaces are covered by hot regions in DD interfaces. There are more distinct hot regions in DDs. Since the same (or overlapping) DD interfaces should be used repeatedly, different hot regions can be used to bind to different partners. Further, these hot region characteristics can be used to predict whether a given hub interface is involved in a DD or a PP interface type with 80% accuracy.
INTRODUCTION
Many biological processes are driven by the formation of protein-protein complexes. 18 Protein interaction maps constructed from binary interactions reveal that some proteins are highly connected to others (acting as hub proteins), whereas some others have a few interactions (at the edges of the map). There are different views trying to explain what characteristics differentiate hubs from others and why and how a protein becomes a hub protein through evolution. One answer would be to have distinct binding sites on the surfaces of hub proteins. Hub proteins, given that they are larger, contain more domains and are enriched in repeats of tandem domains, 4 this could be true to an extent. Another answer would be that hub proteins bind to paralogs in the proteome. So actually the same binding site can be used to bind to several related proteins. 4, 16 Flexibility 10 or disorder of the hubs can also cause them to bind to several proteins. Gerstein and coworkers stated that it is not the hubs, but the partners that are disordered. 17 On the other hand, Tsai et al. 26 recently suggested that a single structure cannot bind hundreds of different proteins, even if it is extremely flexible or disordered. They stated that the nodes in interaction maps are not a single protein but rather different forms of proteins (i.e., forms that result from post-translational modifications). Despite all these recent works, characteristics and interactions of hub proteins are not yet clearly understood.
Protein interactions can be found by experimentally. Yeast two hybrid method 11, 29 is used for determining the transient interactions between proteins, and tandem affinity purification (TAP) with mass spectrometry 6 is another frequently used method to find assemblies of proteins interactions in complexes. Although data from these experiments are noisy, a recent study 31 indicates that the data have a sufficient quality for protein-protein interactions. By combining the interactions from these high-throughput experiments, a protein-protein interaction network (PPIN) can be generated. The topology of this network provides insights into the interactions. The PPIN of Saccharomyces cerevisiae has a power law connectivity distribution which means that some proteins are highly connected (hub proteins), although most proteins are not. High-throughput experiments (expression profiles) and structures of complexes help to define two different hub types: party hubs and date hubs. 9, 16 For example, Vidal and coworkers 9 used mRNA expression profiles of hubs and found that some hubs displayed similar mRNA expression patterns with their interacting partners indicating that their interactions are simultaneous and hence they were called party hubs. From a structural point of view, party hubs are found in static complexes where they interact with most of their partners at the same time. On the other hand, date hubs bind their interaction partners at different times and/or locations.
In the study of Han et al., 9 a protein-protein interaction network model was suggested for S. cerevisiae in which the date hubs are responsible for organizing biological modules whereas the party hubs have localized functions inside those modules. When an interactome is perturbed by deleting date hubs, it is divided into many little networks representing the interactions of many biological processes all organized and combined by perturbed date hubs. Ekman et al. 4 deduced that hub proteins of S. cerevisiae contain a higher fraction of multi-domain proteins and proteins with repeated domains (compared to the non-hubs). Having multiple interaction domains can explain their high connectivities. In their study, they also indicated that self-interaction and interacting with other proteins containing shared domains are observed more frequently in party hubs than date hubs. On the other hand, date hubs were shown to have long disordered regions explaining their flexible interactions.
Three-dimensional structures of the protein complexes in interaction maps can help understanding the differences between hub proteins and others. Structural comparisons revealed that smaller hubs have fewer disordered residues and more charged residues on the surface than larger hubs. 23 Simply considering the geometrical constraints of a protein structure, we can state that it is beyond the possibility of any protein surface to provide as many separate, isolated sites to bind to different proteins. This implies some binding sites can be specific to bind to a particular partner (most probably as in the case of party hubs) whereas the same or overlapping locations on the surface can be used to bind to several other proteins (presumably, it should be the mechanism for date hubs to interact with different proteins at different times). This suggests that there are binding sites that are repeatedly reused, although with different affinities and probably entailing differences in their specific interactions.
If some binding sites are uniquely used and some others are multiply used, then one expects to see some differences in the binding sites' physico-chemical and structural features. Indeed, our previous study pointed out that hub proteins have smaller, more planar, less tightly packed binding sites than non-hub proteins. 13 Kim et al., 16 in a leading study, identified the singlishand multi-interface hubs. Their analysis pointed out that the notion of hubs having a higher essentiality due to their network centrality was incomplete: It was rather the number of interaction interfaces that lead to higher essentiality. 16 Previously, there was not a consensus whether hubs were slower-evolving than other proteins or not. 2, 5, 12, 30 Kim et al. 16 by integrating structures into protein interaction networks stated that multi-interface hubs were more likely to be essential and more conserved, being members of large and stable complexes as opposed to singlish-interface hubs. In a proceeding study, they found that although singlishinterface hub proteins were more disordered, their interfaces were highly structured, as is the case for multi-interface hubs. Yet, they found that binding partners of single-interface hubs were more disordered than the proteome average, suggesting that their promiscuity is a result of disorder of their binding partners. 17 One of the interesting features of interfaces is the degree of contribution of an amino acid to the binding free energy between two proteins. It is well known that not all residues contribute to the same extent in the binding, some are more important and these residues are called hot spots. Experimentally, a hot spot can be detected by alanine scanning mutagenesis. 3 If the binding-free energy change is more than 2 kcal/mol, the residue is flagged as a hot spot. Further, these hot spots are not randomly distributed in the interfaces but rather they are clustered. The assemblies of hot spots are located within densely packed regions. Within an assembly, the tightly packed hot spots form networks of interactions. These modular assembly regions are called hot regions.
14 An interface may contain none, single, or multiple hot regions. The tight, networked hot spot organization may imply that the contribution of the hot spots to the stability of the protein-protein complex within a hot region is cooperative. 24 This binding site organization rationalizes how a given protein molecule may bind to different protein partners.
This paper addresses hub proteins yet from another structural point: interfaces. It investigates how hot spots (hot regions) are organized in hub proteins. We annotate interfaces as the ones between two date-hubs (DD), two party hubs (PP) and two non-hubs (NN). We investigate the physico-chemical properties of these three types of interfaces focusing on the accessible surface area distribution, hot region organization, and amino acid composition differences. Results reveal that there are significant differences between DD and PP interfaces. More of the hot spots are organized into the hot regions in DD interfaces compared to PP ones.
A high fraction of the interfaces are covered by hot regions in DD interfaces. There are more distinct hot regions in DDs. Since the same (or overlapping) DD interfaces should be used repeatedly, different hot regions can be used to bind to different partners. Further, these hot region characteristics can be used to predict whether a given hub interface is involved in a DD or a PP interface type with accuracy of 80%.
MATERIALS AND METHODS
An interface is the contact region between two interacting proteins. Two residues are defined to be contacting if the distance between any two atoms of the two residues from different chains is less than the sum of their corresponding van der Waals radii plus 0.5 Å . 15, 25 An example of an interface is given in Fig. 1 displaying interface residues in a ball-stick model.
In this study, we annotate interfaces as DD (interfaces between two date hubs), PP (between two party hubs), and NN (between two non-hub proteins) where D; P; N; and X are for date hub, party hub, non-hub, and any protein, respectively. Figure 2 displays the different types of interfaces. Then, we find the hot regions in these interfaces. Various features such as the change in accessible surface areas (DASA) of hot regions and interfaces, the ratio of hot region over interface areas and amino acid compositions are determined to understand the organization of hot regions and their relation to these interface types.
Interface Dataset
The interface dataset used in this study is generated from Ekman's PPIN. In Ekman's network, proteins are annotated as party, date, or non-hubs 4 with ordered locus names (OLN) of the genes and their hub status. In order to determine and analyze hot regions in the binding sites of interfaces, we need the threedimensional structures of interfaces. Therefore, OLNs of the genes are cross referenced to the protein data bank (PDB) IDs using Uniprot. In some cases, different OLNs may map to the same ''PDB ID'' despite the fact that they are labeled as different hub types in the Ekman's dataset. Such multiply labeled proteins are discarded from the dataset. The interfaces of complexes are fetched from the interface dataset of Tuncbag et al.'s 27 resulting in 1199 PX, 602 DX, and 1343 NX interfaces. In order to obtain non-biased statistics, we removed the structurally redundant interfaces and low resolution proteins (worse than 3.0 Å ), resulting in 82 PXs, 83 DXs, and 221 NXs. In PXs, 16 unique pdb ids generate 82 structurally nonredundant interface data, 54 unique pdb ids generate 83 DXs, and 133 unique pdb ids generate 221 NXs. A complete list of complexes is given in the Supplementary Materials. This procedure is summarized in flowchart shown in Fig. 3 .
Hot Region Detection in the Interfaces
Interface properties (ASA values and hot spot status of residues) of the proteins are taken from the Hot-POINT 28 server. HotPOINT is a server that predicts hotspot residues based on using ASA and knowledgebased pair energies. In addition to the hotspot status of a residue in an interface, the server provides monomer and complex ASA values to calculate the DASA. The mean DASA on complexation (going from a monomeric state to a dimeric state) was calculated as the sum of the total DASA for both chains. There is not sufficient experimental hotspot data for hub proteins so computationally predicted hotspot data from the HotPoint server is used in this study.
In order to define hot regions, a contact matrix is constructed using the coordinates of the residues and hotspot status. It is an nxn matrix where n is the number of residues in the interface. Two residues are defined as contacting if the distance between their Ca atoms is smaller than 6.5 Å .
14 In the matrix, the ijth element is set to one if residues i and j are in contact and if both are hot spots. Otherwise, the element is zero (see Fig. 4 ).
In a previous work, Reichman et al. defined residue modules as clusters of residues with at least three members. 24 Also, Ahmad et al. labeled hot regions as those with at least three conserved residues. 1 Here, in a similar way, we define hot regions as the group of hotspots which have at least two contacting hotspot neighbors in the interface (Fig. 4) . The contact matrix is used to find hot regions. Figure 4 illustrates an example of hot regions in an interface. In order to find A2, A3, B3, and B4 columns have three '1' entries which means that the residues of A2-A3-B3, A2-A3-B4, B3-A2-B4, and B4-A3-B3 form a hot region. The hot regions which are obtained in this interface are also interconnected with each other in at least one hotspot. Therefore, their consensus builds only one hot region which includes A2-A3-B3-B4 residues.
hot regions, first we find a column with at least three ''1'' entries, this forms the initial cluster then for each element of the cluster we merge corresponding column to the existing cluster until no more additions are possible.
Some of the interfaces in our interface dataset did not yield any hot regions. The final interface dataset with hot regions includes 38 PPs, 26 DDs, and 99 NNs.
Interface and Hot Region Features
This section summarizes various parameters used in assessing the organization of hot spots and also used in statistical analysis of DD, PP, and NN interfaces.
Hot spot ratio: This is the ratio of the total number of hot spots in hot regions to the total number of hot spots in the interface. This parameter is an indicator of hot spot organization (the bigger the ratio, the more clustered the hot spots in hot regions).
Average hot region size: The average number of hot spots in hot regions. This parameter describes how big the hot regions are.
Average number of hot regions: The average number of hot regions in the interface.
Average hot region DASA to interface DASA ratio: The difference of accessible surface area upon complexation (DASA) is a widely used characteristic for estimating how buried the interfaces become upon complexation. It is calculated as follows: Polar aa frequencies of hot spots: The ratio of the polar amino acids to non-polar amino acids in hot spots.
Polar aa frequencies of hot regions:
aa distribution in hot regions: Amino acid distribution of the hot spots in hot regions.
Automatic Classification of DD and PP Interfaces Based on Hot Regions
Machine learning (ML) methods are widely used for classification tasks. The differences in the organization hot spots in DD and PP interfaces can be used to automatically classify protein-protein interactions (for the ones with available complex structures) as hub/nonhub interactions. 38 PPs, 26 DDs, and 99 NNs which have hot regions in their interfaces are used in the training and prediction step using 10-fold cross validation (In 10-fold cross validation method, the dataset is randomly divided into 10 equal partitions. One of them is selected as the test set, and the model is trained in the remaining nine partitions. This procedure is repeated 10 times). We use support vector machine (SVM) classifier which is a well-known ML classifier to demonstrate the success of classifying interfaces using hot region characteristics. SVM 22 is an algorithm which can classify the data using features of the training data. Its output is robust to imperfect data. It classifies the data using a generated hyperplane. It maximizes the margin of the hyperplane using different kernel types such as, radial kernel, sigmodial kernel, linear kernel, Gaussian kernel, and polynomial kernel. These kernels are utilized to find the best fit SVM model for the data which have different characteristic and pattern. SVM model with linear kernel gives the best classification of DD and PP interfaces on hot regions. In addition to the SVM model, the RBF network, nearest neighbor, decision tree, regression, naı¨ve bayes, and k-means clustering models are applied, but SVM still gives the best result. Therefore, we provide the results of SVM in the following sections. The parameters used for classification and their significance between different types of protein-protein interfaces (DD, PP, and NN) are listed in Table 1 . The p values for candidate features are obtained using the analysis of variance (ANOVA) test. P value is the probability of test statistics. If the p values of the features are smaller than 0.05, they can be used as a feature for ML classification.
The assessment of the classification is done by the accuracy, precision, and recall values of the ML methods. The definition and the meanings of the accuracy, precision, and recall are:
TP:
Number of true positives TN:
Number of true negatives FP:
Number of false positives FN:
Number of false negatives Figure 5 shows the ratio of hotspots clustered in the hot regions to the overall number of hotspots in the interfaces. The left hand side of the figure shows the distribution of the average fractions where diamond, triangle, and square shapes correspond to PP, DD, and NN interfaces, respectively. The right-hand side figure shows the histogram of the fractions for the three interface types. DD interfaces consist of a high fraction of their hot spots clustered in the hot regions (with an average of 0.75 ± 0.21) as opposed to PP interfaces (an average of 0.62 ± 0.21). We should note that standard deviations are quite high, but the two distributions have statistically significant different means. Details of the distributions are provided as a box plot of the hot spot ratio given in the Supplementary Materials. The NN interfaces have an average of 0.69 ± 0.17 (See Table 2 ). Figure 6a illustrates the histogram of the hot region sizes (average number of hot spots per hot region). The averages for DD, PP, and NN interfaces are 6.99 ± 3.92, 4.95 ± 2.43, and 7.13 ± 5.45, respectively. The results reveal that hot regions in DD interfaces are larger than that of PP interfaces. Figure 6b shows the average number of hot regions in the three different types of interfaces. The averages are as follows for DD, PP, and NN interfaces: 2.04, 1.58, and Average number of hot regions 9.02 9 10 2.75. Similarly, Fig. 6c displays the averages of the ratios of accessible surface areas of the hot regions to the overall interfaces. Overall, these two figures clearly show that DD interface hot spots are more organized in the hot regions. Hot spots are more clustered in DD interfaces compared to PP and NN interfaces. In other words, in PP interfaces one observes more isolated hot spots. On the other hand, hot regions in DD are the largest (both in terms of ASA and the number of residues they are composed of). They cover a high fraction of the total interface. These suggest that DD interfaces are mostly mediated by clustered hot spots (namely hot regions). The close contact among many hot spots may also indicate the cooperativity of these residues in DD interfaces. There are clear differences between the organization of hot spots and hot regions between the hub proteins and non-hub protein interfaces as well as significant differences between date and party hub interfaces. Further, interface sizes of date hubs are observed to be larger (2066 Å 2 ) than party hubs (1823 Å 2 ) and smaller than non-hub proteins. Since party hubs interact with their partners through distinct sites, it is expected to have smaller binding sites in party hubs. Physically, it would be impossible to locate large and numerous interfaces on a single protein surface. Nonhub proteins presumably interact with their partners through specific interactions; therefore, one would expect to see larger binding sites which would be an indication of the strong interaction between the proteins. When we look at the average sizes of the hot regions in these interfaces, we observe that hot regions are much larger in DD interfaces compared to PP interfaces. When we look at the average change in accessible surface area of individual hot spots, in DD interfaces we observe that hot spots are more exposed (change in accessible surface area is around 115 Å 2 ) compared to those in PP interfaces (change in accessible surface area of around 80 Å 2 ). In NN interfaces, this number is 135 Å 2 . Table 1 shows the p values of the above parameters to discriminate PP, DD, and NN interfaces. The underlined numbers are lower than 0.05, indicating that corresponding interface types are statistically significant from each other. Table 1 clearly shows that PP and DD interfaces are the ones that show different characteristics. PP and NN can also be differentiated. On the other hand, it is hard to discriminate DD from NN and hub from non-hub proteins in general.
Organization of Hot Regions in Hubs
Protein evolution is crucial in the sense that conserved functional domains of proteins generally correspond to specific binding surfaces which puts light on important biological processes in the cell. Studies so far have shown that rate of evolution of proteins are affected by dispensability of the protein for the cell, the level of transcription of the gene encoding the protein, and the number of protein-protein interactions involved. There are two opposing ideas about the relationship between the evolutionary rate of proteins and the number of interactions they make. Fraser et al. 5 indicate that hubs of S. cerevisiae interactome evolve slowly with a suggested cause of their having larger regions responsible for interactions than that of non-hubs. Proteins with many interactors have smaller evolutionary rates since their structures are the key point in making so many interactions which limits the number of mutations acceptable and hence their evolution. In their study, they determined the evolutionary rates by comparing the orthologous sequences between S. cerevisiae and C. elegans and they analyzed the correlation between the evolutionary rate data and protein-protein interaction data. They also claimed that evolution rates for interacting pairs of proteins are very similar suggesting a coevolution taking place. On the other hand, Jordan et al. 12 claimed that a simple dependence between evolution rate and high connectivity does not exist and the correlation is only due to slow evolution of a few proteins making many interactions. As a response to that, in another study Fraser et al. 5 showed a stronger correlation between evolutionary rate and connectivity than their previous study. This time, they compared yeast with closer species than C. elegans which are S. pombe and C. albicans to find the evolutionary rates and they used a more complete data of protein-protein interactions. They criticized Jordan et al.'s 12 conclusions for being based on less sufficient protein-protein interaction data than theirs. Later, when two different types of hubs (date and party) were determined, the discrepancy between different views could be explained to an extent. Usually, the evolutionary rate of date hubs was reported to be higher than party hubs, so party hubs were found to be more conserved.
By making an analogy between the hot spots and conserved residues 14, 20 (although these two terms are not fully correlated), here we argue that date hub interfaces use a different strategy to locate their hot spots and thus communicate with their partners. There are more distinct hot regions in DD interfaces, which might be due to the fact that DD interfaces should be re-used to bind to different partners, and different hot regions can be used to bind to different partners. Or, as another scenario, since hot regions are significantly larger in DD interfaces, some portions of the hot spots are used to bind to several partners whereas the other portions are used to bind to some others. As an example, we illustrate protein G (a date hub) in Fig. 7 . Protein G is represented as blue (dark) in all three figures. Three different proteins binding on the similar region of protein G are shown in yellow (parts A, B, C). Hot regions of protein G are shown in cyan whereas hot regions of the partner proteins are orange. Figure 7 shows that different hot regions can be utilized to bind the different partners. Previously, we made a proposition that hot regions can act as pre-organized binding sites even in unbound forms. Keeping in mind that a date hub usually interacts with a date hub and party hub interacts with a party hub, 4 it makes sense that date hubs can reach the level of specificity as well as speed in recognizing each other with the hot regions on their binding sites. Therefore, similar organization of hot regions among date hubs can provide them advantage in their fast yet specific recognition.
Amino Acid Composition of Hot Regions
Amino acid composition of interfaces generally differs from the rest of the protein surfaces. 19 However, the differences are not pronounced significantly over all interfaces. If types of interfaces are considered such as homodimer interfaces, transient interfaces, or interfaces of disordered segments, the amino acid compositions can be more discriminative. Hydrophobic and polar interactions seem to be playing important role in protein interfaces. Therefore, we group amino acids into two categories: polar amino acids (R, N, D, E, Q, H, K, S, T, Y) and non-polar ones (A, C, G, I, L, M, F, P, W, V) to investigate if hot regions have a specific preference for hydrophobic or polar interactions. Table 3 depicts the fraction of polar residues for all interface residues, for hot spot residues, and for hot regions.
The amino acid composition in interfaces, hotspots, and hot regions of DDs and PPs show differences. DD interfaces, which are likely more disordered, have lower polarity ratio than PPs. The ratio of polarity of hot spots is lower than that of interfaces; the ratio of polarity in hot regions is the lowest. The difference is significant particularly for DD-type interfaces (0.18). Why do the hot regions of DD-type interfaces have more hydrophobic amino acids than that of PP or NN types? A recent study on disordered interfaces reports that, the interfaces that contain disordered regions (IUP interfaces) have a higher ratio of hydrophobic amino acids compared to the ordered interfaces; also IUPs have more hydrophobic-hydrophobic interactions than ordered proteins. 7, 8, 21 These hydrophobichydrophobic interactions in the interface provide the recognition of the binding sites, re-use of the same interface in multiple biological processes and highly structured interface. 7, 8, 21 These findings suggest that DD-type interfaces are likely to contain disordered regions and involved in transient interactions.
One would be curious to see if a similar organization also exists in binding surfaces of monomeric parts of proteins, albeit not bound to their partners. The results show the same conclusion does not hold for one side of the protein interfaces. Date, party, and non-hub protein binding sites cannot be differentiated using the same features in only one side of the interfaces (i.e., hot spot ratio, average hot region size, average hot region DASA to interface DASA ratio, polar aa frequencies of interfaces, polar aa frequencies of hot spots, and polar aa frequencies of hot regions). The p values in all cases are greater than 0.05.
Automatic Classification of Hub Interfaces
Our analysis shows that organization of hot regions and their hydrophobicity differ among DD, PP, and NN interfaces. One can use these properties to classify a given interface using ML techniques (widely used for classification). The performance of the classification task can indicate the significance of these properties as well. Table 1 demonstrates the discriminative power of various features (hot region characteristics that are discussed already). The features that are statistically significant (ANOVA significance test) for discriminating a particular interface type are marked (with p < 0.5). These features can be used for classifying a given interface. The result of using all parameters (explained in the ''Materials and Methods'' section) and SVM yields an accuracy of 80%, a precision of 0.80, and a recall of 0.80. This high accuracy supports that these characteristics are discriminative between DD and PP interfaces.
CONCLUSION
Protein-protein interaction networks indicate that some proteins are highly connected to others (acting as hub proteins), whereas some others have a few interactions. Structural properties of interacting proteins can make these networks less abstract and can indicate the structural and physical basis of interactions. For example, two proteins interact through their interfaces where each residue contributes differently to the binding. Some residues are more critical in binding known as hot spots. These hot spots are not distributed uniformly in the interfaces but rather cluster into highly packed hot regions. In this paper, we conclude that there is a relationship between organization of hot spots (hot regions) and the status of hub proteins. We annotate interfaces as the ones between two date-hubs (DD), two partyhubs (PP), and two non-hubs (NN). We conclude that there are clear differences between the organization of hot spots and hot regions between the hub proteins and non-hub protein interfaces as well as significant differences between date and party hub interfaces. (1) More of the hot spots are organized into the hot regions in DD interfaces compared to PP ones. (2) A high fraction of the interfaces are covered by hot regions in DD interfaces. (3) The number of distinct hot regions in DDs is higher. As a result of this study, we argue that date hub interfaces use a different strategy to locate their hot spots and thus communicate with their partners. There are more distinct hot regions in DD interfaces, which might be due to the fact that DD interfaces should be re-used to bind to different partners, and different hot regions can be used to bind to different partners. Or, as another scenario, since hot regions are significantly larger in DD interfaces, some portions of the hot spots are used to bind to several partners whereas the other portions are used to bind to some others.
Further, these hot region characteristics (hot spot ratio, average hot region size, average hot region DASA to interface DASA ratio, polar amino acid (aa) frequencies of interfaces, polar aa frequencies of hot spots, polar aa frequencies of hot regions) can be used to predict whether an interface is formed between a DD or PP type of an interface with 80% accuracy.
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