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Abstract
In this paper, we use a unified framework introduced in [3] to study two classes of nonconforming
immersed finite element (IFE) spaces with integral value degrees of freedom. The shape functions on
interface elements are piecewise polynomials defined on sub-elements separated either by the actual
interface or its line approximation. In this unified framework, we use the invertibility of the well known
Sherman-Morison systems to prove the existence and uniqueness of shape functions on each interface
element in either rectangular or triangular mesh. Furthermore, we develop a multi-edge expansion for
piecewise functions and a group of identities for nonconforming IFE functions which enable us to show
that these IFE spaces have the optimal approximation capability.
1 Introduction
Consider the classical second order elliptic interface problem:
−∇ · (β∇u) = f, in Ω− ∪ Ω+, (1.1)
u = g, on ∂Ω, (1.2)
where the domain Ω ⊆ R2 is assumed to be separated by an interface curve Γ into two subdomains Ω+
and Ω−. The diffusion coefficient β(X) is a piecewise constant:
β(X) =
{
β− if X ∈ Ω−,
β+ if X ∈ Ω+,
and the exact solution u is required to satisfy the jump conditions:
[u]Γ = 0, (1.3)[
β∇u · n]
Γ
= 0, (1.4)
where n is the unit normal vector to the interface Γ. Here and from now on, for every piecewise function
v defined as
v =
{
v−(X) if X ∈ Ω−,
v+(X) if X ∈ Ω+,
we adopt the notation [v]|Γ = v+|Γ − v−|Γ.
The IFE method was first introduced in [11] for solving an 1D elliptic interface problem with meshes
independent of the interface. Extensions to 2D elliptic interface problems include IFE functions defined
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by conforming P1 polynomials [2, 8, 12, 13], conforming Q1 polynomials [5, 6, 14, 18], nonconforming
P1 polynomials (Crouzeix-Raviart) [10], and nonconforming rotated-Q1 polynomials [16, 17, 22]. IFE
functions in these articles are H1 functions defined with a line approximating the original interface curve
in each interface element. Recently, the authors in [3, 4] developed IFE spaces according to the original
interface curve where the local degrees of freedom are of Lagrange type. The goal of the present article
is to develop and analyze IFE spaces constructed according to the actual interface curve and the integral
value degrees of freedom on element edges.
Two main features motivate us to consider IFE functions with integral value degrees of freedom and
with the actual interface curve instead of its line approximation. First, as observed in [17, 22], IFE
functions of this type have less severe discontinuity across interface edges because their continuity across
an element edge is weakly enforced over the entire edge in an average sense. Compared to IFE spaces with
Lagrange type of degrees of freedom [15], an IFE method based on integral value degrees of freedom does
not necessarily require any penalty terms imposed over interface edges to ensure the derivation of optimal
error bounds and better numerical performance. The second motivation is our desire to develop higher
degree IFE spaces for which using a line to approximate the interface curve is not sufficient anymore
because of the O(h2) accuracy limitation for the line to approximate a curve. Even though the IFE
functions in this article are still lower degree P1 or rotated-Q1 polynomials, we hope their investigation
can become a precursor to the development of higher degree IFE spaces. In addition, we will demonstrate
later that the framework presented here can also be applied to IFE spaces with rotated-Q1 elements
[17, 22] and Crouzeix-Raviart elements [10], respectively, where IFE functions are defined according to a
line approximating the interface curve in each interface element.
Even though the new IFE spaces presented here seem to be natural because they are constructed
locally on each interface element according to the actual interface curve of the problem to be solved, the
related investigation faces a few hurdles. The first one is that the new IFE functions are discontinuous in
each interface element except for trivial interface geometry because, in general, two distinct polynomials
cannot perfectly match each other on a curve. In contrast, almost all IFE spaces in the literature are
continuous in each element. This lack of continuity leads to a lower regularity of IFE functions in interface
elements such that related error analysis demands new approaches different from those in the literature
[6, 9, 12, 21, 22]. Another issue is that the interpolation error analysis technique based on the multi-point
Taylor expansion in the literature is not applicable here because new IFE functions are constructed with
integral value degrees of freedom instead of the Lagrange type degrees of freedom.
This article is organized as follows. In Section 2, we introduce some basic notations, assumptions
and known results to be used in this article. In Section 3, we extend the multi-point Taylor expansion
established in [3, 5, 12, 22] to a multi-edge expansion for piecewise C2 functions such that the new
expansion can handle integral value degrees of freedom. Estimates for remainders in this new expansion
are also developed in this section. In Section 4, we show that the integral value degrees of freedom
imposed on each edge and the approximated jump conditions together yield a Sherman-Morrison system
for determining coefficients in IFE shape functions on interface elements. We show that the unisolvence
and boundedness of IFE spaces follows from the well-known invertibility of the Sherman-Morrison system.
A group of fundamental identities such as partition of unity are also derived for new IFE shape functions.
In Section 5, we establish the optimal approximation capability for IFE spaces with the integral degrees
of freedom defined either according to the actual interface or to a line approximating the interface curve
[10, 22]. Finally, in Section 6, we present some numerical examples.
2
2 Preliminaries
Throughout this article, we adopt the notations used in [3], and we recall some of them for reader’s
convenience. We assume that Ω ⊂ R2 is a bounded domain that is a union of finitely many rectangles, and
that Ω is separated by an interface curve Γ into two subdomains Ω+ and Ω− such that Ω = Ω+ ∪Ω− ∪Γ.
For any measurable subset Ω˜ ⊆ Ω, we define the standard Sobolev spaces W k,p(Ω˜) and the associated
norm, ‖ · ‖k,p,Ω˜ and semi-norm, |v|k,p,Ω˜ = ‖Dαv‖0,p,Ω˜, for |α| = k. The corresponding Hilbert space is
Hk(Ω˜) = W k,2(Ω˜). When Ω˜s = Ω˜ ∩ Ωs 6= ∅, s = ±, we let
PHkint(Ω˜) = {u : u|Ω˜s ∈ Hk(Ω˜s), s = ±; [u] = 0 and [β∇u · nΓ] = 0 on Γ ∩ Ω˜},
PCkint(Ω˜) = {u : u|Ω˜s ∈ Ck(Ω˜s), s = ±; [u] = 0 and [β∇u · nΓ] = 0 on Γ ∩ Ω˜},
with the associated norms:
‖ · ‖2
k,Ω˜
= ‖ · ‖2
k,Ω˜+
+ ‖ · ‖2
k,Ω˜− , | · |2k,Ω˜ = | · |2k,Ω˜+ + | · |2k,Ω˜− ,
‖ · ‖k,∞,Ω˜ = max(‖ · ‖k,∞,Ω˜+ , ‖ · ‖k,∞,Ω˜−), | · |k,∞,Ω˜ = max(| · |k,∞,Ω˜+ , | · |k,∞,Ω˜−).
Let Th be a Cartesian triangular or rectangular mesh of the domain Ω with the maximum length of
edge h. An element T ∈ Th is called an interface element provided the interior of T intersects with the
interface Γ; otherwise, we name it a non-interface element. We let T ih and T nh be the set of interface
elements and non-interface elements, respectively. Similarly, E ih and Enh are sets of interface edges and
non-interface edges, respectively. Besides, we assume that Th satisfies the following hypotheses [7], when
the mesh size h is small enough:
(H1) The interface Γ cannot intersect an edge of any element at more than two points unless the edge is
part of Γ.
(H2) If Γ intersects the boundary of an element at two points, these intersection points must be on
different edges of this element.
(H3) The interface Γ is a piecewise C2 function, and the mesh Th is formed such that the subset of Γ in
every interface element T ∈ T ih is C2- continuous.
(H4) The interface Γ is smooth enough so that PC2int(T ) is dense in PH
2
int(T ) for every interface element
T ∈ T ih .
On an element T ∈ Th, we consider the local finite element space (T,ΠT ,ΣT ) with
ΠT =
{
Span{1, x, y}, for Crouzeix-Raviart (C-R) finite element functions,
Span{1, x, y, x2 − y2}, for rotated-Q1 finite element functions,
(2.1)
ΣT =
{
1
|bi|
∫
bi
ψT (X)ds : i ∈ I, ∀ψT ∈ ΠT
}
, (2.2)
where bi, i ∈ I are edges of the element T , I = {1, 2, · · · , DOF (T )}, DOF (T ) = 3 or 4 depending on
whether T is triangular or rectangular. In addition, let Mi be the midpoint of the edge bi, i ∈ I. Recall
from [19] that (T,ΠT ,ΣT ) has a set of shape functions ψi,T , i ∈ I such that
1
|bj |
∫
|bj |
ψi,T (X)ds = δij , ‖ψi,T ‖∞,T ≤ C, ‖∇ψi,T ‖∞,T ≤ Ch−1, i, j ∈ I, (2.3)
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where δij is the Kronecker delta function.
Furthermore, we let ρ = β−/β+, and, on any T ∈ T ih , we use D, E to denote the intersection points
of Γ and ∂T and let l be the line connecting D and E. Let n¯ = (n¯x, n¯y)
t and n(X˜) = (n˜x(X˜), n˜y(X˜))
t
be the normal vector to l and to Γ at X˜ ∈ Γ, respectively. In the following discussion, s is the index that
is either - or +, and s′ takes the opposite sign whenever a formula have them both. And let F be an
arbitrary point either on the line l or the interface curve Γ ∩ T . We associate the point F with a vector
v(F ) = (vx(F ), vy(F ))
t such that the following two cases will be considered:
1 If F ∈ Γ ∩ T but F 6= D,E, then v(F ) = n(F ) and T is partitioned by Γ into two subelements
T scurve = T
s, s = ±.
2 If F ∈ l, then let v(F ) = n¯ and T is partitioned by l into two subelements T sline, s = ±.
Lemma 3.1 and Remark 3.1 in [3] provide one critical ingredient in our analysis: on a mesh fine
enough, there exists a constant C such that
v(F ) · n¯ > 1− Ch2. (2.4)
As in [3], we will employ the following matrices:
M s(X˜) =
(
n˜2y(X˜) + β
s/βs
′
n˜2x(X˜) (β
s/βs
′ − 1)n˜x(X˜)n˜y(X˜)
(βs/βs
′ − 1)n˜x(X˜)n˜y(X˜) n˜2x(X˜) + βs/βs
′
n˜2y(X˜)
)
, (2.5)
M
s
(F ) =
1
n¯ · n(F )
(
n¯yny(F ) + β
s/βs
′
n¯xvx(F ) −n¯xvy(F ) + βs/βs′ n¯xvy(F )
−n¯ynx(F ) + βs/βs′ n¯yvx(F ) n¯xvx(F ) + βs/βs′ n¯yvy(F )
)
, (2.6)
where s = ± and M s(F ) is well defined since (2.4) implies that n¯ · n(F ) > 0 when h is small enough.
3 Multi-edge Taylor Expansions on Interface Elements
In this section, we derive a multi-edge expansion for a function u on an interface element to handle
integral degrees of freedom. We will show that the integral value 1|bi|
∫
bi
u(X)ds, i ∈ I can be expressed
in terms of u and its derivatives for various configurations of the interface and edges. Estimates for the
remainders of this expansion will be given.
We partition the index set I into three subsets I− = {i : bi ⊆ T−}, I+ = {i : bi ⊆ T+} and
Iint = {i : bi ∩ T s 6= ∅, s = ±}. Given an edge bi, for every point P ∈ bi and X ∈ T , we note that
Yi(t, P,X) = tP + (1 − t)X, t ∈ [0, 1] is a point on the line segment connecting P and X. We note that
for some points X and P , the line PX may intersect the curve Γ ∩ T at multiple points. Define
Tint = {X ∈ T : there exists a point Y ∈ T ∩ Γ, such that XY is a tangent line to Γ at Y }
which is actually formed by the line segments inside T each of which is tangent to T ∩ Γ at an end point
Y . Lemma 3.1 in [3] shows that |Tint| < Ch3 for a mesh fine enough.
First we derive the multi-edge expansion for a point X ∈ Tnon = T \ Tint. For convenience, we define
T snon = Tnon ∩ T s. We note that for any P ∈ ∂T , the line segment PX intersects with Γ ∩ T either at no
point or at just one point. In the second case, X and P sit on different sides of Γ ∩ T and we denote the
intersection point by Y˜i = Yi(t˜, P,X) for a t˜i = t˜i(P,X) ∈ [0, 1]. Consider a piecewisely defined function
Ri : bi × Tnon → R given by
Ri(P,X) =

∫ 1
0
(1− t) d
2
dt2
us(Yi(t, P,X))dt, if P ∈ T s ∩ bi, X ∈ T snon,
Ri1(P,X) +Ri2(P,X) +Ri3(P,X), if P ∈ T s′ ∩ bi, X ∈ T snon,
(3.1)
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where 
Ri1(P,X) =
∫ t˜i
0 (1− t)d
2us
dt2
(Yi(t, P,X))dt,
Ri2(P,X) =
∫ 1
t˜i
(1− t)d2us
′
dt2
(Yi(t, P,X))dt,
Ri3(P,X) = (1− t˜i)
∫ t˜i
0
d
dt
(
(M s(Y˜i)− I)∇us(Yi(t,X)) · (P −X)
)
dt.
(3.2)
For u ∈ PC2int(T ), recall the multi-point Taylor expansion formulation and the estimates of (3.1) and
(3.2) in [3]:
us(P ) = us(X) +∇us(X) · (P −X) +Ri(P,X), if P ∈ T s ∩ bi, X ∈ T snon, (3.3)
us
′
(P ) =us(X) +∇us(X) · (P −X) +
((
M s(Y˜i)− I
)
∇us(X)
)
· (P − Y˜i)
+Ri(P,X), if P ∈ T s′ ∩ bi, X ∈ T snon,
(3.4)
and for any fixed P ∈ bi,
‖Ri(P, ·)‖0,T snon 6 Ch
2|u|2,T , s = ±, ∀i ∈ I. (3.5)
Integrating (3.3) and (3.4) on each edge bi with respect to P , we obtain the following multi-edge
expansion for us(X) with X ∈ T snon:
1
|bi|
∫
bi
us(P )ds(P ) = us(X) +∇us(X) · (Mi −X) +Ri(X), i ∈ Is, (3.6)
1
|bi|
∫
bi
us
′
(P )ds(P ) =us(X) +∇us(X) · (Mi −X) +Ri(X)
+
1
|bi|
∫
bi
((
M s(Y˜i)− I
)
∇us(X)
)
· (P − Y˜i)ds(P ), i ∈ Is′ ,
(3.7)
1
|bi|
∫
bi
u(P )ds(P ) =us(X) +∇us(X) · (Mi −X) +Ri(X)
+
1
|bi|
∫
bi∩T s′
((
M s(Y˜i)− I
)
∇us(X)
)
· (P − Y˜i)ds(P ), i ∈ Iint,
(3.8)
where
Ri(X) = 1|bi|
∫
bi
Ri(P,X)ds(P ). (3.9)
Now we estimate these reminders Ri.
Lemma 3.1. Assume u ∈ PC2int(T ), then there exists a constant C independent of the interface location,
such that
‖Ri‖0,T snon 6 Ch
2|u|2,T , s = ±, ∀i ∈ I. (3.10)
Proof. By the estimates (3.5) and Minkowski inequality, we have
‖Ri‖0,T snon =
(∫
T snon
(
1
|bi|
∫
bi
Ri(P,X)ds(P )
)2
dX
) 1
2
6 1|bi|
∫
bi
(∫
T snon
(Ri(P,X))
2dX
) 1
2
ds(P )
6Ch
2
|bi|
∫
bi
|u|2,T ds(P ) 6 Ch2|u|2,T .
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We now consider the multi-edge expansion for X ∈ Tint. We start from the following first order
multi-point Taylor expansion:
us(P ) =us(X) +Ri(P,X), P ∈ bi, X ∈ Tint (3.11)
where Ri : bi × Tint → R is a function defined by
Ri(P,X) =
∫ 1
0
du
dt
(Yi(t, P,X))dt =
∫ 1
0
∇u(Yi(t, P,X)) · (P −X)dt (3.12)
Integrating (3.12) on each edge bi with respect to P , we obtain the following multi-edge expansion:
1
|bi|
∫
bi
u(P )ds(P ) = u(X) +Ri(X), i ∈ I, where Ri(X) = 1|bi|
∫
bi
Ri(P,X)ds(P ). (3.13)
The following lemma will be used to estimate the reminders in this expansion.
Lemma 3.2. There exists a constant C independent of the interface location such that for fixed t
‖Ri(P, ·)‖0,Tint 6 Ch2‖u‖1,6,T (3.14)
Proof. We consider the linear mapping ξ : X → Xˆ = tP + (1− t)X for t ∈ [0, 1] and P ∈ bi which maps
Tint to
Tˆint(t) = {tP + (1− t)X : X ∈ Tint}.
Since ξ is a linear mapping, |Tˆint(t)| = (1 − t)2|Tint| 6 C(1 − t)2h3. Now by Ho¨lder’s inequality and
following the similar idea in [1], we have(∫
Tint
(∇u(Yi) · (P −X))2 dX
)1/2
6 h
(∫
Tint
|∇u(Yi(t, P,X))|2 dX
)1/2
= (1− t)−1h
(∫
Tˆint
∣∣∣∇u(Xˆ)∣∣∣2 dXˆ)1/2
6 (1− t)−1h
(∫
Tˆint
13/2dXˆ
)1/3(∫
Tˆint
|∇u(Xˆ)|6dXˆ
)1/6
6 (1− t)−1/3h2‖u‖1,6,T .
Then by Minkovski’s inequality and the estimate above, we have
‖Ri(P, ·)‖0,Tint =
(∫
Tint
(∫ 1
0
∇u(Yi) · (P −X)dt
)2
dX
)1/2
6
∫ 1
0
(∫
Tint
(∇u(Yi) · (P −X))2 dX
)1/2
dt
6h2‖u‖1,6,T
∫ 1
0
(1− t)−1/3dt = 3
2
h2‖u‖1,6,T
which completes the proof.
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Finally, we give estimates for the remainder in the multi-edge expansion (3.13) in the following lemma.
Lemma 3.3. There exists a constant C independent of the interface location such that
‖Ri‖0,Tint 6 Ch2‖u‖1,6,T , i ∈ I. (3.15)
Proof. The results follow from Lemma 3.2 and arguments similar to those used in the proof for Lemma
3.1.
4 IFE Spaces and Their Properties
In this section, we use the finite element space (T,ΠT ,ΣT ) for T ∈ Th to develop the nonconforming
P1 and rotated Q1 IFE spaces with integral degrees of freedom. First we prove the unisolvence of the
immersed finite elements on interface elements by the invertibility of the Sherman-Morison system. Then
we present a few properties of IFE spaces which play important roles in the analysis of approximation
capabilities. We note the framework presented here provides a unified approach for both nonconforming
P1 and rotated Q1 IFE spaces developed in the literature [10, 17, 22] and the new ones defined with the
actual interface curve.
4.1 Construction of IFE Spaces
First, on every element T ∈ Th, we have the standard local finite element space
Snonh (T ) = Span{ψi,T : i ∈ I}, (4.1)
where ψi,T , i ∈ I are the shape functions satisfying (2.3). Naturally (4.1) can be used as the local IFE
space on each non-interface element T ∈ T nh . So we focus on constructing the local IFE space on every
interface element.
The main task is to construct IFE shape functions on interface elements. We consider the IFE functions
in the following form of piecewise polynomials
φT (X) =
{
φ−T (X) ∈ ΠT if X ∈ T−p ,
φ+T (X) ∈ ΠT if X ∈ T+p ,
(4.2)
where p = curve or line, as described in Section 2, such that the jump conditions (1.3) and (1.4) are
satisfied in the following approximate sense:{
φ−T |l = φ+T |l, (T is a triangular element),
φ−T |l = φ+T |l, ∂xx(φ−T ) = ∂xx(φ+T ), (T is a rectangular element),
(4.3)
β−∇φ−T (F ) · v(F ) = β+∇φ+T (F ) · v(F ), (4.4)
where F is an arbitrary point as described in Section 2. Let Is = Is ∪ Iint, s = ±. Without loss of
generality, we assume that
∣∣∣I−∣∣∣ ≤ ∣∣∣I+∣∣∣. For an IFE function φT under the integral degrees of freedom
constraints
1
|bi|
∫
bi
φT (X)ds = vi, i ∈ I, (4.5)
the condition (4.3) implies that φT can be written in the following form
φT (X) =
{
φ−T (X) = φ
+
T (X) + c0L(X) if X ∈ T−p ,
φ+T (X) =
∑
i∈I− ciψi,T (X) +
∑
i∈I+ viψi,T (X) if X ∈ T+p ,
(4.6)
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where L(X) = n¯ · (X −D) and ∇L(X) = n¯. Then, applying the condition (4.4) to (4.6) leads to
c0 = k
∑
i∈I−
ci∇ψi,T (F ) · v(F ) +
∑
i∈I+
vi∇ψi,T (F ) · v(F )
 , (4.7)
where k =
(
1
ρ − 1
)
1
n¯·v(F ) is well defined for h small enough, since n¯ · v(F ) > 1−Ch2 > 0 by Lemma 3.1
in [3]. Moreover we have
|k| ≤
∣∣∣∣(1ρ − 1
)∣∣∣∣ 11− Ch2 . (4.8)
Substituting (4.7) into (4.6), seting (4.5) for j ∈ I− and using the first property in (2.3) for i, j ∈ I−, we
obtain
1
h
∫
bj
φT (X)ds =
1
h
∫
bj∩T−
(
φ+T (X) + c0L(X)
)
ds+
1
h
∫
bj∩T+
φ+T (X)ds
=
1
h
∫
bj
φ+T (X)ds+
c0
h
∫
bj∩T−
L(X)ds
=
∑
i∈I−
(
δij +
k
h
∇ψi,T (F ) · v(F )
∫
bj∩T−
L(X)ds
)
ci
+
k
h
∫
bj∩T−
L(X)ds
∑
i∈I+
(∇ψi,T (F ) · v(F )) vi = vj , j ∈ I−
which can be written as a Sherman-Morrison system:
(I + k δγT )c = b, (4.9)
about the coefficients c = (ci)i∈I− , where
γ = (∇ψi,T (F ) · v(F ))i∈I− , δ =
1
h
(∫
bi∩T−
L(X)ds
)
i∈I−
, (4.10)
b =
vi − k
h
∫
bi∩T−
L(X)ds
∑
j∈I+
∇ψj,T (F ) · v(F )vj

i∈I−
(4.11)
are all column vectors.
Now we present two lemmas that are fundamental for the unisolvence of the IFE shape functions in
the proposed form.
Lemma 4.1. For an interface element with arbitrary interface location and an arbitrary point F ∈ l, we
have γTδ ∈ [0, 1].
Proof. Because of the similarity, we only give the proof for the rectangular mesh. Without loss of
generality, we consider the typical rectangle: A1 = (0, 0), A2 = (h, 0), A3 = (h, h), A4 = (0, h) with
b1 = A1A2, b2 = A2A3, b3 = A3A4, b4 = A4A1. Taking into account of rotation, there are two possible
interface elements that Γ cuts b1 and b4 or cuts b1 and b3. For simplification, we only show the first case.
And similar arguments apply to the second case. Let D = (dh, 0) and E = (0, eh), for some d, e ∈ [0, 1]
and F = (td, (h− t)e), for some t ∈ [0, h]. Thus, n¯ = (e, d)/√d2 + e2. By direct calculation, we have
γTδ =
de
4(d2 + e2)
(
5(d2 + e2) + 6(2t/h− 1)(d2e− de2)− 6de) ,
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which shows that γTδ is linear function in terms of t. Furthermore, by a direct verification, we have
γTδ =
de
4(d2 + e2)
(
5(d2 + e2)− 6(d2e− de2)− 6de) ∈ [0, 1], if t = 0,
γTδ =
de
4(d2 + e2)
(
5(d2 + e2) + 6(d2e− de2)− 6de) ∈ [0, 1], if t = h,
and these guarantee γTδ ∈ [0, 1].
Lemma 4.2. For sufficiently small h, there exists a constant C depending only on ρ such that
1 + k γTδ ≥ min
(
1,
1
ρ
)
− Ch. (4.13)
Proof. We first consider the case F ∈ l so that v(F ) = n, and thus, k = 1/ρ − 1. Then, by Lemma 4.1,
we have 1 + k γTδ ≥ min
(
1, 1ρ
)
, which implies (4.13) naturally. For the case F ∈ Γ ∩ T , we introduce
an auxiliary vector γ¯ = (∇ψi,T (F⊥) · n¯)i∈I− where F⊥ is the orthogonal projection of F onto l. Then
from the Lemma 4.1, we have γ¯Tδ ∈ [0, 1]. Therefore, the proof essentially follows the same argument as
Lemma 3.1 in [3].
Theorem 4.1 (Unisolvence). Let Th be a mesh with h small enough. Then, on every element T ∈ T ih ,
given any vector v = (v1, v2, v3, v4) ∈ R4, there exists a unique IFE function φT in the form of (4.6)
satisfying approximated jump conditions (4.3)-(4.4). Furthermore, we have the following explicit formula
for the coefficients in the IFE shape functions:
c = b− k (γ
Tb)δ
1 + kγTδ
. (4.14)
Proof. Lemma 4.2 implies 1 + kγTδ 6= 0 for h small enough. Hence, the existence and uniqueness for
coefficients ci, i ∈ I− and c0 as well as formula (4.14) follow straightforwardly from the well known
properties of the Sherman-Morrison formula and (4.7).
On each interface element T , Theorem 4.1 guarantees the existence and uniqueness of the IFE shape
functions φi,T , i ∈ I such that
1
|bj |
∫
bj
φi,T (X)ds = δij , i, j ∈ I, (4.15)
where δij is the Kronecker delta function, which can be used to define the local IFE space as
Sinth (T ) = Span{φi,T : i ∈ I}. (4.16)
As usual, the local IFE space can be employed to form a suitable global IFE function space on Ω in
a finite element scheme. For example, we can consider the following global IFE space:
Sh(Ω) =
{
v ∈ L2(Ω) : v|T ∈ Snonh (T ) if T ∈ T nh , v|T ∈ Sinth (T ) if T ∈ T ih ;∫
e
v|T1(P )ds(P ) =
∫
e
v|T2(P )ds(P ) ∀e ∈ Eh, ∀T1, T2 ∈ Th such that e ∈ T1 ∩ T2} .
(4.17)
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4.2 Properties of the IFE Shape Functions
In this subsection, we present some fundamental properties for the IFE shape functions φT . The
first two results are very close to Theorem 5.2 and Lemma 5.3 in [3] and the proofs of these results are
essentially the same.
Theorem 4.2 (Bounds of IFE shape functions). There exists a constant C, independent of interface
location, such that
|φi,T |k,∞,T 6 Ch−k, i ∈ I, k = 0, 1, 2, ∀T ∈ T ih . (4.18)
Lemma 4.3 (Partition of Unity). On every interface element T ∈ T ih , we have∑
i∈I
φi,T (X) ≡ 1. (4.19)
Now, on every interface element T , for each i ∈ I, we choose arbitrary points Xi ∈ l to construct two
vector functions:
Λs(X) =
∑
i∈I
(Mi −X)φsi,T (X) +
∑
i∈Is′
(M
s
(F )− I)T (Mi −Xi)φsi,T (X)
+
1
h
∑
i∈Iint
∫
bi∩T s′
(M
s
(F )− I)T (P −Xi)φsi,T (X)ds(P ), if X ∈ T sp ,
(4.20)
where s = ± and p = curve or line. By Lemma 3.4 in [3], Λs(X) is well defined since it is independent
of location of Xi ∈ l, i ∈ I. We can simplify Λs(X) further by the partition of unity:
Λs(X) =
∑
i∈I
Miφ
s
i,T (X)−X +
∑
i∈Is′
(M
s
(F )− I)T (Mi −Xi)φsi,T (X),
+
1
h
∑
i∈Iint
∫
bi∩T s′
(M
s
(F )− I)T (P −Xi)φsi,T (X)ds(P ),
(4.21)
from which we have Λs(X) ∈ [ΠT ]2, since φsi,T (X) ∈ ΠT , s = ±, for i ∈ I. Moreover, by the independence
of Xi, i ∈ I, we could interchange Xi with an arbitrary fixed point X ∈ l and obtain
Λs(X) =
∑
i∈Is∪Iint
(Mi −X)φsi,T +
∑
i∈Is′
(M
s
(F ))T (Mi −X)φsi,T −X +X
∑
i∈I
φsi,T
+ (M
s
(F )− I)T
∑
i∈Iint
(
1
h
∫
bi∩T s′
(P −X)ds(P )
)
φsi,T (X).
(4.22)
By the identity 1h
∫
bi∩T+(P −X)ds(P ) + 1h
∫
bi∩T−(P −X)ds(P ) = (Mi −X), i ∈ Iint, (4.22) yields
Λs(X) =
∑
i∈Is
(Mi −X)φsi,T +
∑
i∈Is′∪Iint
(M
s
(F ))T (Mi −X)φsi,T − p0(X)
− (M s(F )− I)T
∑
i∈Iint
(
1
h
∫
bi∩T s
(P −X)ds(P )
)
φsi,T (X),
(4.23)
where p0(X) = X−X
∑
i∈I φ
s
i,T = X−X, s = ±, by the partition of unity. We consider a vector function
ψ0(X) =
{
ψ+0 (X) = p0(X), if X ∈ T+p ,
ψ−0 (X) = (M
+
(F ))Tp0(X), if X ∈ T−p ,
(4.24)
where p = curve or line and X is an arbitrary point fixed on l.
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Lemma 4.4. For any point X ∈ l, the vector function ψ0 defined by (4.24) belongs to
[
Sinth (T )
]2
.
Proof. It suffices to verify that ψ0 satisfies the conditions (4.3) and (4.4). First it is easy to see ∂xx(ψ
+
0 ) =
∂xx(ψ
−
0 ) = 0, s = ±. Besides, for any X
′ ∈ l, Lemma 3.3 in [3] implies that ψ−0 (X
′
) − ψ+0 (X
′
) =(
M
+
(F )− I
)T (
X
′ −X
)
= 0, and hence ψ0 satisfies (4.3). Finally, Lemma 3.3 in [3] also shows that
β−∇ψ−0 (F ) · v(F ) = β−
(
M
+
(F )
)T
v(F ) = β+v(F ) = β+∇ψ+0 (F ) · v(F ).
Therefore ψ0 satisfies (4.4).
Now we consider an auxiliary piecewise defined vector function given by
Λ(X) =
{
Λ+(X) = Λ+(X) if X ∈ T+p ,
Λ−(X) = (M+(F ))TΛ−(X) if X ∈ T−p ,
(4.25)
where p = curve or line.
Theorem 4.3. Λ(X) defined by (4.25) is in
[
Sinth (T )
]2
and∫
bi
Λ(X)ds(X) = 0, ∀i ∈ I. (4.26)
Proof. First, by comparing the coefficients of φsi,T in Λs in (4.22) for s = + and φ
s
i,T in Λs in (4.23) for
s = − and using Lemma 4.4, we have
Λ =
∑
j∈I+∪Iint
(Mi −X)φj,T +
∑
j∈I−
(M
+
(F ))T (Mj −X)φj,T −ψ0
+ (M
+
(F )− I)T
∑
j∈Iint
(
1
h
∫
bj∩T−
(P −X)ds(P )
)
φj,T
(4.27)
which is actually a linear combination of (φj,T , 0)
T , (0, φj,T )
T , and ψ0. Therefore Λ ∈
[
Sinth (T )
]2
. Next
for i ∈ Is, s = ±, it is easy to show (4.26). And for i ∈ Iint, by (4.27), we have∫
bi
Λ(X)ds(X) =(Mi −X)− 1
h
∫
bi∩T+
(X −X)ds(X)− (M+(F ))T 1
h
∫
bi∩T−
(X −X)ds(X)
+ (M
+
(F )− I)T
(
1
h
∫
bi∩T−
(P −X)ds(P )
)
= 0.
Theorem 4.4. On every interface element T ∈ T ih we have∑
i∈I
(Mi −X)φsi,T (X) +
∑
i∈Is′
(M
s
(F )− I)T (Mi −Xi)φsi,T (X)
+
1
h
∑
i∈Iint
∫
bi∩T s′
(M
s
(F )− I)T (P −Xi)φsi,T (X)ds(P ) = 0, ∀X ∈ T sp ,
(4.28)
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and ∑
i∈I
(Mi −X)∂dφsi,T (X) +
∑
i∈Is′
[
(M
−
(F )− I)T (Mi −Xi)∂dφsi,T (X)
]
+
∑
i∈Iint
(
1
h
∫
bi∩T s
(M
s
(F )− I)T (P −Xi)ds(P )
)
φsi,T (X)− ed = 0, ∀X ∈ T sp ,
(4.29)
where s = ±, p = curve or line and d = 1, 2, ∂1 = ∂x, ∂2 = ∂y are partial differential operators, and
ed, d = 1, 2 is the canonical d-th unit vector in R2.
Proof. The identity (4.28) follows from Theorem 4.3 and the unisolvence, and (4.29) is the derivative of
(4.28).
5 Optimal Approximation Capabilities of IFE Spaces
In this section, we show the optimal approximation capabilities for two classes of IFE spaces defined
by curved interface and its line approximation, respectively. This is achieved by deriving error bounds
for the interpolation in IFE spaces.
We start from the local interpolation operator Ih,T : C
0(T )→ Sh(T ) on an element T ∈ Th:
Ih,Tu(X) =

∑
i∈I
(
1
|bi|
∫
bi
u(P )ds(P )
)
ψi,T (X), if T ∈ T nh ,∑
i∈I
(
1
|bi|
∫
bi
u(P )ds(P )
)
φi,T (X), if T ∈ T ih .
(5.1)
Then, as usual, the global IFE interpolation Ih : C
0(Ω)→ Sh(Ω) can be defined piecewisely:
(Ihu)|T = Ih,Tu, ∀T ∈ Th. (5.2)
First for the local interpolation Ih,Tu on every non-interface element T ∈ T nh , the standard argument
[19] yields
‖Ih,Tu− u‖0,T + h|Ih,Tu− u|1,T 6 Ch2|u|2,T , ∀u ∈ H2(T ). (5.3)
On each interface element T ∈ T ih , for s = ±, i ∈ I, we consider two functions Ei : bi × Tnon → R
and Fi : bi × Tnon → R such that
Ei(P,X) = ((M
s(Y˜i)−M s(F ))∇us(X)) · (P −Xi), if P ∈ bi ∩ T s′ , X ∈ T snon,
Fi(P,X) =
(
(M
s
(F )− I)∇us(X)) · (Y˜i −Xi), if P ∈ bi ∩ T s′ , X ∈ T snon, (5.4)
where Y˜i = Y˜i(P,X) and Xi ∈ l, i ∈ I. We note that Ei and Fi are piecewisely defined on bi × Tnon.
Furthermore, integrating (5.4) leads to the following two functions Ei : Tnon → R and Fi : Tnon → R:
Ei(X) = 1
h
∫
bi∩T s′
Ei(P,X)ds(P ), Fi(X) = 1
h
∫
bi∩T s′
Fi(P,X)ds(P ), if X ∈ T snon. (5.5)
Note that Ei and Fi are also piecewisely defined on T . Their estimates are given in the following theorem.
Lemma 5.1. There exists a constant C > 0 independent of the interface location such that the following
estimates hold for every T ∈ T ih and u ∈ PC2int(T ):
‖Ei‖0,T snon 6 Ch2|u|1,T s , ‖Fi‖0,T snon 6 Ch2|u|1,T s , s = ±. (5.6)
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Proof. By the Lemma 5.7 in [3], for fixed P ∈ bi ∩ T s′ , we have
‖Ei(P, ·)‖0,T snon 6 Ch2|u|1,T s , ‖Fi(P, ·)‖0,T snon 6 Ch2|u|1,T s . (5.7)
Then, the estimate (5.6) follows from the same arguments as in the proof for Lemma 3.1.
We now derive expansions for the interpolation error. The first group of expansions are for the
interpolation error at X ∈ Tnon given in the following theorem.
Theorem 5.1. Let T ∈ T ih and u ∈ PC2int(T ). Then for any Xi ∈ l, i ∈ I, we have
Ih,Tu(X)− u(X) =
∑
i∈Is′∪Iint
(Ei + Fi)φi,T (X) +
∑
i∈I
Riφi,T (X), ∀X ∈ T snon ∩ T sp , s = ±, (5.8a)
∂d(Ih,Tu(X)− u(X)) =
∑
i∈Is′∪Iint
(Ei +Fi)∂dφi,T (X) +
∑
i∈I
Ri∂dφi,T (X), ∀X ∈ T snon ∩ T sp , s = ±, (5.8b)
where p = curve or line, d = 1 or 2, Rsi and Ei, Fi are given by (3.9), and (5.5), respectively.
Proof. First, for X ∈ T snon ∩ T sp , s = ±, substituting the expansion (3.6), (3.7) and (3.8) into the IFE
interpolation (5.1) and using the partition of unity yields
Ih,Tu(X) =u
s(X) +∇us(X) ·
∑
i∈I
(Mi −X)φsi,T (X) +
∑
i∈I
Rsiφ
s
i,T (X)
+
∑
i∈Is′
1
h
∫
bi
((
M s(Y˜i)− I
)
∇us(X)
)
· (P − Y˜i)ds(P )φsi,T (X)
+
∑
i∈Iint
1
h
∫
bi∩T s′
((
M s(Y˜i)− I
)
∇us(X)
)
· (P − Y˜i)ds(P )φsi,T (X), s = ±.
(5.9)
Applying (4.28) in Theorem 4.4, we have
Ih,Tu(X) =u
s(X)−
∑
i∈Is′
1
h
∫
bi
((
M
s
(F )− I)∇us(X)) · (P −Xi)ds(P )φi,T (X) +∑
i∈I
Rsiφi,T (X)
−
∑
i∈Iint
1
h
∫
bi∩T s′
((
M
s
(F )− I)∇us(X)) · (P −Xi)ds(P )φsi,T (X)
+
∑
i∈Is′
1
h
∫
bi
((
M s(Y˜i)− I
)
∇us(X)
)
· (P − Y˜i)ds(P )φi,T (X)
+
∑
i∈Iint
1
h
∫
bi∩T s′
((
M s(Y˜i)− I
)
∇us(X)
)
· (P − Y˜i)ds(P )φi,T (X), s = ±.
(5.10)
Then substituting P − Xi = (P − Y˜i) + (Y˜i − Xi) into (5.10) yields (5.8a). Furthermore, applying the
expansions (3.6), (3.7) in ∂dIh,Tu(X) =
∑
i∈I
1
h
∫
bi
u(P )ds(P )∂dφi,T (X), d = 1, 2, yields
∂dIh,Tu(X) =∇us(X) ·
∑
i∈I
(Mi −X)∂dφsi,T (X) +
∑
i∈I
Rsi∂dφ
s
i,T (X)
+
∑
i∈Is′
1
h
∫
bi
((
M s(Y˜i)− I
)
∇us(X)
)
· (P − Y˜i)ds(P )∂dφsi,T (X)
+
∑
i∈Iint
1
h
∫
bi∩T s′
((
M s(Y˜i)− I
)
∇us(X)
)
· (P − Y˜i)ds(P )∂dφsi,T (X), s = ±.
(5.11)
Finally, using (4.29) and similar argument above, we have (5.8b).
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The second group of expansions are for X ∈ Tint which is much simpler. Using (3.13) in Ih,Tu(X)
defined in (5.1) and the partition of unity, we have
Ih,Tu(X)− u(X) =
∑
i∈I
Riφi,T (X), ∀ X ∈ Tint, (5.12a)
∂dIh,Tu(X)− ∂du(X) = −∂du(X) +
∑
i∈I
Ri∂dφi,T (X), ∀ X ∈ Tint, d = x, y. (5.12b)
5.1 Curve Partition
In this subsection, we derive error bounds for the interpolation in the IFE space defined according to
the actual interface Γ on each interface element, i.e., the local IFE functions on each interface element T
are defined by (4.2) with T sp = T
s
curve, s = ±. We first derive an estimate for the IFE interpolation error
on Tnon.
Theorem 5.2. There exists a constant C > 0 independent of the interface location such that for every
u ∈ PH2int(T ) it holds
‖Ih,Tu− u‖0,Tnon + h|Ih,Tu− u|1,Tnon 6 Ch2(|u|1,T + |u|2,T ), ∀ T ∈ T ih . (5.13)
Proof. On each T ∈ T ih , Theorem 4.2 and Theorem 5.1 show that there exists a constant C such that for
every u ∈ PC2int(T ) we have
‖Ih,Tu− u‖0,T snon 6 C
 ∑
i∈Is′∪Iint
(‖Ei‖0,T snon + ‖Fi‖0,T snon)+∑
i∈I
‖Ri‖0,T snon
 , (5.14)
‖∂d(Ih,Tu− u)‖0,T snon 6
C
h
 ∑
i∈Is′∪Iint
(‖Ei‖0,T snon + ‖Fi‖0,T snon)+∑
i∈I
‖Ri‖0,T snon
 , d = 1, 2. (5.15)
Then, applying Lemmas 5.1 and 3.1 to the two estimates above yields
‖Ih,Tu− u‖0,T snon + h|Ih,Tu− u|1,T snon 6 Ch2(|u|1,T + |u|2,T ), s = ±.
The estimate (5.13) for u ∈ PC2int(T ) follows from summing the inequality above for s = −,+. And the
estimate (5.13) for u ∈ PH2int(T ) follows from the density hypothesis (H4).
Furthermore, for the estimation on Tint, we have
Theorem 5.3. There exists a constant C > 0 independent of the interface location such that for every
u ∈ PH2int(T ) it holds
‖Ih,Tu− u‖0,Tint + h|Ih,Tu− u|1,Tint 6 Ch2‖u‖1,6,T , ∀ T ∈ T ih . (5.16)
Proof. First Theorem 4.2 and (3.15) imply that
‖Ri φi,T ‖0,Tint 6 Ch2‖u‖1,6,T and ‖Ri ∂dφi,T ‖0,Tint 6 Ch‖u‖1,6,T .
where d = x, y. Using the Ho¨lder’s inequality again, we have(∫
Tint
(∂du)
2dX
)1/2
6
(∫
Tint
13/2dX
)1/3(∫
Tint
(∂du)
6dX
)1/6
6 Ch‖u‖1,6,T .
Then, (5.16) follows from applying estimates above together with the density hypothesis (H4) to expan-
sions in (5.8).
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Finally we can prove the following global estimate for the IFE interpolation by summing the local
estimate over all the elements.
Theorem 5.4. For any u ∈ PH2int(Ω), the following estimate of interpolation error holds
‖Ihu− u‖0,Ω + h|Ihu− u|1,Ω 6 Ch2‖u‖2,Ω. (5.17)
Proof. Putting (5.13) and (5.16) together, we have
‖Ih,Tu− u‖0,T + h|Ih,Tu− u|1,T 6 Ch2(‖u‖2,T + ‖u‖1,6,T ), ∀ T ∈ T ih . (5.18)
Then, by summing (5.18) and (5.3) over all the interface and non-interface elements, we have
‖Ihu− u‖0,Ω + h|Ihu− u|1,Ω 6 Ch2(‖u‖2,Ω + ‖u‖1,6,Ω).
We note the following estimate from [20] that for any p > 2
‖u‖21,p,Ω 6 Cp‖u‖22,Ω.
Similar argument is used in [12]. Combining the two inequalities above leads to (5.17).
5.2 Line Partition
In this subsection, we derive error bounds for the interpolation in the IFE space constructed by using
the straight line to approximate the actual interface Γ on each interface element, i.e., the local IFE
functions on each interface element T are defined by (4.2) with T sp = T
s
line, s = ±. Let T
s
= T snon ∩ T sline
and T˜ be the subset of T sandwiched between Γ and l . Because T
s ⊆ Tnon, by the same arguments for
Theorem 5.2, we have
‖Ih,Tu− u‖0,T s + h|Ih,Tu− u|1,T s 6 Ch2(|u|1,T + |u|2,T ), s = ±, ∀ T ∈ T ih . (5.19)
Similarly, the estimate (5.16) is also valid for the IFE space constructed using the straight line to approx-
imate the actual interface Γ.
For T˜ , we note that there exists a constant C such that |T˜ | 6 Ch3. Then, applying the same arguments
as those for Theorem 5.3, we can prove the following theorem.
Theorem 5.5. There exists a constant C > 0 independent of the interface location such that for every
u ∈ PH2int(T ) it holds
‖Ih,Tu− u‖0,T˜ + h|Ih,Tu− u|1,T˜ 6 Ch2‖u‖1,6,T , s = ±, ∀ T ∈ T ih . (5.20)
For each interface element T ∈ T ih , because
T =
(
T
− ∪ T+ ∪ T˜ ∪ Tint
)
we can put estimates above together to have
‖Ih,Tu− u‖0,T + h|Ih,Tu− u|1,T 6 Ch2(‖u‖2,T + ‖u‖1,6,T ), ∀ T ∈ T ih . (5.21)
Finally, by the same arguments for Theorem 5.4, we can derive the global interpolation error estimate
given in the following theorem for for the IFE space constructed by using the straight line to approximate
the actual interface Γ.
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Theorem 5.6. For any u ∈ PH2int(Ω), the following estimation of interpolation error holds
‖Ih,Tu− u‖0,Ω + h|Ih,Tu− u|1,Ω 6 Ch2‖u‖2,Ω. (5.22)
Remark: The estimate (5.22) is also derived in Theorem 3.12 of [22] through an argument based on the
interpolation error bounds for the rotated-Q1 IFE space with the Lagrange type degrees of freedom.
6 Numerical Examples
In this section we present some numerical results to demonstrate the features of IFE interpolation and
IFE solutions for IFE spaces. The interface problem that we tested is the same as the one used in [15].
Specifically, the solution domain is Ω = (−1, 1) × (−1, 1) which is divided into two subdomains Ω− and
Ω+ by a circular interface Γ with radius r0 = pi/6.28 such that Ω
− = {(x, y) : x2 + y2 6 r20}. Functions f
and g in (1.1) are given such that the exact solution to interface problem described by (1.1)-(1.4) is given
by the following formula:
u(x, y) =

1
β−
rα, (x, y) ∈ Ω−,
1
β+
rα +
(
1
β−
− 1
β+
)
rα0 , (x, y) ∈ Ω+,
(6.1)
where r =
√
x2 + y2 and α = 5.
In our numerical experiment, we construct IFE spaces by rotated-Q1 polynomials defined with the
actual curve interface, and the flux continuity (4.4) is enforced at the midpoint F of the curve Γ ∩ T
for constructing IFE basis functions. To avoid redundancy, we only present numerical result of relatively
large coefficient jump, i.e, β− = 1, β+ = 10000. Similar behavior are observed for the reverse of jump
values β− = 10000 and β+ = 1, and for some small coefficient jumps.
Since IFE functions on each interface element T ∈ T ih are defined as piecewise rotated-Q1 polynomials
by two subelements sharing a curved boundary Γ ∩ T , integrations over these curve subelements require
special attentions when assembling the local matrix and vector. These two subelements can be such that
one is a curved triangle and other one is a curved pentagon, or they are two curved quadrilaterals, all of
them just have one curved edge. For the quadratures on the curved pentagon, we can partition it further
into a straight edge triangle and a curved edge quadrilateral. Then we use the standard isoparametric
mapping for integrations on curved triangles and quadrilaterals.
Table 1 and Table 2 present interpolation errors u − Ihu and Galerkin IFE solution errors u − uh,
respectively, in terms of the L2 and the semi-H1 norms generated over a sequence of meshes with size h
from 1/20 to 1/1280. The rates listed in these tables are estimated by the numerical results generated on
two consecutive meshes.
Data in Table 1 clearly shows the optimal convergence rate for the IFE interpolation. The IFE solution
uh in Table 2 is generated by the standard Galerkin formulation with a discrete bilinear form [12, 13]
without any penalties on interface edges used in the partially penalized IFE methods in [15]. This means
the IFE method used to generate data in Table 2 is simpler than the one discussed in [15]. The data
in Table 2 demonstrates that the classic scheme using the nonconforming IFE spaces developed in this
article performs optimally. Finally, we refer readers to [17, 22] for numerical results generated with the
nonconforming IFE spaces defined with the line approximation.
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h ‖u− Ihu‖0,Ω rate |u− Ihu|1,Ω rate
1/20 6.3804E-4 2.7693E-2
1/40 1.6776E-4 1.9272 1.4436E-2 0.9399
1/80 4.3557E-5 1.9454 7.4385E-3 0.9566
1/160 1.1100E-5 1.9723 3.7803E-3 0.9765
1/320 2.8083E-6 1.9828 1.9060E-3 0.9880
1/640 7.0568E-7 1.9926 9.5704E-4 0.9939
1/1280 1.7692E-7 1.9959 4.7959E-4 0.9968
Table 1: Interpolation errors and rates for the rotated-Q1 IFE function, β
− = 1 and β+ = 10000.
h ‖u− uh‖0,Ω rate |u− uh|1,Ω rate
1/20 1.4221E-3 2.8852E-2
1/40 3.4863E-4 2.0283 1.4822E-2 0.9610
1/80 8.5873E-5 2.0214 7.5721E-3 0.9689
1/160 2.1046E-5 2.0286 3.8057E-3 0.9925
1/320 5.7133E-6 1.8812 1.9154E-3 0.9905
1/640 1.4044E-6 2.0243 9.5891E-4 0.9982
1/1280 3.4603E-7 2.0210 4.8004E-4 0.9982
Table 2: Galerkin solution errors and rates for the rotated-Q1 IFE solution, β
− = 1, β+ = 10000.
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