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EFFECTIVE UNIFORM BOUNDING IN PARTIAL
DIFFERENTIAL FIELDS
JAMES FREITAG* AND OMAR LEO´N SA´NCHEZ
Abstract. Motivated by the effective bounds found in [12] for ordinary differential
equations, we prove an effective version of uniform bounding for fields with several
commuting derivations. More precisely, we provide an upper bound for the size
of finite solution sets of partial differential polynomial equations in terms of data
explicitly given in the equations and independent of parameters. Our methods
also produce an upper bound for the degree of the Zariski closure of solution sets,
whether they are finite or not.
1. Introduction
Suppose we are given a system of partial differential polynomial equations over Q,
p1(x, y) = 0
p2(x, y) = 0
...
pr(x, y) = 0
so that for some specific values of y = (y1, . . . , ys) in some differentially closed field
(K,∆ = {δ1, . . . , δm}) of characteristic zero with commuting derivations, the number
of solutions (in the variables x = (x1, . . . , xn)) in K
n is finite. Can one bound the
number of solutions in terms of the basic invariants of the differential polynomials pi
without any reference to the selected values of y? More generally, without assuming
finiteness of the solution set, can one bound the degree of its Zariski closure? In this
paper we will answer these questions affirmatively, and give bounds which depend
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only on the order, degree, and number of variables in the differential polynomials
(and the number of derivations).
Besides being a problem of foundational interest, this problem is intimately con-
nected to the effective differential Nullstellensatz, and is also at the heart of appli-
cations of differential algebra to the so-called special points conjectures in number
theory. We will give more details of these connections after discussing some of the
history and difficulties of this problem.
Remark 1.1. For the model theorist, the existence of this type of effective bounds
implies, amongst other things, that the theory DCF0,m has uniform bounding which
seems to be a new result in the case of fields with several commuting derivations
(the effective bounds found in [12] imply uniform bounding for the ordinary case,
for a noneffective proof see [17]). Consequently, since differentially closed fields are
stable and eliminate imaginaries, a result of [29] implies that DCF0,m has NFCP (the
non-finite cover property).
We now remark on the difficulties that arise (in the case of several commuting
derivations) while trying to find effective bounds. The case of a single derivation
was considered in [12]; let us briefly describe the methods of that paper. Assume
∆ = {δ}, and let us consider the case of first-order differential equations. In this
case, the problem can be restated as follows: Are there effective upper bounds for
the size of finite sets of the form Z = {v ∈ V : (v, δ(v)) ∈ W} where V and W are
algebraic varieties?
Fact 1.2. (In the ordinary case) Let V and W be closed subvarieties of Kn and K2n,
respectively. If Z = {v ∈ V : (v, δ(v)) ∈ W} is finite, then
|Z| ≤ (deg V )2dimV (degW )2dimV −1.
The proof of this fact, as it appears in [12], uses in an essential way the variety
B1(V ) defined as the Zariski closure of {(v, δ(v)) ∈ K2n : v ∈ V } equipped with
its canonical projection B1(V ) → V . The idea is that W ∩ B1(V ) can not project
dominantly onto V ; otherwise, Z would be infinite. One then replaces V with this
projection, computes a bound for its degree, and repeats the process. This algorithm
yields the desired bound. Note that this procedure translates the differential-algebraic
problem into one purely of classical intersection theory, where Bezout’s inequality can
be used to compute degree bounds. (In Section 2 we do the degree computations of
the relevant algebro-geometric objects in the case of several commuting derivations.)
It is worth mentioning that Hrushovski and Pillay were essentially only interested
in the case when the Kolchin closed set Z is finite; in other words, when the Zariski
closure Z¯ of Z is zero dimensional. However, as they point out in Remark 3.2 of
[12], their algorithm also produces an upper bound for the degree of Z¯, whether Z is
finite or not. Moreover, in the case that the dimension of the components of Z¯ are
bounded below by some positive integer, the algorithm yields a better bound for the
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degree of Z¯. We point this out in Remark 4.7 (2) (and extend it to the case of several
commuting derivations in Corollary 4.5).
The key ingredient in the above algorithm is the fact that if W ∩ B1(V ) projects
dominantly, then Z is infinite (we state this formally in Fact 3.1 below). This prop-
erty, of ordinary differentially closed fields, does not have a straightforward gener-
alization to the case of fields with several commuting derivations, see Example 3.3
below. Essentially, the complications arise from the integrability conditions imposed
by the commutativity of the derivations (we explain this in more detail in Section
3). Moreover, a naive generalization of the above algorithm to the partial case (say
∆ = {δ1, δ2}) would say that if the set
Za = {x ∈ K : δ1x = x2 and δ2x = x3 + a}
is finite, then |Za| ≤ 3; however, differentiating the above equations yields x4 −
2ax + δ1a = 0 and so for an appropriate choice of a we get exactly four solutions.
Again, the issue here are the new algebraic relations that the commutativity of the
derivations reveals after differentiating. Generally, there are algebraic relations that
are not apparent until differentiating some additional number of times. One of the
main ingredients in our bounds is to effectively determine how many times one has
to differentiate to detect all such relations. We do this in Section 3 using results from
[23], and then we use this in Proposition 4.1 to prove our analogue of Fact 3.1 in the
case of several commuting derivations. We then combine the results of Sections 2 and
3 to prove our main theorem in Section 4.
The rest of the introduction is devoted to explain the connections of our results
to effective computational problems in differential algebra and effective results in
number theory.
1.1. The effective differential Nullstellensatz. Given a system of (partial) dif-
ferential equations f1 = 0, . . . , fr = 0 and a differential polynomial f , one can test if
f = 0 is a formal consequence of the given system. Specifically, there is an effective
procedure which finds an expression for fk, for some positive integer k, in terms of
the elements f1, . . . , fr and their derivatives, or shows that such an expression does
not exist. The algorithm has two main steps:
(1) Find an upper bound on the number of differentiations which might be re-
quired for such an expression.
(2) Find an upper bound on the degrees of the coefficients used in the expression
and an upper bound for the number k.
This procedure is called the effective differential Nullstellensatz. The first attempt
to solve this problem was considered in [30] where it was (only) suggested how the
bound for the first step of the algorithm could be obtained. The authors of [8] gave
a complete solution to the problem, but said of their solution: “The differential elim-
ination algorithms would be very useful for applications if there were faster versions
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of them”. Special cases of the problem have been solved in the case of ordinary
differential equations, where better bounds are available [2, 9].
The bounds we establish in the course of this paper, specifically in Section 3, can
be used to improve the known bounds of the first step of the above algorithm. We
will not elaborate on these ideas, but note that the reasoning along the lines of our
srategy, and some of our results, are applied in [10] to give new bounds for the effective
differential Nullstellensatz. For instance, in the case of two derivations, the bound
found in [8] was A(10,max(n, h, d)) where A denotes the Ackermann function, n is
the number of variables, and h and d bound the order and degree of the differential
polynomials, respectively. Using Lemma 3.8 below, [10] gives a bound which grows in
h as a tower of iterated exponentials of length n and depends polynomially on d. This
is an important practical development, because there are no values of (n, h, d) such
that A(10,max(n, h, d)) can be calculated by current computers, while the iterated
exponential bound may be practically calculated for many values of the inputs.
1.2. Special points conjectures. These type of effective bounds have also been
applied to problems not a priori related to differential algebra. In particular, to the
special points conjecture in number theory. For example, in [12], Hrushovski and
Pillay apply the effective bounds of the ordinary case to give effective bounds for the
number of transcendental points contained in the intersection X ∩ Γ where X is a
subvariety of a semi-abelian variety A which contains no translates of semi-abelian
subvarieties and Γ is a finite rational rank subgroup of A.
Let us describe another recent application. We view Kn as the moduli space of
products of elliptic curves via their j-invariants. Numerical bounds on the size of finite
sets given by various intersections of varieties with isogeny classes of transcendental
points come via the effective bounds found in the ordinary case (together with a
sharper bound for the degree of positive dimensional components as the one we point
out in Remark 4.7 (2) below). For instance, [7] gives an effective upper bound for the
degree of the Zariski closure of the intersection of an arbitrary Kolchin closed set in
Kn with the isogeny class of a tuple of transcendentals (various developments around
the Andre´-Oort conjecture [25] can be used to prove special cases of the finiteness
result implicit in the next theorem; however, these methods are noneffective as they
use the Pila-Wilkie counting theorem [26]):
Theorem 1.3. [7, Theorem 6.7] Let V ⊆ Kn be a Kolchin closed subset whose Zariski
closure has dimension d and a be an n-tuple of transcendental points. Let
Iso(a) := {(b1, . . . , bn) ∈ Kn | Eai and Ebiare isogenous for i ≤ n}
be the isogeny class of a. If W is the Zariski closure of V ∩ Iso(a), then
degW ≤ (6 · deg V )23d−1.
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In particular, when V does not contain a weakly special subvariety (see [25] for the
definition) W is zero dimensional, and one obtains a bound on the number of points
in the intersection.
While the above number theoretic results only use the effective bounds obtained
in the ordinary case, we expect that the partial differential bounds obtained in this
paper will be used in future applications of a similar nature.
Acknowledgements. The first author would like to thank Tom Scanlon for numer-
ous useful conversations. Both authors would like to thank Rahim Moosa and Alexey
Ovchinnikov for their suggestions on a previous draft of this paper. Both authors
would like to thank Gal Binyamini for pointing out a gap in the preliminary ver-
sion of the degree bounds. Finally, both authors would like to thank the anonymous
referee whose comments led to significant improvements in the presentation of the
paper.
2. On the dimension and degree of prolongation spaces
In our algorithm of Section 4 that yields the desired uniform bounds, one needs to
keep track of dimensions and degrees of certain algebraic varieties. Most notably, we
will use the algebraic variety Bℓ(V ) whose definition we recall after fixing some nota-
tion. We should mention that our exposition here has been influenced by [19], where
very general notions of prolongations are developed (for instance with very general
operators, including derivations as a special case). In the special case of differential
operators, the prolongations of [19] are related to those of [13]. In the appendix of [1]
the relationship between the prolongations in the sense of [13] and arc spaces from
algebraic geometry [21] is explained. We will elaborate on this relationship later in
this section. For the type of results we pursue in this paper, we find the notation and
development of [19] most convenient.
Letm be a positive integer and fix a differentially closed field (K,∆ = {δ1, . . . , δm})
of characteristic zero with commuting derivations. Throughout the paper, N =
{0, 1, 2, . . .} denotes the natural numbers. For each ξ = (ξ1, . . . , ξm) ∈ Nm, we
let |ξ| = ξ1 + · · · + ξm and δξ = δξmm · · · δξ11 . For ℓ ∈ N, we let αℓ =
(
ℓ+m
m
)
and
Γ(ℓ) = {ξ ∈ Nm : |ξ| ≤ ℓ}. It is easy to check, by induction on ℓ, that |Γ(ℓ)| = αℓ.
The ℓ-th nabla map ∇ℓ : Kn → Kn·αℓ is defined by
x 7→ (δξx)ξ∈Γ(ℓ),
where x = (x1, . . . , xn) are coordinates for K
n. For ℓ = 1, we use ∇ instead of ∇1.
We are interested in counting the number of points of finite subsets of Kn of the
form Z = {v ∈ V : ∇ℓ(v) ∈ W} where V and W are closed subvarieties of Kn and
Kn·αℓ , respectively. For our methods of proof, which follow those in [12], it will be
useful to consider the following algebraic variety:
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Definition 2.1. Let V ⊆ Kn be a closed subvariety. For each ℓ ∈ N, we let Bℓ(V ) ⊆
Kn·αℓ be the Zariski closure of {∇ℓ(v) ∈ Kn·αℓ : v ∈ V }. We let πℓ : Bℓ(V ) → V be
projection onto the first n coordinates.
Remark 2.2. One can also define Bℓ(V ) as follows. Let Iℓ(V/K) := {f ∈ K{x} :
f(V ) = 0 and ord(f) ≤ ℓ} where K{x} denotes the ring of differential polynomials
over K in the variables x = (x1, . . . , xn). Given f ∈ K{x} with ord(f) ≤ ℓ, we let f ξ
be the polynomial over K obtained from f by replacing δξx by xξ, where (xξ)ξ∈Γ(ℓ)
are coordinates of Kn·αℓ . Then the defining ideal of Bℓ(V ) is given by
{f ξ ∈ K[xξ : ξ ∈ Γ(ℓ)] : f ∈ Iℓ(V/K)}.
We now show that the dimension of Bℓ(V ) can be expressed in terms of V and αℓ.
Lemma 2.3. If V ⊆ Kn is an irreducible subvariety, then Bℓ(V ) is irreducible and
dim(Bℓ(V )) = αℓ · dim(V ).
Proof. This follows from Kolchin’s irreducibility theorem [14, Chap. IV, §17]. Since
V is irreducible in the Zariski topology, V is also irreducible in the Kolchin topology,
and so Bℓ(V ) is irreducible being the Zariski closure of a Kolchin-irreducible variety
(the graph of a differential-algebraic function with Kolchin-irreducible domain). The
computation of dim(Bℓ(V )) follows from the fact that the differential transcendence
degree of the differential function field of V is equal to dimV . 
Let us observe the following fact which allows us to restrict certain arguments about
Bℓ(V ) to the case when V is irreducible.
Lemma 2.4. Let V be a closed subvariety of Kn. If (Vi)1≤i≤p are the irreducible
components of V , then the Bℓ(Vi)’s are the irreducible components of Bℓ(V ).
Proof. We have
Bℓ(V ) = Bℓ(V1) ∪ · · · ∪ Bℓ(Vp).
By Lemma 2.3, the Bℓ(Vi)’s are irreducible. It suffices to show that the decomposi-
tion of Bℓ(V ) is irredundant. If it were not irredundant, for some i we would have
Bi(V ) ⊆ ∪j 6=iBℓ(Vj) and, taking projections, this would imply that Vi ⊆ ∪j 6=iVj which
is impossible. 
We now aim to show that
(1) degBℓ(V ) ≤ (deg V )αℓ .
But before doing so, let us remind the reader of the notion of degree (and its basic
properties) for affine algebraic varieties. If V ⊆ Kn is an irreducible subvariety of
dimension d, then the degree of V is defined as
deg V =max{|V ∩H1 · · · ∩Hd| : each Hi is a hyperplane of Kn
and the intersection is finite}
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When V is not irreducible, deg V is defined as the sum of the degrees of its irreducible
components.
It follows immediately from the definition of degree that deg(Kn) = 1, for any n,
and that the degree of a finite set equals its cardinality. In the special case of an
irreducible hypersurface H ⊆ Kn, one can show that the degree of H is equal to the
degree of a generator of the ideal of polynomials over K vanishing on H .
We will make use of the following results of Heintz [11]:
Fact 2.5. (1) If φ : Kn → Kn′ is an affine linear map (e.g., a projection) and
V ⊆ Kn is a subvariety, then deg φ(V ) ≤ deg V .
(2) (Bezout’s Inequality) If V and V ′ are closed subvarieties of Kn, then
deg(V ∩ V ′) ≤ deg V · deg V ′
The proof of inequality (1) requires more work than the computation of dim(Bℓ(V )),
mainly because determining its defining equations is a nontrivial problem. The proof
we present here follows the strategy of Fact 3.6 of [12]; that is, we go via the theory
of prolongations spaces.
Let us recall the notion of prolongation for algebraic varieties (our presentation is
informed by Sections 3 and 4 of [19]). For ℓ ∈ N, we let
Kℓ = K[ǫ]/(ǫ)
ℓ+1
where ǫ = (ǫ1, . . . , ǫm) is a tuple of variables. Note thatKℓ has the standard K-algebra
structure s : K → Kℓ, but also the exponential K-algebra structure e : K → Kℓ given
by
a 7→
∑
ξ∈Γ(ℓ)
1
ξ1! · · · ξm!δ
ξ(a)ǫξ,
where ǫξ = ǫξ11 · · · ǫξmm . To distinguish between these two structures we write Keℓ to
denote the exponential structure.
Definition 2.6. Given an algebraic variety V over K, the ℓ-th prolongation τℓV
of V is the algebraic variety given by the Weil restriction of V ×K Keℓ from Kℓ to
K. Note that the base change V ×K Keℓ of V is with respect to the exponential K-
algebra structure, while the Weil restriction is with respect to the standard K-algebra
structure.
The prolongation τℓV has the characteristic property that for any K-algebra R, if
we set Rℓ := Kℓ ⊗ R, then the R-points of τℓV can be identified with the Rℓ-points
of V ×K Keℓ . Via this identification, for any morphism f : V → W we have a natural
induced morphism τℓf : τℓV → τℓW , and the exponential structure e : K → Kℓ
induces a map ∇ℓ : V (K) → τℓ(V )(K). Also, using the residue map Kℓ → K and
identifying τ0V with V , we obtain the projection map πℓ : τℓV → V of which ∇ℓ is a
section (on K-points).
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Prolongations of affine algebraic varieties are again affine. In terms of equations, if
V ⊆ Kn is a closed subvariety with defining ideal I ⊆ K[x] and x = (x1, . . . , xn), then
τℓV is the subvariety of K
n·αℓ defined as follows: Let x¯ = (xξ)ξ∈Γ(ℓ) be coordinates for
Kn·αℓ , where we identify x = x0. For each f ∈ I, let f e ∈ Kℓ[x] be the polynomial
obtained by applying e to the coefficients of f , and compute
(2) f e(
∑
ξ∈Γ(ℓ)
xξǫξ) =
∑
ξ∈Γ(ℓ)
f ξ(x¯)ǫξ
in the polynomial ring Kℓ[x¯] =
⊕
ξ∈Γ(ℓ)K[x¯]ǫ
ξ. Then τℓV is the zero set of f
ξ = 0 as ξ
ranges in Γ(ℓ) and f ranges in I (in fact it suffices to range f in a set of generators of
the ideal I). The computation in (2) yields that every f ξ is obtained by replacing δξx
by xξ in the differential polynomial δξf . Note that with respect to these coordinates,
the nabla map ∇ℓ : V → τℓV is given by ∇ℓ(x) = (δξx)ξ∈Γ(ℓ), and the projection map
πℓ : τℓV → V is given by x¯ 7→ x.
Remark 2.7. The above construction of the prolongation is a particular case of the
general theory of prolongation spaces developed by Moosa and Scanlon in [19]. In
their general setting they fix a ring R and an arbitrary finite free R-algebra with
basis (see Remark 3.2 of [19]). In our case, R = Q and the finite Q-algebra is
Q[ǫ1, . . . , ǫm]/(ǫ1, . . . , ǫm)
n+1. Thus, we can (and will) freely apply the results of [19].
Let V ⊆ Kn be an irreducible subvariety and ℓ ∈ N. Since ∇ℓ(v) ∈ τℓV for all
v ∈ V , we have that Bℓ(V ) is an irreducible subvariety of τℓV . In general, τℓV might
not be irreducible and its dimension might be larger than dim(Bℓ(V )) as the following
example shows:
Example 2.8. Consider the ordinary case ∆ = {δ}. Let V ⊆ K3 be given by the
equation x4+y4+z4 = 0. By Proposition 2.3, dim(B3(V )) = 8. In this case, since the
variety is defined over the constants, τ3V is the same as what in [21, 22] Mustat¸a˘ calls
the 3rd-jet space of V . It follows from the generalities in Examples 1.9 through 1.11
of [22] that in this case dim(τ3V ) = 9. Here we simply point out why the dimension
is at least 9. Since τ3V can be identified with the K[ǫ]/(ǫ)
4-points of V , any point of
the form (a0 + a1ǫ+ a2ǫ
2 + a3ǫ
3, b0 + b1ǫ+ b2ǫ
2 + b3ǫ
3, c0+ c1ǫ+ c2ǫ
2 + c3ǫ
3) is in τ3V .
Correspondingly, the fiber of π3 : τ3V → V over (0, 0, 0) has dimension 9.
Remark 2.9. Various examples of the above kind appear in [21]. Furthermore, in the
ordinary case ∆ = {δ}, the dimension of τℓ(V ) grows in a way which is controlled by
an invariant called the log canonical threshold lct(V,Kn) (see [21] for the definition).
When V is defined over the constants, and so τℓ(V ) coincides the ℓ
th-jet space of V ,
we have the following formula (which is a special case of [21, Corollary 0.2]):
lct(V,Kn) = n−max
ℓ∈N
dim τℓ(V )
ℓ+ 1
.
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In [28], Rosen proved that, for arbitrary V , τℓ(V ) and the ℓ
th-jet space of V are
isomorphic as δ-varieties. Hence, the above formula holds for general V (i.e., not
necessarily defined over the constants).
Conveniently, when V is smooth we do have that τℓV = Bℓ(V ), see [19, §4.3]. This
behavior of τℓV on the non-singular locus of V will allow us to show that in general
Bℓ(V ) is an irreducible component of τℓV , and so we will obtain some information
about the degree of Bℓ(V ) from that of τℓ(V ).
Let us give an upper bound for the degree of τℓ(V ) in the case when V is a hyper-
surface.
Lemma 2.10. If H ⊆ Kn is an affine hypersurface, then deg τℓ(H) ≤ (degH)αℓ.
Proof. Let f be a polynomial of degree d = degH that generates the ideal of H over
K. By (2) and comments after, the prolongation τℓ(H) is defined by f
ξ(x¯) = 0 as
ξ ranges in Γ(ℓ), where f ξ(x¯) is obtained by replacing δξx by xξ in the differential
polynomial δξf . Thus, as polynomials in the variables x¯, each of the f ξ’s has degree
at most d. So, by Bezout’s inequality (see Fact 2.5), the degree of their intersection,
which equals τℓ(H), has degree at most (degH)
αℓ . 
We now show that Bℓ(V ) is an irreducible component of τℓ(V )
1.
Proposition 2.11. Let ℓ ∈ N. If V ⊆ Kn is an irreducible subvariety, then τℓ(V )
has only one irreducible component projecting dominantly onto V and the dimension
of this component is αℓ · dimV .
Proof. By [19, Corollary 4.18], if X is a smooth irreducible variety over K, then
τℓ(X) is smooth and irreducible. By [19, Proposition 4.6], if f : X → V is an e´tale
morphism, then τℓf : τℓX → τℓV is e´tale. Take X to be the smooth locus of V . Since
open immersions are e´tale, it follows that τℓ(X)→ X is the restriction of τℓ(V )→ V
to X , and thus there is exactly one component of τℓV which projects dominantly onto
V .
For the dimension, we need only calculate the dimension of the fiber of πℓ : τℓV → V
over a generic point (or any smooth point) of V , because then, by the fiber-dimension
theorem, the dimension of the component in question must be the dimension of the
fiber plus the dimension of V . As above, take X to be the smooth locus of V . By
[19, Proposition 4.6], it suffices to do the calculation of the dimension of the fiber
in τℓX . This reduces the computation to the case when the variety is smooth. Now
the dimension calculation essentially follows from [19, Proposition 4.17 (b)] which we
now explain with some additional detail. For the remainder of the proof we follow
the notation and conventions of [19].
1At this stage of the argument in Fact 3.6 of [12], the authors argue that, when V is a hypersurface,
Bℓ(V ) is a component of τℓ(V ) because they have the same dimension. However, they did not take
into account the possibility that V may be singular and so that Bℓ(V ) and τℓ(V ) may have different
dimensions. We have corrected the argument here using a reduction to the non-singular locus.
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Let E be the ring scheme which associates to any ring R the ring
E(R) = R[ǫ]/(ǫ)ℓ+1,
where ǫ = (ǫ1, . . . , ǫm). Let e : K → E(K) be the homomorphism
a 7→
∑
ξ∈Γ(ℓ)
1
ξ1! · · · ξm!δ
ξ(a)ǫξ,
where ǫξ = ǫξ11 · · · ǫξmm . The maximal ideal m of E(K) is (ǫ1, . . . , ǫm) and the highest
power of m which is nonzero is mℓ. Let Ei := E/m
i+1. Now, we have the sequence
E = Eℓ
ρℓ−1
// Eℓ−2
ρℓ−2
// · · · ρ1 // E1 ρ0 // E0
where ρi denotes the quotient map. Let ei := ρi ◦ . . . ◦ ρℓ−1 ◦ e. Now, assuming X
is a smooth irreducible variety over K, we have an induced sequence of surjective
morphisms:
τ(X,E, e) // τ(X,Eℓ−1, eℓ−2) // · · · // τ(X,E1, e1) // X .
Note that in this particular setting, the map e0 is the identity, so we have replaced
Xe0 appearing in the diagram of [19, Proposition 4.17] with X .
For each i = 0, . . . , ℓ− 1, τ(X,Ei+1, ei+1) → τ(X,Ei, ei) is a torsor of the tangent
bundle of X to the mthi power, where mi = dimK(m
i+1/mi+2) 2 and the dimension is
in the sense of K-algebras. By the fiber-dimension theorem,
dim(τ(X,Ei+1, ei+1)) = dim(τ(X,Ei, ei)) +mi · dim(X).
Thus,
dim(τ(X,E, e)) =
(
1 +
ℓ−1∑
i=0
mi
)
· dim(X).
Since dimension of K-algebras is additive in sequences of surjective homomorphisms,
we have that 1 +
∑ℓ−1
i=0 mi = dimK E(K) = αℓ, completing the proof. 
Corollary 2.12. If V ⊆ Kn is irreducible, then Bℓ(V ) is the unique component of
τℓ(V ) that projects dominantly onto V .
Proof. The irreducible subvariety Bℓ(V ) of τℓ(V ) projects dominantly onto V and,
by Lemma 2.3, has the same dimension as the unique component of τℓV with this
property. 
2There is a typo in the definition of mi in [19].
UNIFORM BOUNDING IN PARTIAL DIFFERENTIAL FIELDS 11
Proposition 2.10, together with Lemma 2.4 and Corollary 2.12, show that if H is
a hypersurface of Kn, then degBℓ(H) ≤ (degH)αℓ . The next lemma shows that this
degree bound holds for arbitrary affine varieties 3.
For convenience of notation, we assume that our varieties are defined over a dif-
ferentially closed subfield F of K such that (K,∆) is universal over (F,∆); that is,
K contains a differential generic point for each Kolchin closed set defined over F .
Alternatively, one could also work in a differentially closed field universal over K.
Let (ai,j)1≤i≤d+1, 1≤j≤n be a tuple of independent transcendentals over F . We will
write a¯ to refer to the entire tuple of elements. Consider the map φa¯ : K
n → Kd+1
given by
y = (y1, . . . , yn) 7→
(
n∑
j=1
a1,jyj, . . . ,
n∑
j=1
ad+1,jyj
)
.
We will call such a map an F -generic linear map.
Lemma 2.13. Let V ⊆ Kn be an irreducible variety of dimension d < n− 1. Let a¯
be a tuple of independent ∆-transcendentals over F , and φa¯ be as above. Then, for
all ℓ ∈ N, τℓφa¯ is a degree preserving birational map between Bℓ(V ) and Bℓ(H) where
H is the Zariski closure of φa¯(V ) ⊆ Kd+1.
Proof. Let Θ(ℓ) = {δk11 · · · δkmm : k1 + · + km ≤ ℓ}. We enumerate the coordinate
functions of Bℓ(H) by {xi,θ : 1 ≤ i ≤ d+ 1, θ ∈ Θ(ℓ)}, and the coordinate functions
of Bℓ(V ) by {yi,θ : 1 ≤ i ≤ n, θ ∈ Θ(ℓ)}. When θ is the trivial differential operator
we simply write xi for the coordinate on H or Bℓ(H).
Among the coordinate functions of H , x1, . . . , xd are algebraically independent and
xd+1 is algebraically dependent over x1, . . . , xd. Thus, {xi,θ : 1 ≤ i ≤ d, θ ∈ Θ(ℓ)}
is a transcendence basis for the function field K(Bℓ(H)). Let τℓφ
∗
a¯ : K(Bℓ(H)) →
K(Bℓ(V )) be the embedding of fields induced by τℓφa¯. Then {τℓφ∗a¯(xi,θ) : 1 ≤ i ≤
d, θ ∈ Θ(ℓ)} is a transcendence basis for K(Bℓ(V )) (this follows from the genericity
of a¯ and Lemma 2.3).
Let  be the partial order on Θ(ℓ) given by δn11 · · · δnmm  δk11 · · · δkmm if and only if
ni ≤ ki for each i = 1, . . . , m. Now fix θ1 ∈ Θ(ℓ) \ Θ(ℓ − 1), and define Kθ1 to be
the field generated by {yi,θ : 1 ≤ i ≤ n, θ ∈ Θ(ℓ) and θ  θ1} over K(τℓφ∗a¯(xi,θ) :
1 ≤ i ≤ d, θ ∈ Θ(ℓ)). By construction, the field generated by the union of the
fields Kθ1 as θ1 ranges over Θ(ℓ) \ Θ(ℓ − 1) is all of K(Bℓ(V )). Now, for each θ1 ∈
Θ(ℓ) \ Θ(ℓ − 1), because ad+1,1, . . . , ad+1,n are independent ∆-transcendentals over
F 〈ai,j : 1 ≤ i ≤ d, 1 ≤ j ≤ n〉, the function τℓφ∗a¯(xd+1,θ1) is a generator of Kθ1
over K(τℓφ
∗
a¯(xi,θ) : 1 ≤ i ≤ d, θ ∈ Θ(ℓ)). This follows by the primitive element
theorem [31, Chapter II, Theorem 19] because xd+1,θ1 is a linear combination of the
3The first author thanks Tom Scanlon for discussions which led to some of the ideas here. Both
authors thank Gal Binyamini and the anonymous referee for pointing out a gap in the original
argument of a preliminary version of this paper.
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generators of Kθ1 over K(τℓφ
∗
a¯(xi,θ) : 1 ≤ i ≤ d, θ ∈ Θ(ℓ)) which is generic over
F 〈ai,j : 1 ≤ i ≤ d, 1 ≤ j ≤ n〉.
As the union of the subfields Kθ1 generates K(Bℓ(V )) and each of these is con-
tained in the image of K(Bℓ(H)) under τℓφ
∗
a¯, we must have K(Bℓ(V ))
∼= K(Bℓ(H)),
establishing the birationality of the varieties.
We now show that deg(Bℓ(V )) = deg(Bℓ(H)). Let φb¯ : Bℓ(H) → Kd·αℓ be the
F 〈a¯〉-generic linear map induced by a tuple b¯ of F 〈a¯〉-transcendentals. Then we
claim that φb¯ : Bℓ(H) → Kd·αℓ and φb¯ ◦ τℓφa¯ : Bℓ(V ) → Kd·αℓ are finite surjective
morphisms. To see this, note that any sufficiently general linear projection to Kd·αℓ
from a variety of dimension d · αℓ satisfies the conditions for Noether normalization;
indeed, as noted in the proof of Theorem 13.3 of [5] and the ensuing discussion on
page 284, the generators in the proof of Noether normalization can be chosen to be
linear combinations of the generators of the ring and in fact any suitably general
linear combination will work. The linear combinations in our maps are generic by the
independence of b¯ over K〈a¯〉.
Now, by [3, Proposition 8.3 (1)] 4, we have
deg(Bℓ(V )) = [K(Bℓ(V )) : K(A
d·αℓ)]
and
deg(Bℓ(H)) = [K(Bℓ(H)) : K(A
d·αℓ)].
But K(Bℓ(V )) ∼= K(Bℓ(H)), and the degree of a field extension is an isomorphism
invariant, so deg(Bℓ(V )) = deg(Bℓ(H)). 
The above lemma yields the desired bound:
degBℓ(V ) ≤ (deg V )αℓ .
Let us remark that we have not yet established any degree bound for τℓ(V ) for a
general affine variety V (we have only covered the hypersurface case in Lemma 2.10).
The argument in Proposition 2.13 for the degree bound of Bℓ(V ) does not adapt to
τℓ(V ) in general. The problem with the argument is that for a hypersurface H of
KdimV+1, the dimension of τℓ(H) can be at most αℓ(dimV + 1). Such restriction on
the growth of the dimension precludes the existence of a map φa¯ as in Proposition
2.13 for which the induced map on prolongations is birational on each component,
since it would imply that dim τℓ(V ) is bounded by αℓ(dimV + 1) which is not true
for general varieties. For example, in the ordinary case (K, δ), consider the curve
C ⊆ K3 whose ideal has generators 2x7 + y7 + z7 and x4y4 + y4z4 + x4z4. In this
case, τ3(C) has dimension at least 9, because over the point (0, 0, 0) ∈ C the fiber of
τ3(C) is a copy of K
9 (in fact, τ3(C) has one component of dimension 8 and one of
dimension 9); but α3(dimC +1) = 8. So, the line of reasoning from Lemma 2.13 can
4In the notation of [3, Proposition 8.3], the degree of the morphism φ|X refers to the number of
points in a generic fiber of the map; of course, this number is equal to the degree of the induced
extension of function fields.
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not be seamlessly extended to yield that (deg V )αℓ is an upper bound for the degree
of τℓ(V ). There is, however, an upper bound for the degree of τℓ(V ) that depends
only on n, αℓ and deg V , it is just not as practically useful as the one for the degree
of Bℓ(V ):
Proposition 2.14. Let V ⊆ Kn be a closed subvariety and ℓ ∈ N. There is a positive
integer D = D(n, deg V ) such that deg τℓ(V ) ≤ Dn·αℓ+1.
Proof. Let D be a positive integer such that if f1, . . . , fs ∈ K[x1, . . . , xn] are of degree
at most deg V then
√
f1, . . . , fs is generated by polynomials of degree at most D (it
is well known that such a D exists and that it only depends on n and deg V , see
for instance [4] or [16]). By Proposition 3 of [11], there are polynomials f1, . . . , fs
of degree at most deg V such that the ideal of V over K is given by I(V/K) =√
f1, . . . , fs. By the choice of D, there are polynomials g1, . . . , gr of degree at most
D such that I(V/K) = (g1, . . . , gr). The prolongation τℓ(V ) is then given by the
zero set of gξi = 0 as ξ ranges in Γ(ℓ) and i = 1, . . . , r (see (2) and the discussion
after). Note that each gξi has degree at most D. Now, by Kronecker’s theorem (see
[27, Chap. VII, §17]), there are polynomials (hi)n·αℓ+1i=1 of degree at most D such that√
(gξi )1≤i≤r,ξ∈Γ(ℓ) =
√
(hi)
n·αℓ+1
i=1 . Finally, by Bezout’s inequality, we have that
deg τℓ(V ) ≤
n·αℓ+1∏
i=1
deg hi ≤ Dn·αℓ+1.

3. The burden of commutativity
In this section we discuss the proper setup to prove (in Proposition 4.1) the ana-
logue of the following property of ordinary differentially closed fields in our setting
with finitely many commuting derivations. As we mentioned in the introduction,
this property is at the heart of the proof of effective uniform bounding for ordinary
differential fields (cf. Fact 3.7 of [12]).
Fact 3.1. Suppose (K, δ) is differentially closed. If V ⊆ Kn is an irreducible subva-
riety and W is a subvariety of K2n such that W ∩ B1(V ) projects dominantly onto
V , then for any nonempty Zariski open subset U of V there is v ∈ U such that
(v, δv) ∈ W .
Remark 3.2. This fact seems to have been the original motivation for the development
of the so-called geometric axioms for ordinary differentially closed fields [24].
The situation is very different in the setting of partial differential equations. For
instance, differential-algebraic varieties of the form {v ∈ V : ∇(v) ∈ W}, where V
and W are algebraic varieties, might be finite (even empty) even when W ∩ B1(V )
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projects dominantly onto V . These situations can be witnessed in basic examples like
the following:
Example 3.3. Suppose (K, δ1, δ2) is differentially closed. Let V = K
1, then B1(V ) =
K3. Let b1, b2 ∈ K be such that δ2(b1) = 0 and δ1(b2) 6= 0. If we let
W := K × {b1} × {b2},
then clearly W ⊂ B1(V ) projects dominantly onto V . In this case we have that
{v ∈ V : ∇(v) ∈ W} = ∅. Indeed, if v ∈ V is such that ∇(v) ∈ W , then δ1(v) = b1
and δ2(v) = b2 and so (by the assumptions on b1 and b2)
0 = δ2(δ1(v)) = δ1(δ2(v)) 6= 0.
Let us explain the root of the problem. Consider a differential field (F, δ1, . . . , δm)
and a tuple (a, b1, . . . , bm) of some field extension of F . We would like to know if
there exists a differential field extension (M,D1, . . . , Dm) of F such that Dia = bi for
i = 1, . . . , m. A necessary condition for such an extension to exist is that
(3)
df
dx
(a) bi + f
δi(a) = 0, i = 1, . . . , m
for all f ∈ F [x] vanishing at a. In fact, by Theorem 5.1 in Chap. 7 of [15], if the
above equations are satisfied we obtain derivations Di : F (a)→ F (a, bi) extending δi
such that Di(a) = bi. So, let us assume that the tuple (a, b¯) = (a, b1, . . . , bm) satisfies
(3).
Now, in order to build the desired differential field extension one needs to find a
tuple (ci,j)1≤i,j≤m satisfying
(4)
∂f
∂x
(a, b¯)bi +
m∑
j=1
∂f
∂yj
(a, b¯)ci,j + f
δi(a, b¯) = 0, i = 1, . . . , m
for all f ∈ F [x, y1, . . . , ym] vanishing at (a, b¯), and, since we want the derivations to
commute, we also require the following integrability equations
ci,j = cj,i 1 ≤ i, j ≤ m.
Indeed, if there were such a tuple of ci,j’s, by the same token as above, we would obtain
derivations Di : F (a, b¯)→ F (a, b¯, (ci,j)1≤i,j≤m) extending δi such that Di(a) = bi and
Di(bj) = ci,j = cj,i = Dj(bi).
In the ordinary case, there are no integrability equations and one can show, rather
easily, that there exists such a c1,1 satisfying (4). Hence, in this case, by only assuming
(3), this process yields the desired extension. However, in the case of finitely many
commuting derivations, the complete system (i.e., (4) together with the integrability
equations) might be inconsistent and so no such differential field extension would
exist. The issue is that the integrability equations are not in general implied by (3).
Therefore, the additional relations imposed by the commutativity of the derivations
must be taken into account in order to prove a proper analogue of Fact 3.1. To do
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this we make use of results from [23] on the axioms of differentially closed fields with
several commuting derivations. We first recall some of the terminology of that paper.
Let (F, δ1, . . . , δm) be a differential field and fix n ∈ N. We will consider the partial
order ≤ defined on Nm × n by (ξ, i) ≤ (ζ, j) if and only if i = j and ξ is less than or
equal to ζ in the product order of Nm. Note that if x = (x1, . . . , xn) are differential
indeterminates and if we identify (ξ, i) with δξxi+1 := δ
ξm
m · · · δξ11 xi+1, then ≤ induces
an order on the algebraic indeterminates given by δξxi ≤ δζxj iff δζxj is a derivative
of δξxi (in particular this implies that i = j).
Recall that for ξ ∈ Nm we let |ξ| := ξ1 + · · ·+ ξm. We will also consider the total
order unlhd on Nm × n defined by (ξ, i)unlhd (ζ, j) if
(|ξ|, i, ξm, . . . , ξ1) is less than or equal (|ζ |, j, ζm, . . . , ζ1)
in the lexicographic order. Then (Nm × n,unlhd) has order type (ω,∈), and it induces
the canonical orderly ranking on the algebraic indeterminates.
If 1 ≤ k ≤ m, we will let k denote (0, . . . , 1, . . . , 0) ∈ Nm where the 1 is in the
kth-coordinate. Recall that for ℓ ∈ N we let Γ(ℓ) := {ξ ∈ Nm : |ξ| ≤ ℓ}. Let L be a
finitely generated field extension of F of the form
(5) L = F (aξi : i < n, ξ ∈ Γ(s)),
for some positive integer s. Note that (aξi : i < n, ξ ∈ Γ(s)) is simply a way to
enumerate (label) the generators of the extension. Let L′ := F (aξi : i < n, ξ ∈
Γ(s− 1)). It is said that L satisfies the differential condition if for each k = 1, . . . , m
there is a derivationDk : L
′ → L extending δk such thatDkaξi = aξ+ki for all generators
aξi of L
′.
A differential field extension (M,D1, . . . , Dm) of (F, δ1, . . . , δm) is said to be com-
patible with L (as given in (5)) if L ≤ M and Dkaξi = aξ+ki for all k = 1, . . . , m and
aξi with |ξ| ≤ s − 1. A generator aξi ∈ L is said to be a leader if aξi is algebraic over
F (aζj : (ζ, j) ⊳ (ξ, i)). A leader a
ξ
i is said to be minimal if it is a minimal element in
the set of leaders with respect to the order ≤, in other words, if there is no leader aζj
such that (ζ, j) < (ξ, i).
We now recall some of the results from [23]. Note that the following gives sufficient
conditions for the existence of the differential field extension discussed after Example
3.3.
Fact 3.4. [23, Theorem 4.3] Assume that F (aξi : i < n, ξ ∈ Γ(2r)) satisfies the
differential condition for some positive integer r. If for all minimal leaders aξi we
have that |ξ| ≤ r, then (F, δ1, . . . , δm) has a differential field extension compatible
with F (aξi : i < n, ξ ∈ Γ(2r − 1)).
The following will be the main ingredient of our analogue of Fact 3.1 in the case of
fields with several commuting derivations (see Proposition 4.1).
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Fact 3.5. [23, Theorem 4.10] Let r be a positive integer. There is an integer s ≥ r,
that depends only on m, n and r, such that if F (aξi : i < n, ξ ∈ Γ(s)) satisfies
the differential condition, then (F, δ1, . . . , δm) has a differential field extension that is
compatible with F (aξi : i < n, ξ ∈ Γ(r)).
We aim to give an algorithm to express s in terms of m,n and r. To do this, let
us recall the proof of Fact 3.5 where one uses the existence of certain bounds such as
the following:
Fact 3.6. Given an increasing sequence (ai : i ∈ N) of positive integers, there is t ∈ N
(depending only on m, n and the ai’s) such that any chain S0 ⊆ S1 ⊆ · · · ⊆ St of
antichains of (Nm × n,≤) with Sk ⊆ {(ξ, i) : |ξ| ≤ ak} is not strictly increasing.
The proof of Fact 3.5 (as it appears in [23]) goes as follows. Applying Fact 3.6 with
the sequence (2ir : i ∈ N), we know that there is some value t (depending only on m,
n and r) such that any chain S0 ⊆ S1 ⊆ · · · ⊆ St of antichains of (Nm × n,≤) such
that Sk ⊆ {(ξ, i) : |ξ| ≤ 2kr} is not strictly increasing.
We claim that taking s = 2tr in the proof of 3.5 does the job. Suppose F (aξi :
i < n, ξ ∈ Γ(2tr)) satisfies the differential condition. For each u ≤ t, let Fu =
F (aξi : i < n, ξ ∈ Γ(2ur)) and Su be the set of minimal leaders of Fu. Note that
Su ⊆ {(ξ, i) : |ξ| ≤ 2ur}. Then, by the choice of t, Su = Su+1 for some u < t, and
so Fu+1 satisfies the hypothesis of Fact 3.4. Hence, (F, δ1, . . . , δm) has a differential
field extension compatible with F (aξi : i < n, ξ ∈ Γ(2u+1r − 1)), and therefore also
compatible with F (aξi : i < n, ξ ∈ Γ(r)), as desired.
We note that in order to give an effective method to find s it suffices to find such
a method for t. In what follows we provide an algorithm to compute t (finding such
an effective algorithm is a problem that was originally studied by Seidenberg [30]
in the 1950’s). It is worth mentioning that parts of our algorithm are more or less
implicit in the proof of Fact 3.6 given by Pierce. Moreover, the existence and recursive
algorithms to compute similar bounds have been established (since the 1980’s) using
general versions of Dickson’s lemma, see for example [6], [18] or [20]. The reason we
present here an explicit algorithm is to keep the paper as self-contained as possible
and to justify the effectiveness of our bounds.
3.1. Algorithm to compute t of Fact 3.6. The construction of t = t(m,n, (ai :
i ≥ 0)) is recursive. We will do the construction while proving that such construction
works. The base cases are m = 1, 2. In the case m = 1, it is clear that for all n and
(ai : i ≥ 0), t(1, n, (ai : i ≥ 0)) = n+ 1. When m = 2, we first prove
Lemma 3.7. If S is an antichain of N2 with respect to the product ordering and
σ ∈ S, then |S| ≤ |σ|+ 1.
Proof. To prove the lemma it suffices to show that we can embed S in Sσ = {(s1, s2) ∈
N2 : s1+s2 = |σ|}, since the latter has cardinality |σ|+1. Let σ = (σ1, σ2) and consider
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the map f : S → Sσ given by
(6) s¯ = (s1, s2) 7→


σ if s¯ = σ
(s1, |σ| − s1) if s1 < σ1
(|σ| − s2, s2) if s2 < σ2
It is clear that f(s¯) ∈ Sσ and that f is injective. 
Lemma 3.8. The following recursive definition gives the value of t for m = 2:
t(2, n, (ai : i ≥ 0)) = bn + 1,
where b0 = 0 and bi+1 = abi+1 + bi + 1 for i = 0, . . . , n− 1.
Proof. Suppose there is a strictly increasing chain S0 ⊂ · · · ⊂ Sr of antichains of
(N2 × n,≤) with Sk ⊆ {(ξ, i) : |ξ| ≤ ak}. To prove the lemma it suffices to show that
|Sr| ≤ bn. We proceed by induction on n. The base case n = 1 follows from Lemma
3.7. Let n > 1. Let Sik = {σ ∈ N2 : (σ, i) ∈ Sk} for i < n. We now claim that,
after reordering the elements of n if necessary, if Sik 6= Sik+1 for some 0 < i < n, then
for some p ≤ k we have Si−1p 6= Si−1p+1. Indeed this can be accomplished as follows.
Let k0 = 0. We have that S
i0
k0
6= Si0k0+1 for some i0 < n. Reorder the elements of
n = {0, 1, . . . , n− 1} in such a way that i0 = 0. Now let k1 be the smallest such that
Si1k1 6= Si1k1+1 for some i1 > 0. Reorder {1, 2, . . . , n−1} in such a way that i1 = 1. Now
let k2 be the smallest such that S
i2
k2
6= Si2k2+1 for some i2 > 1. Reorder {2, 3, . . . , n−1}
in such a way that i2 = 2. We continue this procedure for j = 3, . . . , n − 1 by
letting kj be the smallest such that S
ij
kj
6= Sijkj+1 for some ij > j − 1, and reordering
{j, j+1, . . . , n− 1} in such a way that ij = j. Note that k0 ≤ k1 ≤ · · · ≤ kn−1. After
this reordering of n we obtain that if Sik 6= Sik+1 for some 0 < i < n, then Siki 6= Siki+1,
and consequently Si−1ki−1 6= Si−1ki−1+1. Since ki−1 ≤ ki, we have proven our claim.
Now, by induction, we have that for each i < n there is ki ≤ bi+1 such that Siki 6= ∅,
say σi ∈ Siki. Since the sequence of ai’s is increasing, we have that |σi| ≤ abi+1. By
Lemma 3.7, |Sir| ≤ abi+1 + 1 for all i < n. Thus, since Sr = ∪i<nSir, we have
|Sr| ≤
∑
i<n
(abi+1 + 1) = abn−1+1 + bn−1 + 1 = bn,
as desired. 
Recursive construction of t = t(m,n, (ai : i ≥ 0)) for m > 2:
First we consider the case t(m, 1, (ai : i ≥ 0)). We assume that we have recursively
constructed t(m − 1, n, (di : i ≥ 0)) for arbitrary n and sequence (di). Thus, for
each sequence (di : i ≥ 0), we have (recursively) defined g : N → N such that
g(k) = t(m − 1, n, (di : i ≥ k)). We call such a g the bound function associated to
(di : i ≥ 0). Let f1 be the bound function associated to the given sequence (ai : i ≥ 0);
that is, f1(k) = t(m− 1, n, (ai : i ≥ k)).
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Now suppose that we have an increasing chain S0 ⊂ S1 · · · ⊂ Sr. We need to find
an upper bound for r. Let ξ ∈ S1 and a := a1. For each 1 ≤ i ≤ m and j ∈ N, let
Si,jk = {(ζ, l) ∈ Sk : ζi = j}. By the antichain assumption, if ζ ∈ Sk then there exists
1 ≤ i ≤ m such that ζi ≤ ξi, and consequently ζ ∈
⋃
j≤ξi
Si,jk . Thus,
Sk =
⋃
1≤i≤m,j≤ξi
Si,jk .
Moreover, since |ξ| ≤ a, we have ξi ≤ a and
⋃
j≤ξi
Si,jk ⊆
⋃
j≤a S
i,j for all 1 ≤ i ≤ m.
It then follows that
(7) Sk =
⋃
1≤i≤m,j≤ξi
Si,jk =
⋃
1≤i≤m,j≤a
Si,jk ,
which is a union of at most m(a+ 1)-many sets. Thus we may write
Sk =
p:=m(a+1)−1⋃
i=0
Sik,
where each Sik is one of the S
i,j
k appearing in the right hand side of (7).
Since S0 ⊂ S1, we have that Sℓ00 ⊂ Sℓ01 for some 1 ≤ ℓ0 ≤ p. Now, the sequence
Sℓ00 ⊆ · · · ⊆ Sℓ0f1(0) can not be strictly increasing and so we must have that Sℓ10 ⊂ Sℓ1f1(0)
for some 1 ≤ ℓ1 ≤ p with ℓ1 6= ℓ0. Letting b10 = 0, b1l+1 = f1(b1l ) + b1l and f2 be the
bound function associated to the sequence (ab1
l
: l ≥ 0), we see that there must be
some 1 ≤ ℓ2 ≤ p with ℓ2 /∈ {ℓ0, ℓ1} such that Sℓ20 ⊂ Sℓ2b1
f2(0)
. Continuing in this fashion
for i = 2, . . . , p− 1, if we let bi0 = 0, bil+1 = bi−1fi(bil) + b
i
l and fi+1 be the bound function
associated to the sequence (abi
l
: l ≥ 0), we see that there must be 1 ≤ ℓi+1 ≤ p with
ℓi+1 /∈ {ℓ0, . . . , ℓi} such that Sℓi+10 ⊂ Sℓi+1bi
fi+1(0)
. Once we get to i = p − 1, we obtain
fp and 1 ≤ ℓp ≤ p with ℓp /∈ {ℓ0, . . . , ℓp−1} such that Sℓp0 ⊂ Sℓpbp−1
fp(0)
. Finally, letting
b0 = 0, bl+1 = b
p−1
fp(bl)
+ bl and f be the bound function associated to the sequence
(abl : l ≥ 0), we see that r < bf(0). Thus, we let t(m, 1, (ai : i ≥ 0)) := bf(0).
Finally, we consider the case t(m,n, (ai : i ≥ 0)) for m > 2 and n > 1. By
induction, we assume that we have recursively defined bound functions for m and
n′ < n. From now on, when we use the term bound function we mean we respect to
the fixed m. Let f be the bound function associated to n′ = 1 and the given sequence
(ai : i ≥ 0); that is, f(k) = t(m, 1, (ai : i ≥ k)). Suppose we have an increasing chain
S0 ⊂ S1 ⊂ · · · ⊂ Sr. Let
S ′k = {(ξ, i) ∈ Sk : i = n− 1} and S ′′k = {(ξ, i) ∈ Sk : i < n− 1}.
The sequence S ′0 ⊆ · · · ⊆ S ′f(0) can not be strictly increasing and so S ′′0 ⊂ S ′′f(0). Leting
b0 = 0, bl+1 = f(bl)+bl, and g be the bound function associated to n
′ = n−1 and the
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sequence (abl : l ≥ 0), we see that r < bg(0) =: t(m,n, (ai : i ≥ 0)). This completes
our algorithm.
To conclude this section let us consider again the situation of Fact 3.5. Let r be
a positive integer and consider the sequence (2ir : i ∈ N). Let t = t(m,n, r) be the
bound associated to this sequence given by the above algorithm. By the argument
following Fact 3.6 (and noting that in the ordinary case one can simply take s = r),
the value of s in Fact 3.5 can be taken to be Tm,nr where
(8)
{
T 1,nr = r
Tm,nr = 2
t(m,n,r)r, when m > 1.
Here are some calculations of T 2,n1 for n = 1, 2, 3:
(1) If n = 1, then t = b1 + 1 = 4 and so T
2,1
1 = 2
4 = 16.
(2) If n = 2, then t = b2 + 1 = 2
4 + 5 = 21 and so T 2,21 = 2
24+5 = 2097152.
(3) If n = 3, then t = b3+1 = 2
24+5+24+6 = 2097174, and so T 2,31 = 2
22
4+5+24+6.
4. Uniform Bounding
In this final section we prove our main result: an effective version of uniform
bounding for partial differential fields. We first prove an analogue of Fact 3.1 for
partial differential fields. To do this we will use the results of the previous section
and so, for the rest of this section, we fix T = Tm,n1 (where the latter was defined in
(8)). Note that T only depends on m and n. As in Section 2, (K, δ1, . . . , δm) denotes
a differentially closed field of characteristic with commuting derivations.
Proposition 4.1. Let V be an irreducible subvariety of Kn and W a subvariety of
Kn(m+1). Suppose X is an irreducible subvariety of BT−1(V ) such that
BT−1(W ) ∩B1(X) ⊆ BT (V )
projects dominantly onto X. If V ′ is a subvariety of V which does not contain the
projection of X in V , then there is v ∈ V \ V ′ such that ∇(v) ∈ W .
Remark 4.2. Note that in the case when m = 1, and so T = 1, the assumptions of
the proposition reduce to W ∩B1(X) projects dominantly onto X . Thus, in this case,
we recover Fact 3.1.
Proof. We take U to be a universal extension of K; that is, U is an algebraically closed
field extension of K that contains a generic point for each affine algebraic variety
defined over K. For any closed subvariety Z of Kn and any intermediate field K ≤
F ≤ U, we let Z(F ) be the zero set in F of the ideal of polynomials over K vanishing
on Z. Now, let Y be an irreducible component of BT−1(W ) ∩ B1(X) ⊆ BT (V ) that
projects dominantly onto X . Let (aξi : i < n, ξ ∈ Γ(T )) be a generic point of Y (U)
over K. Then aˆ := (aξi : i < n, ξ ∈ Γ(T −1)) is a generic point of X(U) over K. Also,
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note that since the projection of X in V is not contained in V ′, the point (a0i : i < n)
is in V (U) \ V ′(U). We claim that L := K(aξi : i < n, ξ ∈ Γ(T )) < U satisfies the
differential condition. Fix 1 ≤ k ≤ m. To prove that L satisfies the differential
condition it suffices to show that there is a derivation Dk : L
′ → L, where L′ = K(aˆ),
extending δk such that Dka
ξ
i = a
ξ+k
i for all a
ξ
i ∈ L′. By the standard argument
for extending a single derivation (see [15, Chapter 7, Theorem 5.1], for instance), it
suffices to show that if f is a polynomial over K in variables (xξi : i < n, ξ ∈ Γ(T −1))
and f(aˆ) = 0, then
(9)
∑
i<n,ξ∈Γ(T−1)
∂f
∂xξi
(aˆ) · aξ+ki + fDk(a¯) = 0.
Since aˆ is a generic point of X(U), the above equation is one of the equations defining
the first prolongation τ1V (U) (as discussed in §2) evaluated at (aξi : i < n, ξ ∈ Γ(T )).
We have seen that B1(X)(U) ⊆ τ1V (U), and hence, since
(aξi : i < n, ξ ∈ Γ(T )) ∈ B1(X)(U),
we have that equation (9) indeed holds. This shows that L satisfies the differential
condition. By Fact 3.5 and the choice of T , there is a differential field extension
(M,∆) of (K,∆) that is compatible with K(aξi : i < n, ξ ∈ Γ(1)). By universality
of U over K, we have that M < U. Since (aξi : i < n, ξ ∈ Γ(T )) ∈ BT−1(W )(U), we
have that (aξi : i < n, ξ ∈ Γ(1)) ∈ W (U). Thus, in the structure (M,∆), we have
that ∇(a0i : i < n) ∈ W (M), and above we had already seen that (a0i : i < n) is in
V (M) \ V ′(M). Using the fact that (K,∆) is differentially closed, one can now find
a point in K with the desired properties. 
To prove uniform bounding (for partial differential polynomial equations), let us
first consider the case of systems of first-order differential equations of the form (in
Corollary 4.6 we prove the general case):
p1(x) = 0
...
pr(x) = 0
q1(x, δ1x, . . . , δmx) = 0
...
qs(x, δ1x, . . . , δmx) = 0
where pi and qi are polynomials overK in the variables x = (x1, . . . , xn) and (x
ξ)ξ∈Γ(1),
respectively. Let Z be the set of solutions in K of this system and assume that it is
finite. Our goal is to give an upper bound on the cardinality of Z in terms of m, n
and the degrees of the pi’s and the qi’s.
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Let V be the closed subvariety of Kn defined by the pi’s and W be the closed
subvariety of Kn(m+1) defined by the qi’s, then the set of solutions is given by Z =
{v ∈ V : ∇(v) ∈ W}. Essentially what we will do is provide an algorithm which will
compute an upper bound for the size of Z. The termination of the algorithm follows
by noetherianity of the Zariski topology. The upper bound will follow from keeping
track of degrees and dimensions of certain algebraic varieties. Here is an informal
description of the algorithm:
(1) SetX to be the Zariski closure of π(BT (V )∩BT−1(W )) where π is the canonical
projection B1(BT−1(V ))→ BT−1(V ).
(2) Is the projection of X in V a finite set?
(a) If yes, we stop.
(b) If no, replace X with the Zariski closure of π(BT−1(W )∩B1(X)) and go
back to the beginning of Step 2 (as we will see in the proof of Theorem
4.3, this step will decrease the dimension of the irreducible components
of X whose projection in V is infinite).
Theorem 4.3. Let V be a subvariety of Kn of dimension d and W a subvariety of
K(m+1)n. If Z = {v ∈ V : ∇(v) ∈ W} is finite, then
|Z| ≤ (deg V )αT ·(m+1)dαT−1−1 (degW )αT−1· (m+1)
dαT−1−1
m .
Proof. First we show that if the statement holds for all irreducible V of dimension ≤ d,
then it holds for arbitrary V of dimension d. So, assume the statement holds for all
irreducible varieties of dimension ≤ d, and suppose V has decomposition V1∪ · · ·∪Vs
and dimension d. Let di = dim Vi and Zi = Vi ∩ Z. Then Zi = {v ∈ Vi : ∇(v) ∈ W},
and so, since Vi is irreducible, our assumption implies
|Zi| ≤ (deg Vi)αT ·(m+1)
diαT−1−1
(degW )αT−1·
(m+1)
diαT−1−1
m .
Using that Z = Z1 ∪ · · · ∪ Zs, we get
(10) |Z| ≤
s∑
i=1
|Zi| ≤
s∑
i=1
(deg Vi)
αT ·(m+1)
diαT−1−1
(degW )αT−1·
(m+1)
diαT−1−1
m .
Recalling that by definition deg V =
∑s
i=1 deg Vi, we have
s∑
i=1
(deg Vi)
αT ·(m+1)
dαT−1−1 ≤
(
s∑
i=1
deg Vi
)αT ·(m+1)dαT−1−1
= (deg V )αT ·(m+1)
dαT−1−1
.
Using this inequality, together with (10) and the fact that di ≤ d, we get
|Z| ≤ (deg V )αT ·(m+1)dαT−1−1 (degW )αT−1· (m+1)
dαT−1−1
m ,
as desired. Thus, it suffices to prove the statement under the assumption that V is
irreducible.
22 JAMES FREITAG AND OMAR LEO´N SA´NCHEZ
If d = 0 we have that |Z| ≤ |V | = deg V ≤ (deg V )αT (m+1)−1 , and so the upper
bound holds (note that αT (m+ 1)
−1 ≥ 1 ). We now assume d ≥ 1.
Let X0 be the Zariski closure of π(BT (V ) ∩ BT−1(W )) where π : B1(BT−1(V )) →
BT−1(V ) is the canonial projection. Define recursively
Xs := Zariski-closure of π(BT−1(W ) ∩ B1(Xs−1))
for s ≥ 1. It is easy to check, by induction on s and using Fact 2.5, that∇T−1(Z) ⊆ Xs
and
(11) deg(Xs) ≤ (deg V )αT (m+1)s (degW )αT−1
∑s
i=0(m+1)
i
.
Let us explain how the induction step is performed to prove (11): Assume the in-
equality is true for s − 1. Using Fact 2.5 and the definition of Xs we get degXs ≤
degBT−1(W ) · degB1(Xs−1). Recall from §2 that degBT−1(W ) ≤ (degW )αT−1 and
degB1(Xs−1) ≤ (degXs−1)m+1. These inequalities (and the inductive hypothesis)
imply
degXs ≤ (degW )αT−1 (deg V )(m+1)αT (m+1)s−1 (degW )(m+1)αT−1
∑s−1
i=0 (m+1)
i
= (deg V )αT (m+1)
s
(degW )αT−1
∑s
i=0(m+1)
i
.
Thus we obtain (11).
We now note that
(12) dimX0 < dαT−1
Indeed, if this were not the case, we would have that X0 = BT−1(V ) (here one uses
that fact that, since V is irreducible, BT−1(V ) is irreducible) and so Proposition 4.1
would imply that |Z| is infinite.
Claim 1. There is s ≤ dαT−1 − 1 such that the projection Xs → V is a finite set.
Proof of Claim. Towards a contradiction suppose there is no such an s. Then, for
each s < dαT−1 − 1, the projections of Xs and Xs+1 in V are infinite sets. Let Xˆs be
the union of all the irreducible components of Xs whose projection in V is infinite.
Similarly for Xˆs+1. We now claim that dim Xˆs+1 < dim Xˆs. Suppose this is not
the case. Then there is an irreducible component Y of Xs+1 whose projection in
V is infinite and such that dimY = dim Xˆs. Since Xs+1 ⊆ Xs, we have that Y is
an irreducible component of Xs. Since BT−1(W ) ∩ B1(Xs) projects dominantly onto
Xs+1 and Y is an irreducible component ofXs+1, BT−1(W )∩B1(Xs)∩π−1(Y ) projects
dominantly onto Y . By Lemma 2.4, B1(Y ) is an irreducible component of B1(Xs), and
so there is a nonempty open set U of Y such that B1(X)∩π−1(U) = B1(Y )∩π−1(U)
(U can be obtained by removing from Y all the other components of Xs). Hence,
BT−1(W ) ∩B1(Y ) projects dominantly onto Y . Then, by Proposition 4.1, |Z| would
be infinite. Hence, no such Y can exist.
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The above discussion shows that dim(Xˆs) ≤ dim(Xˆ0)−s for all s ≤ dαT−1. Hence,
dim(XˆdαT−1−1) ≤ dim(Xˆ0)− dαT−1 + 1 ≤ 0,
where the last inequality uses (12) (and dim(Xˆ0) ≤ dim(X0)). This shows that the
irreducible components of XdαT−1−1 whose projection in V is infinite have dimension
zero. But this is impossible and so we have proven the claim.
Let s be as in Claim 1. Then the projection Xs → V is a finite set. Since
∇T−1(Z) ⊆ Xs, Fact 2.5 yields |Z| ≤ degXs. Using (11) and s ≤ dαT−1 − 1 we get
(13) |Z| ≤ degXs ≤ (deg V )αT (m+1)
dαT−1−1
(degW )αT−1
∑dαT−1−1
i=0 (m+1)
i
.
Recall that for any integer a > 1 we have
∑k
i=0 a
i = a
k+1−1
a−1
, and so
dαT−1−1∑
i=0
(m+ 1)i =
(m+ 1)dαT−1 − 1
m
.
The result follows by subbing this in the right hand side of (13). 
Remark 4.4.
(1) The proof actually yields an upper bound for the degree of the Zariski closure
of Z, even when Z is not finite. In fact, a slightly more detailed conclusion is
given in Corollary 4.5 below.
(2) We can now give an upper bound in terms of the degrees of the p1, . . . , pr
and the q1, . . . , qs. Suppose their degree is bounded by D. Then, by Bezout’s
inequality, deg V ≤ Dr and degW ≤ Ds. Since
αT−1 · (m+ 1)
dαT−1 − 1
m
≤ αT · (m+ 1)dαT−1 ,
using the upper bound and that dim(V ) ≤ n, we have
|Z| ≤ D(r+s)αT (m+1)nαT−1 .
(3) If S is a closed subvariety of Kn and Z ′ = {v ∈ V \ S : ∇(v) ∈ W} is finite,
then the above proof shows that the same upper bound holds for |Z ′| (i.e., the
bound is independent of S). One could carry out a similar analysis in the case
when S is a subvariety of K(m+1)n and the Kolchin closed set is of the form
{v ∈ V : ∇(v) ∈ W \ S}; however, the arguments given here will not yield
an upper bound independent of S and so we would need a different strategy
(for instance, this would require a small modification of Proposition 4.1 and
an appropriate new algorithm). We do not explore such analysis here, as the
case of S ⊆ Kn is sufficient for our purposes (and for the possible applications
that we pointed out in the introduction).
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Corollary 4.5. Let V and S be subvarieties of Kn and W a subvariety of K(m+1)n.
Let d = dim(V ). If the components of the Zariski closure Z¯ of Z = {v ∈ V \ S :
∇(v) ∈ W} have dimension greater than or equal to d0, then
deg Z¯ ≤ (deg V )αT (m+1)(d−d0)αT−1−1 (degW )αT−1· (m+1)
(d−d0)αT−1−1
m .
Proof. First we show that if the statement holds for all irreducible V of dimension ≤ d,
then it holds for arbitrary V of dimension d. So, assume the statement holds for all
irreducible varieties of dimension ≤ d, and suppose V has decomposition V1∪ · · ·∪Vs
and dimension d. Let di = dimVi and Zi = Vi ∩ Z. Then Zi = {v ∈ Vi \ S : ∇(v) ∈
W}, and the irreducible components of Z¯i (the Zariski closure of Zi) are irreducible
components of Z¯. Thus, the components of Z¯i have dimension greater than or equal
to d0, and so, since Vi is irreducible, our assumption implies
deg Z¯i ≤ (deg Vi)αT ·(m+1)
(di−d0)αT−1−1
(degW )αT−1·
(m+1)
(di−d0)αT−1−1
m .
Using that Z¯ = Z¯1∪· · ·∪Z¯s and the fact that the components of Z¯i are components of
Z¯, we have that deg Z¯ ≤∑si=1 deg Z¯i. Putting this together with the above equation,
we get
(14) deg Z¯ ≤
s∑
i=1
(deg Vi)
αT ·(m+1)
(di−d0)αT−1−1
(degW )αT−1·
(m+1)
(di−d0)αT−1−1
m .
Recalling that by definition deg V =
∑s
i=1 deg Vi, we have
s∑
i=1
(deg Vi)
αT ·(m+1)
(d−d0)αT−1−1 ≤
(
s∑
i=1
deg Vi
)αT ·(m+1)(d−d0)αT−1−1
= (deg V )αT ·(m+1)
(d−d0)αT−1−1
.
Using this inequality, together with (14) and the fact that (di−d0) ≤ (d−d0), we get
deg Z¯ ≤ (deg V )αT ·(m+1)(d−d0)αT−1−1 (degW )αT−1· (m+1)
(d−d0)αT−1−1
m ,
as desired. Thus, it suffices to prove the statement under the assumption that V is
irreducible.
If d = dim(Z¯), then, by irreducibility of V , we would have Z¯ = V , and so deg Z¯ =
deg V ≤ (deg V )αT (m+1)−1 . Thus the upper bound holds in this case (note that αT (m+
1)−1 ≥ 1). We now consider the remaining case d > dim(Z¯).
Let C1, . . . , Ct be the irreducible components of Z¯. For each 1 ≤ i ≤ t, let Yi,0
be a component of the Zariski closure of π(BT (V ) ∩BT−1(W )) such that the Zariski
closure of the projection of Yi,0 in V contains Ci, where π : B1(BT−1(V ))→ BT−1(V )
is the canonial projection. We let
X0 = Y1,0 ∪ · · · ∪ Yt,0
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Define recursively, for s ≥ 1, Yi,s as a component of the Zariski closure of π(BT−1(W )∩
B1(Xs−1)) contained in Yi,s−1 such that the Zariski closure of the projection of Yi,s in
V contains Ci. We let
Xs = Y1,s ∪ · · · ∪ Yt,s.
Induction on s shows that ∇T−1(Z) ⊆ Xs for all s ≥ 0. Also, as we did in the proof
of Theorem 4.3, an induction on s and using Fact 2.5 yields
(15) deg(Xs) ≤ (deg V )αT (m+1)s (degW )αT−1
∑s
i=0(m+1)
i
.
We also have that
(16) dim(X0) < dαT−1
Indeed, if this were not the case, we would have that X0 = BT−1(V ) (here one uses
that fact that, since V is irreducible, BT−1(V ) is irreducible), and so Proposition 4.1
would imply that dim(Z¯) = d, which is impossible as we are assuming d > dim(Z¯).
Claim 1’. There is s ≤ (d−d0)αT−1−1 such that the Zariski closure of the projection
Xs → V equals Z¯.
Proof of Claim. Towards a contradiction suppose there is no such an s. Then, for each
s ≤ (d−d0)αT−1−1, the Zariski closure of the projection of Xs in V properly contains
Z¯; in other words, there is Yi,s such that dim(Yi,s) > dim(Z¯i). We now claim that for
each such i, dim(Yi,s+1) < dim(Yi,s). Suppose this is not the case, i.e., dim(Yi,s+1) =
dim(Yi,s). By irreducibility, we get Yi,s+1 = Yi,s. An argument like the one used in
Claim 1 of Theorem 4.3 shows that BT−1(W ) ∩ B1(Yi,s+1) projects dominantly onto
Yi,s+1. Now Proposition 4.1 would imply that dim(Yi,s) = dim(Yi,s+1) = dim(Z¯i),
which is a contradiction. Hence, we must have dim(Yi,s+1) < dim(Yi,s).
The above discussion shows that, for some 1 ≤ i ≤ t, dim(Yi,s) ≤ dim(Yi,0)− s for
all s ≤ (d− d0)αT−1. Hence,
dim(Yi,(d−d0)αT−1−1) ≤ dim(Yi,0)− (d− d0)αT−1 + 1 ≤ d0αT−1,
where the last inequality uses (16) (and dim(Yi,0) ≤ dim(X0)). Now, since the projec-
tion of Yi,(d−d0)αT−1 in V contains Z¯i and dim(Z¯i) ≥ d0, we have that dim(Yi,(d−d0)αT−1) ≥
d0αT−1 (see Lemma 2.3). Thus, we obtain
d0αT−1 ≤ dim(Yi,(d−d0)αT−1) ≤ dim(Yi,(d−d0)αT−1−1) ≤ d0αT−1.
Consequently, dim(Yi,(d−d0)αT−1−1) = dim(Yi,(d−d0)αT−1) which is impossible by the
above observations. We have reached the desired contradiction and thus we have
proven the claim.
Let s be as in Claim 1’. Then the Zariski closure of the projection Xs → V
equals Z¯. By Fact 2.5, deg Z¯ ≤ degXs. The result follows by using (15), the fact
that s ≤ (d − d0)αT−1 − 1, and the same identity used at the end of the proof of
Theorem 4.3. 
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We now extend our bound to systems of higher order differential polynomial equa-
tions.
Corollary 4.6. Let ℓ ∈ N. Suppose V and S are closed subvarieties of Kn and W a
subvariety of Kn·αℓ. Let d = dim V . If Z = {v ∈ V \ S : ∇ℓ(v) ∈ W} is finite, then
|Z| ≤ (deg V )αℓ−1αT ′ (m+1)d
′α
T ′−1
−1
(degW )αT ′−1·
(m+1)
d′α
T ′−1−1
m ,
where d′ = d · αℓ−1 and T ′ = Tm,n·αℓ−11 (the latter is defined in (8)).
Proof. Let V ′ := Bℓ−1(V ) ⊆ Kn·αℓ−1 and S ′ := Bℓ−1(S). For each i = 1, . . . , m, let
Ai = {ξ ∈ Nm : |ξ| = ℓ− 1 and ξj = 0 for j < i}. If we define
W ′ = {(xξ, yξ,i)ξ∈Γ(ℓ−1),1≤i≤m ∈ Kn(m+1)αℓ−1 : yξ,i = yζ,j when ξ + i = ζ + j,
yξ,i = xξ+i for ξ ∈ Γ(ℓ− 2), 1 ≤ i ≤ m,
(xξ, yζi,i)ξ∈Γ(ℓ−1),1≤i≤m,ζi∈Ai ∈ W},
then Z ′ = {v ∈ V ′\S ′ : ∇(v) ∈ W ′} is in bijection with Z and, by Bezout’s inequality,
deg(W ′) ≤ deg(W ). By Theorem 4.3 (and Remark 4.4 (3)), we have
|Z| = |Z ′| ≤ (deg V ′)αT ′ (m+1)d
′α
T ′−1
−1
(degW ′)αT ′−1·
(m+1)
d′α
T ′−1−1
m ,
where d′ = dimV ′ = d · αℓ−1 and T ′ = Tm,n·αℓ−11 . Using that deg V ′ ≤ (deg V )αℓ−1
and degW ′ ≤ degW , the result follows. 
Remark 4.7. (1) In the case when m = 1, and so T ′ = 1, we get α0 = 1, α1 = 2,
and αℓ−1 = ℓ. Thus, in this case, the bound reduces to
|Z| ≤ (deg V )ℓ2dℓ (degW )2dℓ−1,
which is precisely the upper bound found in the ordinary case [12].
(2) (Without the finiteness assumption on Z) When the components of the Zariski
closure Z¯ of Z have dimension greater than or equal to d0, we obtain a better
bound for deg(Z¯) (analogous to Corollary 4.5) by simply replacing d′ = d·αℓ−1
by d′ = (d− d0) · αℓ−1. In the ordinary case, this bound reduces to
deg(Z¯) ≤ (deg V )ℓ2(d−d0)ℓ (degW )2(d−d0)ℓ−1.
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