Abstract in this paper, a novel approach is presented for motion information retrieval based on a reference index that reduces the number of costly distance computations for similar measures. Due to high dimensionality of motion's features, the nonlinear Principal Component Analysis (PCA) dimension reduction is used. An algorithmic framework is used to approximate the optimal mapping function by a Radial Basis Function (RBF) for handling new data. Then, a reference index is built based on selecting a small set of representative motion clips in the database. This way we can get a candidate set by abandoning most unrelated motion clips to reduce the number of costly similarity measures significantly. Experimental results show that our methods are effective for data processing in large-scale databases of agriculture informatisation.
INTRODUCTION
Human motion recognition and analysis has been of interest to research in domains of computer vision.
in order to retrieve motion data accurately, the features used to represent motion data play a key role. Until now, many motion features have been proposed. in this paper, the features about joint positions, angles and velocities are extracted to represent motion data. Since these original features of motion clips lie in high-dimensional space and on a high-dimensional manifold, which is highly contorted, we use a nonlinear Principal Component Analysis (PCA) dimensionality reduction technique to map them into low-dimensional manifold.
The classical techniques of dimensionality reduction such as PCA, independent component analysis (iCA), Linear Discriminant Analysis (LDA) and Multi Dimensional Scaling (MDS) are inherently linear methods of dimensionality reduction. PCA is the best, in the mean-square error sense, linear dimension reduction technique (Jolliffe 1986; Jackson 1991) . Like PCA, factor analysis (FA) is also a linear method, based on the second-order data summaries (Mardia 1995) . Projection pursuit (PP) is a linear method that, unlike PCA and FA, can incorporate higher than second order information, and thus is useful for non-gaussian datasets. independent component analysis (iCA) (Hyvarinen 1999 ) is a higher-order method that seeks linear projections, not necessarily orthogonal to each other, that are as nearly statistically independent as possible. LLE (Roweis 2000) finds K the nearest neighbours of each point and computes the weights that best reconstruct each data point from its neighbours. So the intrinsic structure is preserved. isomap (Tenenbaum 2000) constructs a neighbourhood graph and computes the shortest path distances (geodesic distances) for each pair of points in the graph. Then, classical MDS is used with geodesic distances.
Nonlinear PCA (Fodor 2002 ) introduces nonlinearity in the objective function. The method of random projections is a simple yet powerful dimension reduction technique that uses random projection matrices to project the data into lower dimensional spaces (Kohonen 2000) . Nonlinear methods, such as principal curves, self organising maps and topographic maps, can, in principle, be incorporated into iCA. Here, we use nonlinear PCA to map 3D features into low-dimensional space.
However, new queries outside the given database can not be handled by nonlinear PCA. Since new queries outside the given database can not be handled by raw isomap, an incremental isomap (Law 2004 ) is proposed to treat increasing data, but the low-dimensional embedding of the training set must be recomputed every time. Shi (2005) proposed an extension of isomap to apply a trained model to new data points. But the extension still needs to compute geo-distance between new samples and training sets. A Radial Basis Function (RBF) neural network (He 2004 ) is trained to approximate the optimal mapping function from input space to the embedding subspace. in this paper, an algorithmic framework is used to approximate the optimal mapping function by a RBF for handling new data.
When motion clip data are embedded to low dimensional subspaces, similarity measures can be done with these subspaces. A number of index structures have been developed to reduce the cost of such searches. A k-gram (gravano 2001) is a sequence of length k, which based methods looking for the shortest subsequence that matches exactly, which is usually indexed using hash tables. Suffix trees were first proposed by Weiner (1973) under the name position tree. Efficient suffix tree construction methods (Hunt 2001) were developed. But these methods are notorious for their excessive memory usage and manage mismatches inefficiently. Some index structures have been developed to function in vector space, such as the frequency vectors (Kahveci 2004) . But as the query range increases frequency vectors perform poorly. Keogh ( 2004) shows a new indexing of human motion capture data technique with global scaling. Liu (2003) constructed a motion index tree based on a hierarchical motion description for motion retrieval. One reference-based indexing method, iDistance (Jagadish 2005) proposes two principal approaches for selecting reference points. Filho (2001) proposed one of the recent referencebased indexing methods, call Omni. in Omni, reference sequences are selected from the convex hull of the dataset. The DF-Tree (Traina 2002 ) selects a global set of representatives in a manner similar to Omni in order to prune candidate sequence when answering queries. However, these methods may achieve poor pruning rates and multiple, redundant references are available to prune the sequences near the hull but no references are available to prune sequences far from the hull.
We proposed a reference index (Ri) method to manipulate large-scale motion databases for motion retrieval. The reference-based indexing method selects a small fraction of clips referred to as the set of reference clips. The distance between references and database clips are pre-computed. given a query, the search algorithm finds the distance from each of the reference clips to the query example. Clips that are too close to or too far away from a reference are removed from the candidate set based upon those distances by lower bound (LB) and upper bound (UB) with the help of the triangle inequality. in past reference index methods, search algorithms always compute the LB and UB distance measure between all data points in a database and query example. Although computing LB and UB for each pair of data is very simple, searching all data for large-scale databases is time-consuming and unfeasible. So we increase the total number of references but use only a subset of them to index each clip. Ri builds a bi-directional mapping between references and database clips. With distances between query examples and references, mapping from references to database clips can be used to make a new candidate motion set by pruning motion clips which are far away from query examples before the search process begins. Then our system can complete motion retrieval with Ri based on a new reduced candidate motion set far smaller than the original database.
Finally, we test our automatic method on a large collection of motion capture clips with a large variety of actions and compare the performance with that of other methods. The results are very good, and the Ri is more appropriate for large-scale databases than conventional methods.
DIMENSIONALITY REDUCTION

Motion representation
In this paper, a simplified human skeleton model is defined as Fig. 1 , which contains 16 joints that are constructed in the form of tree. The joint root is the root of the tree and those paths from the root to all endmost joints in human skeletal model from sub-tree of root.
World coordinate of each joint can be represented as follows:
where F t is the t-th frame in motion clip M, P t is the rotation of the root joint and q i (t) is the rotation of joint i at frame t. m is the number of joints used in human skeleton.
All of the motions used by us are performed by a real actor and recorded by an optical motion capture system at frame rate 120. An actor wears a set of markers at each joint to identify the motion of the joints of the body. The optical motion capture system triangulates the 3D position of a marker with a number of cameras with high precision. The system produces motion data with 3 degrees of freedom (d.f.) for each marker, and rotational information must be inferred from the relative markers' orientation. We filter out the translation and rotation of the root joint which presents the overall position and orientation of human skeleton and has no relation with specific movement. By the motion capture system, each motion is presented by the same skeleton with 51 d.f. (corresponding to 16 joints of the human body, see Fig. 1 ). So in original motion data space, each frame of motion clip is represented as a vector with 48 dimensions.
Since each motion is a frame sequence, with each frame defining a posture, each posture is a configuration made up of all the body joints, and each motion is a harmonic combination of sub-motion of all these joints, an efficient description of the posture is required. The description should also address the different effect of each joint on determining the posture.
Hence, we generate additional features of the skeletal motion by 16 joints of original motion data. in our implementation they include: (1) joint positions, (2) joint angles and (3) joint velocities. Similar motion features were used by Assa (2005) . in our experiments, the above four aspects were found to be sufficient, whereas some other features such as joint angular velocities are found to be ineffective for motion recognition. in our motion model, a human motion has 16 joints. We can calculate each joint's coordinate from the raw data, based on this human skeletal, eight bones in human limbs and a central bone that is connected by root and chest joints as a reference bone. Each bone is defined as a vector from the upper joint to the lower joint in the human skeleton. Then, bone angles are measured using rotations of joints quaternion. Joint velocity is approximated using the position differences between the pose before and after the given frame. in total, we have 72 features. A motion clip with n frames is represented as a vector with n × 72 dimensions. The data residing in such high-dimensional space results in much more computation time and has a complex structure which is more difficult to analyse, so dimensionality reduction techniques will be discussed in the next section.
Dimensionality reduction
In this paper, a simplified human skeleton model is defined, which contains 16 joints that are constructed in the form of tree. Joint root is root of the tree and those paths from root to all endmost joints in human skeletal model from sub-tree of root.
We generate additional features of the skeletal motion by 16 joints of original motion data. in our implementation, these additional features are: (1) joint positions, (2) joint angles and (3) joint velocities.
Here, we use nonlinear PCA to map original motion clips into low-dimensional manifold. Nonlinear PCA introduces nonlinearity in the objective function, but the resulting components are still linear combinations of the original variables. This method can also be thought of as a special case of independent component analysis. Assuming that the components of s all have variance equal to one, the final y estimates are standardised to have E{yyT) = i, resulting in the matrix W being orthogonal (E{yyT} = WTE{vvT}W = i). Under this condition, it can be shown that:
Now every motion in the database is mapped into the embedding subspace. But for a new motion outside the motion database, it is unclear how to evaluate its map in the embedding subspace. Here, we apply neural network to approximate the optimal mapping function. The optimal mapping function is
where m is the number of motions in the database. Clearly, this is a multivariate nonparametric regression problem, since there is no a priori knowledge about the form of the true mapping function which is being estimated. in this work, we use radial basis function (RBF) networks, and the standard gradient descent is used as a search technique. The mapping function learned by RBF networks can be represented by
where ci is the center for Gi, and σi is the basis function width. The k-dimensional mapping in the embedding subspace can be represented as follows:
is the mapping function. Since the mapping function is approximated by the radial basis function neural network (RBFNN), we call the new embedding subspace RBFNN space.
Generalisation of nonlinear PCA in the above section, every motion in the database is mapped into the embedding subspace. But for a new motion outside the motion database, it is unclear how to evaluate its map in the nonlinear PCA embedding subspace. Here, we apply neural network to approximate the optimal mapping function. The where m is the number of motions in the database. Clearly, this is a multivariate nonparametric regression problem, since there is no a priori knowledge about the form of the true mapping function which is being estimated.
in this work, we use RBF networks, and the standard gradient descent is used as a search technique. The mapping function learned by RBF networks can be represented by
where h is the number of hidden layer neurons, and ω ij ∈R are the weights. G i is the radial function defined as follows:
where c i is the center for G i , and σ i is the basis function width. The k-dimensional mapping in the embedding subspace can be represented as follows:
is the mapping function. Since the mapping function is approximated by the RBFNN we call the new embedding subspace RBFNN space. in summary, the RBFNN approximates the optimal mapping function from the original motion space to RBFNN manifold subspace. it is trained off-line with the training sample between original motion space and nonlinear embedding subspace. The motion representation in RBFNN subspace is an approximation of motion representation in nonlinear embedding subspace. For a new motion previously unseen, it can be simply mapped into the RBFNN subspace by the mapping function. After non-linear reduction by isomap (see Fig. 2 ), the low-dimensional embedding of original motion clip is obtained with a very simple structure.
REFERENCE INDEX
For motion retrieval, Euclidean distance is inappropriate because of the inherent variability found in human motion. And DTW can align the time axis before calculating the Euclidean distance and is widely used in similarity measure of sequence database. So we use Dist(p,q) to denote the DTW distance between motion clip p and q after dimensionality reduction. Since DTW is a metric distance, Dist satisfies the triangle inequality for any motion clip x: Fig. 3 illustrates reference indexing in a hypothetical two-dimensional space. Here, point r1 and r2 are reference clips, s is a random motion clip in the database S, and q is a motion query example with range ε. The distance between two points corresponds to the DTW distance between the corresponding motion clips (e.g., r1q corresponds to the DTW distance between the reference clip r1 and motion query example q). For making the index for the database, the distance between the clip in the database and the reference clip are pre-computed. r1s, r2s are these distances. When a query q with range ε is given, we compute the distance r1s and r2s which are between reference and query. The motion match by DTW during motion retrieval should only be done in the candidate set, which is much less than original database. Computing time of similarity measure is dramatically saved.
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Here, we describe how to choose some appropriate reference point inside the database, which can represent all parts of the database, to build reference index. We can found that the performance of the reference index can be improved by selecting references that have a significant number of clips close to and far from them, so the variance of the distribution of distances between reference and other clips in the database can well represent the spread of clips in the database around references clips.
An algorithm for choosing reference clips is presented in Fig. 4 .
Here, we describe how to choose some appropriate reference clips inside the database, which can represent all parts of the database, to build the reference index. In Fig. 4 , the algorithm first selects a sample database S′ by nearest neighbour rules, which can approximately represent the distribution of the database. Then, mean and variance of Dist are calculated, so the database S can be sorted in descending order of their variances. The clip with maximum variance is selected as the next reference to add to reference set R and the clips close to or far away from the new reference are removed from S. At each iteration, a new reference that is neither close to nor far away from the existing reference clip is selected until the number of references reaches m.
In the algorithm below, we first select a sample database S by nearest neighbour rules, which can approximately represent the distribution of the database. Then mean and variance of the Dist is calculated, so the database S can be sorted in descending order of their variances. The clip with maximum variance is selected as the next reference to add to reference set R and the clips are close to or far away from the new reference are removed from S. At each iteration, a new reference which is neither close to nor far away from the existing reference is selected until the number reaches m. (a,b,h) and far from it (f,g) can be abandoned using a as the reference. The remaining clips remain in the candidate set. A clip from the candidate set having the next highest variance, r2, is selected as the reference. Reference r2 can remove the clip c,d close to it and e far from it from the candidate set.
For database mapping to references, only a subset of the reference set is used to index each database clip. That is, given a set of M references, the system assigns a set of m references to each database clip (M > m) such that at least one of these m references will remove clips from the candidate set for as many queries as possible. Mapping without all references can improve the performance of system. The whole reference set (R) is selected in last section. Now we use a sample query set (Q) to estimate each reference's efficiency of abandoning clips from candidate set. For each database clip, we assign the m references in R that provide the best abandoning efficiency according to Q. The new reference is mapped to a clip only if the benefit of including this reference is more than the additional cost it brings.
The algorithm returns a mapping from each database clip to local references sets. For each database clip s, the algorithm repeatedly maps one reference until m references are mapped. The procedure selects the reference clip for which s is abandoned for maximum number of queries.
in past reference index methods, search algorithms always compute the LB and UB distance measures between all data points in the database and query example. Although computing the LB and UB for each pair data is very simple, searching all data for large-scale databases is time-consuming and unfeasible. So, we extend one-way reference index to reference index (Ri). it means that mapping from reference to database clips is built. So, we can use this mapping to prune most unrelated motion clips from the database before motion retrieval. This procedure means much to process for large-scale database. Now we can use the Ri to do motion retrieval. For a new motion query example q and range 
EXPERIMENTAL RESULTS
We implement out algorithm in matlab. it is more than 5000 motion clips with 30 common types in the database for testing. Most of the typical human motions are performed by actors, such as walking, running, kicking, punching, jumping, washing the floor, etc. We compare the performance of our proposed ensemble learning retrieval algorithm by nonlinear PCA dimension reduction with the same algorithm by linear approach PCA dimension reduction. Fig. 6 shows the experimental result by looking at retrieval by learning by different databases. As can be seen, nonlinear PCA dimension reduction outperforms PCA upon the motion data, for the motion manifold is possibly highly nonlinear and linear PCA can only discover the linear structure. The goal of the next experiment is to compare our method with existing reference-like indexing methods using same numbers of references. Fig. 7 shows that for a varying number of databases, Ri reduces the time of similarity measure. So motion retrieval based on Ri runs much faster than other methods, such as Omni, MVD (Filho 2001; Traina 2002 ) .
We compared the motion retrieval efficiency of the proposed method with the method with nearest neighbour rule and dynamic clustering algorithm based on index three (iT), which is described by Liu (2003), Keogh's (2004) index method based on global scaling index (gSi), and our method by nonlinear PCA and Ri. Table 1 shows that the performances of these methods is based on the same database of 1000 motion clips. And, for motion retrieval on the same RBFNN subspace, performances of some reference index methods include Ri based on the same motion database are shown in Table 2 . it is obvious that the time of our method is so much less than other methods and precision and recall are higher. It means that RI index is efficient and accurate for motion retrieval in large human motion capture database.
CONCLUSION
in this paper, a reference index method is proposed for a motion retrieval system. Before retrieval, some motion features are extracted from motion data and generalisation of nonlinear PCA with RBF neural network is used to reduce the dimensions of these features and embed original motion space and new motion data into low-dimensional subspace.
Then, Ri selects a number of reference clips to represent the whole database and builds a bi-directional mapping between references and database for choosing candidate sets before similarity measure in retrieval.
At last, the whole motion database is efficiently and accurately indexed. The motion retrieval system is also sped up significantly To get natural motion data efficiently, we will study motion sequence containing several different types of motions. We will do some further investigation about how to extract semantic information from the RBFNN subspace and Ri, then semantic feature can help us to retrieve short motion clip from long motion sequence with query motion.
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