Self-management of large information technology components, such as DBMSs, has emerged as one important problem in the area of autonomic computing. In particular, automated storage management is critical for most data-intensive applications. The reason is that the storage maintenance cost manifests one of the biggest factors in the overall operational cost. At the same time, due to the interactive nature of most applications, users typically pose the QoS constraints on IO access performance. Hence it is crucial to ensure that the applications are not underprovisioned (giving rise to the risk of QoS violation) or over-provisioned (resulting in high operational costs). Such issue gets further complicated when the application workload keeps changing. In this paper, we present a novel analytic framework, PULSATINGSTORE, for autonomically managing the storage to balance the cost and performance in an online manner. In particular, given the workload characteristics of an application and storage QoS requirement, our PULSATINGSTORE framework is capable of scheduling the up-migration (in the case of under-provisioning) or down-migration (in the case of over-provisioning) with the optimal or near-optimal cost while still maintaining the QoS constraint.
Introduction
Traditionally storage has been purchased and attached to a computer system. Such storage is accessible only through the computer system to which it is locally attached. In the last 10 years, especially in corporate computing, storage is being increasingly purchased independent of the processors, independently managed and administered. Because of the standardization of disk IO protocols, the storage is shared amongst various heterogeneous processors running * Named after "A pulsating star is a subtype of variable stars that dims and brightens as its surface expands and contracts". tically but also dynamically make changes to the mapping of virtual disks to physical disks. Where could this be exploited? Many IO workloads exhibit cyclic behaviors, and alternate between bursts of high activity and periods of low activity. A significant number of practical instances show that the IO workload lends itself to be predictable. For example, Figure 1 shows the IO workload in a week period extracted from HP Cello92 IO traces [15] collected from HP-UX file server. It is highly repetitive. As another example, in an DBMS environment, there is significant IO generated by online transaction processing applications during office hours and significant IO by housekeeping operations like data reorganization and defragmentation during non working hours.
If a reasonable prediction of IO workload can be made, the storage virtualization layer could optimize the mapping of physical disks to virtual disks to satisfy applications' IO response time requirement. This problem is usually refered as on-demand utility provisioning [14] . For example, when the workload IO requirement is high, a larger number of physical disks may be used to support a virtual disk. When the IO requirement is low, and provided no capac-ity constraints are violated, a smaller number of physical disks may be used to support a virtual disk. It is an analog to the problem of processor allocation to shared concurrent workloads. What is different is that the disks contain data. Hence if we change the number of disks to support a specific collection of data we also need to redistribute the data. This task involves data movement, which generates even more IO. Hence, it may not always be advisable to change the number of disks. If the number of disks are to be changed, then the change must be done in advance. When must it be done? These are questions that will be answered in this paper.
In this paper, we tackle the problem of moving data in a storage hierarchy under both capacity/performance constraints and on-demand resource provisioning constraints. The challenges are two folds. First, for a single data movement action, as it interacts with the applications, we need to control its impact on application performance. In particular, we need to control the invocation time of a data movement such that there is no performance constraint violation during and after the data movement. Second, as workload varies over time, it is likely that the previous storage provisioning action may have been either too small or too large, resulting in either capacity/preformance constraint violation (under-provisioning) or wasteful storage configuration (over-provisioning). Hence it is important to dynamically generate a sequence of carefully tuned data movement actions in order to adapt to the changing workload. We develop a framework to address the first challenge while leaving the second as future work.
The remainder of this paper is organized as follows. We motivate our work in Section 2. We describe several system models as the base of our work in Section 3. In Section 4, we present the proposed new analytical framework, PULSATINGSTORE. We discuss the related work in Section 5 and conclude in Section 6. Figure 2 shows the data objects in a traditional DBMS and their mapping into the lower levels of a storage system. At the highest level, data is stored in the form of tables, which can have indexes. Table spaces map tables to the data containers, which can be files. Files are accessed through file systems, and file systems resides on logical disks. For some DBMSs, table spaces can also be mapped directly to the logical disks, the other kind of data containers. A logical disk is defined on a set of physical disks or partitions of physical disks.
Storage Management for DBMS
As DBMSs and their storage sub-systems are tightly integrated, DBMS designers have studied the following issues in managing the storage layer inside a DBMS.
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Figure 2: DBMS and Storage Objects
• Load balancing. To avoid skewed IO access to some disks, most DBMSs stripe data in a table or an index across all the data containers of the corresponding table space, namely files or logical disks. This ensures that each file or logical disk handles approximately the same amount of IOs over time.
• Changes in data size. As the size of a table can increase or decrease over time, the storage management layer in a DBMS must be able to adapt the configuration to accommodate more data or reclaim the resource for reduced data size. This is usually implemented via changing the mapping between the table space and the data containers. That is, a table space can add more data containers to hold the extra data, and remove data containers when some data is deleted. After the mapping between table space and data containers changes, we may need to re-balance data in the table space across all the data containers. • Performance. IO access is the main source of bottleneck for most DBMS applications. Although the DBMS query optimizer generates query plans which usually require the least amount of IO accesses to the disks, it is inevitable that the storage system can still be the bottleneck in the whole system stack. Therefore, the storage layer needs to respond to the workload from the higher layers in DBMSs, and adapt the data layout accordingly to achieve the required IO performance. • Online maintenance tasks. Most DBMS maintenance tasks are IO intensive, such as collecting table statistics, loading data, data migration, backup etc. Furthermore, these tasks must run in an online fashion, because DBMS applications run 24×7. Therefore, a mechanism to control the impact of the maintenance tasks on the foreground application is needed. Some DBMSs [14] have used control theory to achieve that goal. Moreover, an intelligent scheduler is required to find the right time to start these maintenance tasks.
In summary, automated storage management is critical to ensure that DBMSs are self-managed and handle the problem of over-and under-provisioning of storage to DBMSs dynamically.
The System Model
In this paper, we consider the problem of balancing the conflicting goals of the storage utility cost and QoSS requirement. Our study is based on a hierarchical storage structure, prediction models for IO workload and latency, online data migration model, and storage utility cost model.
Storage Architecture
Modern applications access the storage in terms of logical disks, which are then transparently mapped to the physical disks by the storage virtualization engine [7] . Figure 3 depicts the architecture of such a storage system. Here the virtualization engine can reside in a storage controller or the storage management layer of a DBMS. Such transparency hides the complex storage management from the applications and enables on-the-fly reconfiguration of resources, such as online data migration. The actual physical storage model may employ a hierarchical structure [5] . Each layer in the hierarchy contains a pool of identical storage devices, called storage pool. As we move upward through the hierarchy, each layer provides faster access speed but is more expensive. While as we move downward through the hierarchy, the cost decreases and so does the access speed. Such a storage hierarchy scheme provides flexible control over the tradeoffs between the access speed and the cost through data movements. The overall objective of the storage hierarchy is to provide fastest average access speed with the least expensive average cost per bit of on-line data.
Workload and QoSS
In general, any application workload can be abstracted as a function of time, which returns the characteristics of the workload at a particular time. Workload prediction models and time series analysis have been extensively studied in the literature [18, 11] . The analysis on workload prediction model is beyond the scope of this paper.
The storage level quality-of-service (QoSS) specifies the IO performance for a particular storage object that must be guaranteed under any workload. The study in Aqueduct [10] shows that it is practical to associate QoSS goals with logical disks. We use L QoS to denote the QoSS goal on IO latency for a logical disk.
To enforce the QoSS goal, it is crucial to predict performance outcome for a given workload and storage system configuration. There are numerous works [9, 13, 4] on the models to predict the performance outcome. In these models, the IO latency can be represented as a function of workload and logical disk configuration. Since these two parameters are a function of time, the latency can simply be predicted as a function of time, denoted as L(t). The QoSS goal is expressed as a bounded latency: it requires that L(t) ≤ L QoS at any time. In practice, such QoSS goal specifications may be derived from application requirements (e.g., based on the timing constraints and the buffer size of a media-streaming server), or empirically derived from workload monitoring and measurements.
Online Data Migration
Data migration is initiated when the storage system experiences performance degradation or anticipates disk failure. As described before, as one of the maintenance tasks, data migration must run in an online manner, meaning no application will be interrupted during data migration. There are several works addressing issues related to online data migration [8, 10, 6] . However, none of them consider a sequence of data movement to provide QoSS guarantee. Moreover, they did not study the appropriate time to trigger migration action. Finally, the overlap between the source and the destination disks is not considered in previous work, which is quite common for the data movement in a DBMS.
In our model, one logical disk is striped across all the physical devices assigned to it. We study two aspects which directly impact the performance of a striping storage system, namely the number of disks allocated for a workload (a.k.a striping width) and disk speed. Changing the striping unit size dynamically for varying workloads has been studied [16] . We do not address this problem in this paper. We can either increase the physical disk speed or the striping width to decrease the IO latency, or vice versa to increase the IO latency. The change of physical disk speed is realized through the data movement across pools (inter-pool migration), and the change of the striping width is implemented through the data movement inside a pool (intra-pool migration) by adding or removing disk(s) from current setting.
We now describe a typical online data migration scheme, which has been exploited in commercial DBMSs, such as IBM DB2 UDB [12] . The data location is maintained by a data element map. Once a data element is moved from one source disk to another destination disk, the data element map is updated. Therefore, part of the workload is directed to the destination disks and the other part of the workload continues to be directed to the source disks until migration completes. The migration action to reduce the application latency is called up migration. The migration action to reduce resource utility cost is called down migration.
Storage Utility Cost
In our hierarchical storage structure, data elements are moved to adapt to the changing workload. We call the data movement an action. The invocation of an action is described as (D, I, C). D stands for the destination disks. It is denoted by a pair (number of disks, pool id). In the case of inter-pool data movement, it identifies the number of disks in another pool as the destination, while in the case of intra-pool data movement, it identifies how many disks are to be added or removed from the current configuration. I represents the time to invoke the action. Finally, C is the throttling parameter to control the speed of an action.
The QoSS requirement motivates data movement towards a higher level of storage pools. However, it is not necessary to stay with high expense of using disks in a high level, when the workload becomes low. Therefore, a logical disk needs to downgrade to a less powerful setting to save cost. For the measurement of the store cost over time for a particular logical disk and the corresponding workload, we define the resource utility cost, U. Let P represent a time period of either a data migration phase or no-migration phase, and let P be the duration of time period P . D P is the associated disks in use, and |D P | is the number of disks. C DP is the cost of obtaining or running on one of the disks in D P per time unit.
Our goal is to minimize U while guaranteeing that no QoSS violation occurs.
PULSATINGSTORE
We present a design of a system named, PULSATING-STORE, whose goal is to produce an action invocation sequence so that the performance outcome of the whole sys-tem satisfies the QoSS specification and the resource utility cost is minimized.
System Overview
In order to adapt to the variations in workload while providing QoSS guarantees, the following challenges need to be addressed:
• Guarantee QoSS requirements. The challenge is to detect when performance will violate QoSS requirements, and determine how to avoid this via appropriate resource re-allocation. Analytical techniques are needed to identify the new resources as destination for data migration, if current resources are not capable of providing QoSS guarantees in the future. • Ensure minimal resource consumption. The challenge is that the goal of minimizing utility cost conflicts with QoSS constraints. This goal is to reduce the resource allocated to applications when the system observes over-provisioning. However, too aggressive resource reclaim may hurt the performance, and violate QoSS, which is not desirable. Therefore, migrations that reduce resource must be considered together with migrations that increase resources for QoS guarantees. • Control the migration. During a migration action, the migration speed should be controlled to enforce QoSS. This is achieved not only by throttling the migration IOs to limit its impact on the application performance, but also by finding the appropriate time to initiate migration. Our study focuses on the latter aspect. If the migration invocation time is not chosen carefully, the migration task may never complete due to "migration thrashing", which occurs when applications consume all the storage bandwidth.
In order to address the above problems, PULSATING-STORE first provides solutions for a single migration, and then generates a sequence of migration actions which are either optimal or almost-optimal solution for a given time period. In this paper, we address the first issue and the remainings are on-going work.
Single Migration Action
In this section, we analyze how migration process affect the workload and IO latency on the source disks and destination disks. We use Src and Des to represent the source and the destination disks for an action. Let I denote the migration starting time, and t m denote the migration duration. Figure 5 gives an example. There are a total of four data elements to be moved. At each time unit along t axis, one data element is moved. It is important to note that once a migration starts, the longer it proceeds, the less data remains at Src, while the more data is moved to Des. On the other hand, the earlier a migration starts, the less data remains at Src, and the more data is moved to Des.The table shown in Figure 5 lists the values of p and q with different t and I. It illustrates that given t, when I increases, p(t, I) does not decrease for t − t m ≤ I ≤ t, and q(t, I) does not increase for t−t m ≤ I ≤ t. Such monotonic prop-erty is essential to our solution later.
To further analyze the corresponding change in workload on individual physical disks, we partition all the physical disks in Src ∪ Des into two exclusive sets of disks. We call a disk α-disk if the amount of data residing on the disk, which indicates the amount of workload, is decreasing over time, or a β-disk otherwise.
As shown in Figure 4 , for case (a), all the source disks are α-disks, and rest of the disks are β-disks; for case (b), all the destination disks are β-disks, and rest of the disks are α-disks; for case (c), if it is up migration, source disks are α-disks, and destination disks are β-disks, and vice versa for down migration. Therefore, an α-disk is a disk ∈ Src and β-disk is a disk ∈ Des − Src, for up migration. αdisk is a disk ∈ Src − Des and a β-disk is a disk ∈ Des, for down migration. Let p α (t, I) and p β (t, I) represent the fraction of data on α-disks and β-disks respectively. If we view the example shown in Figure 5 as an interpool migration, then disks in Src are all α-disks, and disks in Des are all β-disks; p(t, I) can be viewed as p α (t, I) and q(t, I) can be viewed as p β (t, I). To analyze the two interpool migration cases, we show two examples in Figure 6 Figure 6 illustrates a case of up migration, namely more disks are added into the existing set of disks to increase the storage system bandwidth. In this example, the source disks are the first two disks, and one more disk is added and therefore the destination disks are all three disks. At each time unit, six data elements are moved from the source disks to the destination disks. As shown in Figure 6 , the first two disks are α-disks, and the newly added one is a β disk. At time t = 8, when I advances from 6 to 8, p α changes from 1 3 to 5 12 , and finally to 1 2 , while p β changes from 1 3 to 1 6 , and finally to 0. disks are β-disks and the last one is an α-disk. If we examine the last two columns of the table, we observe that p α increases from 0 to 1 6 to 1 3 , and p β decreases from 1 2 to 5 12 to 1 3 . From the above examples, we draw the conclusion that, given time t, when I increases, p α (t, I) is non-decreasing, and p β (t, I) is non-increasing, for t − t m ≤ I ≤ t.
In this paper, we study one aspect of the IO workload, namely IO rate. Before we study the performance behavior of application IOs during migration, we make an assumption which describes the relationship between IO rate and IO latency. This assumption can be shown to be true in most cases.
Assumption During the migration process, if the application IO rate to a physical disk increases, the application IO latency increases too. Otherwise, if the application IO rate to a physical disk decreases, the application IO latency decreases too.
Let L α (t, I) denote the latency function for the α-disks and L β (t, I) for the β-disks. Based on this assumption and the conclusion we draw earlier, we derive that L α (t, I) is monotonically increasing, and L β (t, I) is monotonically decreasing, when I increases.
Safe Time Zone for Single Migration
The main challenge here is to determine when to start migration so that during migration there is no QoSS violation.
Note that each IO request to the logical disk is typically broken into one or more IO sub-requests to the physical disks due to data striping. Hence, the QoSS requirement of one logical IO request can be interpreted as the QoSS requirement of one IO sub-request to each physical disk. Or in other words, for each physical disk, the latency for each IO sub-request should be smaller than L QoS .
Based on the discussions in the last section, we know that the workload on an α-disk keeps decreasing while the workload on a β-disk keeps increasing during the migration. Hence, we have to ensure that both α-disk and β-disk should not violate the QoSS requirement during the migration.
Formally, we need to find a valid migration invocation time, I, such that when I ≤ t ≤ I + t m (i.e., during the migration period), we always have L α (t, I) ≤ L QoS and L β (t, I) ≤ L QoS . We call such a valid I as safe time zone for a single migration.
Since α-disk and β-disk have different performance characteristics during migration as described in the last section, our solution to find the safe time zone is to first find the safe time for α-disk and then find the safe time for β-disk. The final safe time zone is simply the intersection of these two time ranges.
-Finding safe I for α-disks. This problem essentially is to solve the following inequality:
We note that this inequality can be solved much more easily based on the monotonocity of L α (t, I) developed in the last section. Figure 8 depicts a curve L α (t, I) = L QoS , with t as xaxis and I as y-axis. To limit the search space, we use t min to denote the earliest migration invocation time and t max to denote the latest migration invocation time.
First, the area below the curve must have the property that L α (t, I) ≤ L QoS (Area 1 in Figure 8 ). This is due to the monotonically increasing property of L α (t, I) on I. Similarly, the area above the curve must have the property that L α (t, I) > L QoS . Hence, there is no QoSS violation iff (t, I) is in Area 1.
Second, we have to ensure that during the migration phase, L α (t, I) ≤ L QoS must always hold. The duration of the migration phase can be precisely defined as Area 2 in Figure 8 . That is, if the migration starts at I, it will finish at I +t m . Hence, we need to guarantee that during [I, I +t m ], there is no QoSS violation. Or in other words, the duration [I, I + t m ] should be within Area 1 in Figure 8 .
Thus, the safe invocation time for α-disk can be computed by finding the parallelogram in Area 2 that is completely within in Area 1 in Figure 8 . A sample safe invocation time zone is depicted as the highlighted parallelogram in Figure 8 . In this particular example, any invocation time I with I ∈ [t min , t 1 ] is safe in the sense that there is no QoSS violation during migration. Finally, we can solve I by applying the standard techniques of examining local extrema [20] .
-Finding safe I for β-disks. Similarly, this problem is to solve the following inequality:
Compared to the techniques for finding the safe I for αdisks, the main difference here is that the function L β (t, I) is a monotonically decreasing function on I. Hence, as shown in Figure 9 Next, Area 2 is defined similarly as the migration duration phase. Thus, the safe invocation time for β-disk can be computed by finding the parallelogram in Area 2 that is completely within in Area 3 in Figure 9 . A sample safe invocation time zone is depicted as the highlighted parallelogram in Figure 9 . In this particular example, any invocation time I with I ∈ [t 2 , t max ] is safe in the sense that there is no QoSS violation during migration.
Finally, the safe time zone for a single migration action is computed by intersecting the safe time ranges for both αdisks and β-disks, e.g., [t min , t 1 ] ∩ [t 2 , t max ] = [t 2 , t 1 ] in Figure 8 and 9.
Note that, since our analytic framework is designed to be general enough to fit any model, the function L α (t, I) = L QoS or L β (t, I) = L QoS may not always be a continuous curve as in Figure 8 and Figure 9 . In fact, it may be a se-ries of disjointed curves. We can apply similar techniques to analyze each individual curve. We will not describe further details of this issue in this paper.
-Finding t m . The migration duration, t m , may not always be a constant in practice. We can derive it using the following equation.
Here f (t, I) is the migration speed (in IOPS) at time t and I is the migration invocation time.
When t m is not fixed, the Area 2 in Figure 8 and 9 is no longer parallelogram, i.e., the line t = I + t m becomes a curve. Nevertheless, the definition of safe time zone and the corresponding algorithms remain the same.
Related Work
Minerva [1] is a suite of tools for designing storage systems automatically. However, Minerva is not a self-tuning system. It eases the capacity planing tasks, but leaves the resource re-provisioning problem open. The AutoRAID system [22] implements a two-level storage hierarchy and moves data blocks between these two levels due to capacity constraints and availability or performance requirements. Scheuermann et al. [16] studied the tuning issues in a parallel disk system with regard to striping and load balancing. None of these autonomic storage systems addresses the issue of moving data due to both QoSS requirements and on-demand storage provisioning requirement.
A fundamental problem in QoS-guaranteed systems design is how to balance the potentially contradictary goals of optimizing system resource utilization or cost efficiency and satisfying QoSS requirements. Cello [17] combines a class independent scheduler with a set of class specific schedulers. Two time scales are considered in the two levels of the framework to allocate disk bandwidth. Wijayaratne and Reddy [21] present a similar two-level scheduler. Bruno et al. [3] described a QoS-aware disk scheduler to implement the weighted fair queuing (WFQ) algorithm. In our study, we consider the balance between the system resource cost and QoSS requirement.
As online maintenance tasks become a necessity, researchers have studied the backend maintenance tasks as well as their interaction with frontend application tasks. Aqueduct [10] used a control-theoretic approach to statistically guarantee a bound on the amount of impact data migration task has on foreground work. Bachmat et al. [2] analyzed various algorithms for scheduling low priority disk drive tasks and predicted the response time of the backend tasks. Database systems also incorporated throttling mechanisms to control the performance impact of administrative tasks [12] , such as calculating table statistics, table reorganization, table rebalancing, etc. , on frontend transactions. These mechanisms impose no control over the backend task invocation completion time, and therefore, provide no guarantee to avoid backend task thrashing [19] . In this paper, we developed an analytical model to determine the backend task invocation time. Optimality and efficiency of single data movement action has been studied [8, 6] . However, the migration action is not invoked to avoid QoSS violation or to reduce resource consumption.
Conclusion and Future Work
PULSATINGSTORE aims to provide an automated storage management service which balances the conflicting goals of both performance guarantees and on-demand resource usage. As the IO workload changes over time, storage resources need to be re-allocated to satisfy both service goals. Therefore, we studied single data migration and the analytical model to detect the safe time zone for migration invocation. To implement resource re-allocation one after another, PULSATINGSTORE should be able to choose the right destination for data migration and consider a sequence of migrations in a time period. We plan to extend the PUL-SATINGSTORE framework for multiple migration tasks as future work.
