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Abstract
Two different generalizations of the concept of Hessenberg matrices have appeared re-
cently in the literature. In this note we study their connections in more detail and give a general
structure theorem for these classes of matrices.
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1. Introduction
Hessenberg matrices play an important role in many applications and have hence
been the object of several studies, see, e.g., [6,7,8,1]. Recently two different gen-
eralizations of the concept of Hessenberg matrices have appeared in the literature,
namely [4,3]. After describing them we show the exact connection between these
concepts in Theorem 4. In Theorem 6 we give a general structure theorem.
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2. Generalized Hessenberg matrices, known results
We consider in this paper only lower Hessenberg matrices, i.e. n-by-n matrices
H = (hi,j ) ∈ Kn,n with hi,j = 0, j > i + 1, hi,j ∈ K = R,C. To avoid trivialities,
we assume n  2. H is unreduced if hi,i+1 /= 0, i = 1, . . . , n − 1.
If I, J are nonvoid subsets of 1, . . . , n and A ∈ Kn,n, then A[I, J ] denotes the
submatrix of H with row indices in I and column indices in J . Superdiagonal sub-
matrices are those A[I, J ] with I < J , i.e. i < j for all i ∈ I , j ∈ J . The maximal
rank of superdiagonal submatrices is called the superdiagonal rank supr(H).
Following [4] we consider the matrices in
GH1 = GH1(n) = {A ∈ Kn,n, supr(A) = 1}.
Clearly all Hessenberg matrices which are not lower triangular are in GH1. Actu-
ally in [4] the transposes of the matrices in GH1 are studied and called “generalized
Hessenberg matrices”.
A different approach was taken earlier in [3]. For an explanation we cite the fol-
lowing result [3,1]:
Theorem 1. Let n  2. For a given nonsingular n-by-n matrix A the following are
equivalent:
1. A−1 is an unreduced Hessenberg matrix.
2. A = L + uvT, where L is strictly lower triangular, and u, v ∈ Kn.
The set of nonsingular matrices satifying (2) of the preceding theorem is denoted
by G(n), n  2, while G(1) is the set of nonzero 1-by-1 matrices.
Define T (n) as the set of all block lower triangular matrices A = (Aij ), where
the diagonal blocks Aii have dimension ni and are in G(ni). Such matrices A are
by Theorem 1 exactly the inverses of nonsingular and possibly reduced Hessenberg
matrices (A is unreduced if and only if there is exactly one diagonal block Aii).
In [3] the following set is introduced for n  2:
GH2 = GH2(n) = {A ∈ Kn,n, A[{1, . . . , n − 1}, {2, . . . , n}] ∈ T (n − 1)}.
The following result, Theorem 4.1 in [3], shows that the inverses of these matrices
have a simple form. A comparison of the second statements in Theorems 1 and 2
explains why it makes some sense to call these matrices “generalized Hessenberg
matrices”.
Theorem 2. Let n  2. For a given nonsingular A ∈ Kn,n the following are
equivalent:
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1. A−1 ∈ GH2(n).
2. A = L + uvT, where L is lower triangular, and u, v ∈ Kn, u1vn /= 0.
We finish this section by citing the special case p = 1 of Theorem 3.1 from [3],
which is a slightly extended version of a theorem by Asplund [1].
Theorem 3. Let A be a nonsingular n-by-n matrix. The following are equivalent:
1. A−1 = (bij ) is a band matrix of upper bandwidth 1, i.e. bij = 0 for j > i + 1.
2. Let C be a submatrix of A such that aij ∈ C implies j + 1 > i. Then the rank of
C is less or equal to 1.
3. rank(A[{1, . . . , r}, {r, . . . , n}])  1 for all 2  r  n − 1.
4. rank(A[{1, . . . , r}, {r, . . . , n}]) = 1 for all 2  r  n − 1.
3. Connecting GH1 and GH2
In a footnote in [4] the authors claim that (in our notation) GH2 ⊂ GH1. Let us
give a formal proof. If A ∈ GH2 is nonsingular, then by applying Theorem 2 to A−1
it follows that A−1 ∈ GH1 and hence by Theorem 2.1 in [4] A ∈ GH1. If A ∈ GH2
is singular, then the matrix obtained from A by arbitrarily perturbing the (n,1) entry
of A is nonsingular and thus is in GH1. Hence A is the limit of matrices in GH1
and thus either in GH1 or lower triangular. The last case however is not possible by
the definition of GH2.
More exactly we have the following:
Theorem 4. For an n-by-n matrix A the following are equivalent:
1. A ∈ GH2.
2. A ∈ GH1 and B = A[{1, . . . , n − 1}, {2, . . . , n}] is nonsingular.
Proof. (1) → (2) by the fact that GH2 ⊂ GH1 and that the matrices in T (n − 1)
are nonsingular.
Now we show (2) → (1): As A ∈ GH1 we have that B[{1, . . . , r}, {r, . . . , n −
1}] = A[{1, . . . , r}, {r + 1, . . . , n}] has rank  1 for r = 1, . . . , n − 1. By Theorem
3 applied to the nonsingular matrix B we have that B−1 is a band matrix with upper
bandwidth p = 1. Thus B ∈ T (n − 1) and A ∈ GH2. 
Theorem 4 is a result on the zero structure of matrices in GH1. A further result
in this direction is
Theorem 5. For an n-by-n matrix A = (aij ) where a1n /= 0 the following are equiv-
alent:
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1. A ∈ GH1(n).
2. A = L + uvT, L lower triangular, u, v ∈ Kn.
Proof. Clearly (2) → (1). Now assume that (1) holds and that A is nonsingular. By
Theorem 2.1 of [4] C = A−1 is in GH1 too, and by a1n /= 0 the matrix C[{1, . . . , n −
1}, {2, . . . , n}] is nonsingular. Apply Theorem 4 to C. This shows C ∈ GH2. But
then by Theorem 2 we have (2). The singular case follows by replacing A by A + tI ,
which for suitable t is nonsingular. 
Now there is only a small step to give a description of the structure of matrices in
GH1 in the general case.
Theorem 6. Let n  3, A an n-by-n matrix over K and B = A[{1, . . . , n − 1},
{2, . . . , n}]. The following are equivalent:
1. A ∈ GH1(n).
2. maxi=1,...,n−1 rank(B[{1, . . . , i}, {i, . . . , n − 1}]) = 1.
3. B = L + diag(B1, . . . , Bs) where L is strictly lower triangular, maxi rank(Bi) =
1 and there exists at least one nonzero Bi that is not strictly lower trian-
gular.
Proof. The equivalence (1) ↔ (2) is trivial. To check that (1) holds one has only to
check the maximal submatrices above the diagonal of A and those are exactly the
matrices B[{1, . . . , i}, {i, . . . , n − 1}], i = 1, . . . , n − 1.
The implication (3) → (2) and hence (3) → (1) is evident.
It remains to show (2) → (3). The case n = 3, i.e. that B is two-by-two, is simple.
In the case b1,n−1 = a1,n /= 0 the implication holds by Theorem 5. Otherwise
assume b1,n−1 = 0 and proceed by induction. We can also assume that the last col-
umn of B is nonzero, as otherwise we have the case n − 1. So there is a minimal k
satisfying bk,n−1 /= 0. If k = n − 1 we are again in the case n − 1. If k < n − 1 then,
as the submatrix B[{1, . . . , k}, {k, . . . , n − 1}] is of rank one and its last column is of
the form (0, . . . , 0, bk,n−1)T, it follows that the other columns also have k − 1 lead-
ing zeroes. So all entries bi,j vanish for i = 1, . . . , k − 1, j = k, . . . , n − 1 and B
is reducible. Observe that the last diagonal block B[{k, . . . , n − 1}, {k, . . . , n − 1}]
is nonzero and is not strictly lower triangular. By induction (3) follows. 
We finish with some remarks on the structure of matrices in GH1. Here we use
the notion of Theorem 6.
Remark 1. Let ni denote the dimension of Bi . The ni are uniquely defined by
requiring that either Bi is the one-dimensional zero matrix or bi1,ni /= 0, where Bi =
(bik,l)k,l=1,...,ni . We call A unreduced, if the first case does not occur.
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In [4] a matrix A ∈ GH1 is called complete if all diagonal entries of B are non-
zero. Such a matrix is clearly unreduced and it is easy to see that all entries in all
Bi are nonzero. So, as observed in [4], in the complete case the whole zero–nonzero
pattern of A above the diagonal is known, if the ni, i = 1, . . . , s are given. They can
be determined if the entries in the first superdiagonal of B are given. These numbers
and the entries of the diagonal of B also determine the entries of Bi , and hence in this
case the entries of A above the diagonal can be computed from the first and second
superdiagonal of A.
Remark 2. If A ∈ GH1 is invertible then A−1 ∈ GH1, too. In general there are no
immediate connections between the structure parameters ni of A and the correspond-
ing parameters mi of A−1. Such an mi depends not only on the nj , but also on the
ranks of submatrices of A hitting the main diagonal, as those ranks influence the zero
pattern of the inverse matrix. Observe here that maxi ni is the (upper) bandwidth of
A and maxi mi is the (upper) bandwidth of A−1.
Remark 3. Matrices in GH1 can be inverted with at most n3/6 + O(n2) multi-
plications. This is a well known result for triangular matrices, see, e.g., the book
[5, p. 110]. It carries easily over to Hessenberg matrices, and it follows from Theorem
6 that this carries over to the general case.
Remark 4. One of the important features of the (upper) Hessenberg form is its
invariance under the QR-algorithm for the numerical calculation of the eigenvalues,
see, e.g., [9]. The same holds of course for lower Hessenberg matrices and the
LQ-algorithm: In the algorithm A = A0, Ai+1 = L−1i AiLi = QiAiQHi , i = 0, . . .,
where the lower triangular matrix Li and the unitary matrix Qi are defined as the
factors in the LQ-decomposition of a simple polynomial in Ai , the iterates Ai are
lower Hessenberg. So are the unitary factors Qi if in addition the simple polynomial
is even linear (simple shifts).
It is easy to see that for a matrix A ∈ GH1 and nonsingular lower triangular
matrix L the matrices LA and AL both are in GH1 and have the same structure
constants ni . Hence also for a matrix A ∈ GH1 the form as described in Theorem
6 is invariant under the LQ-algorithm, the A′i s (and in the case of simple shifts also
the Q′i s) have the same form.
This leads to the question of the structure of all unitary matrices which are also in
GH1 with given n′i s. We observe that several of the unitary matrices used in numer-
ical linear algebra are in GH1, we mention the unitary Hessenberg matrices (even
the upper ones), the Householder reflections I − 2wwT/wTw and the pentadiagonal
block tridiagonal matrices used in [2]. But this is another story.
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