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The emergence of public cloud computing platforms has had a profound effect
on how software is being developed. To take advantage of many of the features
of cloud platforms, software architecture of applications must aligned with the
characteristics of cloud services. Where systems designed for traditional data
center deployments have typically consisted of a single large application and a
centralized data store, systems targeting cloud platform have become distributed
applications.
The microservice architecture is a software architecture style for building dis-
tributed systems that consist of autonomous services, each responsible for a single
problem domain. Decomposing an application to individual components makes is
possible to utilize cloud platform features such as scaling each part of the system
according to load and performance.
Enterprise applications are the context where the microservice architecture pat-
tern is typically applied. These applications are large, long-lived, in state of
constant change and highly integrated to other systems. But building complex
enterprise applications as distributed systems poses architectural challenges on
how to build a system that is evolvable, maintainable and understandable.
This thesis describes patterns for building microservice systems that can scale
to a large amount of services while retaining the autonomy the services and the
maintainability of the system as a whole. A key factor in these patterns is the
use of events for communication between the different components of the system.
The thesis then presents a reference architecture on how such a system can be
developed by utilizing managed services of a public cloud platform.
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Abbreviations and Acronyms
ALB Application Load Balancer
API Application programming interface
AWS Amazon Web Services
BFF Backend for frontend
BPEL Business process execution language
CAP Consistency, availability and partition tolerance
CRUD Create, read, update, delete
deb Debian package
ECS Amazon Elastic Container Service
ECR Amazon Elastic Container Registry
FaaS Function as a service
HTTP Hypertext transfer protocol
IaaS Infrastructure as a service
IPC Inter-procedure call
JSON JavaScript object notation
MOM Message oriented middleware
MSK Amazon Managed Streaming for Kafka
PaaS Platform as a service
RDS Relational Database Service
REST Representational state transfer
RFC Request for comments
RPC Remote procedure call
RPM RPM package manager
SaaS Software as a service
SNS Amazon Simple Notification Service
SQS Amazon Simple Queue Service
URL Uniform resource locator
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Chapter 1
Introduction
The development and adoption of cloud computing has changed how com-
panies are deploying software. While previously applications were designed
to be run in private data centers and deployed to a small number of physical
servers or virtual machines, now systems are being developed for public cloud
platforms.
In the first wave of adopting cloud computing, applications built with
existing software architecture structures were simply migrated to the cloud
[22]. However, software architecture patterns designed for small-scale data
center deployments do not necessarily allow taking full advantage of running
application in the cloud. Unlike previous data center environments, cloud
computing platforms are elastic [22]. In an elastic environment, a system
can react to changing workloads by automatically scaling the number of
used cloud platform resources [22]. Making use of the opportunities offered
by these new deployment environments required finding new ways of building
software.
The microservice architecture is one solution to the challenge of find-
ing ways of building applications that enable efficient use of cloud computing
features such as scaling, on-demand capacity and platform as a service. The
emergence of the microservice architecture rises from the tradition of large
enterprise applications and from the challenges faced in keeping such systems
maintainable, scalable and evolvable [35].
In the microservice architecture, an application is decomposed into small
independent components called microservices [40]. These services are sepa-
rate, isolated processes that communicate over lightweight protocols such as
HTTP and messaging [15]. Each service is responsible for a certain business
feature of the application and services can be independently scaled, deployed
or upgraded [31]. Complex business processes can be executed by compos-
ing workflows with multiple participating services [32]. In the microservice
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architecture, the decomposed microservices together form the aggregated ap-
plication, the microservice system [5].
1.1 Problem statement
Although considerable research has been devoted to defining microservice ar-
chitecture and especially to what exactly passes for a microservice, rather less
attention has been paid to how to compose a system from the decomposed
services. Applications built with microservice architecture are by definition
distributed systems, and while each microservice in itself might be a sim-
ple component, the distributed system as whole becomes inevitably complex
[35]. In adopting microservice architecture, there is a risk of ending up with a
distributed system with components tightly interconnected on multiple levels
– a distributed monolith, a system with all the downsides of both distributed
and monolithic applications [35]. Successful application of microservice ar-
chitecture requires a solution where the level of connectedness, coupling, is
kept in check and each component has a single purpose, in other words the
component is cohesive [29].
The purpose of this thesis is to present a reference architecture for
building the composition, the microservice system, and describe how such
a system can be implemented in the public cloud. The reference architec-
ture consists of patterns for building microservices that lead to low coupling
between the components in the distributed system but enable composing
complex and stateful business processes spanning multiple cohesive services.
Due its prevalence in cloud-based services, Amazon Web Services is cho-
sen as the use case for a public cloud platform in this thesis.
In particular, the scope of the thesis is to describe and evaluate software
architecture structures that enable building architecturally scalable microser-
vice systems from decomposed individual components. In the resulting mi-
croservice system, each microservice should be able to be evolved, deployed
and scaled independently. The system as a whole should be maintainable and
it should be able to take advantage of cloud computing platform features such
as elasticity and platform as a service capabilities.
The research questions for the thesis are:
• RQ1: How to manage state in a loosely coupled microservice system?
• RQ2: How to compose complex business processes from individual
microservices?
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• RQ3: How an event stream backbone for a microservice system can
be built with Amazon Web Services?
• RQ4: How coordinated processes composed from individual microser-
vices can be implemented in Amazon Web Services?
1.2 Methods
The study is conducted as a narrative literacy review of academic publications
and industry literature. The thesis first forms an architectural model of an
event-based microservice system based on the literature. The model consists
of a collection of patterns for building loosely coupled microservice systems.
Then, as a case study, the architectural model is applied to the Amazon Web
Services public cloud platform. The output of the case study is a reference
architecture for building event-based microservice systems on the Amazon
public cloud.
1.3 Structure of the thesis
The rest of the thesis is organized as follows. Chapter 2 describes the context
of enterprise applications, details monolithic and microservice architectures
and discusses pitfalls of distributed systems. Chapter 3 builds up step by step
a reference architecture for a loosely coupled microservice system. Chapter 4
presents how patterns in the reference architecture can be implemented using
Amazon Web Services. Chapter 5 evaluates the reference architecture and
cloud implementation model and presents discussion on the relations between
microservice architecture, enterprise applications and cloud computing. The
discussion also includes empirical observations of the author from building
microservice systems in the industry. Finally, Chapter 6 concludes the thesis
and describes possibilities for future research.
Chapter 2
Enterprise application architec-
ture
The microservice architecture is a strategy for breaking software down into
isolated components that then form a distributed system [4]. This is a com-
plex with a large overhead and its own downsides [28]. Therefore, the mi-
croservice architecture typically is a valid choice only in the cases where the
system in bound to become complex in any case — in the case of enterprise
applications.
Enterprise application is a general term for a software system that has
some of these characteristics: the application is integrated to several other
application, has a large codebase, processes and persists large volumes of data
and is used by a concurrent users [13]. Most of all, enterprise applications are
in the state of constant change as the business requirements and priorities
change to match needs of the enterprise [13].
The rest of this chapter describes software architecture styles for building
enterprise applications and defines the concept of a distributed system.
2.1 Monolithic architecture
An enterprise application has been traditionally built and deployed as a sin-
gle unit [15]. In the context of the microservice architecture, this kind of
application is called a monolith. A software architecture can be character-
ized as monolithic if its components cannot be executed independently [12].
Any change in the monolithic system requires rebuilding and redeploying the
entire application [15].
A monolithic application typically includes the user interface (for exam-
ple, HTML and Javascript run in a web browser), server-side application
11
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form capabilities, remain maintainable and allow for reacting to changes in
the business and developing new features, one option is to leave behind the
monolith and step into the domain of distributed computing with the mi-
croservice architecture.
2.2 Microservice architecture
In the microservice architecture, the application is split into modular services
where the boundary of the module is an operating system process [37]. This
is a stark contrast to monolithic applications where module boundaries are
defined in terms of programming language features [37]. This microservice
approach of divide and conquer is about applying the principles of Unix
design to building enterprise applications [9].
The Unix philosophy states three guidelines for application design [39]:
• Write programs that do one thing and do it well;
• Write programs to work together;
• Write programs to handle text streams, because that is a universal
interface.
Instead of a single monolithic application, a microservice system is com-
posed of autonomous services that “do one thing and do it well” [27]. These
services expose interfaces to other services by using a universal technology-
agnostic protocols (e.g., JavaScript object notation, JSON) and complex in-
teractions can be performed by collaborating microservices [27]. The princi-
ple of the microservice architecture is indeed to follow the Unix architectural
guidelines to achieve a modularized, reusable component architecture [9].
A component in the microservice architecture is a single microservice. A
service is built around a single business capacity and it is an autonomous
deployment unit that can be individually deployed, scaled (as in figure 2.3)
or upgraded [15]. As a single microservice is an autonomous deployment
unit, it can be developed using the programming language best suited for
the responsibilities of that specific service [27].
The question then quickly becomes how to to define this unit. Despite
the name, the size of a microservice is not constrained in lines of code but in
the cohesiveness of its responsibilities [35]. If the service is cohesive i.e., it
has a single, clearly defined purpose business purpose its exact size in lines
or megabytes does not matter.

CHAPTER 2. ENTERPRISE APPLICATION ARCHITECTURE 16
2.3 Distributed systems
Applications built with the microservice architecture are by definition dis-
tributed systems [37]. In a monolithic application, communication between
different parts of the application is performed with function calls inside the
same operating system process. However, the communication takes place
using API calls over the network in a decoupled microservice system [21].
This distinction immediately forces the microservice implementation to deal
with aspects such as timeouts, latencies and failures which then raises the
complexity of the implementation [44].
Deutsch and Gosling [38] give a thorough overview of the challenges posed
by the paradigm shift from a single process monolithic application to a dis-
tributed microservice system. In a microservice system, remote integrations
have to take into account the latency in calls from one service to another.
Synchronous integrations (such as HTTP calls) combined with long interac-
tion chains of services calling services lead to high latencies, even when all
services are functioning properly. As every integration has latency, chatty
fine-grained interfaces cause high latencies in remote calls [38]. When fail-
ures start occurring in the services or the network becomes unreliable or
saturated, errors start cascading from one service to another [4]. Network-
based APIs also have very different security aspects than local function calls
[38]. Some frameworks attempt to blur the distinction between a local and
remote call by presenting programming language interfaces to remote APIs
that appear as function calls [43]. This is typical of the remote procedure
call (RPC) paradigm [43]. Approaches such as these, where the distributed
nature of interactions is hidden from the programmer, make the integrations
between components in the system fragile and prone to unintended behavior
in the case of failures [8].
One issue that is peculiar to distributed systems as opposed to mono-
lithic applications is the problem of reaching consensus. One microservice
calling an API of another service can only initiate the interaction, but if the
interaction fails (e.g. due to network failure) the service has no knowledge
on whether the operation was completed or not. Complex acknowledge sys-
tems can then be built alleviate this uncertainty, but no chain of acks and
nacks can guarantee that the parties have consensus on the outcome of the
interaction [23]. This is known as the Byzantine Generals problem [23]. Like
a general sending a messenger over no man’s land, in distributed computing
calling a remote integration should be considered a best-effort action and
measures should be taken in the case that the message never arrives in its
intended destination. Planning for failure is a crucial part of distributed
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system design and of applying the microservice architecture [37].
The distributed nature of microservice systems is a double-edged sword.
The system can be more scalable if structured correctly [37]. But this is at
the cost of complexity. Understanding, designing and debugging distributed
systems requires significantly more effort and more skilled developers than
monolithic systems [37].
Chapter 3
Event-driven microservice systems
3.1 A microservice system
By definition, an application built with the microservice architecture can not
consist of a single microservice – this would be a monolithic application. Mi-
croservices always come in systems [5]. And it is in the design of the system,
and not of a single microservice, where all the challenges of microservice ar-
chitecture are faced. A microservice system consisting of dozens or hundreds
of services can be seen as graph with dozens or hundreds of vertexes and
hundreds or thousands of edges (see figure 3.1). A distributed system archi-
tecture at this scale can deteriorate into a distributed big ball of mud if clear
architectural principles on service interaction are not set up and followed.
In the Art of Unix programming [34], Eric S. Raymond states: “The only
way to write complex software that won’t fall on its face is to hold its global
complexity down — to build it out of simple parts connected by well-defined
interfaces, so that most problems are local and you can have some hope of
upgrading a part without breaking the whole.” This very well describes the
architectural design that a microservice system should be striving for. Each
microservice should be simple: a cohesive component with clear responsibil-
ities and documented public interface. The microservice system as a whole
is then built as a composition of these components.
But for what should a single microservice be responsible for and how
should one model the public interface of a a service? This chapter contains
a collection of patterns that offer some answers to these question. Starting
with what is at the core of almost any system — data.
18
CHAPTER 3. EVENT-DRIVEN MICROSERVICE SYSTEMS 19
Figure 3.1: “Deathstar diagrams” visualizing connections between microser-
vices in Amazon and Netflix microservice systems.1
3.2 State, an elephant in the room
State is defined here as all the data in the entire system. This includes
persistent data, such as customer records saved to databases, and transient
data, such as populated caches and in-memory state of unfinished business
processes.
A buzzword for software architecture designs, frameworks and libraries
has for several years now been stateless. A stateless solution is pictured to
offer “web scale” performance and/or scalability. Often there are truth be-
hind these claims if we examine only a single library of framework. However,
if we examine the system as a whole, these stateless solution usually mean
that the state is just pushed somewhere else, often either to a persistent
data store or to the client device.
One of the hardest challenges in large distributed systems is finding the
optimal (of even feasible) system design for storing state. A monolithic ap-
plication typically stores all persistent data in a single database [15]. This
enables the application to always have a consistent and up-to-date view on
the data where all application components can read and modify the data.
However, as visualized in figure 3.2, this approach does not translate well
1Image source:
https://www.appcentrica.com/the-rise-of-microservices/
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that fits the requirements if that service. If local strong consistency guar-
antees are required, the data can be stored in a ACID-compliant relational
database with a high isolation level. If local consistency can be sacrifed for
scalability or performance, an eventually consistent NoSQL data store can
be used. Also, the pattern enables the use of more purpose-specific data
store solutions such as search indexes (e.g., Apache Solr or Elasticsearch) or
today’s equivalent for the humble flat file: Amazon Simple Storage Service
(S3), perhaps in combination with techniques such as optimistic locking [13]
to achieve some level of local consistency.
3.2.2 Distributed transactions
Historically, distributed transactions have been one option for expanding
the scope of consistency to cover multiple data stores. In a distributed trans-
action, a transactions manager calls each participant (e.g. a service with a
SOAP over HTTP API) in order to first prepare and lock the changes to be
made and if this succeeds, each participant is called to commit the changes
[41]. Theoretically, the data modification as a whole is atomic – after the
transactions completes, either all changes have been persisted in all data
stores or all changes have been reverted.
So one might be tempted to use transactions covering multiple services
to atomically update several data stores spanning multiple services. Dis-
tributed transactions however are a source of performance problems as data
stores are all holding locks while remote procedure calls are being performed
by the transaction manager. It is also not possible to use distributed trans-
actions to coordinate long lived operations, for example a use case where
a manual approval by a user is required. In a microservice system, using
distributed transactions only works when all microservices participating the
the transaction are available, so the availability of the coordinated operation
is only the product of availabilities of all the participating services.
Distributed transactions are also typically not supported by some newer
data stores and messaging or streaming products, which puts constrains on
the technology choices available in the system [35].
But most important of all, the two-phase commit protocol simply re-
duces the probability of errors and gives a false sense of security for the
programmer. This is a classical example of the Byzantine generals problem.
The two-phase commit protocol is only sending an additional messenger over
no man’s land, but that additional message from the general can be lost just
as easily as the preceding messages. If a participant in a two-phase commit
transaction crashes (or a network failure occurs) in the commit phase, the
state of the transaction as a whole is undefined [41]. If the programmer re-
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lied on distributed transactions to prevent this exact problem, the system is
not prepared to cope with this situation, and the conflict must somehow be
resolved manually. If one is designing a busy system with potentially dozens
or even hundreds of data stores, manual conflict resolution is not an option.
But if distributed transactions are out of the picture, what pattern should
one use in a microservice system to coordinate state modification between
the services?
3.3 Events as a communication mechanism
An event is defined in this context as a published fact of something that has
already occurred. This fact describes a notable thing that has happened in
either inside the system of outside of it [26]. In the event-driven archi-
tecture, events are sent for notable occurrences and components perform
business tasks by acting on the events [26]. The event-driven architecture is
loosely coupled as the the component sending the event has no knowledge on
the recipients or how or when the event will be processed [26].
In an event-based microservice system, the default communication chan-
nel between different microservices should be publishing and consuming events.
Whenever a microservice changes the state of its domain, either by updating
a data store, or calling an external integration, the service should publish an
event. The published event should carry the full state of the changed domain
entity. Services can subscribe to the types of events they are interested in,
and a published event is then consumed by all subscribers (see figure 3.4).
A trigger for publishing an event can be the input from a user, for exam-
ple, a user modifying their contact address in a mobile application. The new
contact information is received by a Customer information service which
updates the data in the services private data store, and if this is successful, the
service publishes a CustomerInformationChanged event. The event does not
contain only the identity (primary key) of the CustomerInformation entity,
but the whole data set with both changed and unchanged attributes. Other
microservices that are subscribed to receive CustomerInformationChanged
events then consume this event and update their own data stores or start
business processes such as sending the user a personalized marketing mes-
sage.
For event-driven microservice systems to support new features or changes
in the future, the publisher of the event does not know the consumer(s) of
the event [37]. A microservice simply blindly broadcasts all changes that
happen in the services own private state and domain, and one or more ser-
vice might or might not be interested in these events. So in the customer
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lished messages and delivering them to subscribers. Some examples of MOM
products typically used with microservices are RabbitMQ, Amazon Simple
Queuing Service and Apache Kafka. But these products simply offer the
primitive capabilities for sending and receiving messages. It is up the mi-
croservice system implementation to use them to form event streams where
all changes in the system flow and from where any microservice can easily
start receiving specific events – with the granularity that is suitable for both
the data domain and non-functional requirements.
Some messaging products have features such as wildcard subscriptions
that can be used to allow some freedom of granularity to the subscriber [11].
This enables the subscriber to choose at subscription time to be interested
in e.g. login events from a specific country (subscription "login.UK") or all
login events (subscription "login.*").
A key requirement for a messaging product used to form an event stream
is that the product must support dynamic introduction of new consumers
and producers [11].
3.3.2 Temporal decoupling
The system becomes more resilient to failures by communicating state changes
and other new facts by blindly publishing events that any service can con-
sume. As publishing an event and consuming it is not a synchronous but
rather an asynchronous operation, all services handling the event do not have
to be healthy when the event is published. If a service that is subscribed to
the event is down, or uses, e.g., data stores or external integrations that are
down, the event remains stored in the event stream. Once the consuming
service is again in a healthy state, the event is fetched from the event stream
and processing continues. [35]
To achieve temporal decoupling, it is required that the services can rely
on the event stream to store the messages. As a consequence, only messaging
solutions that support message persistence can be effectively used as the event
delivery mechanism in an event-based microservice system.
As stated before, with synchronous integrations such as remote procedure
calls, the availability of a business process is the product of avalabilities of
microservices called in the process [27]. In practice no service can have a
100% uptime [27]. Assuming five synchronous microservice calls are needed
to complete a business process and each service has a 99% availability (7 hours
of downtime a month), the availability of the process is only 95% with 35
hours of downtime each month. Without temporal decoupling, a microservice
system can lose both consistency (due to distributed non-transactional data
stores) and availability. With temporal decoupling, only consistency is lost,
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and the system can be designed to be eventually consistent.
3.3.3 Eventual consistency with events
There are two key properties that an event and event handler should strive
to possess: an event should be immutable and handling the event should
be idempotent. As an event represents something that has already taken
place, an event should not be modified in any way once it is published. If
the event should be corrected or even canceled, this should be dealt with by
posting a new event that holds the new corrected state. This pattern is then
an enabler for idempotent event consumers.
When consuming an event can be executed repeatedly and the end result
is the same as executing it once, handling the event is considered idempotent
[46]. If an event is immutable and handling the event is idempotent, the
combination can be used to achieve eventual consistency between different
parts of a distributed system. In an eventually consistent solution all state
stores eventually converge to the same state, but before the convergence the
states can differ [1].
As an example, let’s say an e-commerce site built as a microservice sys-
tem has a Product microservice and a Search microservice. When a new
product is added to the system (via an partner integration, admin interface
etc.) the Product service as the master data store for products processes the
request. After successfully storing the product information the services pub-
lishes a ProductCreated event. As the Search microservice is subscribed to
consume these events, the messaging product used for the event stream de-
livers the event to Search service. The service should now process the event
by e.g. extracting full-text search tokens from the product description and
storing these tokens in the services private data store (an Apache Solr search
server) and finally acknowledge the event message as consumed so that is
not delivered again. However, as there is no two-phase commit protocol in
place, there is no way for the messaging product, microservice and Apache
Solr datastore to achieve exactly once processing semantics for the mes-
sage. But there are two other semantic options available. The service can
first acknowledge the message and only then start processing it, giving the
interaction at most once semantics. In this case, duplicate messages cannot
occur but there is the possibility of permanent loss of consistency if the ser-
vice crashes before the data is stored in Apache Solr. The other option is first
processing the message and only when everything is completed successfully,
the event message is acknowledged as consumed, opening to possibility of
duplicate messages and giving the interaction at least once semantics. As
the event is immutable and storing the extracted text to the search index is
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an idempotent operation, duplicates of the event can always be processed
safely. So, opting to use at least once semantics in this case guarantees
that the Product and Search services data stores will eventually reach a
consistent state.
3.3.4 Sourcing state from events
If services in a microservice system publish all changes to an event stream,
the stream itself also forms a data store. The event history can also seen
as state [3]. If all the persistent state a microservice needs is available from
the event stream, the microservice itself does not necessarily need a separate
persistent data store. When the service starts, it simply consumes the event
history needed to build up the local state in memory. This pattern of data
storage where the current state is not persisted, but built up from events
that lead up to the current state is called event sourcing [30]. While event
sourcing is a large and fairly complex subject that is not discussed in great
detail in this section, here are presented some architectural design patterns
(and pitfalls) that use elements of event sourcing and have synergy with
event-driven microservice systems.
To effectively build services using the event sourcing pattern, the event
stream is required to have some non-conventional features. As a service built
with event sourcing is a consumer that at startup needs to access to history
of events, the event stream must support “rewinding” the flow of events until
some point in history. But the rewind support is also required with services
that use regular persistent data stores when a new service is added to the
system, but the service must initialize the data store from the event stream.
If the event stream solution offers no support for the service to request this
initial data load, each service must have an API for requesting an initial data
set via some specific channel.
To elaborate the initial data set problem with the Search microservice
example from the previous section, let us assume the microservice respon-
sible for the full-text search and indexing features was developed months
after the Product service was deployed to production. When the Search
microservice is then deployed, it must form the search indexes for products
that are already in the system. If the event stream supports this, the service
can rewind the ProductCreated stream to the beginning, consume all events
and thus complete the initial data load. There are however some caveats to
consider in this design. First, this design requires that events do not expire
and the full history is then always available. This potentially causes a huge
amount of data to accumulate, taking of course storage space, but also forc-
ing a backward-compatibility requirement on the event handler [30]. If the
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ProductEvent was modified between service versions, the Search microser-
vice will consume events with different schematics and all variations must be
taken into account when developing the service.
In some cases, the events also can have identity, in the sense that an older
event can be superseded by a newer one in the event stream [3]. This can
be used to optimize the storage requirements needed for the event stream.
If single a CustomerInformationChanged event carries all the information
needed by consumers, it would be a valid design choice to keep only the latest
event available in the stream history and drop the older ones. In this case the
event identity would be, for instance, the primary key of the Customer entity,
and the messaging product powering the event stream would be configured
to drop messages with duplicate ids. In general, the retention requirements
for different events can vary greatly in a system. Some events are needed
only for a few seconds, others for days or weeks and some (such as audit trail
events) might require being persisted forever.
If initial data load scenarios are rare and straightforward, it can be much
simpler to develop simple batch jobs for loading the data between data stores
than to use an event sourcing solution.
3.4 Synchronous commands and queries
Seeing all that can be done with events, should one use events also for sending
requests, for example to execute a payment or to list all customers? An event
is an asynchronous, immutable fact describing something in the past and it
can be only used for publishing notifications. The execution of a payment is
better modeled as a command.
A command is defined here a request to perform an action. Typically,
the sender of the command also needs information on whether the command
succeeded or not, and possibly with what results. Thus, unlike events, com-
mands are often synchronous by nature.
Synchronous interactions create a tighter coupling between microservices
than asynchronous ones and are less resilient [27]. But due to the tight cou-
pling and explicit request-reply interaction, synchronous communication is
also easy to reason about and tend to cause less complexity creep [27]. So
both interaction strategies have their benefits and downsides. Thus, even
with all the upsides of using asynchronous events listed in the previous chap-
ter, there is little point in forcing all communication in a microservice system
to the same model. If a response is needed for a command, and the com-
mand would be implemented with events, the system would have to build
a synchronous action chain on top of asynchronous flow of events. To re-

CHAPTER 3. EVENT-DRIVEN MICROSERVICE SYSTEMS 30
3.5 Apology oriented programming
The previous chapters presented a design for developing microservices that
publish and react to events to form an eventually consistent data set. Such
a design gives an architecturally and performance-wise scalable solution for
handling state in a distributed system, and forms a structure for a system that
is extendable and resilient to errors. However, such a design still struggles to
meet reality of enterprise applications. Software systems (at least the useful
ones) are not pure functions that only return an output based on some input.
The reality is that all systems must deal with a great number of side effects
which have not yet been taken into account at all.
A side effect is defined here as something that has an impact outside
the system boundary [19]. Sending a customer an SMS is a side effect.
Pushing 100e bills out of an ATM is a side effect. Sending a bunch of trucks
halfway across to world to deliver cargo is a side effect. If these actions are
triggered from event handlers, processing the event is far from idempotent –
by definition handling idempotent events do not cause side effects [18].
So, what can be done with side-effect causing events? The pattern pre-
sented the in previous chapters achieves eventual consistency by accepting
the possibility of duplicate events, but duplicate side effects would typically
be considered a defect by the business logic requirements. One option to try
to avoid duplicate side-effects would be to persist a fine-grained status of the
event processing by event identifier. In this case a microservice keeps track
of the steps of processing the event in the data store. As an example, if a
microservice consuming UserCreated events first saves the user attributes
to the service-private data store, then calls an external integration to also
add the user to a SaaS partner system and finally sends to user an email,
the service would update the status of the tracked event row in the data
store from SAVED to ADDED TO PARTNER to EMAIL SENT. But this of course
just changes the granularity of the duplicate side effects, as if the service
crashes after sending the email but before updating the status, an duplicate
email is then sent when processing the same event again. One can then try
to make the granularity finer and finer, but as this is again a case of the
Byzantine Generals problem there is no end to it. So, to put if briefly, there
is no practical technical solution to this and no fancy consensus algorithm
can fix the duplicate side effects. And here lies also the answer.
If there is no way to fix to software, one must change the business logic
requirements, in this case give up on the exactly-once schematics. An event
consumer can typically consume an event message multiple times in a failure
scenario, i.e., an instance of the service crashed earlier while processing the
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message. One often can add new special cased business rules on how the
system is allowed to function in this case. How much the normal use case
rules can be bent in a failure scenario then often depends on the business
domain, e.g. a surgery robot has very different hard requirements than an
online gambling application.
Apology-Oriented programming builds on this idea that it is often easier
to ask for forgiveness than permission [4]. This may sound like a fairly
drastic design pattern apply to potentially very business critical systems, but
it actually matches surprisingly well with many real-world interactions and
systems [4]. One example of Apology-Oriented programming is, surprisingly,
a bank ATM. In a failure scenario, when the ATM is disconnected from the
banking backend, a customer is allowed to do some withdrawals event though
the account cannot be debited right away [4]. In this case, the ATM system
has picked to favor availability over consistency in a failure scenario. This can
also lead to an somewhat inconsistent state when the network connectivity
is restored as a debit account can suddenly have a negative account balance
– a state of affairs that was forbidden in the use case requirements. Another
example of Apology-Oriented Programming is booking a flight. Due to loss of
consistency, a plane can be overbooked, but the scenario is rare enough that
airlines get away with it with apologies and by offering vouchers to unlucky
customers [4].
Instead of going to extreme lengths to achieve consistency in a microser-
vice system, both in side-effects and stored state, it can be a valid business
choice to favor inconsistency in rarer scenarios. Choosing only two attributes
from the CAP theorem triplet is not a system-wide or even service-wide de-
cision and the choice can very well differ depending on the specific scenario
[19]. If a duplicate side effect is mundane (such as sending a customer a
duplicate SMS) or rare enough that it can be resolved by customer service
agents, it can be a valid choice to create explicit business rules for these cases
rather than try (and fail) to always build absolutely perfect software.
3.6 Composing operations in a microservice
system
The previous chapters have presented a number of building blocks for devel-
oping isolated microservices. But a microservice system responsible for ac-
tually accomplishing potentially complex business tasks is composed from
the isolated services that, following the Unix principles, “do one thing and do
it well”. This chapter presents strategies for forming these composites. But
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before composing is possible, the isolated microservices must define points of
entry that can be used in the composite – interfaces.
3.6.1 Interfaces and contracts
An interface is a public entry point for a microservice. A service can have
a number of different interfaces, one for each integration technology and
interaction pattern. For example a microservice can expose a synchronous
REST interface via a HTTP endpoint that takes commands and queries. The
same service then exposes also an asynchronous event interface by publishing
events to an event stream whenever a command is executed. Both these
interfaces can be used by other microservices in the system. The provider of
the interfaces and the consumers are then coupled. Thus a change in either
of these interfaces can devastate on the system as downstream consumers of
the interfaces can break due to an incompatible change.
To prevent breaking consumers, each interface should have a contract
which defines the operations and the format of input and output messages
for the interface. The contract can be anything from a formal specification
to just a bunch of example messages, but the contract is what downstream
consumers of the interface then use to design and implement the integration.
As then the microservice providing the interface is evolved (by for example
adding new attributes to messages), the contract must be evolved with it,
optimally without breaking backwards compatibility [27]. But evolving
the contract is hard or impossible if forward compatibility is not a part
of the contract design [36].
There is a vast number of technical solutions for declaring explicit con-
tract via languagues such as Protocol Buffers IDL1, OpenAPI (Swagger),
WADL, WSDL, XML Schema and so on. These formal specifications are
used to generate client stubs or a server skeleton to reduce the amount of
handwritten code needed for client-server communication [14]. Many of these
technologies, especially when used naively, are a poor fit for backward- and
forward compatibility requirements [14]. Often, if forward compatibility is
not explicitly written into the contract as explicit extension points, generated
clients can break even with changes that should logically be compatible [14].
This can be solved with versioned services and interfaces, but the versioning
adds extra complexity in, for instance, service deployments and is usually not
recommended [2]. What are recommended are patterns like Tolerant reader
[14] and Consumer-driven contracts [36] where the consumer of the messages
1The solution to the contract language problem remains elusive as designs tend fluctu-
ate. Now binary protocols are again hip and Protocol Buffers IDL looks quite identical to
CORBA IDL from two decades earlier.
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does not validate the message at all but just cherry-picks the attributes of
the message that the consumer is interested in.
This principle of a lax consumer is often credited to John Postel who states
in RFC 761 from 1980: “implementations should follow a general principle
of robustness: be conservative in what you do, be liberal in what you accept
from others” [33]. Robust consumers allow for flexible message formats.
And flexibility in the message format then allows the microservice providing
the interfaces to evolve, reduces tight coupling and makes composition less
painful [37].
3.6.2 Choreography with events
In composing complex interactions from simple services, there are two main
strategies for performing the composition: choreography and orchestra-
tion [29].
In choreography, composition is achieved by individual microservices re-
acting to events, performing actions and then publishing new events contain-
ing the outcome of these actions [29]. The business task is performed by this
distributed network of microservices where each service is responsible for an
isolated part of the process. There is no central command and control mech-
anism, no conductor driving the interaction of services, but the microservices
are like dancers in a ballet, each reacting to other dancers around them [29].
As an example of a composed operation, let us assume that placing an
order at an online store consists of the following steps:
1. A customer fills in order details with products and credit card payment
information;
2. The credit card is debited;
3. Products are collected from warehouse to a postal package.
This interaction can be modeled with three microservices performing the
steps with choreography: Orders, CreditCardPayments and Shipping ser-
vice. When the Orders service receives the command for placing an order,
the order is validated and stored in the services data store with the status
attribute set to NEW. The service then publishes an OrderCreated event con-
taining the order details and payment information. The CreditCardPayments
services is subscribed to receive the OrderCreated events, consumes the event
message and if a credit card number is present, calls an external integration
to a credit card processor. If the external call succeeds, the processor has
debited the credit card and the CreditCardPayments microservice publishes
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a PaymentCompleted event. The Orders microservice consumes this event,
updates the order status to COMPLETED and publishes a OrderCompleted
event. The Shipping service then consumes the new event and creates a
work task for the warehouse personnel to collect the products to a postal
package.
This simple example highlights some key elements of composition with
choreography.
First, microservices taking part in choreography are loosely coupled
[29]. If a new channel for orders is added to the system (such as batch orders
from large businesses), or another payment method is added, these changes
can be implemented by adding new services to the system. These new ser-
vices can then take part in the composed business process by consuming
and publishing the same events as the existing services. As an example, if
payments with PayPal are added to the system, a new PayPalPayments mi-
croservice is created. That service consumes OrderCreated events, processes
events with a PayPal address in them, calls an external integration and fi-
nally publishes a PaymentCompleted event. Choreography as a composition
strategy yields solutions that are flexible and amenable to change [29].
Second, despite composed business processes spilling over service bound-
aries, the microservices themselves are still highly cohesive [29]. Each
service in the process is responsible only for those parts that are in its busi-
ness domain. The Orders microservice is not aware of the steps required
for getting the order payed, it only needs to know when the payment is
completed.
Third, the business process implementation with choreography is com-
plex. The interactions between the service are all asynchronous. As the
choreography has no centralized service to drive the interaction, the only
way to monitor, trace, or debug this asynchronous process is to try to keep
track of the messages flowing in the event stream [29]. A complex process
with a large number of steps fast leads to “event creep”, especially when
operations such as compensating actions or fan-outs are taken into account.
3.6.3 Service orchestration
Where in an operation composed with choreography the microservices act in-
dependently as dancers in a ballet, in orchestration the interaction is more
akin to a conductor leading an orchestra [29]. In an orchestrated composi-
tion, there is a centralized point of control coordinating the different services
[9]. The business process is implemented by an orchestrator calling different
microservices in sequence and transforming and combining the results [9].
One way of implementing the online store example from the previous
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chapter would be to make the Order service an orchestrator for the process.
In this case, the Order service would, after receiving to command to place
an order, first save to order to the service data store. The service would then
synchronously call the CreditCardPayment service to execute the payment
and update the order status in the data store to COMPLETED. After this the
Order microservice would synchronously call the Shipping service to get the
products packaged.
A number of observations can be made when comparing this implemen-
tation with the choreography implementation from the previous section.
The complexity of the implementation is much lower with orchestration.
The interaction of the services is a sequence of simple synchronous calls and
if the orchestrator knows immediately if the process succeeded or not [29].
The downside of this is the lack of temporal decoupling as the process can
only succeed if all the microservices needed in the composition are available
at the same time. The process as a whole is then less resilient to service and
network failures.
With the implementation described above, the Order microservice is
now tightly coupled to the CreditCardPayments service. If the interface
of CreditCardPayment service changes, the Orders service must by changed
as well and both services must then be deployed at the same time. Simil-
iarly, adding new payment method microservices such as PayPalPayments
also always causes changes in the Orders service due to the tight coupling.
The Orders microservices has also lost cohesion as it now is responsible
for not only order but also payments and shipping. And if the business pro-
cess becomes more complex, more interactions are added to the orchestrated
composition and suddenly the Orders microservice connected to a dozen of
other services. Business logic of all sorts accumulates to the service that was
supposed to be responsible for only orders. This can lead to the antipattern
of ”god” services where the microservice system consists of a few bloated
services directing a large number of anemic logicless CRUD-based services
[29].
So this design for the example process orchestration is obviously far from
optimal. However, cohesion can be restored and coupling moved out of the
Order microservice if the role of the orchestrator is given elsewhere. Or-
chestration as a solution becomes more manageable by making orchestrators
separate services. One option is moving the orchestration logic closer to the
client to a frontend aggregate [4] (see Section 3.6.5), but also business process-
specific dedicated orchestration microservices are a valid option. Keeping
the orchestration logic out of regular microservices helps services maintain
cohesion and contains change related to the orchestration to the business
process-specific orchestrator service.
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Both orchestration and choreography have their benefits and downsides
as composition strategies. These strategies can also be combined to form hy-
brid solutions that have both synchronous commands and event-based asyn-
chronous interactions [29]. Both strategies have their uses and the picking
either should depend on the requirements of the specific use case to be im-
plemented.
But regardless of the strategy choice, the implementation has also to take
into account that a step in a composed operation can (and will) fail and often
the changes already performed should then be compensated.
3.6.4 Compensation with Sagas
In a microservice system, the number of moving parts that can fail is typ-
ically much larger than in a monolithic application. All microservices and
integration between them can and eventually will fail in a myriad of ways.
Taking the possibility of failure into account is a crucial part of designing a
resilient microservice system [27].
Considering the order placement business process from Section 3.6.2, the
process can fail in multiple steps. For example, the credit card used for pay-
ment may not have sufficient credit available. Or the payment succeeds but
in the shipping step the ordered products are no longer available. In addition
to these business failures, the system may experience technical failures, for
example the external integration between the payment service and the credit
card process may be broken. Any of these failures might abort the busi-
ness process and might leave the system in an inconsistent state if already
performed changes are not undone.
Distributed transactions handle the uncertainty of transaction comple-
tion trough the use of long-lived locks on data [27]. In contrast, the saga
pattern handles this uncertainty with compensating workflows [27]. Instead
of conceptualizing a business process as a single long-lived distributed trans-
action, the process is seen as a sequence of multiple local transactions [5]. In
a saga, each local transaction is paired with a compensating transaction [16].
When the compensating transaction is run, it reverts the changes performed
by the original transaction (see figure 3.6) [16].
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A related pattern to backend to frontend is an API gateway2 [35]. This
can be seen as a single backend for frontend for all clients. An API gateway
can contain similar functionality as a backend for frontend, but it is typi-
cally more focused on cross-cutting edge concerns such as authorization, rate
limiting, caching and metrics [35].
The two patterns presented here can also be combined. The system can
have an API gateway responsible for edge concerns which then routes to a
number of backend for frontends responsible for client specific composition
and transformation [29].
3.6.6 Data integrity in composed operations
When composing operations in a microservice system, services often process
entities owned by other services. For example, an BankAccountsmicroservice
might consume a PaymentExecuted event that carries a Payment entity. Or a
backend for frontend might orchestrate an operation where first an Account
entity for a customer is queried from an BankAccounts service and then
a Payments service is commanded to execute a payment from that account.
But this poses a data integrity problem. If the payment backend can transfer
funds from any account and command is executed with the credentials of
a specific customer, how can the Payments microservice be sure that the
customer is authorized to pay from the account? The Payments microservice
is not the owner of the Account entity so it does not have access to the
master data store for accounts where the authorization rules are stored. The
Payments service can of course make a synchronous query (for example a
HTTP GET) directly to the BankAccounts microservice to check whether
the customer is authorized to pay from the account. But this is a inter-service
synchronous integration that tightly couples the services. And it also adds
another (hidden) synchronous call to the orchestration which as a whole can
perform poorly if the amount of synchronous calls gets too large.
One solution to the payment integrity problem is to create a persistent
cache of account authorizations in the Payments microservice private data
store. In this case, the Payments service would subscribe to events published
by the Accounts microservice (such as AccountCreated) and store the ac-
count authorization in the service data store. Then when a command for
executing a payment is received, the Payments service can check the autho-
2The term API gateway is today often a marketing term used to sell a products with
very varying capabilities with the promise of delivering the microservice promise. This
is similar to the SOA days when companies often “went SOA” by buying an Enterprise
Service Bus (ESB) product. Actually, some API gateway products contain the exact same
functionality as previous generation ESBs.
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rization from the data store. This is a performant solution, but it does carry
the overhead of requiring additional data storage. If the same integrity check
is required in dozens of microservices, the overhead can be non-negligible.
A more lightweight solution for guaranteeing integrity for an entity in a
composed interaction is to combine the security-sensitive attributes of the
entity together to a token and attach a cryptographic signature to it. This
token is then added as an attribute to the entity. In the case of the payment
example above, one can combine the account number and authorized cus-
tomer ids as claims in a JSON Web Token (JWT). A JSON Web Token
is a bag of attributes (called claims) with an attached signature [6]. When
using asymmetric cryptography, one can then set up a scheme where only
the owner of an entity, in the example case Account, holds the private key
needed to sign the specific token. Other microservices have access to the cor-
responding public key needed then to verify the authenticity and integrity of
the token [6]. In the example above, the Payments microservice then does
not take a source account number in the payment command, but a signed
token that the service can verify. The downside of the signed token solution
is then the need for key management and the solution works best if the mi-
croservice system already has a centralized key management application in
place.
3.7 Summary
So far the thesis has presented a model for a microservice system con-
sisting of isolated, uncoupled microservices that store data in private data
stores, publish events whenever their “world” has changed, consume asyn-
chronous events from other microservices and accept synchronous commands
and queries. The microservice system is in a constant flux of state change
but all changes eventually lead to a consistent end state. The system can ex-
ecute complex business processes asynchronously with choreography or syn-
chronously with orchestration and the processes can support rollbacks with
the use of the saga pattern. Data integrity in the processes can be guar-
anteed with signed tokens. The microservice system can offer client-specific
customized stable interfaces with the use of orchestrating backends for fron-
tends.
To gain something, one must let go of something else. On the path from
a single monolithic application to a distributed microservice system we have
given up consistency and centralized control but gained an architecture that
is the sum of independently evolvable parts. The next chapters present how
such a system can be built in the public cloud.
Chapter 4
Microservice systems in the pub-
lic cloud
This chapter presents building blocks for developing microservice systems in
the public cloud by using Amazon Web Services as a representative scenario.
The building blocks are chosen to fit the design patterns and architectural
choices presented in the previous chapters and the goal is to form a blueprint
for event-driven microservice systems in the public cloud.
From among possible options, Amazon Web Services was selected for the
study as it is the prevalent option for a cloud platform. Other possible choices
would have been Microsoft Azure and Google Cloud Platform.
4.1 A Cambrian explosion
When designing a system architecture on a proprietary platform such as
Amazon Web Services, one is tied to the features offered by the platform
and constrained by its shortcomings. However, the problem with AWS is
not that the feature set of platform would be lacking, but that the feature
set is so comprehensive and contains so much overlapping services that one
is easily lost. With thirteen years of history [22], in 2019 the Amazon Web
Services service palette contains over 150 different services. Dozens more are
released every year. When designing a microservice system on AWS, one is
confronted with a nearly endless variety of choices for managed data stores,
messaging systems, runtimes, configuration management and so on. All of
these choices have their own niches where that specific service excels and all
the choices have their range of applicable usage scenarios.
Making architectural choices for a system is always about making trade-
offs. Some requirements are given more importance than others, but all re-
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4.2 Microservice runtime platform
The Amazon Web Services platform services suitable for a microservice run-
time can be categorized as infrastructure as a service (IaaS) or platform
as a service (PaaS) [25].
Infrastructure as a service allows for on-demand scaling of the infras-
tructure [44], but all the management burden of such as configuration and
installing security updates, for instance, lies on the development team. Ama-
zon EC2 is an IaaS service which offers unmanaged virtual machines (called
instances) [21], where one can deploy microservices as classic Unix deamons.
But as microservice architecture is generally suitable only for large-scale sys-
tems [28], using EC2 as runtime3 would require building automation solutions
for deploying, updating and monitoring all the daemon processes scattered
over dozens of instances.
Unlike EC2 and other IaaS AWS platform services, platform as a service
solutions have the required automation capabilities built in [21]. Using these
solutions reduces the operational overhead of running, maintaining and mon-
itoring individual microservices [21]. Amazon Seb Services offer a range of
PaaS platform services for deploying applications and functions such as Elas-
tic Beanstalk, Elastic Kubernetes Service, Elastic Container Service. There
is also now a Function as a Service (FaaS) option available in the form of
AWS Lambda. So which to pick as candidates for a generic microservice
runtime?
If Amazon EC2 offers bare virtual machines without any restrictions, the
other end of the spectrum is Elastic Beanstalk where only limited appli-
cation types can be deployed. In this respect, Elastic Beanstalk is similar
to first-generation PaaS solutions such as Google App Engine4 or Heroku5.
An overly constrained runtime is a poor choice for microservice architec-
ture where each microservice can have very varying characteristics and re-
quirements. So the runtime platform should support both short-lived and
long-lived tasks, web applications as well as services with only event-based
ECS launch type and RDS engine type pair from the total of 14 different combinations.
Whatever the choice, it can be paired with at least six top-level AWS services that can
act as message-oriented middleware with varying features for delivery guarantees, message
persistence and subscription types. To route HTTP traffic to the microservice, one then
has to choose from three different Elastic Load Balancer types. So a service that runs on
ECS, stores data in RDS, has an HTTP interface and publishes events can be implemented
with at least 28 different AWS service combinations.
3When running more than one microservice per EC2 instance
4https://cloud.google.com/appengine/
5https://www.heroku.com/platform
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[20]. Docker enables building individual microservices as Docker images that
are then uploaded to a Docker image registry [20]. The images are portable
in the sense that they can be executed on any host where the Docker daemon
is running. In an optimal situation, this allows a software developer to run
a Docker image on a local development machine and then deploy the same
image to a cloud service where it runs with identical results [20]. In many
cases, container technologies such as Docker have been one key enabler for
the adoption of microservice architecture [20].
When the deployable artifact for a microservice is a Docker image, the mi-
croservice system is not constrained in the choice of programming language,
used libraries or tools. Making the image as the lingua franca of the Ama-
zon Web Services platform runtime allows one to create portable consistent
deployments using the technology stack that is best suited for the problem
at hand.
4.2.2 Elastic Container Service
The AWS service palette offers two services to run Docker images for mi-
croservices: Elastic Kubernetes Service (EKS) and Elastic Container Service
(ECS) [21]. Both of these a managed Docker environments and tasks such
as installing, operating and scaling the cluster management infrastructure
are handled by AWS [21]. Both services are a valid choice for a microservice
system runtime, but if the development team is not already familiar with
Kubernetes (an open-source platform for container management, a complex
software in its own right6), Elastic Container Service is a simpler choice.
Elastic Container Service is an AWS platform service that manages run-
ning Docker containers on a cluster of hosts. ECS is responsible for distribut-
ing container deployments in the cluster and matching deployment task def-
initions specifying the required computing and memory resources with the
available capacity on each host. Containers are deployed to ECS as images
from a private Docker image registry, the Elastic Container Registry (ECR)
(see figure 4.3) [47].
6https://kubernetes.io/docs/concepts/overview/what-is-kubernetes/
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Figure 4.3: Application lifecycle from a Docker image in Elastic Container
Registry to a running container.7
For a microservice system, Elastic Container Service provides the nec-
essary target runtime for the individual microservice containers. Multiple
containers of the same individual microservice image can run on multiple
different hosts – both the number of hosts and the number of containers can
then be scaled depending on the load [47]. This prevents a host or a container
becoming a single point of failure in the system [37].
Task definitions in ECS allow for a deployment to specify required re-
sources such as the amount of memory or computing capacity [47]. But
microservices in a system can have different characteristics on more levels
than just on the raw capacity needed by the service. The microservice ar-
chitecture encourages creating separate services for non-cohesive business or
technical capabilities [27]. This means that some services in a microservice
system receive traffic 24/7 while other might only run a batch job loading
external data or creating reports nightly, weekly or monthly. An external
trigger such as received batch data may suddenly require a microservice to
scale from a few running containers to hundreds. To match these different
requirements, there are two different ECS launch types that can be used.
EC2 launch type of the Elastic Container Service deploys containers on
Amazon EC2 instances that are part of the cluster [47]. Containers are then
deployed on these virtual machine instances. The number of EC2 instances
can be scaled according to load, but it is up to the development team to
automate the scaling and manage the instances. This launch type is best
suited for microservices where the capacity requirements are fairly stable.
For deploying microservices where the needed capacity can vary greatly
(such as computationally intensive scheduled jobs), the Fargate launch
7Image source: https://aws.amazon.com/ecs
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type is more suited. Fargate is a serverless deployment model where the
cluster infrastructure is abstracted away and is completely managed by AWS
[47]. Scaling a microservice on Fargate is not constrained by the bounds
of EC2 cluster resources but can be scaled automatically based on load to
hundreds of container instances.
Elastic Container Service is the basic building block for a microservice in
the architectural blueprint described in this thesis. ECS abstracts the de-
tailed mechanics of running microservice containers but allows for microser-
vice deployments with highly varying characteristics.
4.3 Implementing event streams
In an event-driven microservice system, the event stream is the backbone of
of the system. As such, how to implement an event stream is one of most
the most crucial design decisions when building the system architecture.
As described in Section 3.3.1, event streams are particularly suited for
a message oriented middleware product. There is no shortage of messaging
solutions, in Amazon Web Services, so a choice of the AWS platform service
must first be made. For it to be considered a candidate for an event stream
implementation, the AWS messaging solution must be able to support the
use cases presented in Section 3.3. Specifically, the messaging system must
the able to fulfill the following requirements:
1. Publishers, consumers and message destinations must be dynamic. A
message publisher does not need to know the consumer(s) of the mes-
sage and a new consumers can be added while messages are already
being published. As described in Section 3.3, one of the main ben-
efits of the event-driven pattern is supporting the dynamic nature of
microservice systems. In a microservice system, new features can be
implemented by introducing new services instead of modifying existing
ones [37].
2. A published message must be able to be consumed by multiple con-
sumers. This makes the semantics of the message destination a publish-
subscribe topic instead of a point to point queue [42]. As mentioned in
Section 3.3, microservices in an event-driven system blindly broadcast
all state changes as events to the event stream. A single event is then
typically consumed by more than one other microservices.
3. A published message must be persistent, i.e. the messaging system
must store messages instead of just forwarding them. Temporal de-
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coupling presented in Section 3.3.2 requires that events are stored in
the event stream even when the consumer microservice is not available.
Also persistent messages give a slightly better guarantee of eventual
consistency described in Section 3.3.3, in the case the messaging sys-
tem itself crashes.
4. A message must be considered delivered only after is has been ac-
knowledged. Sending a message to a consumer does not indicate
a successful delivery and the consumer must be able to explicitly ac-
knowledge the message. The At least once consumer semantics used for
achieving eventual consistency described in section 3.3.3 require that
the consumer can decide when event handling is considered completed.
5. For event sourcing and initial data load scenarios, a consumer must be
able to consume messages it has already acknowledged. Sourcing
state from events as presented in Section 3.3.4, requires that a consumer
can build its (initial) state by consuming a series of events from the
event stream. The state is not necessarily persisted, in which case the
same events are consumed again the next time the services loads the
state [30].
With an event stream implementation that fulfills these requirements,
all the event-related patterns from Chapter 3, such as composing operations
with choreography and choreographed sagas, can be used.
4.3.1 Alternatives for a messaging backbone
The simplest option for a messaging solution in Amazone Web Services is the
aptly named Simple Queue Service (SQS). However, SQS offers only single
producer - single consumer queues and not publish-subscribe topics which
are required for event streams. To achieve topics semantics with SQS, the
service can be combined with another AWS platform service, Simple Noti-
fication Service (SNS) [21]. SNS offers topics to which one can subscribe
SQS queues, effectively achieving one to many publish-subscribe model. But
the combination of SQS and SNS does not fit the other event stream re-
quirements very well. In fact, such a combination is not very dynamic as
it requires registering each SQS queue explicitly to the SNS topic, thereby
creating overhead in deployments and in managing the queues. SQS also
does not make message redelivery possible after it has been acknowledged,
so to support event streaming the SNS topic would have to be also combined
with a persistent data store.
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some custom glue connecting the different services and for handling features
such as initial data loads.
But in the AWS platform service palette there actually is a single managed
service that also fits the requirements from section 4.3, Amazon Managed
Streaming for Kafka (MSK).
4.3.2 Propagating events with Amazon MSK
Amazon Managed Streaming For Kafka (MSK) is a fully-managed AWS plat-
form service for Apache Kafka message brokers [49]. Kafka is a low-latency
publish-subscribe messaging system designed for big data stream and dis-
tributed environments [45].
Kafka offers streams with multiple consumers, persistent messages, ex-
plicit acknowledgements; most importantly, Kafka streams used in MSK are
rewindable [45]. As the consumer of a Kafka stream can start consuming
the topic from any point (e.g., from the first record, last record or at an
arbitary offset), the topic itself becomes a persistent data store [45]. This
makes is possible to treat stream consumers as just a generalization of the
batch processing model [45], exactly what is needed for implementing event
sourcing and initial data loads.
With Apache Kafka, producers send messages to topics from which 0-n
consumers can consume the same message [52]. Unlike most other message
oriented middleware solutions, Kafka makes no distinction between a queue
and a topic, but the semantics of the message delivery can be chosen by the
consumer. Each Kafka consumer is part of one consumer group and each
message in a topic is delivered at least once to each consumer group [52].
The flexibility offered by Apache Kafka consumer groups is extremely use-
ful for a microservice system event stream. Building a microservice system
is an iterative process, with the system gaining new features by adding more
services to the network of individual microservices [37]. When the microser-
vice publishing an event is built, the is no knowledge on which microservices
in the future will be consuming those events. Similarly, the precise semantics
of consuming the event message are entirely up to the needs of the con-
suming microservice. One service can consume the event to update state
in the services persistent data store. In this case, the message needs to be
delivered to only one running container for that microservice. Another
microservice might consume the event to evict in-memory caches, in which
case the message needs to be delivered to each running container for the
service. With Kafka consumer groups, the behaviour model is chosen by the
consumer (and not the broker or topic configuration). When all container
instances for a microservice share the same consumer group id, each message
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is delivered to only one container. And when each container has a unique
group id, all containers for the microservice receive each message.
One of the benefits of microservice architecture is the ease of horizontal
scaling, i.e. adding more capacity to the system by cloning more copies of
a microservice [35]. For horizontal scaling to be effective with event-driven
microservices, the messaging system needs to be able to distribute messages
among multiple consumers. With Apache Kafka used in Amazon MSK, this is
achieved by splitting a topic into multiple partitions [52]. Within a consumer
group, each partition of messages is sent to only a single consumer, but a
consumer can concurrently receive messages from multiple partitions [52].
When the amount of consumers in a consumer group changes, for example,
when scaling up the amount of container instances in Fargate, the Kafka
broker will redistribute the partitions for all the consumers [52].
Using Amazon Managed Streaming for Kafka as the event stream im-
plementation in an event driven microservice is a scalable solution requiring
no custom integrations or IaaS virtual machines to manage. Amazon MSK
fulfills the requirements set for an event stream implementation technology
set in Section 4.3 and, as a single managed AWS platform service, it is in
line with the design goal of finding a simple solution as set in Section 4.1.
4.4 Implementing frontend aggregates
As described in Section 3.6.5, a client typically interacts only with a frontend
aggregate instead of exposing individual microservice interfaces directly to
clients [44]. The aggregate presents a stable API to the client and can com-
pose and transform responses from microservice to better suit the needs of
the specific client.
For building frontend aggregates with HTTP APIs, Amazon Web Services
offers the API Gateway platform service [50]. In an API Gateway, HTTP
resources for different microservices are defined and the gateway routes traffic
to the services based on the incoming request [50]. The gateway can handle
authentication and authorization of API calls, rate limiting and also run data
transformations on the replies for backend microservices [50].
This allows most of the functionality required for the backend for fron-
tend pattern presented in Section 3.6.5. So the obvious approach seems to be
to create an API Gateway frontend for each client. If the gateway is a just a
thin reverse proxy, this is a viable choice. But one of the responsibilities of
the backend for frontend is to present an interface customized for the client.
This often requires creating API endpoints which return a coarse grained
responses which are composed from the responses of multiple microservice
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backend calls. But an AWS API Gateway can only do simple transforma-
tions [50] and must delegate composing logic to an upstream component.
AWS API Gateway is best suited for features that can be defined as edge
concerns. This includes responsibilities such as authorization, caching and
route limiting that need to be handled at the outer edge of a system.
While an AWS API Gateway is a suitable choice for handling edge con-
cerns [50], for building a backend for frontend there is no managed AWS
platform service available. A backend for frontend can be responsible for
complex logic such as composition, orchestration and stateful orchestration
as with sagas as presented in section 3.6.4. So a BFF must be built from
scratch using a number of different AWS services.
One solution for building a backend for frontend is combining the API
Gateway, Elastic Container Service and Application Load Balancer platform
services with custom code as detailed next.
4.4.1 Backends for frontends with API Gateway, Elas-
tic Container Service and Application Load Bal-
ancer
When building a backend for frontend with Elastic Container Service, a
microservice running in an ECS container acts as a gateway between the
clients and the backend services. The gateway microservice can be built
as a lightweight web application that accepts requests from a single client
type such as a web application running in a web browser, calls one or sev-
eral backend microservices and returns results transformed to suit that client
type [44].
For the BFF microservice to be able to call the backend services, the
target services must not only expose interfaces, but the caller must be able
to discover the interface endpoints. An Elastic Container Service cluster can
have dozens of virtual machines each running some subset of the containers
deployed on the cluster. But the caller needs to locate the endpoints available
for the specific service that it wishes to call. One pattern that can be used
to solve this discovery problem is the service registry [27]. In this pattern,
each microservice registers the network endpoints it is available at in a cen-
tralized registry [27]. A client that wishes to call the service then queries
the registry for available endpoints [27]. This is a very flexible approach
supporting complex use cases such as releasing newly deployed services to a
controlled subset of clients [27]. But the service registry approach also adds
complexity the system in the form of an additional runtime component that
must be monitored and maintained.
CHAPTER 4. MICROSERVICES IN THE PUBLIC CLOUD 54
In this reference architecture, flexibility is traded for simplicity and the
emphasis is on using AWS managed services where feasible. A simpler so-
lution for the discovery solution is to use a load balancer [31]. In this
pattern, instead of a calling microservice querying a service registry for the
endpoints of the callee service, the caller can blindly send the request to a
load balancer. The load balancer then has the knowledge of the endpoints
for the target service.
For load balancing HTTP requests to microservices, instead of using a
classical load balancing solution such as HAProxy, Nginx or Apache HTTP
Server, one can use an AWS managed service called Application Load
Balancer (ALB). When a client sends a request to an ALB, the load balancer
routes the request according to the defined routing rules. When the request
matches a rule, the target microservice is selected from a routing target
group. For each microservice in a target group, the load balancer checks the
status of the service by periodically polling a health check endpoint. If the
target microservice does not report a healthy status, it is removed from the
ALB target group. But this is where combining AWS managed services pays
off, as in addition to removing the faulty microservice from the load balancer
target group, the container is also shut down in Elastic Container Service and
a new container started. When new microservice containers are deployed to
to ECS, the containers are then automatically registered to an Application
Load Balancer target group. [21]
An example microservice system architecture with a backend for frontend
built with API Gateway, Application Load Balancer and Elastic Container
Service consists of six layers.
1. API Gateway: responsible for edge concerns such as API key autho-
rization, routes HTTP requests to the BFF ALB.
2. Application Load Balancer for BFF, routes HTTP requests to BFF
microservices.
3. Elastic Container Service cluster for BFF: responsible for running BFF
containers.
4. BFF microservice: Performs tasks by calling a number of other mi-
croservices over HTTP.
5. Application Load Balancer for microservices: routes HTTP requests to
the services in the microservice system.
6. Elastic Container Service cluster for microservices: responsible for run-
ning service containers.
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In the example architecture, the backend for frontend microservice can
orchestrate calls to different microservices and combine the results of those
calls to suit the needs of the client. As the BFF is merely another microser-
vice, a lightweight web application, the architecture offers flexibility to choose
to implement functionality in either in backend microservices or in the BFF
service. But the solution does have its limits. Backends for frontends and
other gateways typically do not store persistent state [44]. And as such, if the
BFF has no capability to orchestrate stateful processes, it is mostly limited
for performing composition of API calls. For orchestrating complex business
processes, solutions are needed that support persisting the process state.
4.5 Implementing orchestrated processes
As presented in Section 3.6.2, if a business process is implemented with or-
chestration, a central coordinator is required for calling different microser-
vices and acting on the results of those calls. In a microservice system that
relies heavily on publishing and consuming events, some of those calls often
are asynchronous so that the coordinator will move to business process for-
ward based on the events it consumes from the event stream. This requires
keeping track of the process state, so that the process can continue once the
asynchronous operation has completed. Similarly, a process might have steps
that require human interaction, e.g., a process for granting loans might be
fully automated unless the loan sum exceeds a certain amount and must then
be manually approved. Once the approval is given, the automated process
again continues execution.
Coordinated processes, especially long-running ones, can benefit from
building the processes on top of runtimes that offer support for elements
often present in business processes such as temporal decoupling, retries and
compensating actions. This chapter presents two alternative solutions for
building coordinated processes in Amazon Web Services.
4.5.1 Processes with AWS Step Functions
AWS Step Functions is a managed AWS service for building processes as
workflows. In Step Functions, a workflow defines a business process con-
sisting of a number of states. The Step Functions runtime executes the
process as a state machine, moving from one workflow state to the next. [21]
The states of a Step Functions workflow are the basic building block for
building business processes. A single state in a workflow can either perform
a task, define state variables to the next step, branch the execution of the
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workflow. An execution is a running instance of the workflow definition.
While an execution is running, the Step Functions runtime keeps track of
the state of workflow, i.e., what step of the process is being executed and
what state variables are defined for this specific execution. [51]
As in a distributed microservice system failures should be considered a
norm rather than an exception, it is imperative for business process imple-
mentations to cope with failing services. For achieving reliable process execu-
tion in a failure-prone environment, Step Functions workflow executions can
automatically retry failed steps to overcome intermittent errors [21]. Retry
loops can be used to overcome temporary failures that might occur due to
e.g., network glitches or failed deployments.
Workflows in Step Functions are defined in a domain-specific language
called Amazon States Language. The format for Amazon State Language
is Javascript Object Notation (JSON) and workflows are defined in the lan-
guage as an array of tasks. The AWS console web application offers a vi-
sual designer for building Step Functions workflows. The designer parses the
JSON-based workflow definition and builds a graph visualization of the steps
in the workflow. [51]
AWS Step Functions bears many resemblances to the classical Service
Oriented Architecture orchestration approach. In classical SOA, heavyweight
workflow tools such as Business Process Execution Language engines
were used for building business processes [27]. Where the SOAP Web Ser-
vice -related WS-BPEL process description language was XML-based, in Step
Functions JSON state declarations are used for ”programming” the process
logic. The BPEL engines also offered visual design tools for building work-
flows, similar to the AWS Step Functions console.
Another resemblance between Step Functions and the classical SOA or-
chestration approach is the rigid split between the coordinator and the busi-
ness services. In Step Functions, the workflow is deployed to the Step Func-
tions runtime and it is a component that is always separate and not an
integral part of any microservice. The workflow cannot execute any code it-
self and must always delegate program code execution to another component
such as AWS Lambda. This fits very well to the serverless architecture style
where the system consists of individual nano-sized cloud functions, but hav-
ing a separate declarative workflow engine does fit so well to the microservice
architecture principle of self-contained stand-alone services.
AWS Step Functions is a valid candidate for building orchestrated pro-
cesses as described in chapter 3.6.3, but it does not fit very well to the
requirements set in chapter 4.1 for a simple cloud computing solution. Any
non-trivial workflow requires a number of task steps that call external ser-
vices, so orchestration workflows would always need to be supported by a fleet
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of additional deployments such as AWS Lambda functions. This scatters a
Step Functions workflow as a deployment across numerous AWS managed
services. Process orchestration is also a responsibility that might often be
given to a backend for frontend, but with Step Functions, the orchestrating
workflow is always a separate entity from the BFF. To better support the
scenarios where orchestration is just one of the responsibilities of the service
(e.g., BFF microservice), one needs look at patterns where the process engine
can be embedded within the microservice.
4.5.2 Coordinator microservice with Elastic Container
Service and Relational Database Service
The microservice architecture pattern strives to enable building complex sys-
tems from simple individual components. Following this design principle,
instead of using a complex separate runtime for business process execution,
one can utilize a lightweight process engine that can be execute processes
within a microservice. But to take advantage of running in a cloud runtime,
the process engine should not bring any extra unmanaged deployment depen-
dencies (such as vendor-provided virtual machines or persistence solutions)
but it should be able integrate with managed AWS services.
For building microservices that need to perform process orchestration,
one can take a similar approach as is presented in chapter 4.4.1 for building
a flexible backend for frontend solution by utilizing containers and AWS man-
aged services. Like the BFF, a microservice that coordinates other processes
should be deployable to Elastic Container Service as a Docker container. And
for persisting process state, the coordinator should be able to utilize AWS
managed persistence solutions. With this design, one can build complex
stateful processes in business microservices or in backends for frontends, but
still take advantage of the features offered my managed cloud services.
Examples of embeddable workflow engines include Spring State Machine8
(by Pivotal), NFlow9 (by Nitor) and jBPM10 (by Red Hat). All of these can
be embedded in microservices that run on Java virtual machine. The process
engines can be taken into use by adding the necessary software libraries to
the microservice Docker container and including the process definition in
the microservice deployment. The mentioned process engines have some
minor differences in the process definition design, for example jBPM uses a
specialized domain-specific language where NFlow and Spring State Machine
8https://projects.spring.io/spring-statemachine/
9https://nflow.io/
10https://www.jbpm.org/
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use standard Java programming language constructs. Figure 4.6 presents a
sample workflow definition in NFlow. As with AWS Step Functions described
in chapter 4.5.1, the process engines then run executions of the workflow in a
state machine according to the states and transitions defined in the process
definition.
public class ProcessCreditApplicationWorkflow extends
WorkflowDefinition <ProcessCreditApplicationWorkflow.State > {
public enum State implements WorkflowState {
createCreditApplication(start , "Create new credit application"),
startCreditDecisionWorkflow(normal , "Start credit decision workflow"),
waitCreditDecisionWorkflow(normal ,
"Poll for result of credit decision process"),
createLoan(normal , "Create the loan based on application"),
transferMoney(normal , "Transfer money to deposit account"),
transferMoneyFailed(normal ,
"Transfering money failed , reverse creating loan"),
updateCreditApplication(normal , "Update the credit application state"),
manualProcessing(manual , "Process must be handled manually"),
done(end , "Credit application has been completed.");
}
public ProcessCreditApplicationWorkflow () {
super("processCreditApplication",
createCreditApplication , manualProcessing ,
new WorkflowSettings.Builder ().setMaxRetries (3).build ());
permit(createCreditApplication , startCreditDecisionWorkflow);
permit(startCreditDecisionWorkflow , waitCreditDecisionWorkflow);
permit(waitCreditDecisionWorkflow , createLoan);
permit(waitCreditDecisionWorkflow , updateCreditApplication);
permit(createLoan , transferMoney);
permit(transferMoney , updateCreditApplication , transferMoneyFailed);
permit(transferMoneyFailed , manualProcessing);
permit(updateCreditApplication , done);
}
Figure 4.6: A sample NFlow workflow definition12. The workflow has a
single start state, end state, six normal states and a manual state where
human intervention is required to complete the process. The workflow also
uses automatic retries for failed operations.
For keeping track of a process executions state and defined variables, the
embedded process engines require access to a relational database. In Amazon
Web Services, one can use a managed persistence solution called Relational
Database Service (RDS) to provide this capability. The RDS managed
cloud service can run standard relational database software products such
as PostgreSQL or MySQL [21], so the process engines can use RDS for stor-
ing persistent state without any AWS-specific integrations. As a managed
service, the RDS runtime then offers features minimizing the need for man-
ual process data store maintenance such as elastic scaling of storage and
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automated monitoring and backups [21].
Embedded lightweight business process engines enable building coordi-
nator microservices that can run stateful complex business processes with
support for actions such as automatic retries and manual human tasks. As
the process engine can be integrated to any microservice (that fulfills the
technical requirements), orchestration capabilities can be added to an exist-
ing microservice to support a specific use case. This is especially important
in the context of a backend for frontend. As described in chapter 3.6.3, a
BFF is a good candidate for an orchestrator, and as the solution of using
ECS and an embedded process engine aligns well with the BFF design from
chapter 4.4.1, the solution presented in this chapter can be used to add or-
chestration capabilities also to backends for frontends without the need of a
significant refactoring.
4.6 Summary
The previous chapters have presented a reference architecture for building
an event-based microservice system in the public cloud. The design enables
to use of propagating changes in the system with an event stream built with
Amazon Managed Streaming for Apache Kafka, running microservices pack-
ages as Docker containers in the Elastic Container Service runtime, building
backends for frontends with API Gateway, Application Load Balancer and
containers and running orchestrated processes in a lightweight workflow en-
gine storing persistent state in Amazon Relational Database Service.
The reference architecture presents a design for implementing a microser-
vice system using a small subset of the available Amazon Web Services plat-
form features. The design goal for the architecture was to define a model for
a simple, understandable cloud computing solution for implementing a mi-
croservice system while taking advantage of the cloud platform features. Key
feature in the reference architecture is the choice of using a Docker container
as the deployment artifact for microservices. In the reference architecture,
deploying services as containers provides the flexibility required for running
very heterogeneous microservices while preserving the ability to benefit from
cloud runtime capabilities such as elastic scaling.
12Source code from https://github.com/NitorCreations/nflow
Chapter 5
Discussion
Chapter 3 described architectural patterns for building a microservice sys-
tem from decomposed, independent components. Chapter 4 presented how
the patterns can be implemented in Amazon Web Services cloud computing
platform. The software architecture structures and implementation guide-
lines presented in this thesis form one reference architecture for a distributed
system designed for cloud computing deployment. In this chapter, the ref-
erence architecture is evaluated and its benefits and disadvantages are dis-
cussed. The findings presented in the thesis are also compared to the authors
empirical experience of building large enterprise systems with microservice
architecture.
5.1 Analysis of the proposed architecture
What is apparent from the presented reference architecture, is the inevitable
complexity of distributed computing.
In a monolithic application, a business process might be implemented by
a REST API accepting a command which is executed by the application by
synchronously calling a sequence of functions in the same process. These
functions would then update the monolithic database in a single transaction
preserving the atomicy and consistency of state modifications. The mono-
lithic application might be packaged in a single installation package (such as
RPM or deb), released to a package repository and installed on a number of
servers by the operating system package manager.
In the case of the microservice system presented in this thesis, the busi-
ness process would be implemented by a fleet of independent processes each
responsible for a single business task. Persistent state in the system would
be scattered to a number of data stores that only asynchronously form an
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eventually consistent aggregate. In the case of implementing the business
process with choreography, the implementation would at runtime manifest
in the microservice system in the flow of asynchronous events in multiple
topics of a messaging solution. The microservices in the system would pub-
lish interfaces for other services to consume, and patterns such as consumer
driven contracts would be used to try avoid breaking changes. Deploying
the system to Amazon Web Services would consist of one deployment per
microservice to a cluster or virtual machines, possibly abstracted away as in
the case of AWS Fargate, each running a number of microservices isolated
in Docker containers. To put it briefly, the complexity creep of this solution
compared to a single monolithic application is outright massive.
However, we must remember the context from chapter 2. The microser-
vice system reference architecture presented in this thesis is not fit for sim-
ple, small applications. It is designed for enterprise applications that are in
any case bound to grow huge both in the lines of code and in the amount
of constantly changing business rules and their never-ending exceptions. A
monolithic enterprise application at a certain point of its growth passes a
point when adding new features or fixing defects often leads to breaking
other parts of the application. The pace of development grinds to a halt
when all changes become extremely risky. Developers react to this risk fac-
tor by keeping changes as local as possible, which then leads to eroding the
application architecture as use case logic is spread across the whole code base
[35]. The microservice system architecture presented in this thesis is designed
for applications in this problem domain. The reference architecture tries to
apply the tried and tested principles of the Unix philosophy to enterprise
applications in the cloud to build software “out of simple parts connected by
well-defined interfaces [34]”.
The architecture described in this thesis approaches the problem of cou-
pling from the bottom up, from the data. Integrating different parts of a
system via a shared database is an extremely common pattern in enterprise
applications [29]. As this is the most common and the most severe cause
of coupling, breaking this interconnectedness is at the heart of this refer-
ence architecture. Splitting all persistent state to service-private data stores
is from where all the other patterns follow. This single choice causes the
paradigm shift from hard consistency to eventual consistency. This thesis
has described how event-driven architecture can be used to cope with this
distributed data storage model and how events are at the key of avoiding
tight coupling between microservices.
Event-driven architecture promotes loose coupling between different com-
ponents of the system. However, the flip side of the coin is that the resulting
system is hard to reason about. As the interaction of different services are
CHAPTER 5. DISCUSSION 63
decoupled via a message broker, tracing and debugging an interaction is a
non-trivial effort. This decoupling also applies in time as discussed in section
3.3.2, which has a number of benefits as discussed in this thesis, but it also
adds complexity to the system and makes debugging the interactions even
more difficult.
5.2 Bringing microservices to the cloud
Most system architecture patterns now have take cloud computing into ac-
count in one way or another, and microservice architecture is no exception.
Microservices as an architecture design pattern has properties such as auton-
omy of components that align fairly well with the characteristics of common
cloud computing platforms. However, the architectural style of microservices
was ”discovered” and defined (by e.g., Fowler and Lewis [15]) over five years
ago in 2014 when also the cloud computing landscape was radically different
from what it is today. The term microservices predates for example AWS
Lambda and the entire Function as a service (FaaS) concept. So while mi-
croservice architecture is very often used in cloud deployments and it can
quite well support taking advantage of cloud platform features, it is by no
means a cloud-native or serverless architecture style.
This mismatch of serverless computing and microservice architecture is
quite apparent in this thesis for example in chapter 4.5.1 when analysing
different options for implementing microservice orchestration in the cloud
(research question four). AWS Step Functions is the best suited Amazon
managed service for the task, but is not a very good fit for a microservice
system as Step Functions is a solution targeting serverless cloud-native ar-
chitectures which microservice architecture does not represent. Similarly, in
analysing event stream implementations options in AmazonWeb Services (re-
search question three), as a single managed service, only Amazon Managed
Streaming for Kafka is a good fit for the requirements needed by event-driven
microservices and Amazon MSK is only a very recent (2019) addition to the
AWS service palette.
The public cloud reference architecture in this thesis is built with the
explicit goal of a simple, understandable solution. This design choice leads
to the implementation being a “generic solution” by design. The implemen-
tation described in the thesis thus does not attempt to optimize the perfor-
mance or the scalability of the microservice system implementation. But it
is also notable that in search of a simple understandable cloud microservice
architecture, the reference architecture on purpose does not use the more
intricate features of cloud platforms. And one can very well bring up the
CHAPTER 5. DISCUSSION 64
argument that the reference architecture does look like more of a traditional
in-house data center system architecture than a serverless cloud computing
architecture. This can however be seen also as a positive attribute of the
reference architecture presented in the thesis.
A system architecture using fairly common open-source components is
portable not only from the cloud to an in-house data center, but also be-
tween cloud providers. A microservice system that relies heavily on Docker,
Apache Kafka and PostgreSQL is fairly simple to port from the Amazon Web
Services cloud to Google Cloud Platform or Azure. But a system built on
AWS Lambda, DynamoDB and Step Functions, all proprietary Amazon ser-
vices, would require a fairly significant rewrite if the system would be ported
out of the Amazon cloud. One can also speculate that in the the indus-
try there currently might work a lot more engineers with experience building
and running systems on common open-source components than with bleeding
edge cloud-native solutions.
Ultimately, only time will tell which architectural styles will stand the test
of building large long-lived enterprise systems. For example, classical Service
Oriented Architecture (which was very much hyped in the early 2000s) is now
seen as a failed experiment driven by commercial interests of large middleware
vendors. One can see some similar aspects in cloud-native architectures. But
it remains to be seen if in the years to come microservice and/or serverless
architecture will also be moved to the category of “it seemed like a good
idea at the time”. Fortunately, software architecture evolution is an iterative
process and also architectural styles that fall out of use contribute to the
following generations of architecture design. Microservice architecture is very
heavily based on concepts that can now in hindsight be seen as the good parts
of classical SOA.
5.3 Findings from empirical evidence
The author has four years of industry experience in designing and developing
enterprise systems with microservice architecture, mostly in companies that
operate in the finance sector. In this chapter, some findings presented in the
thesis are compared to experiences from the trenches of enterprise application
projects.
The design of an event-driven microservice system presented in Section
3 puts great emphasis in enabling the development of a system where indi-
vidual microservices are not tightly coupled to each other. This is a crucial
aspect of building a large distributed system. Once components start to
become tightly coupled, the possibilities for maintaining and evolving the
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microservice system erode quickly. But this is also the aspect that is the
hardest to put into practice. Software is developed by developers and all
developers are shaped by their past experiences. When new companies and
new teams to start developing software with microservice architecture, de-
velopers naturally try to use solutions that have worked well for them in
monolithic applications. This includes techniques such as passing data via a
shared database, making synchronous calls between microservices and creat-
ing shared software libraries for reusing code between different microservices.
And these solutions do work quite well while the microservice system is small,
perhaps up to a dozen services. But once the number of services increases, the
interconnectedness of the services, both visible as with synchronous calls and
hidden as with shared database access, makes it extremely difficult to change
and deploy individual microservices. The system of individual services has
been replaced by a distributed monolith where changes and deployments al-
ways affect the entire system. This results in a system that would have been
better off being designed as a monolithic application, as the system has lost
all the benefits of a microservice system but retained all its downsides. De-
veloping an event-driven microservice system requires a guiding hand of an
architect that is willing to hold on the principles of the system architecture
and sees the difference between an unnecessary architectural compromise (of
which there are usually many) and a compulsory architectural compromise
(of which there a only a few but they are all the more important to spot).
When operating a large microservice system in production, it is crucial
to have proper visibility to the system. In monolithic applications, one can
very well get by with just aggregating all application logs to a search index.
However, in a microservice system, especially in those that make heavy use of
events, the capability to follow the execution of an operation across different
services and messaging topics is a prerequisite for deploying the system to
production. In practice, the cloud reference architecture described in Sec-
tion 4 requires also building dedicated tooling for tracing of asynchronous
interactions between the different Docker containers, Amazon MSK topics
and workflow engine executions. The need for greater runtime visibility is
often overlooked when developing microservice systems, and this can cause
huge delays in fixing issues when the first performance problems occur or a
buggy service has propagated faulty data across the network of services in
production.
Chapter 6
Conclusions
With the increasing adoption of public cloud platforms for deploying soft-
ware, the use of distributed system architectures is also becoming more com-
mon. Distributed systems excel is some areas, for example in the ease of
scaling the system, but they also present challenges with e.g., system main-
tainability and data consistency that are not present in monolithic applica-
tions.
If an enterprise application has reached a point where further develop-
ment work is effectively impossible (due to technical debt or new features
constantly breaking existing functionality), being forced to rewrite the en-
tire application is a huge and expensive effort. Microservice architecture
attempts to avoid this scenario by building the system from autonomous
components. But there is an apparent risk of creating a system that collects
technical debt faster than a monolithic application due to the complexity of
distributed system design.
This thesis has described how event-driven architecture can be used to
prevent coupling in distributed applications and presented how to apply pat-
terns such as service choreography and orchestration to a microservice sys-
tem. Using these patterns helps building microservice systems that fulfill the
complex requirements of a long-lived large enterprise application.
When building distributed systems on public cloud platforms, develop-
ment teams and architects can become overwhelmed by sheer number of
possible cloud services and the amount of design decision one has to make
when first building a cloud architecture for a project. This thesis has defined
a reference architecture that can be used as a starting point when designing
a cloud-based system architecture for a microservice system. From the fairly
simple reference architecture, development teams can then start evolving the
system architecture to suit the specific needs of application being developed.
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6.1 Further work
Building distributed systems with microservices and deploying these system
to public cloud platforms are vast topics. The focus of the thesis is in ar-
chitectural design, and many of the non-functional aspects of microservice
systems and cloud deployments are merely touched upon.
Building large software applications is never only a technical challenge but
it is always also an organizational one. One of the promises of microservice
architecture is that cross-functional teams should be able to build and deploy
microservices autonomously from other teams. This in turn helps in scaling
the development effort of a large software system. Further research in this
topic could help identify software design patterns for microservice that help
or hinder this organizational scaling effort.
The thesis also leaves open the financial aspects of the presented public
cloud reference architecture for microservice system. Managed services in
public cloud platforms have very different pricing models, and the choice of
a microservice runtime or data storage solution can have a significant impact
on the cost-effectiveness of running a microservice system in the cloud. A
price study comparing the costs for running microservice with different cloud
platform managed services would help architects in choosing architectural
patterns also with cost-effectiveness in mind.
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