I. INTRODUCTION
Density functional theory (DFT) is one of the most used quantum chemical approaches to predict the structural, mechanical, electronic, mechanical and optical properties of materials. There are dozens of firstprinciples electronic-structure packages based on DFT have been developed so far, such as Abinit 1 , VASP 2,3 , Siesta 4 or Quantum Espresso 5, 6 , which are capable of exploring remarkable material properties. One of the common features for these packages is which require post-processing to plot or extract into a human-readable format from the raw calculated data. Several popular post-processing packages, such as Python Materials Genomics (pymatgen) 7 and Atomic Simulation Environment (ASE) 8 , provide efficient and powerful interfaces to extract, plot and analyze the calculated raw data efficiently but require the users to be proficient in Python programming language.
The purpose of VASPKIT is to provide a powerful and user friendly tool to perform initial setup for calculations and post-calculation analysis to derive various material properties from raw calculated data using VASP package.
II. PRE-PROCESSING MODULE
The workflow for the pre-processing module of VASP-KIT package is illustrated in Fig. 1 . First, the program reads POSCAR file and then prepare the rest three input files (INCAR, POTCAR and KPOINTS) for the VASP code. It is also can edit structure file such as building supercell, determine the symmetry by calling a crystalsymmetry search library -Spglib 9 , or generated the suggested band structure diagram paths based on the algo-rithm proposed by Hinuma et al 10 . 
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VASPKIT can print the crystal symmetry (including symmetry operation, space group, etc), and find the conventional cell as well as the primitive cell for the underlying lattice, typically read from POSCAR file by employing the the symmetry analysis library Spglib. 9 Furthermore, the package is currently has output interfaces to the electronic structure programs Quantum Espresso 5,6 , Elk 11 , Siesta 4 , as well as the XCrysDen 12 , Crystallographic Information Framework (CIF), Protein Data Bank (PDB) formats. 
III. POST-PROCESSING MODULE

A. Elastic mechanics
The second-order elastic constants play a crucial role to understand the mechanical and dynamical properties of materials, especially provide information on the stability and stiffness of materials. Within the linear elastic region, the stress σ response of solids to external loading strain ε satisfies the generalized Hooke's law and can be simplified in the Voigt notation, 13
where strain or stress are represented as a vector with 6 independent components respectively, i.e., 1 ≤ i, j ≤ 6, and C ij is the second order elastic stiffness tensor is expressed by a 6 × 6 symmetric matrix in units of GPa. The elastic stiffness tensor C ij can be determined based on the first-order derivative of the stress-strain curves as expressed in Eq. 4, the so called stress-strain proposed by Nielsen and Martin. 14, 15 The number of independent elastic constants depends on the symmetry of crystals. The lower the symmetry, the more the independent elastic constants. For example, Cubic crystals have three but triclinic crystalutilitys have 21 independent elastic constants. The classification of the different crystal system with the corresponding number of independent elastic constants for bulk materials are summarized in Table I . [16] [17] [18] An alternative approach to calculate theoretical elastic constants is based on the energy variation by applying small strains to the equilibrium lattice configuration. 19 The elastic energy ∆E (V, {ε i }) of a solid under strain in the harmonic approximation is given by
where E (V, {ε i }) and E (V 0 , 0) are the total energies of the undistorted and distorted lattice cell, with the volume of V and V 0 , respectively. The energy-strain method corresponds that the elastic stiffness tensor is derived from the second-order derivative of the total energies versus strain. 19 In general, the stress-strain method require higher computational precise to achieve the same accuracy as energy-strain method. Nevertheless, the former requires much smaller set of distortions than the latter. 16, 17, [19] [20] [21] Considering that the energy-strain has less stress sensitivity than the stress-strain one, the former method has been implemented into the VASPKIT package. Furthermore, the determination of elastic stability criterion is also presented based on the necessary and sufficient elastic stability conditions in the harmonic approximation 22 for various crystal systems proposed by Mouhat et al. 16, 17, 23 The flowchart of elastic utility as shown in Fig. 3 . First, the package read the structural information (crystal lattice and atomic positions) from POSCAR file, and determine the corresponding space-group number; Second, the deformed structural and necessary input files are prepared; Next, the strain energies are calculated for each distorted structure by using VASP package; Then, a polynomial fitting procedure is applied to calculate the second derivative at equilibrium of the energy with respect to the strain; Finally, various mechanical properties such as bulk, shear, Young modulus and Poisson's ratio for polycrystalline materials are determined. Three of the most widely used averaging approaches have been implemented into the elastic utility: Voigt, 13 Reuss 24 and Hill 25 schemes. Hill has shown that the Voigt and Reuss elastic moduli are the strict upper and lower bound, respectively. 25 The arithmetic mean of the Voigt and Reuss bounds termed the Voigt-Reuss-Hill (VRH) average is found as better approximation to the actual elastic behavior of a polycrystal material.
The relationship of lattice vectors between distorted and fully relaxed lattice cells is given by
where I is the identity matrix. The strain tensor ε is defined by
where ε i is the six components of the strain ε.
B. Band Structure and Density of States
In order to plot a band structure, one need to define a set of k-points following a desired high-symmetry Bril-
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Post-processing Read louin zone directions. The VASPKIT k-path generation utility automatically generates a suggested k-path given the crystal structure based on the algorithms for bulk 10 and two-dimensional materials 26 . As an example, figure  4 shows the projected density of states and band structure of graphene.
C. Effective Masses of Carriers
Generally, when semiconductors with low carrier concentrations the band dispersions close to conduction or valence band extrema can be approximated as parabolic. Then the analytical expression of effective masses m * for electrons and holes (in units of electron mass m 0 ) is given by 
where E(k) are the energy dispersion relation functions described by band structures, and is the reduced Planck constant. Because m * is inversely proportional to the curvature of the electronic dispersion in reciprocal space, suggesting that CB and VB edges with larger dispersions result in smaller effective masses. It is noteworthy that that the expression presented above should be not used in the some cases of the band dispersion relations show non-parabolic, for example, the linear dispersion in the band structure of graphene. 27 Figure 5 illustrates schematically the determination of effective masses by fitting the band dispersion relation using a second order polynomial. The effective masses of carriers are calculated on an ultrafine k-mesh of density uniformly distributed inside a circle of radius (kcutoff). Haastrup et al. pointed that the inclusion of 3rd order terms stabilizes the fitting procedure and yields masses that are less sensitive to the details of the employed k-point grids. 28 Thus, a third order polynomial is also adopted to fit the band energy curvature in the VASPKIT package.
D. Charge Density and Potential Manipulation
For spin-polarized systems, the charge density ρ(r) and magnetization (spin) density m(r) are defined as 
where ρ ↑ (r) and ρ ↓ (r) are the spin-up and spin-down density. The spin density ρ σ (r) is expressed as
where σ and i are the spin-and band-index respectively. ϕ iσ (r) is the normalized single-particle wavefunction. occ means that be summed over all occupied states.
The charge density difference ∆ρ(r) can track the charge transfer to get an idea of such as what is interacting with what in the system and how strongly. The ∆ρ ( r) can be obtained
where ρ A (r), ρ B (r) and ρ AB (r) are the charge density of A and B reactants, and C product. VAPSKIT package can extract charge-, spin-density, electrostatic potential as well as the difference of these quantities, and save as VESTA (.vasp) 2,3,29 , XCrysDen (.xsf) 12 , or Gaussian (.cube) formats 30 .
From the three-dimensional electronic charge density and electrostatic potential one can get the average onedimensional charge density n(z) and electrostatic potential V (z) by calculating the planar average function (f ): 31 
where S represents the area of a unit cell in the x − y plane. Generally, this planar-averaged of charge density and potential exhibit periodic oscillations along the z axis due to the spatial distribution of the electrons and ionic cores. The These oscillations are removed using a macroscopic averaging procedure: 31
where L is the length of the period of oscillation along z. By definition, this macroscopic average should produce a constant value in the bulk, and we observe that it indeed reaches a plateau value in the bulk-like regions of each layer in the superlattice. As an example, figure 6 shows the calculated planar and macroscopic averages of charge density difference and electrostatic potential for a (100)-oriented GaAs/AlAs heterojunction and a (110)oriented GaAs slab. The vacuum level, work function, ionization energy, electron affinity, potential alignment, which are parameters of great importance for any electronic material, can be determined as illustrated in Fig 
E. Band Unfolding
The electronic structures of real materials are perturbed by various structural defects, impurities, fluctuations of the chemical composition in compound alloys and so on. In DFT calculations, these defects and incommensurate structures are usually investigated by using supercell (SC) models. However, interpretation of E(k) versus k band structures is most effective within the primitive cell (PC). Popescu and Zunger proposed the effective band structures (EBS) method which can unfold the band structures of supercells into the corresponding primitive cell BZ. 33, 34 Such band unfolding techniques greatly simplify the analysis of the results and enabling direct comparisons with experimental measurements, for example, angle-resolved photoemission spectroscopy (ARPES), often represented along the highsymmetry directions of the primitive cell BZ. The lattice vectors of the SC and PC satisfy A = M · a, where A and a are the lattice vectors of SC and PC. The elements of transformation matrix M are integers (m ij ∈ Z) when build SC from PC. As a general convention, capital and lower case letters indicate quantities in the SC and PC respectively. A similar relation holds in reciprocal space:
The reciprocal lattice vectors g n (G n ) in pbz (SBZ) expressed as
where {g n } ⊂ {G n }, i.e. every lattice vector of the primitive cell Brillouin zone (pbz) is also one of the supercell Brillouin zone (SBZ).
For a given k in pbz, there is a K in the SBZ to which it folds into, and the two vectors are related by a reciprocal lattice vector G in the SBZ:
where N K = detM is the multiplicity of the supercell. When chose plane waves as basis functions, the individual weights of unfolded k points are expressed as
where C Km is the plane wave coefficients of the eigenstate |Km and m is band index. The sum now runs over the reciprocal lattice vectors of the primitive cell g. Clearly, all the filtered C Km (g + G j ) coefficients only contribute to the spectral function. 
F. Linear Optical Properties
The linear optical properties can be obtained from the frequency-dependent complex dielectric function ε(ω)
where ε 1 (ω) and ε 2 (ω) are the real and imaginary parts of the dielectric function, and ω is the photon frequency. The frequency-dependent linear optical spectra, e.g., refractive index n(ω), extinction coefficient κ(ω), absorption coefficient α(ω), energy-loss function (ω), and reflectivity R(ω) can be calculated from the real ε 1 (ω) and the imaginary ε 2 (ω) parts. 35
In Fig. 9 we present the linear optical spectrums as determined by solving the Bethe-Salpeter Equation (BSE) on the top of G 0 W 0 approximation. Since the GW approximation can correct the one electron eigenvalues obtained from DFT within a many-body quasiparticle framework, including the exchange and correlation effects in a self-energy term dependent on the one particle Green's function G and the dynamically screened Coulomb interaction W. 36, 37 Furthermore, the errors originating from the lack of ladder diagrams in determining W can be included through solution of the Bethe-Salpeter equation (BSE). 38 It would be expected that the GW-BSE calculated optical properties yield better agreement with experimental values. In the single-shot G 0 W 0 approximation, the one-electron Green's function G is self-consistently updated within a single iteration, while the screened Coulomb interaction W is fixed at its initial value. It should be pointed that Eqs. 18 -22 may not hold true for low-dimensional materials since the dielectric function is not straightforward and depends on the thickness of the vacuum layer when the low-dimensional systems are simulated using a periodic stack of layers with sufficiently large interlayer distance L in the standard DFT calculations. 39, 40 
G. Joint Density of State
For a semiconductor, the optical absorption in direct band-to-band transitions is proportional to 41
where H is the perturbation associated with the light wave and v |H | c is the transition matrix from states in the valence band (VB) to states in the conduction band (CB); δ is the Dirac delta function which switches on this contribution when a transition occurs from one state to another, i.e., E c (k) − E v (k) = ω. The factor 2 stems from the spin degeneracy. The integration is over the entire Brillouin zone (BZ). The matrix elements vary little within the BZ; Therefore, we can pull these out in front of the integral and obtain:
2π
where the factor Ω/(2π) 3 normalizes the k vector density within the Brillouin zone. The second term is the joint density of states (JDOS). After sum over all states within the first Brillouin zone and all possible transitions initiated by photons with a certain energy ω between valence and conduction bands, we obtain
, (23) where Ω is the volume of the lattice cell, c and v belong respectively to the valence and conduction bands, E(k) are the eigenvalues of the Hamiltonian, and w k are weighting factors.
The Dirac Delta function in Eq. 23 can be numerically approximated by means of such as Gaussian function normalized to one:
, where σ is the broadening parameter. To demonstrate this functionality, we show the calculated total and partial JDOS for CH 3 NH 3 PbI and Si in Fig. 10 . The total JDOS include all possible interband transitions from all the valence to all the conduction bands according to Eq. 23; while the partial JDOS consider only interband transitions from the highest valence band to the lowest conduction one. 
H. Fermi surface
The physical properties of metals are determined by electrons occupying states near the Fermi energy, the knowledge of these states -especially the density of states at the Fermi energy and the characteristic features of the Fermi surface. Furthermore, the topology of Fermi surface is also related with superconductivity, electronic topological transitions, spin density wave, charge-density waves. 44 Several examples of Fermi surface are shown in Fig. 11 .
I. Transition Dipole Moment
The transition dipole moment (TDM) or dipole transition matrix elements is the electric dipole moment associated with a transition between an initial state a and a final state b, denoted as P a→b ,
where ψ a and ψ b are energy eigenstates with energy E a and E b ; m is the mass of the electron. When chose plane waves as basis functions, the P a→b is further expressed as
where C a ,C b and G are plane-wave coefficients and reciprocal space vector with the same k vector, respectively, summed over the the number of plane-waves. In general the TDM is a complex vector quantity that includes the phase factors associated with the two states. Its direction gives the polarization of the transition, which determines how the system will interact with an electromagnetic wave of a given polarization, while the sum of the squares of TDM, P 2 give the transition probabilities between to states.
In Fig. 12 we provide some specific examples to illustrate its use. It is seen that the calculated TDM amplitude is zero for transition between the conduction band minimum (CBM) and valence band maximun (VBM) at the Γ point, implying no optical absorption between these two states. On the other hand, the excellent optical absorption between CBM and VBM is predicted when all Ag is substituted by Bi atom. 45 
J. Wave Functions Visualization in Real Space
To visualize wave functions plots, the VASPKIT package first reads the pseudo wave function ψ i,k (k) coefficients of the specified wave-vector k point and bandindex i and spin channel from the VASP WAVECAR file, and perform a fast Fourier transform algorithm to convert the ψ i,k (k) from the reciprocal space to the real space [denoted as ψ i,k (r)]. Examples of calculated wave functions in real space are shown in Fig. 13 .
IV. SUMMARY
We have presented a program for perform initial setup for calculations and post-calculation analysis to derive various material properties from raw calculated data using VASP code. We have demonstrated its capability through providing examples for each functionality through a set of four materials with unique characteristics. 
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