Abstract The optimization of the Benchmark Simulation Model 1 (BSM1) through a multi objective genetic algorithm (MOGA) is studied in this paper. First, the optimization of the set points of the two Proportional Integral (PI) controllers proposed in BSM1 is performed. Then, a new controller layout composed of three PI controllers is proposed and the set points are also optimized. Among all performance indexes proposed in BSM1, only the effluent quality and the energy consumption for pumping and aeration were taken into account in both optimization problems. Since these two objectives are conflicting, the use of the MOGA allows in both cases a direct visualization of the possible trade-offs through a Pareto curve. These two case studies showed the feasibility of such optimizations even when dealing with computing intensive model like the full scale waste water treatment plant (WWTP) model.
Introduction
Instrumentation, control and automation (ICA) were introduced into wastewater treatment plants (WWTPs) more than thirty years ago (Olsson et al., 2005) . Since then, the scientific community continuously increased the understanding of the involved physical processes and the knowledge on the possibilities to optimize wastewater treatment plants. Nowadays, standard models are available for the main processes of wastewater treatment. Moreover, due to the continuous increase in computing power, 'on desk' simulations of weeks of functioning are now possible, within a limited and realistic amount of time. Combining all these advances, the task of optimizing the controls of WWTPs is facilitated and can be carried out offline, without any risk of perturbation on the real WWTP.
Today, many optimization techniques are available in the scientific literature, each of them presenting several advantages but also several drawbacks which can limit their applicability. The first category consists of algorithms capable of searching only for a local optimum, starting from a current point of operation. These algorithms are advantageous due to their high level of precision and their rapid convergence to the optimum. However, most of them require information about the variations of the system around the current point (the Jacobian or the Hessian). It is thus very difficult or sometimes impossible to obtain analytically this information for objective functions of complex non-linear processes like the activated sludge process. Therefore, approximation techniques like finite-differences may be used instead.
The second category consists of algorithms based on metaheuristics and uses only the value of the objective(s) at some specific points. No other requirements on the models are necessary. Genetic algorithms belong to this category and seek for the global optimum of the problem at hand. They had their theoretical roots in mid-20th century but their practical use and rapid development began only twenty years ago thanks to the famous book of Goldberg (1989) . These algorithms try to make a set of solutions converge to the optimum by a mimic of Darwin's evolution theory.
These algorithms are promising for global optimization of a wastewater treatment plant, because of their ability to easily handle nonlinearities in the models used as well as the combinatorial aspects that some parameters may present. Moreover, due to their characteristics, GAs can easily be extended to deal with several processes (e.g., activated sludge process combined with anaerobic digestion for sludge treatment) in a plant-wide context.
Another advantage of GAs is that the amount of objective function evaluations is limited when compared to other approaches that approximate the Jacobian or the Hessian which are very intensive tasks especially when the number of parameters is high.
Finally a typical problem that occurs when optimizing WWTPs is the presence of many opposite objectives such as the effluent quality, the energy consumption or the sludge production. The first solution consists of choosing a weighting scheme for the aggregation of all objectives in a single one (Vanrolleghem and Gillot, 2002) . However, this weighting scheme is an "a priori" choice made by the analyst instead of the decision maker who will be provided with a single solution. It may therefore be more recommendable to use a multi objective approach in order to provide the decision maker with a set of best solutions among which he will have to choose (Savic, 2002) . Multi objective genetic algorithms (MOGAs) are capable of finding this set of best solutions named the 'Pareto front'.
Two case studies are addressed in this paper to illustrate the feasibility of multi objective optimization of a WWTP through a MOGA. In both cases, the decision variables are the set points of the controllers used and the two opposite objectives to optimize are the effluent quality and the energy consumption as defined in the Benchmark Simulation Model 1 (BSM1, see also Copp, 2002 and www.benchmarkwwtp.org) . The methods used as well as the results are explained in details in the following sections, together with a discussion about the future developments.
Methods

Benchmark simulation model 1
The plant layout used for simulation and optimization is the one described in BSM1 (see Figure 1 ). It is composed of 5 activated sludge units (ASUs) in series, together with a secondary clarifier. Only the last three ASUs are aerated. Mixed liquor is recirculated from the 5th ASU to the first one, as well as a fraction of the sludge extracted from the clarifier. The Activated Sludge Model 1 (ASM1) of Henze et al. (1987) and the model of Takács et al. (1991) are used for the biological processes and the clarifier respectively.
The simulation procedure is the one described in BSM1. First, the steady states of the system are computed by means of a simulation of 100 days with a constant influent composition. Then, Figure 1 The plant layout used in BSM1 (from Copp, 2002) B. Bé raud et al.
a period of 28 days of dynamical influent is simulated. During the 14 first days, dynamical influent corresponding to dry weather is used as input and the plant is in open loop, i.e. no controllers are applied. The last 14 days are used to assess the performance of the control law. During this period, three different dynamical influent compositions may be used, corresponding either to dry, stormy or rainy weather. For now, only the dry weather influent is used during the last 14 days period in order to have a first insight into the capabilities of the optimization procedure. The performance criteria are evaluated during the last 7 days of the simulation. This means that the pointx dominates the point x whenx is at least identical to x for all objectives and there is at least one objective for which the value ofx is best. Then, the Pareto front is the set of all non-dominated points (the best solutions, for which it is not possible to find another point that dominates it):
A point x * [ C is said to be ðgloballyÞ Pareto optimal if and only if ;x [ C; : ðFðxÞ a Fðx * ÞÞ In other words, the condition for one point to belong to the Pareto front is that it is not possible to find another point which enhances all objectives. An illustration of the Pareto front is represented in Figure 2 , where the objective was to minimize two functions f 1 and f 2 .
Many adaptations of genetic algorithms have been developed to search for the Pareto front. The most popular ones are the Strength Pareto Evolutionary Algorithm 2 (SPEA-2 - Zitzler et al., 2001) , the Pareto Envelope-based Selection Algorithm II (PESA-II - Corne et al., 2001) and the Non-dominated Sorting Genetic Algorithm II (NSGA-II - Deb et al., 2000) . For all common problems, the performance level of these three algorithms is quite similar and the choice of using one instead of the others depends on the problem at hand. According to Figure 2 Example of set of solutions and Pareto front represented in the objectives space the author's knowledge, no general criteria can help us in the choice of the algorithm to use. This is most probably due to the high variety of problems that can be solved with the help of evolutionary multi-objective algorithms. Moreover, it is difficult to transform most real world problems into a problem used for algorithm benchmarking. Therefore, the choice of the algorithm to be used has to be based only on a priori.
The algorithm NSGA-II was selected for the present study. The size of the population was 30 individuals and 60 generations were computed for each case study. The choice of these two values is based on a priori knowledge of the problem considered. The convergence of each problem to a global optimum was confirmed by repeating many times the same optimization. Since GAs are stochastic algorithms, the results of each optimization on the same problem are not exactly the same. However, the variance between all optimizations should be small if the global optimum was found. Moreover, no more enhancement of the Pareto front should be observed during the last generations of the optimization.
Results and discussions
First case study
In the first case study, two PI controllers are used to operate the plant as defined in the BSM1 protocol and illustrated in Figure 3 BSM1 report for open loop and closed loop simulations. As expected, a Pareto front is produced, which represents the trade-offs the decision maker has to deal with. First of all, it can be seen that the performance of the wastewater treatment plant can be globally enhanced (i.e., for both objectives) by means of the two proposed controllers when compared to BSM1 open loop and closed loop performances. But it can also be seen from the Pareto front that a compromise between the two objectives has to be made. This information is very relevant to the decision maker since he may consider one objective as more important than the other one. In such a case, the final decision can be taken considering the degradation of one objective as negligible when compared to the enhancement of the other one.
For instance, a cost index (CI) may be derived from the proposition of Vanrolleghem and Gillot (2002) . When considering only the effluent quality and the energy consumption, the CI may be defined as follows:
In Figure 4 , several isolines for the CI are presented. The first intersection of an isoline with the Pareto Front gives the optimal point according to the weighting scheme proposed above. This point is indicated by an arrow in Figure 4 . A single objective optimization would provide us only this point.
In the right part of Figure 4 , it can be seen that even though both decision variables were bounded between the same values (i.e., 0.01 to 4 g.m
23
), the final range of the oxygen set point ranges only between 0.09 to 0.65 gO 2 .m 23 while the range of the nitrate set point did not change. The initial population which was randomly disposed in the decision space has therefore significantly evolved towards a set of solutions that produces better results. Moreover, it seems that most of the points are placed between dissolved oxygen concentrations of 0.2 gO 2 .m 23 and 0.4 gO 2 .m 23 , which are respectively half saturation constant for the nitrification and the inhibition constant for the denitrification process. This emphasizes that, since the fifth tank is the last one, it may be relevant to produce appropriate conditions for both processes in order to maintain nitrification as long as possible, but also to consume a part of the nitrate produced in order to limit their presence in the clarifier and then in the effluent.
Second case study
In the second case study, the control layout changes from the one proposed in BSM1. Firstly, the internal recycle flow rate is set to a fixed value of 55338 m 3 .d 21 . Second, the aeration is controlled in the three last activated sludge units by means of three indepen- proposed as a good compromise in Vanrolleghem and Gillot (2002) . These three points do not belong to the optimization results but are indicated here for comparison purpose. The distribution of DO levels of Pareto points can be seen in the right graph of Figure 6 . One can notice that part of the optimization results corresponds to a very bad effluent quality which cannot be accepted. In fact, the effluent quality should meet the effluent constraints defined in the BSM1: 4 gN. Solids. The effluent quality corresponding to these constraints is 11436 kg of pollution units per day, which is therefore the upper acceptable effluent quality. Such a limit will have to be included in a further optimization procedure but the algorithm used in the present study can only handle unconstrained optimization. Therefore, the search for a trade-off between energy and effluent quality can reach the limits. Almost stopping the aeration in order to reduce as much as possible the corresponding energy consumption is one of the limits.
Another observation is that the point proposed by Haemelinck seems to be really close to the Pareto front, which proves that the proposition was relevant, even if no clear information about the tradeoffs leading to the choice of this point is available. Moreover, one Figure 5 Controller layout in the second case study Figure 6 Objectives and design variables values of the final population can also notice that effluent quality from the optimal point according to the CI (indicated by an arrow on Figure 6 ) deteriorates the effluent quality by only 1% when compared to the 'BSM1 open loop' but the energy used is reduced by 18%. The slight effluent quality degradation is considerable for such a reduction of energy consumption.
Finally, it can be seen that the oxygen concentration is the 5th tank is always lower than the ones in the previous aerated tanks. This is most probably due to the internal recycle loop which may bring back too much oxygen to the first anaerobic tank. Therefore, a low oxygen concentration in the last tank enables the denitrification reaction rate to be optimum in the first tank.
In both case studies, the use of the MOGA allows the visualization of the optimal points according to both objectives in order to let the decision maker choose the functioning point according to his knowledge. In particular, it was demonstrated that important energy savings can be achieved when compared to a priori optimal points proposed in BSM1.
Conclusions and future perspectives
In the case studies presented in this paper, the optimization of controllers' set points for aeration and/or internal recycling flow for the BSM1 WWTP has been performed using a multi objective genetic algorithm. This optimization has been carried out on desk using the recent advances in WWTP modeling and computers performances. The multi objective algorithm allowed the optimization of two conflicting objectives, i.e. the effluent quality and the energy consumption. However, neither a priori knowledge nor weighting and unit conversion schemes were needed. Moreover, at the end of the optimization procedure, it was possible to show the whole set of compromises to the decision maker, among which it was still possible and easy to choose a specific operating point by means of a weighting scheme. The two optimizations carried out in this paper showed the potential of enhancements of the BSM1 WWTP by means of finely tuned operating conditions. This study clearly shows that the use of genetic algorithms is possible and valuable for on desk optimization of a WWTP. The present paper focuses on the optimization of simple PI controllers which is a relatively simple task that can be carried out using many optimization techniques. More complex combinatorial problems are much more difficult to solve by classical techniques. The genetic algorithms as they were used in this study could then show their high interest and full potential. Combinatorial problems may be the optimization of the volumes of the different units or the distribution of flows within the overall WWTP. Further studies will be dedicated in the near future on the use of a more sophisticated and plant-wide model such as BSM2 (Jeppsson et al., 2004) , together with many other performance indexes.
