In this paper we introduce the subdistribution beta-Stacy process, a novel Bayesian nonparametric process prior for subdistribution functions useful for the analysis of competing risks data. In particular, we i) characterize this process from a predictive perspective by means of an urn model with reinforcement, ii) show that it is conjugate with respect to right-censored data, and iii) highlight its relations with other prior processes for competing risks data. Additionally, we consider the subdistribution beta-Stacy process prior in a nonparametric regression model for competing risks data which, contrary to most others available in the literature, is not based on the proportional hazards assumption.
Introduction
In the setting of clinical prognostic research with a time-to-event outcome, the occurrence of one of several competing risks may often preclude the occurrence of another event of interest (Kalbfleisch and Prentice, 2002, Chapter 8) . In such cases it is typically of interest to assess i) the probability that one of the considered competing risks occurs within some time interval and ii) how this probability changes in association with predictors of interest (Wolbers et al., 2009; Fine, 1999; Putter et al., 2007) . For example, in a study of melanoma patients who received radical surgery such as that of Drzewiecki et al. (1980) , interest may be on the risk of melanoma-related mortality or melanoma-unrelated mortality and their potential predictors. Here, melanoma-related and melanoma-unrelated death act as competing risks, since onset of one necessarily precludes the onset of the other (Andersen et al., 2012, Chapter 1) .
Competing risks data has received widespread attention in the frequentist literature. It suffices to recall the comprehensive textbooks of Kalbfleisch and Prentice (2002) , Pintilie (2006) , Aalen et al. (2008) , Lawless (2011) , Andersen et al. (2012) and Crowder (2012) . Putter et al. (2007) , Wolbers et al. (2009) , and Andersen et al. (2002) provide an introductory overview of standard approaches for competing risks data. Classical approaches to prediction in presence of competing risks focus on the subdistribution function, also known as the cumulative incidence function, which represents the probability that a specific event occurs within a given time period. Kalbfleisch and Prentice (2002, Chapter 8 ) describe a frequentist nonparametric estimator for the subdistribution function, while Fine and Gray, in their pivotal 1999 paper, introduced a semiparametric proportional hazards model for the subdistribution function. Fine and Gray (1999) and Scheike et al. (2008) considered alternative semiparametric estimators, whilst Larson and Dinse (1985) , Jeong and Fine (2007) , and Hinchliffe and Lambert (2013) considered parametric regression models for the subdistribution function.
In contrast with the frequentist literature, the Bayesian literature on competing risks is still sparse, although several relevant contributions can be identified. Ge and Chen (2012) introduced a semiparametric model for competing risks by separately modelling the subdistribution function of the primary event of interest and the conditional time-to-event distributions of the other competing risks. They modelled the baseline subdistribution hazards and the cause-specific hazards by means of a gamma process prior (see Nieto-Barajas and Walker, 2002 and Kalbfleisch and Prentice, 2002, Section 11.8) . De Blasi and Hjort (2007) suggested a semiparametric proportional hazards regression model with logistic relative risk function for cause-specific hazards. For inference, they assign the common baseline cumulative hazard a beta process prior (Hjort, 1990) . With the same approach, Hjort's extension of the beta process for nonhomogeneous Markov Chains (Hjort, 1990 , Section 5) may be considered as a prior distribution on the set of cause-specific baseline hazards in a more general multiplicative hazards model (see Andersen et al., 2012, Chapter III and Lawless, 2011, Chapter 9) . In the beta process for nonhomogeneous Markov Chains the individual transition hazards are necessarily independent (Hjort, 1990, Section 5) . The beta-Dirichlet process, a generalization of the beta process introduced by Kim and Gray (2012) , relaxes this assumption by allowing for correlated hazards. Kim and Gray (2012) use the beta-Dirichlet process to define a semiparametric semi-proportional transition hazards regression model for nonhomogeneous Markov Chains which, in the competing risks setting, could be used to model the cause-specific hazards. With the same purpose, Chae et al. (2013) proposed a nonparametric regression model based on a mixture of beta-Dirichlet process priors.
In this paper we introduce a novel stochastic process, a generalization of Walker and Muliere's beta-Stacy process (Walker and Muliere, 1997) , which represents a nonparametric prior distribution (i.e. a probability distribution on an infinite-dimensional space of distribution functions; see Ferguson, 1973; Hjort et al., 2010; Müller and Mitra, 2013) useful for the Bayesian analysis of competing risks data. This new process, which we call the subdistribution beta-Stacy process, is conjugate with respect to right-censored observations, greatly simplifying the task of performing probabilistic predictions. We will also use the subdistribution beta-Stacy process to specify a Bayesian competing risks regression model useful for making prognostic predictions for individual patients. Contrary to most available regression approaches for competing risks, ours is not based on the proportional hazards assumption. As an illustration, we implement our model to analyse a classical dataset relating to survival of patients after surgery for malignant melanoma (Andersen et al., 2012, Chapter 1) . Throughout the paper, our perspective is Bayesian nonparametric because: i) the Bayesian interpretation of probability is especially suited for representing uncertainty when making predictions (de Finetti, 1937; Singpurwalla, 1988) ; ii) Bayesian nonparametric models typically provide a more honest assessment of posterior uncertainty than parametric models, as the formers are less tied to potentially restrictive and/or arbitrary parametric assumptions which may give a false sense of posterior certainty (Müller and Mitra, 2013; Hjort et al., 2010; Phadia, 2015; Ghosal and van der Vaart, 2017) .
To characterize the subdistribution beta-Stacy process we adhere to the predictive approach, a framework championed by de Finetti (1937) which is receiving renewed attention in statistics and machine learning as a useful tool for constructing Bayesian nonparametric priors (Fortini and Petrone, 2012; Orbanz and Roy, 2015) . In the predictive approach, both the model and the prior are implicitly characterized by first specifying the predictive distribution of the observable quantities and then by appealing to results related to the celebrated de Finetti Representation Theorem (Walker and Muliere, 1999; Epifani et al., 2002; Muliere et al., 2003; Bulla and Muliere, 2007; Fortini and Petrone, 2012) . In our context, the predictive distribution represents a specific rule prescribing how probabilistic predictions for a new patient should be performed after observing the experience of other similar (exchangeable) patients. This makes the predictive approach especially suited for our purposes: as our focus is on making prognostic predictions for individual patients, it seems natural to focus directly on the predictive distribution and its properties. Additionally, the predictive approach avoids some conceptual difficulties arising when specifying prior distributions for unobservable quantities (such as cause-specific hazards or other finite-or infinite-dimensional parameters). In fact, as often underlined by de Finetti and others, one can only express a subjective probability on observable facts; the role of unobservable quantities is just to provide a link between past experience and the probability of future observable facts (de Finetti, 1937; Singpurwalla, 1988; Wechsler, 1993; Cifarelli and Regazzini, 1996; Bernardo and Smith, 2000, Chapter 4; Fortini and Petrone, 2012) .
The predictive rule underlying the subdistribution beta-Stacy process will be described in terms of the laws determining the evolution of a reinforced urn process . Urn models have been used to characterize many common nonparametric prior processes. Classic examples include the use of a Pólya urn for generating a Dirichlet process (Blackwell and MacQueen, 1973) , Pólya trees (Mauldin et al., 1992) , and a generalised Pólya-urn scheme for sampling the betaStacy process (Walker and Muliere, 1997) ; Fortini and Petrone (2012) provide references to other modern examples. From this perspective, reinforced urn processes provide a general framework for building such urn-based characterizations. In fact, and showed how reinforced urn processes can be used to characterize Pólya trees, the betaStacy process, and even general neutral-to-the-right processes (Doksum, 1974) . Reinforced urn processes have also been applied for Bayesian nonparametric inference in many contexts, from survival analysis (Bulla et al., 2009 ) to credit risk (Peluso et al., 2015) , thanks to their flexibility in modelling systems evolving through a sequence of discrete states.
The main idea behind reinforced urn processes is that of reinforced random walk, introduced by Coppersmith and Diaconis (1986) for modeling situations where a random walker has a tendency to revisit familiar territory; see also Diaconis (1988) and Pemantle (1988 Pemantle ( , 2007 . In detail, a reinforced urn process is a stochastic process with countable state-space S. Each point x ∈ S is associated with an urn containing coloured balls. The possible colors of the ball are represented by the elements of the finite set E. Each urn x ∈ S initially contains n x (c) ≥ 0 balls of color c ∈ E. The quantities n x (c) need not be integers, although thinking them as such simplifies the description of the process. For a fixed initial state x 0 , recursively define the process as follows: i) if the current state is x ∈ S, then a ball is sampled from the corresponding urn and replaced together with a fixed amount m > 0 of additional balls of the same color; hence, the extracted color is "reinforced", i.e. made more likely to be extracted in future draws from the same urn (Coppersmith and Diaconis, 1986; Pemantle, 1988 Pemantle, , 2007 ; ii) if c ∈ E is the color of the sampled ball, then the next state of the process is q(x, c), where q : S × E → S is a known function, called the law of motion of the process, such that for every x, y ∈ S there exists a unique c(x, y) ∈ E satisfying q(x, c(x, y)) = y. For our purposes, the sequence of colors extracted from the urns will represent the history of a series of sequentially observed patients. The "reinforcement" of colors will then correspond to the notion of "learning from the past" that allows predictions to be performed and which is central in the Bayesian paradigm (Muliere et al., , 2003 Bulla and Muliere, 2007; Peluso et al., 2015) .
Before continuing, we must remark on the choice between continuous versus discrete time scales in the modelling of time-to-event distributions. In many, if not all, real applications, event times are not observed or available on a continuous time scale. Rather, they are either i) intrinsically discrete or ii) they are discrete because they arise from the coarsening of continuous data due to imprecise measurements (Kalbfleisch and Prentice, 2002, Chapter 2; Tutz and Schmid, 2016, Chapter 1; Allison, 1982; Guo and Lin, 1994) . For this reason, throughout the paper we assume that the time axis has been pre-emptively discretized according to the fixed partition (0, . . (representing, say, successive days, months, years, etc.) implied by the measurement scale of event times in the considered application. Specifically, we assume that events can only occur at the times τ 1 < τ 2 < . . ., in case (i), or that it is only possible to known in which intervals among (0, τ 1 ], (τ 1 , τ 2 ], . . ., (τ t−1 , τ t ], . . . they occur, in case (ii). For notational simplicity, and without loss of generality, we also assume that any time-to-event variable T > 0 takes values in the set of positive integers t ≥ 1: the observation that T = t represents either the fact that the event occurred at time τ t , in case (i), or during (τ t−1 , τ t ], in case (ii).
The subdistribution beta-Stacy process
Suppose that the positive discrete random variable T ∈ {1, 2, . . .} represents the time until an at-risk individual experiences some event of interest (e.g. time from surgery for melanoma to death). If the distribution of T is unknown, then, in the Bayesian framework, it may be assigned a nonparametric prior to perform inference. In other words, it may be assumed that, conditionally on some random distribution function G defined on {0, 1, 2, . . .}, T is distributed according to G itself: P (T ≤ t | G) = G(t) for all t ≥ 0, or also P (T = t | G) = ∆G(t), where ∆G(0) = G(0) = 0 and ∆G(t) = G(t) − G(t − 1) for all integers t ≥ 1. Thus the random distribution function G assumes the role of an infinite-dimensional parameter, while its distribution corresponds to the nonparametric prior distribution. The beta-Stacy process of Walker and Muliere (1997) is one of such nonparametric priors which has received frequent use. Specifically, a random distribution function G on {0, 1, 2, . . .} is a discrete-time beta-Stacy process with parameters {(β t , γ t ) : t ≥ 1}, where
if: i) G(0) = 0 with probability 1 and ii) ∆G(t) = U t t−1 u=1 (1 − U u ) for all t ≥ 1, where {U t : t ≥ 1} is a sequence of independent random variables such that U t ∼ Beta(β t , γ t ) for all integers t ≥ 1. Condition (1) is both necessary and sufficient for a random function G(t) satisfying points i) and ii) to be a cumulative distribution function with probability one. The beta-Stacy process prior is conjugate with respect to right-censored data, a property that makes it especially suitable in survival analysis applications. Moreover, if G is a discrete-time beta-Stacy process with parameters {(β t , γ t ) : t ≥ 1}, then the predictive distribution G * of a new, yet unseen observation from G is determined by ∆G * (t) = E[∆G(t)] = βt βt+γt t−1 u=1 γu βu+γu , the probability that a new observation from G will be equal to t.
To generalize this approach to competing risks, we introduce the following definitions:
subdistribution function if it is the joint distribution function of some random vector (T, δ) ∈ {0, 1, 2, . . .} × {1, . . . , k}: F (t, c) = P (T ≤ t, δ = c) for all t ≥ 0 and c ∈ {1, . . . , k}. A random subdistribution function is defined as a stochastic process indexed by {0, 1, 2, . . .}×{1, . . . , k} whose sample paths form a subdistribution function almost surely.
Suppose now that T represents the time until one of k specific competing events occurs and that δ = 1, . . . , k indicates the type of the occurring event. For instance, for k = 2, T may represent time from surgery for melanoma to death, while δ may represent the specific cause of death: δ = 1 for melanoma-related mortality, δ = 2 for death due to other causes. As before, if the distribution of (T, δ) is unknown, then in the Bayesian nonparametric framework it is assumed that, conditionally on some random subdistribution function F , (T, δ) is distributed according to F itself: P (T ≤ t, δ = c | F ) = F (t, c) for all t ≥ 0 and c = 1, . . . , k.
Remark 2.1. Conditionally on F , ∆F (t, c) = F (t, c) − F (t − 1, c) is the probability of experiencing an event of type c at time t:
is the cumulative probability of experiencing an event by time t, ∆G(t) = P (T = t | F ) is the probability of experiencing an event at time t, and V t,c = P (δ = c | T = t, F ) is the probability of experiencing an event of type c at time t given that some event occurs at time t. Moreover, it can be shown that F (t, c) = t u=1 S(u − 1)∆A c (u), where S(t) = 1 − G(t) and A c (t) = ∆F (t, c)/S(t − 1) is the cumulative hazard of experiencing an event of type c by time t (Kalbfleisch and Prentice, 2002, Chapter 8) .
To specify a suitable prior on the random subdistribution function F , we now introduce the subdistribution beta-Stacy process: Definition 2.2. Let {(α t,0 , . . . , α t,k ) : t ≥ 1} be a collection of (k + 1)-dimensional vectors of positive real numbers satisfying the following condition:
A random subdistribution function F is said to be a discrete-time subdistribution beta-Stacy process with parameters {(α t,0 , . . . , α t,k ) : t ≥ 1} if:
1. F (0, c) = 0 with probability 1 for all c = 1, . . . , k;
2. for all c = 1, . . . , k and all t ≥ 1,
with the convention that empty products are equal to 1, and where {W t = (W t,0 , . . . , W t,k ) : t ≥ 1} is a sequence of independent random vectors such that for all t ≥ 1,
If in particular the α t,d are determined as
for some fixed subdistribution function F 0 and sequence of positive real numbers (ω t : t ≥ 1), then we write F ∼ SBS(ω, F 0 ).
Remark 2.2. In Section 3, Remark 3.1, it will be shown that condition (2) is both necessary and sufficient for a random function F (t, c) satisfying points 1 and 2 of Definition 2.2 to be a subdistribution function with probability 1. This justifies the consideration of the subdistribution beta-Stacy process as a prior distribution on the space of subdistribution functions. Also note that if F ∼ SBS(ω, F 0 ), then condition (2) is automatically satisfied since
(provided occurrence of at least one of the k events is inevitable).
The following lemma (which can be proven by taking expectations of Equation (3) and using the fact that the W t are independent Dirichlet random vectors) characterizes the moments of the subdistribution beta-Stacy process.
Lemma 2.1. Let F be a subdistribution beta-Stacy process with parameters
for all t ≥ 1 and c = 1, . . . , k.
Remark 2.3. Using Theorem 2.5 of Ng et al. (2011) it is possible to show that the vector of random probabilities
is completely neutral in the sense of Connor and Mosimann (1969) . Consequently, Equations (4) and (5) also follow from formulas (4) and (9) of Connor and Mosimann (1969) .
Remark 2.4. Note that the previous Lemma 2.1 also characterizes the predictive distribution associated to a subdistribution beta-Stacy process: if F is a subdistribution beta-Stacy process with parameters {(α t,0 , . . . , α t,k ) : t ≥ 1}, then the predictive subdistribution function F * of a new, yet unseen observation from F is determined by ∆F
, which is given by Equation (4) (∆F * (t, d) is the probability that a new observation from F will be equal to (t, d)).
Remark 2.5. Let F ∼ SBS(ω, F 0 ). It can be shown from Equation (4) that E[∆F (t, c)] = ∆F 0 (t, c) for all t ≥ 1 and c = 1, . . . , k, implying both that i) F is centered on F 0 and ii) F 0 is equal to the predictive distribution associated to F . From Equation (6) it can be further shown that Var (∆F (t, c)) is a decreasing function of ω t , with Var (∆F (t, c)) → 0 as ω t → +∞ and Var (∆F (t, c)) → F 0 (t, c)(1 − F 0 (t, c)) as ω t → 0. Thus ω t can be used to control the prior precision of the SBS(ω, F 0 ) process.
3 Predictive characterisation of the subdistribution betaStacy process described a predictive construction of the discrete-time beta-Stacy process by means of a reinforced urn process {Y n : n ≥ 0} with state space {0, 1, 2, . . .}. The urns of this process contain balls of only two colors, black and white (say), and reinforcement is performed by the addition of a single ball (m = 1). To intuitively describe this process, suppose that each patient in a series is observed from an initial time point until the onset of an event of interest. The process {Y n : n ≥ 0} starts from Y 0 = 0, signifying the start of the observation for the first patient, and then evolves as follows: if Y n = t and a black ball is extracted, then the current patient does not experience the event at time t and Y n+1 = t+1; if instead a white ball is extracted, then the current patient experiences the event at time t and Y n+1 = 0, so the process is restarted to signify the start of the observation of a new patient. With this interpretation, the number T n of states visited by {Y n : n ≥ 0} between the (n − 1)-th and n-th visits to the initial state 0 correspond to the time of event onset for the n-th patient. If the process {Y n : n ≥ 0} is recurrent (so the times T n are almost surely finite), a representation theorem for reinforced urn processes implies that the process {Y n : n ≥ 0} is a mixture of Markov Chains. The corresponding mixing measure is such that the rows of the transition matrix are independent Dirichlet processes (Muliere et al., 2000, Theorem 2.16; see Ferguson, 1973 for the definition of a Dirichlet process). Using this representation, showed that the sequence {T n : n ≥ 1} is exchangeable and that there exists a random distribution function G such that i) conditionally on G, the times T 1 , T 2 , . . . are i.i.d. with common distribution function G, and ii) G is a beta-Stacy process (Muliere et al., 2000, Section 3) .
In this section, we will generalize the predictive construction of to yield a similar characterization of the subdistribution beta-Stacy process. To do so, consider a reinforced urn process {X n : n ≥ 0} with state space S = {0, 1, 2, . . .} × E, set of colors E = {0, 1, . . . , k} (k ≥ 1), starting point X 0 = (0, 0), and law of motion defined by q((t, 0), c) = (t + 1, c) and q((t, d), c) = (0, 0) for all for all integers t ≥ 0 and c, d = 0, 1, . . . , k, d = 0. Further suppose, for simplicity of presentation, that reinforcement is performed by the addition of a single ball (m = 1) as before (but see Remark 3.2 below for the case where m ∈ (0, +∞)). The initial composition of the urns is given as follows: i) n (t,0) (c) = α t+1,c for all integers t ≥ 0 and c = 0, 1, . . . , k; ii) n (t,d) (0) = 1, n (t,d) (c) = 0 for all integers t ≥ 0 and c, d = 1, . . . , k, d = 0. Now, define τ 0 = 0 and τ n+1 = inf{t > τ n : X t = (0, 0)} for all integers n ≥ 0. The process {X n : n ≥ 0} is said to be recurrent if P (∩ +∞ n=1 {τ n < +∞}) = 1. Additionally, let T ((t, c)) = t and D((t, c)) = c for all (t, c) ∈ S. For all n ≥ 1, set T n = T (X τn−1 ), the length of the sequence of states between the (n − 1)-th and the n-th visits to the initial state (0, 0), and D n = D(X τn−1 ), the color of the last ball extracted before the n-th visit to (0, 0).
The process {X n : n ≥ 0} can be interpreted as follows: a patient initially at risk of experiencing any of k possible outcomes is followed in time starting from time t = 0; at each time point t, the color of the extracted ball represents the status of the patient at the next time point t + 1; if a ball of color 0 is extracted, the patient remains at risk at the next time point; if instead a ball of color c ∈ {1, . . . , k} is extracted, then the patient will experience an outcome of type c at the next time point. The process returns to the initial state after such an occurrence to signify the arrival of a new patient. With this interpretation, the variable T n represents the time at which the n-th patient experiences one of the k events under study, while D n encodes the type of the realized outcome. These concepts are illustrated in Figure 1 . Moreover, note that, although slightly different, the reinforced urn process used to construct the beta-Stacy process by is essentially equivalent to the process {X n : n ≥ 0} in the particular case where k = 1, with color 0 being black and color 1 being white in the above description. Continuing, in accordance with Diaconis and Freedman (1980) we say that the process {X n : n ≥ 0} is Markov exchangeable if P (X 0 = x 0 , . . . , X n = x n ) = P (X 0 = y 0 , . . . , X n = y n ) for all finite sequences (x 0 , . . . , x n ) and (y 0 , . . . , y n ) of elements of S such that i) x 0 = y 0 and ii) for any s 1 , s 2 ∈ S, the number of transitions from s 1 to s 2 is the same in both sequences.
Lemma 3.1. The process {X n : n ≥ 0} is Markov exchangeable. Consequently, if {X n : n ≥ 0} is recurrent, then it is also a mixture of Markov Chains with state space S. In other words, there exists a probability measure µ on the space M of all transition matrices on S × S and a M-valued random element Π ∼ µ such that for all n ≥ 1 and all sequences x 0 , . . . , x n ∈ S with x 0 = (0, 0),
where Π(x, y) is the element on the x-row and y-th column of Π. Additionally, for each x = (t, c) ∈ S, let N x (·) be the measure on S (together with the Borel σ-algebra generated by the discrete topology) which gives mass n (t,c) (d) to q((t, c), d) for all d = 0, 1, . . . , k, and null mass to all other points in S. Then, the random probability measure Π(x, ·) on S is a Dirichlet process with parameter measure N x (·).
Proof. The thesis follows immediately from Theorem 2.3 and 2.16 of and Theorem 7 of Diaconis and Freedman (1980) . Lemma 3.2. The process {X n : n ≥ 0} is recurrent if and only if {(α t,0 , . . . , α t,k ) : t ≥ 1} satisfies condition (2).
Proof. First observe that
Consequently, if {X n : n ≥ 0} is recurrent, then P (τ 1 = ∞) = 0 and so condition (2) must hold. Conversely, suppose that condition (2) is satisfied. Then P (τ 1 < +∞) = 1. By induction on n ≥ 1, suppose that P (∩ n i=1 {τ i < +∞}) = 1. Then
Given T 1 , . . . , T n , if τ n+1 = +∞ then the process must visit all states (t, 0) with t ≥ 0 starting from time τ n . Since the states (t, 0) for t > L := max(T 1 , . . . , T n ) + 1 correspond to previously unvisited urns, the probability of this event is bounded above by
.
Hence
where the last equality follows from condition (2). Consequently, P (∩ n+1 i=1 {τ i < +∞}) = 1. This argument shows that P (∩ +∞ i=1 {τ i < +∞}) = 1 and so the process must be recurrent, as needed.
Theorem 3.1. Suppose that the process {X n : n ≥ 0} is recurrent. Then there exists a random subdistribution function F , such that, given F , the (T n , D n ) are i.i.d. distributed according to F . Moreover, i) F is determined as a function of the random transition matrix Π from Lemma 3.1, and ii) F is a subdistribution beta-Stacy process with parameters {(α t,0 , . . . , α t,k ) : t ≥ 1}.
Proof. Let Π be the random transition matrix on S ×S provided by Lemma 3.1 and define F (t, c) = P (T 1 ≤ t, D 1 = c | Π), which is clearly a random subdistribution function. Moreover, for all c = 1, . . . , k,
Instead, for all c = 1, . . . , k and all t ≥ 1,
Now, for all t ≥ 1 and d = 0, 1, . . . , k,
Then, from Lemma 3.1 again and from the properties of the Dirichlet process (Ferguson, 1973) ,
To show that, given F , the (T n , D n ) are i.i.d. distributed according to F , it suffices to note that for all (t 1 , d 1 ), . . . , (t n , d n ) ∈ S such that t i ≥ 1 for all i = 1, . . . , n, it holds that
Since F is a function of Π, this concludes the proof.
Remark 3.1. Suppose that F is a random function satisfying points 1 and 2 of Definition 2.2. The proof of Theorem 3.1 also shows that, if condition (2) is satisfied, then F is a random subdistribution function. This is because condition (2) coincides with the recurrency condition in Lemma 3.2. Suppose instead that F is a subdistribution function with probability 1. ThenF (t, c) = E[F (t, c)] is a subdistribution function and
for all t ≥ 0 and c = 1, . . . , k. Hence it must be
Thus condition (2) must hold. Therefore, condition (2) is both necessary and sufficient for F to be a random subdistribution function, justifiying the claim anticipated in Remark 2.2.
Another immediate consequence of Theorem 3.1 is the following corollary:
Corollary 3.1. The sequence of random variables {(T n , D n ) : n ≥ 1} induced by the reinforced urn process {X n : n ≥ 0} is exchangeable.
This fact could also have been proven directly through an argument similar to that at the end of Section 2 of . To elaborate, suppose that {Y n : n ≥ 0} is a recurrent stochastic process with countable state space S and such that X 0 = x 0 ∈ S with probability one. Then a x 0 -block is defined as any finite sequence of states visited by process which begins from x 0 and ends at the state immediately preceding the successive visit to x 0 . Diaconis and Freedman (1980) showed that if {Y n : n ≥ 0} is also Markov exchangeable, then the sequence {B n : n ≥ 1} of its x 0 -blocks is exchangeable. Now, consider the reinforced urn process {Y n : n ≥ 0} used by for constructing the beta-Stacy process and described at the beginning of this section. This process is Markov exchangeable and so, under a recurrency condition, its sequence of 0-blocks {B n : n ≥ 1} is exchangeable. Consequently, so must be the corresponding sequence of total survival times {T n = f (B n ) : n ≥ 1}, where f (B) is the length of the 0-block B after excluding its initial element. Each 0-block B n must have the form (0, 1, . . . , t) for some t ≥ 1 and f ((0, 1, . . . , t)) = t for all t ≥ 1.
In our setting, it can easily be seen that the (0, 0)-blocks of the reinforced urn process {X n : n ≥ 0} introduced in this section are finite sequences of states of the form ((0, 0), (1, 0), . . . , (t − 1, 0), (t, c)) for some t ≥ 1 and c = 1, . . . , k. Any such (0, 0)-block represents the entire observed history of an individual at risk of developing any one of the k considered competing risks. For example, the history of Patient 1 in Figure 1 2, 1)). If {X n : n ≥ 0} is recurrent, by Lemma 3.1 its sequence of (0, 0)-blocks {B n : n ≥ 1} is exchangeable. Hence, so must be the sequence {(T n , D n ) = f (B n ) : n ≥ 1}, as claimed, where f (B) is the last state in the (0, 0)-block B. For the example in Figure 1 ,
Remark 3.2. Throughout this section, we have assumed for simplicity that each extracted ball is reinforced by only by single ball of the same color, i.e. m = 1. In general, a number m > 0 could be considered. It is possible to show (see for example Amerio et al., 2004 or Mezzetti et al., 2007 that Theorem 3.1 would still hold with F distributed according a subdistribution beta-Stacy process with parameters {(α t,0 /m, . . . , α t,k /m) : t ≥ 1}. In particular, if α t,c = ω t ∆F 0 (t, c) and
Hence, the number of balls m used for reinforcement can be used to control concentration of the prior around its mean.
Posterior distributions and censoring
Suppose that (T i , D i ) is distributed according to some subdistribution function F and T i > 0 with probability 1 for all i = 1, . . . , n. If the value (T i , D i ) can be potentially right-censored at the known time c i ∈ {0, 1, 2, . . .} ∪ {+∞}, then instead of observing the actual value (T i , D i ) one is only able to observe (
is not affected by censoring). The following theorem shows that the subdistribution beta-Stacy process has a useful conjugacy property even in presence of such right-censoring mechanism. Proof. To prove the thesis, it suffices it is true for n = 1, as the general case will then follow from an immediate induction argument. To do so, first note that, with reference to the renforced urn process {X n : n ≥ 0} of Section 3, condition (2) implies that F can be seen as a function of some random transition matrix Π as in the proof of Theorem 3.1. Assume now that (T * 1 , D * 1 ) = (t, d) for some t ≥ 1 and d = 0, 1, . . . , k. Since observing (T * 1 , D * 1 ) is equivalent to observing X 0 = (0, 0), . . . , X t−1 = (t − 1, 0), X t = (t, d), Corollary 2.21 of implies that, conditionally on (T * 1 , D * 1 ) = (t, d), the rows of Π are independent and, for all x ∈ S, the parameter measure of the x-th row of Π assigns mass n (0,0) (0)+1, . . . , n (t−2,0) (0)+1, n (t−1,0) (d)+1 to the states (1, 0) , . . . , (t−1, 0), (t, d), respectively, and mass n (t ,d ) (c) to all other states q((t , d ), c) = (1, 0) ,. . ., (t−1, 0), (t, d) in S. Since α t,d = n (t−1,0) (d) for all t ≥ 1 and d = 0, 1, . . . , k, it can now be seen that, conditionally on (T * 1 , D * 1 ), F must be subdistribution beta-Stacy with parameters {(α * t,0 , . . . , α * t,k ) :
The following corollary is now a direct consequence of Equation (4) in Lemma 2.1.
. for all t ≥ 1 and d = 1, . . . , k.
The following result instead follows from Corollary 4.1 and Remark 2.5.
Corollary 4.2. Assume that F ∼ SBS(ω, F 0 ) a priori. Then, the posterior distribution of F given the observed values of (T *
where
, and
Remark 4.1. As max u=1,...,t (ω u ) → 0, S * (t) converges to the discrete-time Kaplan-Meier estimate
) for all times t ≥ 1 for which S(t) and the A c (t) are defined (i.e. such that l t + k d=0 m t,d ] > 0). All in all, F * (t, c), which coincides with the optimal Bayesian estimate of F under a squared-error loss, converges to F (t, c) = t u=1 S(u − 1)∆ A c (u), the classical non-parametric estimate of F (t, c) of Kalbfleisch and Prentice (2002, Chapter 8) , for all times t ≥ 1 for which this is defined. Conversely, if min u=1,...,t (ω u ) → +∞, then S * (t) converges
converges to the corresponding cumulative hazard of F 0 , and therefore F * (t, c) converges to the prior mean F 0 (t, c) for all times t ≥ 1 and c = 1, . . . , k. 
So far the censoring times c 1 , . . . , c n have been considered fixed and known. Theorem 4.1 however continues to hold also in the following more general setting in which censoring times are random: let the censored data be defined as T * i = min(T i , C i ) and D * i = I {T i ≤ C i } for all i = 1, . . . , n, where i) C 1 , . . . , C n are independent random variable with common distribution function H(t), ii) conditional on F and H, (T 1 , D 1 ) , . . . , (T n , D n ) and C 1 , . . . , C n are independent, and iii) F and H are a priori independent. Adapting the terminology of Heitjan and Rubin (1991; , in this case the random censoring mechanism is said to be ignorable.
Theorem 4.2. If censoring is random and ignorable and F is a priori a subdistribution beta-Stacy process, then the marginal likelihood for F is proportional to the likelihood L(F ) defined in Equation (7). Consequently, the posterior distribution of F given (T * 1 , D * 1 ), . . ., (T * n , D * n ) is the same as that described in Theorem 4.1.
Proof. The likelihood function for F and H given a sample (t *
where L and the z i are defined as in Equation 7. Therefore, the marginal likelihood for F is
, where the constant of proportionality only depends on the data and E H [·] represents expectation with respect to the prior distribution of H. As a consequence, the posterior distribution of F can be computed ignoring the randomness in the censoring times C 1 , . . . , C n by considering their observed values as fixed and their unobserved values as fixed to +∞. Hence, if F is a priori a subdistribution beta-Stacy process, then its posterior distribution is the same as in Theorem 4.1.
Remark 4.3. The update-rule of Theorem 4.1 could be shown to hold under even more general censoring mechanisms. In fact, the marginal likelihood for F remains proportional to L(F ) as long as i) the distribution H of censoring times is independent of F and ii) censoring only depends on the past and outside variation (Kalbfleisch and Prentice, 2002) .
Relation with other prior processes

Relation with the beta-Stacy process
By construction, the subdistribution beta-Stacy process can be regarded as a direct generalization of the beta-Stacy process. In fact, the two processes are linked with each other, as highlighted by the following theorem: Theorem 5.1. A random subdistribution function F is a discrete-time subdistribution beta-Stacy process with parameters {(α t,0 , . . . , α t,k ) : t ≥ 1} if and only if i)
) is a discretetime beta-Stacy process with parameters {( k d=1 α t,d , α t,0 ) : t ≥ 1} and ii) ∆F (t, c) = V t,c ∆G(t) for all t ≥ 1 and c = 1, . . . , k, where {V t = (V t,1 , . . . , V t,k ) : t ≥ 1} is a sequence of independent random vectors independent of G and such that V t ∼ Dirichlet k (α t,1 , . . . , α t,k ) for all t ≥ 1 (where, if k = 1, we let the distribution Dirichlet 1 (α t,1 ) be the point mass at 1).
Proof. Before proceeding, first observe that {(α t,0 , . . . , α t,k ) : t ≥ 1} satisfies the recurrency condition of Equation (2) if and only if {( k d=1 α t,d , α t,0 ) : t ≥ 1} satisfies the recurrency condition for the beta-Stacy process, i.e. Equation (1) with β t = k d=1 α t,d and γ t = α t,0 . Now, to prove the "if" part of the thesis, suppose that the random subdistribution function F is subdistribution beta-Stacy with parameters {(α t,0 , . . . , α t,k ) :
for all integers t ≥ 0 and define U t = k d=1 W t,k and V t,c = W t,c /U t for all t ≥ 1 and c = 1, . . . , k. From these definitions it is easy to check that ∆F (t, c) = V t,c ∆G(t) for all t ≥ 1. Additionally, by standard properties of the Dirichlet distribution (Sivazlian, 1981, Propriety 1B) and by the independence of the W t , {U t : t ≥ 1} is a sequence of independent random variables such that U t ∼ Beta( k d=1 α t,k , α t,0 ). Moreover, from Theorem 2.5 of Ng et al. (2011) it follows that {V t = (V t,1 , . . . , V t,k ) : t ≥ 1} is a sequence of independent random vectors such that V t ∼ Dirichlet k (α t,1 , . . . , α t,k ) for all t ≥ 1, independently of {U t : t ≥ 1}. Moreover, G(0) = 0 with probability one because G(0) = k d=1 F (0, d) and F (0, d) = 0 with probability 1 for all d = 1, . . . , k. Continuing, since ∆G(t) = k d=1 ∆F (t, d) for all t ≥ 1, it follows that
for all t ≥ 1. Thus G is a beta-Stacy process with parameters {( k d=1 α t,k , α t,0 ) : t ≥ 1}. To prove the "only if" part of the thesis, suppose instead that G is a beta-Stacy process with parameters {( k d=1 α t,d , α t,0 ) : t ≥ 1} and that {V t = (V t,1 , . . . , V t,k ) : t ≥ 1} is a sequence of independent random vectors satisfying conditions (a) and (b). Since 0 = G(0) = k d=1 F (0, d) with probability 1, and since it must also be F (t, d) ≥ 0 with probability 1 for all t and d, it follows that F (0, d) = 0 with probability 1 for all d. To continue, define W t = (W t,0 , W t,1 , . . . , W t,k ) = (1 − U t , U t V t,1 , . . . , U t V t,k ) for all t ≥ 1. It can be seen that the W t are independent. Moreover, since U t and V t are independent and since 1 − U t ∼ Beta(α t,0 , k d=1 α t,d ), from Theorem 2.2 of Ng et al. (2011) , it follows that W t has the same distribution as
where the Y t,c are independent random variables with Y t,c ∼ Beta α t,c , k d=c+1 α t,d for all c = 0, . . . , k. Again from Theorem 2.2 of Ng et al. (2011) it thus follows that W t ∼ Dirichlet k+1 (α t,0 , . . ., α t,k ) for all t ≥ 1. Since ∆F (t, c) = V t,c ∆G(t) for all t ≥ 1, from the definition of a beta-Stacy process it now follows that
Hence, F is subdistribution beta-Stacy with parameters {(α t,0 , . . . , α t,k ) : t ≥ 1}.
Relation with the beta process
Suppose A(t) = (A 1 (t), . . . , A k (t)) collects the cumulative hazards of the subdistribution function F (t, c) and let ∆A(t) = (∆A 1 (t), . . . , ∆A k (t)), A 0 (t) = k d=1 A d (t). Then, following Hjort (Hjort, 1990 , Section 2), a discrete time beta-process prior for non-homogeneous Markov Chains with parameters {(α t,0 , . . . , α t,k ) : t ≥ 1} could be specified for A(t) by independently letting (1 − ∆A 0 (t), ∆A 1 (t), . . . , ∆A k (t)) have a Dirichlet(α t,0 , . . . , α t,k ) distribution for all t ≥ 1. In such case, from Definition 2.2 it would follow that F is subdistribution beta-Stacy with the same set of parameters. The converse is also true, since if F is subdistribution beta-Stacy then it can be easily seen from Definition 2.2 that (1 − ∆A 0 (t), ∆A 1 (t), . . . , ∆A k (t)) = (W t,0 , W t,1 , . . . , W t,k ). Thus, if interest is in the subdistribution function F (t, c) itself, one should consider the subdistribution beta-Stacy process, whereas if interest is in the cumulative hazards A(t), one should consider the beta process for non-homogeneous Markov Chains. This equivalence parallels an analogous relation between the usual beta-Stacy and beta processes (Walker and Muliere, 1997) .
Relation with the beta-Dirichlet process
The subdistribution beta-Stacy process is also related to the discrete-time version of the betaDirichlet process, a generalization of Hjort's beta process prior (Hjort, 1990) introduced by Kim and Gray (2012) . The cumulative hazards {A(t) : t ≥ 1} are said to be a beta-Dirichlet process with parameters {(β t,1 , β t,2 , γ t,1 , . . . , γ t,k ) : t ≥ 1} if i) the ∆A(t) are independent, ii) ∆A 0 (t) ∼ Beta(β t,1 , β t,2 ) for all t ≥ 1, and iii) ∆A(t)/∆A 0 (t) ∼ Dirichlet k (γ t,1 , . . . , γ t,k ) independently of ∆A 0 (t) for all t ≥ 1. From Definition 2.2 it is clear that if F (t, c) is subdistribution betaStacy with parameters {(α t,0 , . . . , α t,k ) : t ≥ 1}, then from (1 − ∆A 0 (t), ∆A 1 (t), . . . , ∆A k (t)) = (W t,0 , W t,1 , . . . , W t,k ) and Theorem 2.5 of Ng et al. (2011) , then the corresponding cumulative hazards A(t) must be beta-Dirichlet with parameters β t,1 = k d=1 α t,d , β t,2 = α t,0 , and γ t,d = α t,d for all d = 1, . . . , k and t ≥ 1. The converse is not true unless β t,1 = k d=1 γ t,d for all t ≥ 1.
Nonparametric cumulative incidence regression
In this section, we will illustrate a subdistribution beta-Stacy regression approach for competing risks. We consider data represented by a sample of possibly-right censored discrete survival times and cause-of-failure indicators (t *
is associated with a known vector w i of predictors. We assume that, as described in the Introduction, the time axis has been discretized according to some fixed partition 0 = τ 0 < τ 1 < τ 2 < · · · representing the measurement scale of event times. Hence, (t * i , d Our starting point is the assumption that individual observations are exchangeable within each level of the predictor variables w i . This leads us to consider a hierarchical modelling approach akin to that adopted by Lindley and Smith (1972) , Antoniak (1974) , and Cifarelli and Regazzini (1978) . In this approach, the observations (t * 1 , d * 1 ), . . . , (t * n , d * n ) are assumed to be independent, each generated by a corresponding subdistribution function F (t, c; w i ) under some censoring mechanism (as described in Section 4). Then a joint prior distribution is assigned to all the F (t, c; w i ) for i = 1, . . . , n. In the usual parametric approach these would simply be assigned a specific functional form F 0 (t, c | θ; w i ) by letting F (t, c; w i ) = F 0 (t, c | θ; w i ) for all i = 1, . . . , n, then assigning a prior distribution to the common parameter vector θ. Consequently, in the parametric approach the only source of uncertainty is that on the value of θ and not on the functional form of F 0 (t, c | θ; w i ). Thus, to incorporate this uncertainty in the model and gain more flexibility in representing the shape of the F (t, c; w i ), we instead adopt a nonparametric perspective (Müller and Mitra, 2013; Hjort et al., 2010; Phadia, 2015; Ghosal and van der Vaart, 2017) . Specifically, we consider the following modelling approach: first, a specific functional form F 0 (t, c | θ; w i ) is chosen; second, letting w (1) , . . . , w (L) denote the distinct values of w 1 , . . . , w n , the subdistribution functions F (·; w (i) ) are assumed to be independent and distributed as F (·; w (i) ) ∼ SBS(ω(θ, w (i) ), F 0 (· | θ, w (i) )) for all i = 1, . . . , L, where ω(θ, w (i) ) = (ω t (θ, w (i) )) t≥1 ; finally, the parameter vector θ is assigned its own prior distribution. The use of weights ω t (θ, w (i) )) dependent on the time location t, the covariate values w (i) , and the parameter θ allows the local control of the uncertainty on the functional form of F 0 (· | θ, w (i) ) by determining the concentration of the subdistribution beta-Stacy prior around the increments ∆F 0 (t, c | θ, w (i) ), c = 1, . . . , k (c.f. Remark 2.5). Additionally, the presence of the parameter vector θ in the model allows borrowing of information across different covariate levels w (i) , as in Cifarelli and Regazzini (1978) , Muliere and Petrone (1993) , and Mira and Petrone (1996) .
Many options are available in the literature for specifying the functional form of the centering parametric subdistribution F 0 (t, c | θ, w i ) when adopting our modelling approach. In general, following Larson and Dinse (1985) , a useful strategy consists in starting from the decomposition
and then separately modelling the probability F 0 (c | θ, w i ) can be specified to be any model for multinomial responses, such as the familiar multinomial logistic regression model
where c = 1, . . . , k − 1 and θ 1 = (b 1 , . . . , b c−1 ) (Agresti, 2003, Chapter 7) . The time-to-event distribution F
(2) 0 (t | θ 2 , c, w i ) can instead be specified by discretizing a continuous-time distribution (e.g. Weibull or log-normal) with cumulative distribution function G 0 (· | θ 2 , c, w) by letting F (2) 0 (t | θ 2 , c, w i ) = G 0 (τ t | θ 2 , c, w i ). For example, in the Weibull case one could let
and θ 2 = (v 1 , . . . , v k , u 1 , . . . , u k ), yielding a discrete-time version of the common parametric Weibull regression model (Aalen et al., 2008, Chapter 5) . Alternatively, F
0 (t | θ 2 , c, w i ) may be specified as the Grouped Cox model (Kalbfleisch and Prentice, 2002, Section 2.4.2) , the logistic regression model of Cox (1972) , or other discrete-time models Tutz and Schmid, 2016; Berger and Schmid, 2017) .
The weights ω t (θ, w (i) ) can be calibrated in order to account for the degree of uncertainty attached to the chosen parametric functional form of F 0 (· | θ, w i ). In fact, by Remark 2.5, conditionally on θ as the weights increase the prior SBS(ω, F 0 (· | θ, w (i) )) becomes more concentrated on F 0 (· | θ, w (i) )), giving more importance to the parametric component of the model. To exploit this fact, we consider weights ω t defined as ω t (θ, w (i) ) = ω 0,t (θ, w (i) )/m, where
Extending the approach of Rigat and Muliere (2012) , this choice allows the model to rely more on its parametric component over the times where observations are less likely to be available (high ω 0,t ), whereas it allows for more flexibility over the times where most data is expected (low ω 0,t ). The parameter m can be further used to control the standard deviations
(computed from the joint distribution of F (t, c | w (i) ) and θ), which together measure how much the subdistribution function F (·; w (i) ) can deviate from the parametric model F 0 (· | θ, w (i) ). More precisely, by Remark 2.5, for all fixed t ≥ 1 and c = 1, . . . , k, is a decreasing function of m. In particular, σ m (t, c; w (i) ) → 0 for all t and c as m → 0, implying that for m ≈ 0 the model becomes essentially equivalent to the centering parametric model. Conversely, σ m (t, c; w (i) ) increases to its maximum value
for all t and c as m → +∞. Hence, for large m the model becomes more flexible and is allowed to deviate more freely from the centering parametric model.
Remark 6.1. Conditionally on θ, the predictive structure of such model can be characterized as by associating an urn system like that described in Section 3 to each distinct value of w (i) . The initial composition of these urns is determined by α t,c (θ,
If each extracted ball is reinforced by m similar balls, then by Theorem 3.1 and Remark 3.2, the distributions associated to the same value of w (i) are independent and each distributed according to some
, where ω t (θ, w (i) ) = ω 0,t (θ, w (i) )/m as above.
Sampling from the posterior distribution
To fix notations, let t
. . , w n ), and F = (F (·; w (1) ), . . ., F (·; w (L) )). Also, let n j = n i=1 I w i = w (j) and for all i = 1, . . . , n j let (t * j,1 , d * j,1 ), . . ., (t * j,nj , d * j,nj ) be the set of observations corresponding to the value w (j) . Lastly, let z j,i = I {d j,i = 0} for all possible j and i. Finally, let t * j = (t * j,i : i = 1, . . . , n j ) and d * j = (d * j,i : i = 1, . . . , n j ) for all j = 1, . . . , L.
Theorem 6.1. Assuming ignorable right censoring, the marginal likelihood of θ is
where, for all j = 1, . . . , m: i) for all i = 1, . . . , n j , F *
Proof. First assume that censoring is fixed. In this case, the marginal likelihood of θ can be obtained from conditional likelihood
by taking its expectation with respect to the distribution of F conditional on θ. Since the F (·; w (j) ) are independent conditionally on θ, the marginal likelihood is thus
) with h < i and θ. If z * j,i = 1, this can be derived from Corollaries 4.2 and 4.1 and it is equal to ∆F *
This justifies the thesis if censoring is fixed. By similar arguments as those in Section 4, the same likelihood can be assumed to hold also in presence of ignorable censoring, as needed.
Using the above result, the joint posterior distribution P (F, θ | t * , d * , w) of F and θ can be obtained as
where P (θ) represents the prior distribution of θ (which is independent of w) and the term
. . , n} using the update rule described in Theorem 4.1. Now, although the posterior distribution for θ is not available for exact sampling, Equation (11) suggests the use of a Markov Chain Monte Carlo strategy such as the following to perform approximate posterior inferences. First, a sample {θ i } S i=1 from the marginal posterior distribution of θ is obtained, after discarding an appropriate number of burn-in iterations, via a Random Walk Metropolis-Hastings algorithm (Robert and Casella, 2004, Section 7.5) . A multivariate Gaussian distribution can be considered after the reparametrization induced by a logarithmic transformation of each shape parameter u c (to account for their positive support). Second, having obtained a sample {θ i } S i=1 as just described, the conditional posterior distribution of F (·; w (j) ) given θ i and the data D j is obtained by direct simulation for all i = 1, . . . , S and j = 1, . . . , L. Specifically, the parameters of the conditional posterior distribution P j (F (·; w (j) ) | θ, w) of F (·; w (j) ) given θ i and D j are obtained using Theorem 4.1. Then a sample F i (·; w (j) ) from P j (F (·; w (j) ) | θ, w) is obtained using Definition 2.2 by sampling from the relevant Dirichlet distributions. The sample
so obtained then represents a sample from the joint posterior distribution of Equation (11).
Estimating the predictive distributions
Let T n+1 and D n+1 be the unknown uncensored survival time and type of realized outcome, respectively, for a new individual with covariate profile w n+1 . The objective is to estimate the predictive distribution of (T n+1 , D n+1 ) given the data (t * 1 , d * 1 ), . . ., (t * n , d * n ). We distinguish two cases: i) w n+1 = w (j) for some j = 1, . . . , L, and ii) w n+1 = w (1) , . . . , w (L) . In the first case, simply obtain a sample {F i (·; w n+1 ) = F i (·; w (j) )} S i=1 from the posterior distribution of F (·; w (j) ) using the output of the procedure described above. The predictive distribution of (T n+1 , D n+1 ) is then estimated as S −1 S i=1 F i (·; w n+1 ). In the second case it is still possible to estimate the predictive distribution of (T n+1 , D n+1 ) by recycling the sample {θ i } S i=1 . Specifically, for each θ i , F i (·; w n+1 ) is simulated directly from the SBS(ω, F 0 (· | θ i , w n+1 )) distribution. The predictive distribution of (T n+1 , D n+1 ) is then estimated as the average of the sampled subdistribution functions, as before.
7 Application: analysis of the melanoma dataset
Data description and analysis objectives
To illustrate our modelling approach, we analyse data collected by Drzewiecki et al. (1980) on 205 stage I melanoma patients who underwent surgical excision of the tumor during 1962-1977 at the Odense University Hospital, Denmark. This dataset (which includes only data for those 205 patients for which an histological examination was carried out, out of the 225 originally participating in the study) has been previously used to illustrate several survival analysis methods (Andersen et al., 2012, Example I.3.1) and is freely available online as part of the timereg R library (Scheike and Zhang, 2011) . Each considered patient was followed from the date of surgery to the time of death for melanoma (event of type 1), death due to other causes (event of type 2), or censoring (e.g. study drop-out or end of the study, defined at the end of 1977). Event times are only known discretized at the day level, so that τ t = t for all t ≥ 0 can be assumed. (The time-interval (τ t−1 , τ t ] represents the t-th day of follow-up). In summary, 126 (61%) of the study participants were women and 79 (39%) were men. Overall, a total of 57 (28%) patients died due to melanoma during followup, while 14 (7%) died due to other causes, overall accumulating 441,324 person-days of follow-up (maximum follow-up: men, 4,492 days; women, 5,565 days). Using these data, we implement a competing-risks regression model to assess the long-term prognosis of melanoma patients following surgical excision of the tumor with respect to the risk of death due to melanoma. In doing so, we account for death due to other causes as a competing event and consider gender as a potential predictor. The R code used to perform the analyses is available as on-line Supplementary Material and at https://github.com/andreaarfe/subdistribution-beta-stacy.
Model specification and prior distributions
We consider a regression model specified as explained in Section 6. For illustration, we specify the centering parametric model F 0 (t, c | θ, w i ) by consider the multinomial logistic model (8) for F
(1) 0 (c | θ 1 , w i ) and the discrete Weibull regression model (9) for F (2) 0 (t | θ 2 , c, w i ), as these correspond to models widely used in applications. In these models, for all subjects w i = (w i,1 , w i,2 ) includes an intercept term (w i,1 = 1) and the indicator variable for gender (w i,2 = 0 for women, w i,2 = 1 for men). Consequently, in the notations of Section 6, θ 1 = (b 1 ), where
is the vector of the two regression coefficients in model (8) (b 1,1 for the intercept, b 1,2 for the gender indicator). Additionally, θ 2 = (v 1 , v 2 , u 1 , u 2 ), where v c = (v c,1 , v c,2 ) is the vector of the two regression coefficients for the cause-specific Weibull regression model (9) for c = 1, 2 (v c,1 for the intercept, v c,2 for the gender indicator), while u 1 , u 2 > 0 are the two corresponding shape parameters. We assign independent prior distributions to all parameter as follows. Noting that Drzewiecki et al. (1980) estimated that the overall 10-years survival probability was about 50% (estimated via the Kaplan-Meier method) in a previous analysis of a larger dataset, we calibrate the priors for v 1 and v 2 in such a way so as to center the curves F (2) 0 (t | θ 2 , c, w i ) around a model with a median survival of 3,650 days. To do so, we assigned N (log(− log(0.50)/3, 650), 1) priors to v 1,1 and v 2,1 , and N (0, 1) to v 1,2 and v 2,2 . We assign a N (0, 1) prior distributions to b 1,1 , b 1,2 and a gamma distribution Gamma(g 1 , g 2 ) with shape parameter g 1 = 11 and rate parameter g 2 = 10 distribution to u 1 and u 2 (thus centering the corresponding Weibull distributions on an exponential model). Numerical simulations reported in the on-line Supplementary Material (Appendix A, Figure A .1) suggest that these choices yield a fairly diffuse prior distribution for the subdistribution function of the model. As a sensitivity analysis, in the online supplementary Material (Appendix C), we report the results obtained from a similar model but considering a discrete log-normal distribution for the centering parametric subdistribution function.
Calibrating the prior concentrations
To illustrate the behaviour of our model as m varies, Figure 2 shows, for the prior distributions specified in the previous section, the values of the prior standard deviations σ m (t, c; w (i) ) for increasing values of m, computed by simulating from the priors described in the previous setting and focusing on the subdistribution of death due to melanoma (c = 1) among women (w (i) = (1, 0)). Qualitatively identical results (data not shown) can be obtained for death due to other causes (c = 2) or men (w (i) = (1, 1) ). These results show how, for small m (e.g. m = 1 in Figure 2) , the nonparametric prior SBS(ω(θ, w (i) ), F 0 (· | θ, w (i) )) for F (t, c; w (i) ) is practically fully concentrated on its parametric component (as σ m (t, c; w (i) ) ≈ 0 for most t ≥ 1). This implies that for small m the subdistribution F (t, c; w (i) ) will tend to be almost equal to the parametric centering subdistribution F 0 (t, c | θ; w (i) ) a priori. However, as m increases, so does σ m (t, c; w (i) ), representing increasing levels of prior uncertainty on the functional form of F (t, c; w (i) ). For sufficiently large values of m (e.g. m = 10 5 in Figure 2 ), the σ m (t, c; w (i) ) achieve values close to their upper bound σ ∞ (t, c; w (i) ), which represents a situation of maximum uncertainty on the functional form of F (t, c; w (i) ). Regardless of the value of m, the σ m (t, c; w (i) ) decrease as t ≥ 1 increases, showing how the parametric model F 0 (t, c | θ; w (i) ) is given more and more weight in determining the form of F (t, c; w (i) ) over the later portions of follow-up (i.e. over times where less data is expected a priori). These observations both illustrate the consideration of Section 6 but also suggest that plots like Figure 2 may be useful in practice to calibrate the prior concentration.
Posterior analysis
Posterior inference was performed by a Random Walk Metropolis-Hastings algorithm with a multivariate Gaussian proposal distribution as suggested in Section 6, by means of the MCMCpack R package (Martin et al., 2011) . The proposal distribution was centered at the current sampled value, with a proposal covariance matrix equal to the negative inverse Hessian matrix of the log-posterior distribution, evaluated at the posterior mode and scaled by (2.4) 2 /d, where d is the dimension of θ, as suggested by Gelman et al. (2013, Section 12.2) . To improve mixing, all predictors were standardized before running the algorithm. The parameter vector was initialized with the corresponding value obtained by numerically maximizing the log-posterior distribution. In all cases, the Metropolis-Hastings algorithm was run for a total of 26000 iterations: the first 1000 were discarded as burn-in, while the remaining 25000 were thinned by retaining only one generated sample every 25 iterations. The trace plots of generated Markov Chain Monte Carlo chains did not raise any issue of non-convergence according to both Geweke's test (Geweke, 1992) and visual inspection (data not shown). Additionally, the obtained posterior distributions were found to be much more concentrated than the considered prior distributions, as shown in the on-line Supplementary Material (Appendix A, Figure A.1) . Figure 3 shows the posterior predictive distributions, i.e. the posterior expectations of the subdistribution functions F (t, 1; w (i) ), for death due to melanoma among men (panel a) and women (panel b), for m = 10 0 , 10 3 , or 10 6 . For comparison, Figure 3 also reports i) the estimates obtained from the classical Kalbfleish-Prentice estimator and ii) the posterior estimates obtained from the centering multinomial-Weibull parametric model F 0 (t, c | θ, w i ) of Section 7.2 (using the same parametric prior distributions for comparability). In general, the results are compatible with the observation that men are subject to a higher risk of death due to melanoma than women (Thörn et al., 1994) . Additionally, from Figure 3 it is apparent how the classical estimators have a limited usefulness for evaluating long-term prognosis, as these are undefined beyond the range of the observed data. On the other hand, by relying more on its parametric component, our subdistribution beta-Stacy model can provide an extrapolated risk estimate. Risk extrapolations 
corresponding to the model of Section 7.2 for m = 10 0 , 10 1 , . . . , 10 5 , together with its upper bound σ ∞ (t, c; w (i) ) from Equation 10. Results are for the subdistribution of death due to melanoma (c = 1) among women (w (i) = (1, 0)). The quantity σ m (t, c; w (i) ) measures the concentration of the subdistribution beta-Stacy prior for the subdistribution function F (t, c; w (i) ) around the parametric subdistribution F 0 (t, c | θ, w (i) ). Values of σ m (t, c; w (i) ) ≈ 0 signify that F (t, c; w (i) ) ≈ F 0 (t, c | θ, w (i) ) with high priori probability, while increasing values of σ m (t, c; w (i) ) > 0 signify that functional forms different than F 0 (t, c | θ, w (i) ) are more likely a priori. could also be obtained from the centering parametric model, but these would require absolute confidence in its assumed functional form. Oppositely, our model may deviate more or less flexibly from the centering parametric model according to the chosen value of m. In fact, the results obtained from the subdistribution beta-Stacy model for m = 1 are essentially equivalent to those obtained from centering parametric model. However, as m increases the subdistribution beta-Stacy predictive distributions better approximate the classical estimators of the subdistribution function. For m = 10 6 it can also be seen that the posterior variance of the subdistribution function may be very large beyond the range of the observed data, as seen in Figure 3 for men (panel a), i.e. the group that required the most extrapolation for computing the predictive distribution over the considered time period. This behaviour is consistent with the observations of Section 7.3: for large m the model allows more uncertainty on the functional form of the centering model.
Additional results are provided in the on-line Supplementary material, Appendices B and C. Specifically, in Appendix B we report the results of graphical posterior predictive checks for the goodness of fit of our model, in the style of Gelman et al. (2013, Section 6.3) . These checks do not raise any concern regarding the fit of our model. In Appendix C, we report the results obtained in the sensitivity analysis based on the discrete log-normal model. The corresponding results are essentially equivalent to the ones obtained here.
Simulation study
To further explore how much our model can adapt to deviations from the corresponding centering parametric functional form, we conducted a simulation study as follows. First, on the basis of the melanoma data of Section 7.1, we computed the maximum likelihood estimates θ = ( b 1,1 , v 1,1 , v 2,1 , u 1 , u 2 ) for the multinomial-Weibull model F 0 (t, c | θ) of Section 7.2, ignoring covariates for simplicity by including only an intercept term as predictor (w (i) ≡ 1). We thus obtained b 1,1 = −0.640, v 1,1 = −11.927, v 2,1 = −7.244, u 1 = 1.597, and u 2 = 0.639. Second, we generated 100 datasets of sample size n = 100, n = 500, and n = 1000 by simulating event times and event types from the subdistribution function F 0 (t, c | θ), with a fixed censoring time at 7000 days since surgery. Third, in each simulated dataset, we implemented two Bayesian models: i) a multinomial-Weibull parametric model akin to that in Section 7.2 but where all Weibull shape parameters where fixed as u 1 , u 2 ≡ 1 (all other prior distributions taken as in Section 7.2); this corresponds to incorrectly modelling the event times as exponentially distributed given the type of occurring event, incompatibly with the data-generating mechanism; ii) a nonparametric subdistribution beta-Stacy model centered on the parametric model of point (i) for all values of m = 10 0 , 10 3 , 10 6 . Fourth and last, for each replicated dataset we computed the KolmogorovSmirnov distance max t∈[0,7000] F (t, c) − F 0 (t, c | θ) between the fixed data-generating subdistribution function F 0 (t, c | θ) and its posterior estimate F (t, c), obtained from model (i) or (ii). Figure 4 reports the distribution of Kolmogorov-Smirnov distances obtained in the described simulation study. As expected, for all sample size the misspecified parametric model produces the highest median Kolmogorov-Smirnov distances between the posterior estimates of the subdistribution function and the true data-generating subdistribution function. In agreement with previous observations, for m = 1 the nonparametric subdistribution beta-Stacy model tends to agree with its parametric component, producing similar results as those obtained from the parametric model. For increasing m, however, the subdistribution beta-Stacy model attains a greater flexibility to deviate from its misspecified parametric centering model and adapt to the data, thus producing lower Kolmogorov-Smirnov distances. This phenomenon, which is consistent with the observations of Section 7.3, is evident for all considered sample sizes, but especially for n = 1000. For this sample size, even the subdistribution beta-Stacy model with m = 1 is associated with a lower median Kolmogorov-Smirnov distance from the data-generating model than its centering parametric model: despite a large prior weight was assigned to the centering mispecified model, the sample size was large enough for the subdistribution beta-Stacy model to be more driven by its nonparametric component and adapt to the data. Figure 4: Box-plots reporting the distributions of Kolmogorov-Smirnov distances between the data-generating subdistribution function and its posterior estimates generated in the simulation study of Section 7.5 for sample sizes n = 100, n = 500, or n = 1000 (considering 100 simulated datasets per sample size). Kolmogorov-Smirnov distances are shown separately for the parametric model described in Section 7.5 and the nonparametric subdistribution beta-Stacy model, centered on the same parametric model, for reinforcement parameters of m = 10 0 , 10 3 , 10 6 .
Concluding remarks
In this paper we introduced a novel stochastic process, the subdistribution beta-Stacy process, useful for the Bayesian nonparametric regression analysis of competing risks data. We showed how the subdistribution beta-Stacy process is completely characterized from a specific predictive structure, which we described in terms of the urn-based reinforced stochastic process of . The practical value of similar reinforced stochastic processes is that they potentially allow to undertake Bayesian predictive inference without explicit knowledge of the prior. That is, as noted by Muliere et al. (2003) , they allow to update the predictive distributions from past information from a sequence of exchangeable observable without necessarily being able to compute the underlying de Finetti measure of the observations, i.e. the prior. In this paper, we were actually able to characterize the prior, which we identified as the subdistribution beta-Stacy. Although this process may have been defined solely in terms of a sequence of independent Dirichlet random vectors (as in our Definition 2.2), the corresponding predictive construction still greatly simplifies the understanding of its properties. In this paper we also proposed a Bayesian nonparametric approach for competing risks regression based on the subdistribution beta-Stacy process. This provides several advantages with respect to other available techniques when making predictions in presence of competing risks. For instance, classical nonparametric estimators are typically undefined beyond the last observation time if this is censored, thus limiting their usefulness when making predictions. Parametric models circumvent this issue by assuming a specific functional form for the subdistribution function, thus providing risk extrapolations at the cost of more rigidity when adapting to the data. Conversely, by balancing both a nonparametric and a parametric component, our approach allows risk extrapolations beyond the range of the observed data without losing flexibility in adapting to available data. Additionally, contrary to most approaches available in the literature, our does not require the proportional hazards assumption, thus increasing its flexibility in capturing complex patterns of subdistribution functions when making predictions.
To conclude, we remark that more general reinforced urn processes may lead to interesting novel approaches for performing Bayesian inference in presence of competing risks or more general settings. In fact, we are currently investigating the following possible generalizations. First, akin as in Muliere et al. (2006) , each extracted ball may be reinforced by a positive random number of new similar balls. This may depend on both the color of the ball extracted from the urn and the state represented by the urn itself. Such construction could be useful to represent allow uncertainty on the strength of belief to be granted to the initial composition of the urns. Second, a continuous-time version of the subdistribution beta-Stacy process could be obtained by embedding a discrete-time reinforced urn process like that of Section 3 into a reinforced continuous-time arrival process (representing the predictive distribution of the event times) as in the approach of Muliere et al. (2003) . Third, the reinforced urn process considered in Section 3 could be generalized to characterize a process prior on the space of transition kernels of a Markovian multistate process, with application to the analysis of event-history data (Aalen et al., 2008) . The conceptual difficulty here is that such processes may not be recurrent, complicating the use of representation theorems like those of Diaconis and Freedman (1980) .
