This paper gives a theoretical analyze of high dimensional linear discrimination of Gaussian data. We study the excess risk of a class of linear discriminant rules. Our main result allow us to give two types of simple non asymptotic bounds: lower bounds associated to discrimination rules that fail in a high dimensional setting and upper bounds for for procedure that are adapted to the so called "p >> n" discrimination framework.
Introduction
Let X be a vector space, typically X = R p . In the binary classification problem, the aim is to recover the unknown class y ∈ {0, 1} associated to an observation x ∈ X. In other word, we seek a classification rule (also called classifier), i.e a measurable g : X → {0, 1}. This rule gives a wrong classification for the observation x if g(x) = y. The underlying probabilistic model, that makes the measure of g's performances possible, is set by a distribution P on X ×{0, 1} with conditional probability P k () = P (. × {k}) (k = 0, 1). In this framework, under a uniform prior (i.e under the assumption that Y ; U({0, 1})), the probability of misclassification is defined by C(g) = 1 2 P 1 (X / ∈ g −1 (1)) + P 0 (X / ∈ g −1 (0)) .
Assume that one observe two independent samples X 0 = (X 0 1 , . . . , X 0 n0 ) X 1 = (X 1 1 , . . . , X 1 n1 ) of X valued i.i.d observations with probability distribution P 0 or P 1 , respectively. The probability distributions P 0 and P 1 are unknown. In this paper we consider the case when P 0 and P 1 are gaussian with mean µ 0 and µ 1 respectively and with common covariance C. Since then, when X = R p , the bayes rule, i.e the classification rule g * that minimize C(g), is given by g * (x) = 1 if F 10 , s 10 − x R p ≥ 0 0 otherwise (1) where F 10 = C − (µ 1 − µ 0 ) and C − is the generalized inverse 1 of C. Since µ 1 , µ 0 and C are unknown, g * is unknown and one has to use empirical rulesĝ n0,n1 based on the observations X 0 , X 1 . When one know that P 1 and P 0 are gaussian with the same covariance, it is natural to search a classification rule g : R p → {0, 1} wich has the same form as g * (i.e with an affine separation function) given by g(x) = 1 if F 10 ,ŝ 10 − x R p ≥ 0 0 otherwise (2) forF 10 ,ŝ 10 ∈ R p estimators obtained from the observations.
A standard way of assessing the quality of a decision ruleĝ n0,n1 is to estimate how fast C(ĝ n0,n1 ) converges to the minimal possible value C * or to give an upper bound on the excess risk C(ĝ n0,n1 ) − C * . In this paper, we are interested in the case where p >> n = n 1 + n 2 (p is the dimension of X ), and our aim is twofold. First, we give principles to achieve fast rate of convergence. Second, we give lower bound on the excess risk for finite sample size to show that standard procedures (i.e Fisher discriminant analysis) fail in high dimension. In Theorem 3.1 we see that when s 10 and C are known, and when 1. F 10 has a finite number of non null component (sparsity assumption) 2. F 10 L2(PC ) (see below for this notation) is lower bounded ( strict margin assumption)
then the procedure we give achieves the rate log 2 (p)/(n 1 +n 2 ). This theorem also gives fast rate of convergence for other class of sparsity assumption and margin assumptions. Let us introduce some notations that will be used throughout this paper. If P is a probability measure on R p with finite second order moment and u, v ∈ R p , v L2(P ) will stand for the L 2 (P ) norm of x ∈ R p → v, x R p , and u, v L2(P ) will stand for the associated scalar product. This scalar product induces a geometry in R p , the associated angle in L 2 (P ) between u and v will be denoted α L2(P ) (u, v). In the rest of the paper, P C will stand for a gaussian centered measure with covariance C.
There is a large literature on lower bound on the excess risk in the classification framework, one can for example see [14, 2, 13, 17, 16, 15] . These work are mainly dedicated to the problem of finding minimax rate of convergence in certain classes of classifier. These class cannot be adapted to our results and the given results are not adapted to the problem when p >> n. Moreover, we do not search minimax lower bounds. The problem of giving lower bounds for discrimination in a high dimensional gaussian framework have been investigated in [4] and our work is in line with this paper. In [4] the lower and upper bounds that are given are asymptotic and we give non-asymptotic results. We want to relate the classification error and the error made while estimating F 10 , also our work is related to the field of plugin classification. In the results we give s 10 is supposed to be known, but we believe that the problem resulting from the high dimensionality of X only appears through the estimation of F 10 (the normal vector to the affine separating hyperplane). Our theoretical development is centered on Theorem 5.1, we give a bound that aims at an easy to use optimal relation (sharp lower and upper bound) between the estimation error of F 10 and the excess risk and this has never been investigated. In particular, if α is the angle between F 10 andF 10 in L 2 (P C ), Theorem 5.1 can be used to show that when 0 < r < F 10 L2(PC ) < R (0 < r < R < ∞) there exists 0 < c < C < ∞ such that
where g is given by Equation 2.
This paper is structured as follows. In Section 2 we give finite sample lower bounds showing how bad are standard procedure for finding F 10 when p >> n. In section 3 we give an algorithm to overcome theses problems. The proofs, and the statement of Theorem 5.1 are postponed to the Annex.
Two results on what shall not be done in high dimension
We are going to give two results that will lead to the following rules in the problem of estimating F 10 :
1. one shall not try to estimate the full covariance matrice C from the data, 2. one shall restrict the possible values of m 10 = µ 1 − µ 0 to a (sufficiently "small") subset of R p .
Those precept have been known for long, but we give precise non-asymptotic result emphasising them. They both are consequences of Theorem 5.1.
Recall that we observe two independent samples
observations with probability distribution P 0 or P 1 , respectively. In what follows, we will study two cases. In the first one, C is unknown and µ 1 , µ 0 are known. In the second case, C and s 10 = µ1+µ0 2 are known but µ 1 − µ 0 is unknown. In the first case it is equivalent to observe X 1 , . . . , X n drawn independently from P C (n = n 1 + n 0 ) and in the second case it is equivalent to observe X 1 , . . . , X n drawn independently from gaussian Probability distribution P with mean m 10 and covariance C.
One shall not try to identify the correlation structure
Proposition 2.1. Suppose we are given X 1 , . . . , X n drawn independently from P C . LetĈ be the empirical covariance andĈ − it's generalised inverse. IfF 10 = C − m 10 andŝ 10 = s 10 , the classification rule g defined by (2) leads to
Comments.
is related to the L 1 distance bewteen P 0 and P 1 through this known equality:
where Φ(x) is the cumulative distribution function of a real gaussian random variable with mean zero and variance one. Hence d 1 (P 1 , P 0 ) ∼ d when d tends to zero. In this case, the preceding lower bound is tight since
In that case, d → ∞ and
2. As a particular application of this proposition, we see that Fisher Rule performs badly when p >> n, which was already given in [4] . Let us notice that our results are for finite p, n and with exact constants. 3. Many alternatives to the estimation of the correlation structure can be used, based for example on approximation theory of covariance operator, together with model selection procedure or more sophisticated aggregation procedure. Many work has already been done in this direction, see for example [5] and the reference therein. The approximation procedure has to be linked with a statistical assumption, as it is the case when stationarity assumption are made that leads to a Toeplitz covariance matrix C (i.e C ij = c(i − j) with c : Z → R a p-perioric sequence). Those matrix are circular convolution operator and are diagonal in the discrete Fourier Basis (g m ) 0≤m<p where
This is roughly this Harmonic Analysis fact that is used in Bickel et Levina [4] and combined with approximation in [12] . Under this type of hypothesis, the covariance matrix can be search in the set of diagonal matrix which leads to a huge reduction of the parameter to estimate. Let us finally note that the use of Harmonic analysis and stationnarity in curve classification can become a wide field of interest as soon as one consider the larger class of group stationnary-process (see [18] ) or semi-group stationnary process (see [11] ).
2.2.
One shall not use a simple linear estimate to getF 10 .
Proposition 2.2. Suppose that C is a definite positive matrix, and that we are given X 1 , . . . , X n drawn independently from a gaussian probability distribution P with mean m 10 and covariance C on R p . Letm 10 be the associated empirical mean. Let us takeF 10 = C −1m 10 andŝ 10 = s 10 . Then, the classification rule g defined by (2) leads to
1. Suppose there exists 0 < r < R such that R > F 10 2 L2(PC ) ≥ r. From the preceding proposition, uniformly on all the possible values of µ 1 and µ 0 , the learning error and the excess risk can converge to zero only if n p tends to 0. Recall that if no a priori assumption is done on m 10 ,m 10 is the best estimator (according to the means square error) of m 10 . 2. As in the estimation of a high dimensional vector (see in [6] ), one shall make a more restrictive assumption on F 10 . For 0 < q < 2, and P C a gaussian measure on R p with full rank covariance, let us define l q (R, e, P C ) the l q ball of R p with radius R > 0 associated to the orthonormal base
For a well chosen orthonormal basis e = (e i ) i=1,...,p of R p , assumption such as F 10 ∈ l q (R, e, P C ) for 0 < q < 2 can be used (see next Section) to construct a consistent estimator of F 10 in the setting of Proposition 2.2.
Towards Fast rate of convergence for linear discrimination rule
In this subsection we suppose C and s 10 are known and that C is of full rank. Let (e i ) i=1,...,p be an orthonormal base of R p . For k = 0, 1 letμ k be the empirical mean of the learning data (X ik ) i=1,...,n k of class k. We will note Ω q (R, e, r) = (P 1 , P 0 ) ∈ P s.t F 10 ∈ l q (R, e, P Cov(P1) ), F 10 L2(PC ) ≥ r (3) where P is the set of pairs (P 1 , P 2 ) of gaussian probability distribution on R p with cov(P 1 ) = cov(P 2 ).
The Procedure. We propose to use the discrimination procedure g (defined by Equation (2) and λ
F DR 10
is chosen by the Benjamini and Hocheberg procedure [3] for the control of the false discovery rate (FDR) of the following multiple hypothesis :
We recall that this procedure is the following. The (|y 10l |) l are ordered in decreasing order : 
where b p is the real value used for the choice of k
, and P ⊗n is the law of the learning set. 
and by construction, we have
Theorem 1.1 of Abramovich an .al [1] , and Theoreme 5 point 3b. of Donoho and Johnstone [8] then lead to the desired result.
Comments
1. The rate of convergence is faster when q is close to 0, and slower when it is close to 2. This leads to consider the sparsity of C −1/2 (µ 0 − µ 1 ) as a vector of R p in a well chosen basis. 2. Notice that, for certain values of q, the rates of convergence can be fast, i.e faster than n −1/2 . On the other hand, assuming that r > 0 cannot tend to zero can be seen as a margin assumption, since 2 log(p)). In that case, the constant c(bp) r 2 would not be that good (cf [1] ). 5. We do not know result about such convergence for classification procedure in this framework (the high dimensional gaussian framework). Indeed we do not make any strong assumption on C. Bickel et Levina [4] as well as Fan [9] suppose in their work that the ratio between the highest and the lowest eigenvalue is lower and upper-bounded. Even if our Theorem doesn't treat the case where C is unknown the assumption we use seems more natural. Let us recall that if Y is a gaussian random variable with values in a Hilbert Space, then the covariance operator is necessarily nuclear. Also, the assumption used by the above mentioned authors cannot let us consider gaussian measures with support in a Hilbert space.
One can use the inequality
E[C(g) − C * ] ≤ c E[ F 10 −F 10 2 L2(PC ) ]
Conclusions
We studied the problem of discrimination in a gaussian framework in high dimension. We showed, with finite lower bounds, that standard procedures fail in high dimension (p >> n) and gave a way to overcome one theses problems. The given procedure relies on a dimensionality reduction based on a multiple testing procedure testing which component come with good ratio between interclass variability and intra class variability. The case when P 0 and P 1 are gaussian with different covariance can be treated the same way (see the authors work [10] but no theoretical results are given in this case) and will be investigated in further work.
Proofs

Fundamental Theorem
Theorem 5.1. Suppose g is given by 2 withŝ 10 = s 10 . Then if α = α L2(P ) (F 10 , F 10 ), we have:
and
Comments 1. These bounds give the relation between (α, F 10 L2(PC ) ) and the excess risk. When F 10 L2(PC ) is fixed and positive, it is necessary to have α tending to zero in order to have an excess risk tending to zero. Moreover, we see that there exists 0 < C 1 < C 2 such that
can be seen as a theoretical measure of the separation between P 1 and P 0 (note that the Hellinger distance can also be expressed as a function of d). Large values of d are associated to well separated data and small values of d to non separated data. Although, Inequality 6 can be used as a contribution to the problem of finding necessary condition for the separation (by a classification rule) of gaussian mixtures (such as it is treated in [7] ).
If Π F ⊥
10
is the orthogonal projection operator in L 2 (P C ) one can see that :
and in particular
The upper bound in this last equation is sharper than the upper bound we have by the following standard sequence of inequalities
( with ψ(x) = 1 − x 1 + x ) and L 10 = log(
( with
( for c > 0).
which, if F 10 2 L2(PC ) remains bounded from below (this can be seen as a margin assumption), is the square root of what can be derived from (8) . It is also sharper than the bound given at the end of Section 2 in [4].
Proof of Theorem 5.1
In this proof, we will use the following subset of R p :
The proof is divided into two step: in the first one we make a change of geometry and in the second one we derive the announced inequality.
Step 1. We have
where P 10 is the gaussian probability distribution with covariance C and mean s 10 , and m 10 = µ1−µ0 2
. By symmetry, this means that
Changing the geometry now gives where ξ is a gaussian random variable on R p with mean 0 and covariance I p . Notice that if α = α L2(PC ) (F 10 , F 10 ) (C(g) − C(g * ))(α) = (C(g) − C(g * ))(−α), also, we will suppose without loss of generality that α > 0 in the rest of the proof.
Step 2. This step is roughly a geometric exercise in R 2 (more precisely the span of C 1/2F 10 and C 1/2 F 10 in R p or the span of F 10 , . R p and F 10 , . R p in L 2 (P C )). First, it is easy to see (with step 1 result) that
where G + and G − are subsets of R 2 defined by Figure 1 
). Let B be the orthogonal projection of O on to the bisector of α. Let us define G = G + \ S B (G − ) (see Figure 2) where S B is the symmetry of center B (also the symmetry of axe (O, B) ). One can see that with this construction, we have:
From this equality and standard inequality on gaussian measures, we get
This gives the announced result.
Proof of Proposition 2.1
Proof. The proof is based on ideas from Bickel and Levina [4] used in their Theorem 1 : if C is the identity their exist ξ 1 , . . . , ξ p , p R p valued random variables forming an orthonormal basis of R p , a random vector (λ 1 , . . . , λ n ) of R n whose property are the following.
1. The λ i are independent between each other, independent from (ξ i ) i=1,...,p , and nλ i follows a χ 2 distribution with n − 1 degrees of freedom. 2. For every i, ξ i is drawn in an independent and uniform fashion on the intersection of the unitary sphere of R p and the orthogonal to ξ 1 , . . . , ξ i−1 . 3. The empirical estimatorĈ of C verify :
where if x, y ∈ R p , x ⊗ y is the linear operator of R p that associate to z ∈ R p the vector x, z R p y.
When C not necessarily equals I p , we get, P C −almost-surely :
Then, if we define β i = C −1/2 m 10 , ξ i 2 R p , we have the following equations 
For reasons of symmetry (the ξ i are drawn uniformly on the sphere), we have for all subset I n from {1, . . . , p} of size n :
From equations (9) and (10), if α = α L2(P ) (F 10 , F 10 ), we have ( CauchySchwartz inequality ):
Hence, with Jensen inequality and Equation (11), this gives E[cos(α)] ≤ n p . This and inequality (??) leads to the desired result.
Proof of proposition 2.2
Proof. As in the preceding proposition, we are going to use Inequality (6) . Also it is sufficient to show the following E cos(α)1 |α|<π/2 ≤ 1 √ p − 2 ( √ n F 10 L2(PC ) + 1).
Also, it suffices to obtain E | F 10 ,F 10 L2(PC ) |
On the other hand, 
