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Geodesic distances on parameter manifolds of quantum systems lead to the notion of the Fubini-
Study complexity, that quantifies the difficulty in creating a target quantum state starting from a
reference one. Here, we obtain analytic expressions for the equilibrium ground state complexity in
a class of spin systems, in the thermodynamic limit. Starting from the fact that the infinitesimal
Nielsen complexity in terms of the Bogoliubov angle is the line element in the parameter space, the
lengths of some special geodesics in three exactly solvable spin systems are obtained. Our examples
include the transverse XY spin chain and its natural extensions, the quantum compass model with
and without an external magnetic field. In all these, the Fubini-Study complexity is contrasted with
the Nielsen complexity, which is related to the finite difference of Bogoliubov angles between an
initial and a target state, for the quadratic Hamiltonians that we consider. The first derivative of
the complexity diverges at quantum phase transitions in all cases.
I. INTRODUCTION
Geometry plays a fundamental role in our understand-
ing of physical phenomena at varied scales, from as-
trophysical scenarios to condensed matter systems. Al-
though the origin of these phenomena might be widely
different, the geometric methods involved are largely sim-
ilar. Indeed, Riemannian geometry lies at the core of
much of modern physics, and can be successfully used to
address phenomena at extreme length scales, from gen-
eral relativity to quantum mechanics.
One of the major applications of Riemannian geometry
in quantum statistical systems have been in the area of
phase transitions. Phase transitions in physical systems
continue to be the focus of intense research over the last
many decades. In any system, a phase transition indi-
cates a change from its original state due to variations in
external control parameters, such as temperature, pres-
sure, magnetic field, anisotropy, etc., with a possible sym-
metry breaking. Transitions involving a variation of the
temperature are classical (thermal) phase transitions and
are driven by thermal fluctuations, whereas those that
occur at zero temperature are driven by quantum fluc-
tuations and called quantum phase transitions (QPTs)
[1–4], and are extremely important in studying the low
temperature behaviour of many statistical and condensed
matter systems.
Information theoretic geometry is known to provide
valuable insights into the physics of both classical and
quantum phase transitions (see, e.g. [5]). The basic idea
arises from statistical systems, and dates back to early
attempts at differentiating between probability distribu-
tions. In the late 70’s, this idea was extended to the
distribution of classical particles via their statistical en-
tropy, in what is now popularly known as thermodynamic
geometry [6]. Geometrical notions in quantum systems
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first arose in the work of [7], and has of late attracted
strong interest, as these often provide useful and alter-
native indications of quantum phase transitions. The
essential procedure here is to establish the geometry of
the (internal) parameter space, i.e., the space of tunable
parameters alluded to above. Indeed, there are several
quantities associated with such a geometry, which can be
used to study phase transitions.
First, the quantum information metric (QIM) formu-
lated in [7] is the Riemannian metric induced on the pa-
rameter space of the Hamiltonian, and measures the “dis-
tance” between two neighboring quantum states. Such
metrics are known to possess interesting scaling be-
haviour and are often singular, with the singular limits in-
dicating rich physics. Whereas one might argue that such
singularities in metric components might be artifacts of
specific coordinate choices, scalar quantities which are
independent of such choices, such as the Ricci scalar, of-
ten show remarkable properties near QPTs [8–10]. For
example, this may diverge, or show a discontinuity at a
critical point (or, in general, along a critical line) in quan-
tum many-body systems, although contrary results have
also been reported in the literature [11]. We also recall
at this point that the QIM of the ground state of a many
body system is the real part of a more general structure –
the quantum geometric tensor (QGT) – whose imaginary
part is the celebrated Berry phase.
In this paper, we will be interested in a new informa-
tion theoretic quantity known as complexity, that has,
of late, become extremely popular in the literature. The
concept of complexity is by now ubiquitous in physics,
although traditionally it appeared in branches of mathe-
matics related to computer science. From the perspective
of quantum mechanics, complexity quantifies the diffi-
culty in constructing a unitary transformation to reach
a desired target state from a given reference state. In
other words, the complexity of a target state is defined as
the number of quantum operations called gates, built in
an optimal circuit to arrive at the target state from the
original reference state. This procedure is called “gate
counting,” and complexity measured in this way is called
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2“circuit complexity.” A geometric method was proposed
by Nielsen [12–14] to find this optimal circuit, and we will
refer to this as the Nielsen complexity (NC). NC has been
particularly well studied in the high energy physics liter-
ature. There, the excitement has largely been in the con-
text of holography, i.e the gauge-gravity duality, and of
late, the issue of complexity has been revived in quantum
field theory (where explicit computations are difficult per
se), with the idea being that this can be understood via
a holographic computation (see, e.g. [15–19], and refer-
ences therein for some recent work on this aspect).
On the other hand, information theoretic geometry has
been recently used as an alternative construction to NC,
in [20]. In this work, the complexity of a quantum field
theory was defined in terms of a minimal length as deter-
mined by the Fubini-Study metric on the space of Gaus-
sian states. We will call this the Fubini-Study complex-
ity (FSC). The purpose of this paper is to study the FSC
for some exactly solvable many body quantum statistical
systems, for which the metric on the parameter space is
the QIM that we have mentioned before.
In fact, in spite of its inherent elegance, analytic com-
putation of the FSC proposed in [20] may be challenging
beyond some simple examples and might require exten-
sive numerical analysis in quantum field theory. Con-
structing examples in statistical mechanics, in particular
in spin systems is then of immediate relevance. An in-
teresting fallout of this analysis would be possible appli-
cations to systems exhibiting quantum phase transitions.
As we have mentioned, several examples of QPTs have
been analyzed in details using the QIM. It is therefore
natural to investigate the nature of NC or FSC in this
scenario. In this context, we note that recently, in [13],
the NC was studied for some particular spin models and
indications were found that it shows discontinuities at
QPTs, for both equilibrium and dynamical phase transi-
tions.
In this work, we study an analogue of the complexity
defined in [20], for three different spin systems, with a
quadratic Hamiltonian, and obtain analytic expressions
for the ground state complexity of the equilibrium sys-
tems. For these systems, an infinitesimal version of the
NC is naturally related to the QIM of the ground state,
via an expression of the latter in terms of the Bogoli-
ubov angle. This observation then naturally leads to an
expression for the FSC in these statistical systems, via
the geodesic length on the Riemannian parameter mani-
fold. We study three cases here : the transverse spin 1/2
XY model, and the quantum compass models with and
without a transverse magnetic field. In all these exam-
ples, we provide analytical formulae for the equilibrium
ground sate FSC, and explicitly demonstrate its discon-
tinuity near quantum phase transitions. We find that in
general the FSC is not the same as the NC in the ex-
amples that we consider, a fact that has been known in
the literature for sometime now. Namely, the integral of
the square root of the infinitesimal form of the NC over a
geodesic path is the FSC for the models that we consider.
The organization of this paper is as follows. In Sec. II,
we set up the basic notations and conventions. We show
here how the infinitesimal Nielsen complexity is related
to the quantum information metric. Section III studies
our first example, the transverse XY spin 1/2 chain. In
section IV, a similar analysis for the quantum compass
model is reported, and this is extended in section V for
the compass model in a transverse magnetic field. Fi-
nally, the paper ends with some discussions in sec VI.
II. THE INFORMATION METRIC AND
COMPLEXITY
The QIM defines the distance between two nearby
quantum states |ψ(~λ)〉 and |ψ(~λ+ d~λ)〉, characterized by
a set of parameters ~λ and separated by an infinitesimal
amount d~λ in the parameter space,
dτ2 = 1− |〈ψ(~λ)|ψ(~λ+ d~λ)〉|2,
=
∑
i,j
gijdλ
idλj +O(|d~λ|3) , (1)
where the quantum information metric gij is the real
symmetric part of the QGT, and denoted by χij (we will
henceforth omit the summation symbol whenever indices
are repeated). Namely, the expression for the QGT is
χij = 〈∂iψ|∂jψ〉 − 〈∂iψ|ψ〉〈ψ|∂jψ〉 , (2)
with ∂i ≡ ∂∂λi , i = 1, 2, · · · ,m, where m is the dimension
of the parameter space, and that for the metric reads
gij = Re[χij ] =
1
2
(χij + χji) . (3)
Here, we will be mostly interested in two-dimensional
parameter spaces for whichm = 2, and for these, once the
metric is computed and if it is diagonal, we can calculate
the scalar curvature R, from
R =
1√
g
[
∂
∂λ1
(
1√
g
∂g22
∂λ1
)
λ2
+
∂
∂λ2
(
1√
g
∂g11
∂λ2
)
λ1
]
,
(4)
with g being the determinant of the metric. There is a
slightly more complicated formula for R for non-diagonal
metrics, which we omit here for brevity. For these two-
dimensional parameter manifolds (corresponding to equi-
librium ground states of spin systems) that we will be in-
terested in here, R uniquely specifies the curvature prop-
erties and is an important quantity to study. As is well
known, R possesses some interesting properties at quan-
tum phase transitions – it might diverge there, or might
show a discontinuity, although as we have mentioned,
exceptions to such behaviour are also documented in the
literature [11].
Important to us will be the Bogoliubov angle θk that
characterizes the ground state of a diagonalized quadratic
Hamiltonian, and depends on the system parameters ~λ,
3with k being the Fourier index. Suppose we have a two-
parameter model as above, then we can write an infinites-
imal change of the Bogoliubov angle (from a given refer-
ence state) as
dθk =
(
∂θk
∂λ1
)
dλ1 +
(
∂θk
∂λ2
)
dλ2 , (5)
where the derivatives are evaluated at the ground state.
Now if we divide throughout by 2, square this expression
and sum over all the momentum modes, then we obtain
1
4
∑
k
(dθk)
2
=
1
4
∑
k
(
∂θk
∂λ1
)2
(dλ1)2
+
1
2
∑
k
(
∂θk
∂λ1
)(
∂θk
∂λ2
)
(dλ1dλ2) +
1
4
∑
k
(
∂θk
∂λ2
)2
(dλ2)2
(6)
For quasi-fermionic systems with quadratic Hamiltoni-
ans, the right hand side is the line element in the pa-
rameter space of eq.(1), dτ2 = gijdλ
idλj , with the QIM
defined in terms of the Bogoliubov angle being [9],
gij =
1
4
∑
k
(
∂θk
∂λi
) (
∂θk
∂λj
)
. (7)
The components of the QIM can be computed explicitly
in the thermodynamic limit where the summation is re-
placed by an integration, i.e.,
∑
k
−→ N2pi
∫
dk. 1 The
integrals are in turn calculated by a standard process of
residue evaluation in complex analysis.
Now, for the quadratic Hamiltonians that we are in-
terested in, the NC (which will henceforth be denoted by
the symbol CN ) can be shown to be given by (this was
shown in [13], and for completeness, we will illustrate this
formula in one of our examples in the next section)
CN =
∑
k
|∆θk|2 , (8)
which is the square of the (finite) difference of the Bogoli-
ubov angles between an initial (reference) state R and a
final (target) state T , with ∆θk = (θ
T
k −θRk )/2. This is ob-
tained by considering a trajectory in the space of unitary
transformations that minimises the length functional in
such a space. The FSC (to be henceforth denoted by
the symbol CFS) on the other hand can be conveniently
defined as an integral over the infinitesimal differences
quantified in eq.(6), over a given trajectory in the pa-
rameter space. Formally, we have
CFS =
∫
P
√
dCN =
∫
P
dτ , (9)
1 In what follows, the complexity, metric, scalar curvature etc.
will be calculated per site N . We will however not mention this
further in their formulae, in order not to clutter the notation.
with dCN defined by the left hand side of eq.(6) (and is
not to be interpreted as the differential of the right hand
side of eq.(8)), and P is a specified path. The FSC is thus
an integration over the square root of the NC of infinitesi-
mally separated states that are related by a unitary trans-
formation. One has to now specify the path P. A natu-
ral choice is a minimum length path between two given
points on the parameter manifold, called a geodesic path.
This is then the final prescription for computing the FSC
for equilibrium ground states of quadratic Hamiltonians.
Starting from a given point on the manifold, one reaches
an infinitesimally separated neighbouring point by an op-
timal operation in the unitary space, and then integrates
the differential path length along a geodesic in the pa-
rameter space. Since dCN is related to the QIM, one can
then try to find analytic expressions for the right hand
side of eq.(9), once the geodesic path on the parameter
manifold is specified.
To make this more concrete, let us briefly recall a
few elementary facts about geodesics. For a Rieman-
nian manifold with coordinates λi (i = 1, 2 for our pur-
poses) that is equipped with a metric gij , a geodesic
is a path that extremizes the proper distance (or the
square root of the line element). This can be cast as
a variational problem, to determine the extrema of the
integral
∫ 2
1
√
gij x˙ix˙jdα, where the dot denotes a deriva-
tive with respect to α, which is an affine parameter that
parametrizes a curve in the two dimensional manifold
that joins the two points 1 and 2. Calculus of varia-
tions then reveals that geodesic curves are solutions to
the differential equations (with Γ denoting the Christof-
fel connection)
λ¨i+Γijkλ˙
j λ˙k = 0 , Γijk =
1
2
gim
(
∂gmj
∂λk
+
∂gmk
∂λj
− ∂gjk
∂λm
)
(10)
The above equation can also be obtained by extremizing
the Lagrangian
L = 1
2
√
gij λ˙iλ˙j (11)
and using the Euler-Lagrange equations that follow.
Importantly for our purpose, it is useful to consider
geodesics parametrized by τ itself. In that case, we have
that the vector ui = λ˙i = dλi/dτ is normalized, such that
uiui = λ˙
iλ˙i = gij λ˙
iλ˙j = 1 (a condition which is imposed
after the extremization).
In general, eq.(10) provides a set of coupled non-linear
differential equations, which might be analytically in-
tractable. However, computations can be simplified if
one can find a cyclic coordinate [21]. In that case, we
can use the Euler-Lagrange equation corresponding to
the cyclic coordinate, in conjunction with the normaliza-
tion condition, to obtain a set of simultaneous algebraic
equations that can be solved to yield λ˙i. The resulting
set of first order differential equations can then be used
to obtain a solution for the non-cyclic coordinate λj(τ).
This will yield a solution with one arbitrary constant
4that is fixed by choosing a convenient starting point, and
the resulting solution can be inverted to obtain τ(λj).
Since CFS = τ , i.e the length of the geodesic (measured
from the chosen starting point), this will yield the FSC
in terms of the system parameters, and in particular can
be useful in understanding the behavior of the FSC near
QPTs.
Of course, such cyclic coordinates are hard to come by
(we will show a special case in which it exists in the
parameter space, for the transverse XY model in the
next section). Its existence is however guaranteed if we
consider Hamiltonians that are phase-rotated by an an-
gle about a given axis. The rotation angle will play no
role in the spectrum of the model, since it enters the
ground state as a phase, but this extra degree of free-
dome will conveniently give the cyclic coordinate that
we are looking for. The parameter space now becomes
three dimensional with a non-trivial metric component
along the cyclic coordinate, and we will restrict to two-
dimensional planes with one of the coordinates being the
rotation angle. As is known, information geometry re-
stricted to these planes capture the essential features of
the phase diagram of the theory, and hence are useful to
study in the context of complexity.
Note also that the NC defined from eq.(8) or equiva-
lently from the left hand side of eq.(6) does not depend on
this phase angle (since the Bogoliubov angle does not).
From the definition of eq.(9) therefore, our geodesics
should be lines with constant values of the cyclic coordi-
nate. These give useful results for the FSC since these
are the geodesics which reach the singular points of the
parameter manifold, as we will see.
This is thus the strategy that we will broadly follow
here to compute the FSC in spin systems. The price
that we pay for the simplifications mentioned is that we
are restricted to a class of geodesics on specific planes,
which are therefore not fully general. The justification
for doing this, however, is that the analytical solutions
that we obtain give us a good handle to understand the
nature of FSC near critical points. We will proceed with
this in mind.
III. THE TRANSVERSE XY MODEL
We will consider the one-dimensional spin-1/2 XY
model in a transverse magnetic field. This is one of the
most well studied models in statistical mechanics that ex-
hibits quantum phase transitions [22–26] (see also the ex-
cellent recent monograph [27]). We start with the Hamil-
tonian
H = −
M∑
l=−M
(
1 + γ
4
σxl σ
x
l+1 +
1− γ
4
σyl σ
y
l+1 +
h
2
σzl
)
,
(12)
where M = (N − 1)/2, for odd N , γ is an anisotropy
parameter, and h the applied magnetic field. Also, σ de-
notes the Pauli matrices. As we mentioned towards the
end of the last section, we consider a modified Hamilto-
nian, obtained by applying a rotation of φ around the
z-direction,
H(φ) = g(φ)Hg†(φ) with g(φ) =
M∏
l=−M
exp
(
iσzl
φ
2
)
,
(13)
After a standard usage of the Jordan-Wigner, Fourier
and Bogoliubov transformations, the eigenvalues of the
Hamiltonian of eq.(13) can be written as [27]
Λk± = ±
√
(cos k − h)2 + (γ sin k)2, (14)
where k takes the values
k = 2piλN , λ = −N−12 , ...., 0, 1, ...., N−12 .
From the single particle energy spectrum, the energy gap
is calculated to be
∆(k) = Λk+ − Λk− = 2
√
(cos k − h)2 + (γ sin k)2 .
(15)
QPTs occur where the spectrum is gapless in the param-
eter space. Here, it happens on the line γ = 0, |h| ≤ 1,
which is the anisotropic transition line between two ferro-
magnetically ordered phases of the model, and at |h| = 1
(for k = 0, pi), which is the Ising transition lines between
a ferromagnetic and a paramagnetic phase, with a spon-
taneously broken Z2 symmetry. The ground-state of the
rotated Hamiltonian of eq.(13) is
|g〉 =
pi∏
k=0
[
cos
(
θk
2
)
|0〉k |0〉−k − i sin
(
θk
2
)
×
e2iφ |1〉k |1〉−k
]
, (16)
where |0〉k and |1〉k denote the vacuum and single excita-
tion states of Jordan-Wigner fermions with momentum
k, and the Bogoliubov angle θk is defined from
cos θk =
cos k − h√
(cos k − h)2 + (γ sin k)2 . (17)
Now consider the ground state of the one-dimensional
spin-1/2 transverse XY model as a reference state, with
parameters hR, and γR,
|ΨR〉 =
pi∏
k=0
[
cos
(
θRk
2
)
|0〉k |0〉−k − i sin
(
θRk
2
)
×
e2iφ |1〉k |1〉−k
]
. (18)
The state orthogonal to this reference state is
|ΨR〉⊥ =
pi∏
k=0
[
i sin
(
θRk
2
)
e−2iφ |0〉k |0〉−k − cos
(
θRk
2
)
×
|1〉k |1〉−k
]
. (19)
5Similarly, we choose the ground state with parameters
hT and γT as a target state,
|ΨT 〉 =
pi∏
k=0
[
cos
(
θTk
2
)
|0〉k |0〉−k − i sin
(
θTk
2
)
×
e2iφ |1〉k |1〉−k
]
, (20)
and the state orthogonal to the target state is then
|ΨT 〉⊥ =
pi∏
k=0
[
i sin
(
θTk
2
)
e−2iφ |0〉k |0〉−k − cos
(
θTk
2
)
×
|1〉k |1〉−k
]
. (21)
The target states |ΨT 〉 and |ΨT 〉⊥ can be written in the
basis of reference states |ΨR〉 and |ΨR〉⊥ with the help
of a unitary transformation Uk,[ |ψT 〉
|ψT 〉⊥
]
= Uk
[ |ψR〉
|ψR〉⊥
]
, (22)
where the transformation matrix has the explicit form
Uk =
[
cos (∆θk) −i sin (∆θk) e2iφ
−i sin (∆θk) e−2iφ cos (∆θk)
]
, (23)
with ∆θk =
(θRk −θTk )
2 . We follow Nielsen’s geometric ap-
proach to find the optimal circuit required to achieve this
unitary transformation. We first represent Uk as a path
ordered exponential
Uk(s) =
←−P exp
[∫ s
0
ds′
∑
I
Y Ik (s
′)OI
]
. (24)
Here, Y Ik (s) specifies a particular circuit being con-
structed by choosing a particular trajectory s, in the
space of unitary circuits. The condition Uk(s = 0) = 1
corresponds to the circuit that generates the initial ref-
erence state while Uk(s = 1) = Uk corresponds to the
desired target state. Also, OI are the generators of U(2),
which are given by
O0 =
[
i 0
0 i
]
, O1 =
[
0 i
i 0
]
, O2 =
[
0 1
−1 0
]
, O3 =
[
i 0
0 −i
]
,
(25)
with I ∈ {0, 3} in our case. To proceed further, we re-
quire the explicit forms of the function Y Ik (s). This can
be obtained by constructing a general unitary transfor-
mation Uk(s) as,
Uk(s) = e
iβ
[
e−iφ1 cosω e−iφ2 sinω
−eiφ2 sinω eiφ1 cosω
]
. (26)
Here β, ω, φ1, and φ2 depend on the parameter s. Using
the relation
Tr[OaOb] = −2δab, (27)
and by differentiating the expression in eq.(24) with re-
spect to s, it is a fairly straightforward exercise to obtain
Y Ik (s) = −
1
2
Tr
[
(∂sUk(s))U
−1
k (s)OI
]
. (28)
Now, following standard procedure, we can define the
cost (or length) functional for various paths,
D[Uk] =
∫ 1
0
ds
∑
I
|Y Ik (s)|2, (29)
and the minimal value of this functional gives the re-
quired Nielsen complexity,
C[Uk] = minY Ik (s)D[Uk] . (30)
The length functional obtained for the one-dimensional
spin-1/2 XY model is
D[Uk] =
∫ 1
0
ds
[(
dβ
ds
)2
+
(
dω
ds
)2
+ cos2 ω
(
dφ1
ds
)2
+ sin2 ω
(
dφ2
ds
)2 ]
. (31)
The above integrand in eq.(31) can be minimized by
setting β(s) = φ1(s) = 0, φ2(s) = −2φ + pi2 , and
ω(s) = s∆θk. The NC of the desired target state is then
finally obtained as,
CN (|ΨR〉 → |ΨT 〉) =
pi∑
k=0
|∆θk|2 , (32)
which, for the transverse XY spin chain can be written
as
∆θk =
1
2
cos−1
[ (
hR − cos k) (hT − cos k)+ γRγT (sin k)2√
(hR − cos k)2 + (γR sin k)2√(hT − cos k)2 + (γT sin k)2
]
. (33)
Eq.(32) is a generic formula for quadratic Hamiltoni-
ans as demonstrated in [13], and will be true for all ex-
amples considered here. We will not provide the details
for our other models to follow. In figs.(1) and (2), we
show the NC and its derivative with respect to the tar-
get parameters γT and hT , for our transverse XY spin
chain. Clearly, the derivatives diverge at the location of
6-1.0 -0.5 0.5 1.0
ΓT
0.2
0.4
0.6
0.8
1.0
1.2
1.4
CN
(a) NC of the transverse XY
model as a function of γT
-1.0 -0.5 0.5 1.0 Γ
T
-2.5
-2.0
-1.5
-1.0
-0.5
¶CN
¶ IΓT M
(b) Derivative of the NC
with respect to γT
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the phase transitions, namely γ = 0 and |h| = 1. This
is how NC captures phase transitions – it becomes dis-
continuous across such a transition. This behaviour is
similar to that of the Berry phase, which also shows sim-
ilar discontinuities across second order quantum phase
transitions.
We now turn to the FSC. The information metric for
the transverse XY model has been calculated in [9] and
in the thermodynamic limit, the line element, in the fer-
romagnetic phase |h| < 1, γ > 0 is given by
ds2 =
dh2
16γ (1− h2) +
dγ2
16γ (1 + γ)
2 , (34)
with the replacement γ → −γ for the ferromagnetic
phase with γ < 0. The geodesic equations for this model
are given by [28]
h¨+
hh˙2
1− h2 −
h˙γ˙
γ
= 0, γ¨− γ˙
2 (1 + 3γ)
2γ (1 + γ)
+
h˙2 (1 + γ)
2
2γ (1− h2) = 0 ,
(35)
where the dot represents a derivative with respect to the
affine parameter τ . Also, the normalization condition
implies that
h˙2
16γ (1− h2) +
γ˙2
16γ (1 + γ)
2 = 1 (36)
In general, these might be complicated to solve, but
an analytic solution is possible in the special case h =
constant. For this case, the first relation in eq.(35) is
satisfied, and hence constant h lines are geodesics. This
observation is motivated by the fact that in eq.(35), h
is in fact a cyclic coordinate, as can be gleaned by a
coordinate transformation h = sinα for an angular vari-
able α which is justified as we are in a region |h| < 1.
Now then, it is a simple matter to find γ(τ) from the
second equation in eq.(35), in conjunction with eq.(36).
The former gives rise to two undetermined constants,
one of which is fixed from eq.(36). We finally find that
γ = tan2 (2 (τ − τ0)), where τ0 is a constant reference
value for the affine parameter. An entirely similar result
is obtained if we use the Euler-Lagrange equation corre-
sponding to the cyclic coordinate h, algebraically solve it
simultaneously with eq.(36), and solve the resulting first
order differential equations.
Now, it can be seen that geodesics with τ0 = 0 reach
the singularity at γ = 0 and using this value as the origin
of our geodesic, the final expression for the FSC is
CFS = τ = (1/2) tan
−1(
√
|γ|) , (37)
for this class of geodesics. Clearly this is qualitatively
different from the corresponding NC of fig.(1)(a). Note
that the first derivative of the FSC diverges at the phase
transition γ → 0. This discontinuity of the FSC (much
like the NC) signals a quantum phase transition. We
have considered here the region |h| < 1. The geometry
of the paramagnetic phase with |h| > 1 turns out to be
way too complicated to handle analytically.
Of course our computation here was facilitated by the
fact that we could guess a solution for one of the vari-
ables, namely h. It is instructive to understand FSC
from a perspective in which we could have alternatively
achieved this. Remember that we had introduced a rota-
tion of the model about the z axis via the transformation
given in eq.(13). Then it can be checked that there is a
non-zero metric component along the φ direction, which,
from the expression for the ground state in eq.(16), can
can be straightforwardly shown to be gφφ =
∑
k sin
2 θk,
upon using eq.(1). An explicit computation gives the fol-
lowing metric on the γ−φ plane for |h| < 1 (this appears
in [8], where the angular variable φ is taken to be twice
that we have defined in eq.(13)),
ds2 =
|γ|dφ2
2 (1 + |γ|) +
dγ2
16|γ| (1 + |γ|)2 , (38)
which is a space of constant scalar curvature for |γ| > 0
and has a delta function singularity at γ = 0. This is a
particularly convenient form of the metric as the coor-
dinate φ is cyclic, and we will focus on γ > 0. In this
7plane, we proceed by noting that as mentioned before,
the geodesic equations are given via the Euler-Lagrange
equations for a Lagrangian L = 1/2
√
(gij λ˙iλ˙j) with
now ~λ = (γ, φ). However, since φ is cyclic, we have
∂L/∂φ˙ = constant = k. This equation, along with
the normalization condition for the vector ui = (φ˙, γ˙),
namely giju
iuj = 1 (see discussion after eq.(11)), can be
algebraically solved to obtain ui. The solution is
φ˙ =
2k (1 + γ)
γ
, γ˙ = −4 (1 + γ)
√
γ − 2k2(1 + γ) (39)
At this stage, since the complexity does not have any con-
tribution from φ, we set k = 0 so that we consider paths
with constant φ, which are geodesics as can be checked
from eq.(38). Setting this constant to zero also ensures
that the affine parameter can be set to zero at the phase
transition. Then, the second relation in eq.(39) can be
solved for γ as a function of the affine parameter. There
will be one undetermined constant here, which can be
fixed by demanding that the geodesics reach the critical
line γ = 0 at τ = 0.
Performing this exercise, we finally obtain |γ| =
tan2 (2τ), as before. The FSC computed in the γ − φ
plane again equals (1/2) tan−1(
√|γ|), and will have the
same behaviour as what we had obtained in the h − γ
plane with |h| < 1. The reason why the FSC matches in
these cases is that the geodesic equation here is formally
the same as the second one in eq.(35) if we choose φ to
be a constant. Alternatively, we can make a change of
variables γ = tan2 α (for γ > 0) and note that the line
element is that of a sphere with a conical defect at α = 0.
Now geodesics being great circles, the geodesic length is
proportional to α, which gives the desired result. The
analysis in the γ − φ plane for |h| > 1 is substantially
more complicated and we will not comment on this.
Finally, we focus on the h− φ plane. From the metric
components presented above, it is checked that in the re-
gion |h| < 1, the metric is flat, i.e geodesics are straight
lines. The flatness of the metric is seen by the coordi-
nate transformation h = sinα, as mentioned before. The
geodesic length here will be proportional to α, which in
terms of the original coordinates gives an inverse sine
function whose derivative will diverge in the limit h→ 1.
In the region |h| > 1, it is difficult to find an exact an-
alytic solution for the geodesic length. However, in the
limit that h is close to unity, we find after a similar anal-
ysis as above that the geodesic length, i.e the FSC for
non-zero γ is
CFS =
√|h| − 1
2
√
2|γ| , (40)
The divergence of the derivative of the FSC as |h| → 1 is
then readily seen.
IV. THE QUANTUM COMPASS MODEL
Now we study complexity in the one dimensional quan-
tum compass model [29], [30], [31]. The two-dimensional
lattice version of this model has been studied for a long
time, while its one-dimensional avatar is relatively recent,
and was introduced in [29] to study an analytic model of
a quantum magnet that showed a first order phase transi-
tion. This was achieved by a diagonalization procedure in
a subspace of the full Hilbert space in which the Hamilto-
nian reduces to that of the quantum Ising model. In [31],
a modified form of the one-dimensional compass model
was considered, and it was found that with two tunable
parameters, the model showed a second order phase tran-
sition line, along with the first order one. This model is
analogous to a one dimensional XY spin with alternating
interactions, and is the natural extension of the model
considered in the previous section.
Here, the Hamiltonian for N = 2N ′ spins is defined by
H =
N ′∑
n=1
[
J1σ
z
2i−1σ
z
2i + J2σ
x
2i−1σ
x
2i + L1σ
z
2iσ
z
2i+1
]
, (41)
and we closely follow the notation of [31]. There, the
ground state energy in the thermodynamic limit was
computed, and the existence of a second order phase
transition line (along with a first order one) was explicitly
demonstrated from the (dis)continuity the first derivative
of the ground state energy.
Again, for our purposes, it is useful to introduce a rota-
tion φ about the z-axis, defined by eq.(13). By a standard
diagonalization procedure, the ground state is given as
|g〉 =
pi∏
k=0
cos
(
θk
2
)
|0〉k |0〉−k−i sin
(
θk
2
)
e−2iφ |1〉k |1〉−k ,
(42)
where, as before, |0〉k and |1〉k are the vacuum and sin-
gle excitation states of Jordan-Wigner fermions with mo-
mentum k. We find that the Bogoliubov angle θk is given
here as
cos θk =
(
J2
L1
− cos k
)
√(
J2
L1
− cos k
)2
+ sin2 k
(43)
Note that J1 does not enter into the expression for the
ground state, and the parameter manifold consists of the
coordinates J2/L1 and φ. The energy gap is
∆k = 4L1
√
1 + (J2/L1)2 − 2(J2/L1) cos k (44)
which closes at k = 0, pi for J2/L1 = ±1, indicating the
location of QPTs. The NC of the ground state can be
computed in the same way as in the last section, given
the Bogoliubov angle θk. In fig.(3), we show the com-
plexity and its derivative with respect to j. Clearly the
derivative diverges at the phase transition J2/L1 = ±1,
in lines with our discussion before, indicating that the
NC is discontinuous there. We now turn to the QIM for
this model.
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FIG. 3: The Nielsen complexity and its derivative as a
function of j, for the compass model. The solid red,
dotted blue, dashed black and dot-dashed brown curves
correspond to jR = 0, 0.1, 0.5 and 1, respectively.
A. Information metric of the ground state
In our model of eq.(41), taking the tunable parameters
as j = J2/L1, and φ, and the QIM takes the form
gjj =
1
4
pi∑
k=−pi
(
∂θk
∂j
)2
, gφφ =
pi∑
k=−pi
sin2(θk) , (45)
where the second relation follows from eq.(1) upon using
the form of the ground state. The procedure to evaluate
the QIM is straightforward, and the final results are
gjj =
1
16 (1− j2) , gφφ =
1
4
, |j| < 1
gjj =
1
16j2 (j2 − 1) , gφφ =
1
4j2
, |j| > 1 . (46)
For this diagonal form of the metric, one can compute the
Ricci scalar curvature from eq.(4) with x1 = j, x2 = φ,
and g being the determinant of the metric. We find that
while the scalar curvature vanishes for |j| < 1 indicating
that the metric is flat there, it is a constant (R = 32 in
appropriate units) for |j| > 1. From the point of view of
the scalar curvature R, its discontinuity at j = ±1 thus
signals a quantum phase transition.
B. Fubini-Study complexity of the ground state
In this case, the Bogoliubov angle depends on a single
parameter j. So, the complexity will be computed by a
geodesic in the j−φ plane with constant φ, in lines on our
previous argument that the gφφ component of the met-
ric does not contribute to the complexity. The geodesic
length in the j − φ plane can be obtained straightfor-
wardly from the metric of eq.(46). Since the region
|j| < 1 is flat, the geodesics are straight lines. This case
is similar to the one we had discussed in the context of
the transverse XY model. The flatness of the metric can
be gleaned from a coordinate transformation j = sinα,
where α is an angular variable. Then, in terms of the
original variables, geodesic lengths are proportional to
sin−1(j) and its derivative with respect to j will diverge
at the critical lines j = ±1. We will then focus on the
outer region |j| > 1. Here, we find that the geodesic
equations are
φ¨− 2j˙φ˙
j
= 0 , j¨+
4 (j − 1)2 φ˙2
j
−
(
2j2 − 1) j˙2
j (j2 − 1) = 0 (47)
Clearly, φ = constant lines are geodesics and these do not
contribute to the complexity as required. In the same
way as in the previous section, we can solve for j. Per-
forming a similar computation as before, we finally obtain
here,
CFS =
1
4
sin−1
(
1
j
)
, |j| > 1 , (48)
where we have taken the convention that the geodesic
path originates from the critical point at j = 1, in the
j − φ plane. The derivative of the complexity clearly
blows up as j → 1. Eq.(48) can be understood as in
the similar discussion in the XY model. Namely, if we
substitute j = 1/p in the region |j| > 1 and follow this
by a further coordinate transformation p = sinα for an
angular variable α, then with a redefinition of φ, the
metric becomes that of the two sphere with polar angle
α. Then the length of the geodesics (great circles) are
proportional to α, which yields eq.(48).
V. COMPASS MODEL IN A TRANSVERSE
MAGNETIC FIELD
We now consider complexity in the compass model in a
transverse magnetic field, with periodic boundary condi-
tions. The spectrum of this model, in which we introduce
cells with double sites (denoted by 1 and 2 in sequel),
was studied in [32], and [33] analyzed the Berry phase
of this model. Our purpose here is to calculate the NC
and the FSC for this model, for which we will need to
compute the information metric. We note that in this
model, introduction of the transverse magnetic field does
not yield any additional phase structure. However, the
NC and the FSC near criticality will non-trivially depend
on the magnetic field, as we will see.
We start with the Hamiltonian for this model, which
is given by the expression [32]
H = −
N ′∑
n=1
[
J1σ
x
2,nσ
x
1,n+1 + J2σ
y
1,nσ
y
2,n + λ
(
σz1,n + σ
z
2,n
)]
,
(49)
where N = 2N ′ is the total number of sites, σ1(2),n are
the Pauli matrices on cell n with sites 1(2), and λ is a
transverse magnetic field. We will work with two inde-
pendent couplings J2/J1 and λ/J1. Although we will
finally scale the coupling J1 = 1, we keep the discussion
general as of now. We also rotate the Hamiltonian about
the z-axis much in the same way as in eq.(13).
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z-direction can be expressed as
H(φ) =
∑
k>0
Γ†kMk(φ)Γk, (50)
where k denotes the Fourier label, and Mk(φ) is a Hermi-
tian matrix that depends on the rotation angle φ, given
by
Mk(φ) =

2λ 0 −A∗k A∗ke−2iφ
0 −2λ −A∗ke2iφ A∗k
−Ak −Ake−2iφ 2λ 0
Ake
2iφ Ak 0 −2λ
 ,
(51)
with Γ†k =
(
a†k, a−k, b
†
k, b−k
)
, and Ak = J1e
ik + J2e
−ik,
and a star denoting complex conjugation. The eigenval-
ues of the matrix Mk(φ) are
ξk,1 = −|Ak| −
√
4λ2 + |Ak|2,
ξk,2 = −|Ak|+
√
4λ2 + |Ak|2,
ξk,3 = |Ak| −
√
4λ2 + |Ak|2,
ξk,4 = |Ak|+
√
4λ2 + |Ak|2, (52)
with |Ak| =
√
J21 + J
2
2 + 2J1J2 cos(2k). The above Her-
mitian matrix in eq.(51) can be diagonalized by a unitary
transformation uk such that,
H(φ) =
∑
k>0
Γ†ku
†
kukMk(φ)u
†
kukΓk =
∑
k>0
Γ′†kM
′
k(φ)Γ
′
k,
(53)
where M ′k(φ) = ukMk(φ)u
†
k and Γ
′
k = ukΓk. The explicit
form of uk turns out to be
uk =
1√
2

eiφ
A
k e2iφ sin θk2 e
iφAk cos θk2 e
2iφ sin θk2 − cos θk2
cos θk2 −e−2iφ sin θk2 e−iφ
A
k cos θk2 e
−iφAk e−2iφ sin θk2
−eiφAk e2iφ sin θk2 eiφ
A
k cos θk2 e
2iφ sin θk2 cos
θk
2
− cos θk2 −e−2iφ sin θk2 e−iφ
A
k cos θk2 −e−iφ
A
k e−2iφ sin θk2
 , (54)
with φAk = arg(Ak) and cos θk = 2λ/
√
4λ2 + |Ak|2. Now,
the ground state energy is given by
ξk,1 = −|Ak| −
√
4λ2 + |Ak|2, (55)
The eigenvector corresponding to the ground state energy
ξk,1 is given by,
|gk〉 = 1√
2

−e−2iφe−iφAk sin ( θk2 )
−e−iφAk cos ( θk2 )
−e−2iφ sin ( θk2 )
cos
(
θk
2
)
 . (56)
The NC of the desired target state is again obtained as,
C (|ΨR〉 → |ΨT 〉) =
pi∑
k=0
|∆θk|2, (57)
where we have with J1 = 1,
∆θk =
1
2
cos−1
 4λRλT + |ARk ||ATk |√
4 (λR)
2
+ |ARk |2
√
4 (λT )
2
+ |ATk |2
 ,
|ARk | =
√
1 +
(
JR2
)2
+ 2JR2 cos(2k),
|ATk | =
√
1 +
(
JT2
)2
+ 2JT2 cos(2k). (58)
The NC shows the typical behaviour that we have en-
countered before, namely its derivative diverges at the
location of the phase transitions, indicating its disconti-
nuity. We will not belabor upon the details further. We
will rather look at the more interesting case of the FSC,
via the information metric.
A. Information metric of the ground state
We first discuss the information metric of the ground
state. As mentioned before, without loss of generality,
we will scale J1 = 1 and use the variables j = J2/J1 and
h = λ/J1. The components of the QIM yield analytic
expressions and we present the results for ghh and gφφ.
In the thermodynamic limit, these are
ghh =
(
1− j2)2 + 4h2 (1 + j2)
4 ((1 + 4h2 + j2)2 − 4j2)3/2
,
gφφ =
√
(1 + 4h2 + j2)2 − 4j2)− 2h2
2
√
(1 + 4h2 + j2)2 − 4j2 , (59)
and valid for all values of j. The quantity gjj is more
cumbersome and have different values in the regions |j| <
1 and |j| > 1 and these will not be presented here.
First, we will analyse the scalar curvature R arising
out of the metric graphically, since the analytic expres-
sion turns out to be lengthy. In fig.(4)(a), we have shown
R in the h− j plane as a function of j, and as a function
of h, for values indicated in the figure. While R diverges
at the second order phase transition j = ±1, it shows a
spurious divergence at h = 0 for any value of j. Such di-
vergences associated with R are known in the literature,
and here it happens due to the fact that at h = λ = 0,
the energy gap closes partially as is evident from eq.(52).
Fig.(4)(b) shows the scalar curvature in the h− φ plane,
and indicates regularity everywhere.
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FIG. 4: Behaviour of the scalar curvature for the
compass model in a transverse magnetic field, given by
the Hamiltonian of eq.(49).
B. Fubini-Study complexity of the ground state
We now study the FSC of the ground state. Even
though the coordinate φ is cyclic, and φ = constant lines
are geodesics, it is difficult to obtain an exact analytic
formula for the geodesic length in the h−φ plane in this
case, given the complicated nature of the metric compo-
nents of eq.(59). However, we find that this can be done
for small values of h, following the procedure discussed
before. Namely, we can obtain an exact algebraic expres-
sion for h˙ from the normalization condition and the fact
that φ is cyclic, and the resulting first order differential
equation can be analytically solved for small h. We will
skip all cumbersome details, and simply mention that the
solution for the geodesic length, i.e the FSC turns out to
be
CFS =
√
1− j2
4
√
1 + j2
tan−1
(
2h
√
1 + j2
1− j2
)
, (60)
for small values of h, and with j < 1. The divergence
of the derivative of the FSC at j = ±1 is then easily
gleaned.
VI. CONCLUSIONS
The notion of complexity has been an extremely pop-
ular theme of late, in the literature on quantum physics,
both in its first quantized and second quantized versions.
Broadly, complexity measures the difficulty in prepar-
ing a quantum state, starting from a given reference, via
unitary transformations. In general, this might be chal-
lenging to compute, but in the context of quantum field
theory, the notion of gauge-gravity duality has led several
authors to attempt holographic computations of quan-
tum complexity. Two important notions of complexity
exist in the literature, the circuit complexity or the NC
[12] and the FSC introduced in [20]. While NC relates
to an optimal path in the space of unitary transforma-
tions, the FSC (broadly) relates to geodesic lengths on
a parameter manifold. In general, these two might be
different.
In this paper, we have studied (equilibrium) ground
state complexity in the thermodynamic limit of some one-
dimensional exactly solvable spin models. We started
by a simple observation that for quadratic Hamiltonians
considered here, the infinitesimal NC is the line element
on the parameter space, and thus the path length of a
geodesic, i.e. the FSC, is the integral of the square root
of the infinitesimal NC, the latter defined as the complex-
ity in creating an infinitesimally separated state (in pa-
rameter space) starting from a given reference. We then
showed that analytic expressions of the geodesic path
length can be obtained for special geodesics in three ex-
actly solvable systems, the spin 1/2 transverse XY model,
and the compass models with and without a transverse
magnetic field. These expressions show that the first
derivative of the FSC is always divergent at the phase
transition, a fact noted by [13] for the NC in the context
of the Kitaev model.
Here, we have often used an extra degree of freedom
that corresponds to rotating the system Hamiltonian
about a given axis. This angle of rotation has been con-
sidered as a convenient cyclic coordinate, and we com-
puted the complexity in two-dimensional planes, one of
whose coordinates was the angle of rotation. As we have
mentioned however towards the end of section (II), the
Bogoliubov angle does not depend on this rotation (and
thus the rotation angle will not contribute to the infinites-
imal NC or the FSC), and hence our geodesics are defined
by a constant value of the rotation. As is well known in
the literature, two dimensional sections of the full infor-
mation geometric manifold provide useful indications of
phase transitions, and it is in this sense our computa-
tions here serve as illustrations of how the FSC captures
QPTs.
There were two main approximations that we have
considered in this paper. first, our computations here
were done in the thermodynamic limit, and secondly,
this was done for a special class of geodesics, for which
one of the coordinates of the parameter manifold was
cyclic. The first approximation might be simple to
relax, and it should be possible to obtain the scaling
behaviour and finite size effects for the complexity.
However, generic geodesics on the parameter manifold
might be substantially more complicated to handle, and
we expect that a detailed numerical recipe would be
needed for their study. Further, we have studied the
complexity in equilibrium ground states of the models
that we consider. Studying quench dynamics in these
models via complexity should be an interesting next step.
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