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Abstract
Kuniba, Okado, Takagi and Yamada have found that the time-evolution of the Takahashi-
Satsuma box-ball system can be linearized by considering rigged configurations associated with
states of the box-ball system. We introduce a simple way to understand the rigged configuration
of sl2-type, and give an elementary proof of the linearization property. Our approach can be
applied to a box-ball system with finite carrier, which is related to a discrete modified KdV
equation, and also to the combinatorial R-matrix of A
(1)
1 -type. We also discuss combinatorial
statistics and related fermionic formulas associated with the states of the box-ball systems. A
fermionic-type formula we obtain for the finite carrier case seems to be new.
Keywords: soliton cellular automata; box-ball systems; rigged configuration; combinatorics.
1 Introduction
The box-ball system (BBS for short) was introduced in 1990 as a cellular automaton model that
exhibits solitonic behaviour [TS]. Since then it has been studied from various perspectives such as
ultra-discretisation of discrete soliton equations [TTMS, TM, TH, KNW1, KNW2, GNN], represen-
tation theory of quantum groups [HHIKTT, IKT, Ta2], and combinatorics [TTS, A, F, FOY].
In particular, it is known to be related to the ultra-discrete limit of the discrete KdV equa-
tion [TTMS, TH, KNW1], a link which allowed for the obtention of its N -soliton solution in
[TTMS, MIT2] and for the solution of its general initial value problem by means of IST techniques,
similar to those for the continuous KdV equation, in [WNSRG, WRSG].
Kuniba, Okado, Takagi, and Yamada found that the time-evolution of the BBS can be linearized
by considering rigged configurations associated with states of the BBS [KOTY, KOSTY, Ta1, Ta2].
Originally, rigged configurations were introduced as combinatorial objects that label the solutions to
the Bethe ansatz equations for integrable spin chains [KKR, Sc1] and later they were investigated
from the viewpoint of Kashiwara crystals [HKOTT, O, Sc2]. The linearization property for the
BBS was conjectured in [KOTY] and proved in [Ta1, KOSTY, Sa]. The original proof in [Ta1] is
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formulated in terms of integer-valued two-row matrices that correspond to states of the BBS. A
representation-theoretical proof has been presented in [KOSTY, Sa]. In the works [KTT, Ta1, Ta2],
the term “inverse scattering transform (IST)” is used to indicate that the time-evolution is linearized
in terms of riggings, which is different from the “IST” in [WNSRG, WRSG].
The linearization property is useful in considering the initial value problem for the BBS with
periodic boundary condition [KTT]. Mada, Idzumi and Tokihiro developed another approach for
the same initial value problem based on “10-eliminations” [MIT1]. The relationship between these
two approaches, rigged configurations and 10-eliminations, has been discussed in great detail in [KS]
in crystal-theoretic terms.
In this paper we shall give a simple and elementary proof of the linearization property, based on
the correspondence between “10-eliminations” and “01-eliminations”. Our construction has a more
visual flavour than previous approaches and can be easily extended to the time-evolution of a BBS
with finite carrier [TM], for which we shall also establish its linearization in elementary terms.
Throughout the paper, we shall use the following notation:
• Semi-infinite binary sequences: u = (u0, u1, u2, . . .), uj ∈ {0, 1} (j = 0, 1, 2, . . .).
For later convenience we impose the restriction that u0 = 0.
• The jth component of u = (u0, u1, u2, . . .): (u)j = uj .
• The truth function χ: χ(A) = 1 if A is true, and χ(A) = 0 otherwise.
• The number of “balls” in u: N (u) = ∑∞j=0 χ ((u)j = 1).
We also use some terminology and notation that is standard in combinatorics [Mac, Man, Kr]:
• The descent number of u:
des(u) =
∞∑
j=0
χ ((u)j > (u)j+1) , (1.1)
which is the number of times the “10” pattern appears in u.
• The descent sequence for u:
Des(u) =
{
dj ∈ Z≥0
∣∣ (u)dj > (u)dj+1, d1 > · · · > ddes(u)} , (1.2)
obtained from the positions of the descends in u (Figure 1).
• The ascent number of u:
asc(u) =
∞∑
j=0
χ ((u)j < (u)j+1) , (1.3)
which is the number of times the “01” pattern appears in u.
• The ascent sequence for u:
Asc(u) =
{
aj ∈ Z≥0
∣∣ (u)aj < (u)aj+1, a1 > · · · > aasc(u)} , (1.4)
obtained from the positions of the ascends in u (Figure 2).
This article is organized as follows; In Section 2, using the above notation, we present the nec-
essary background on the box-ball system needed to prove the linearization property. In particular,
we introduce the notion of “01-elimination with rigging”, which is actually equivalent to that of
a rigged configuration. In Section 3, we extend our approach to the BBS with a carrier of finite
size. In Section 4, we consider combinatorial statistics associated with the BBS and its relation to
fermionic formulas. We derive a similar fermionic-type formula for the BBS with finite carrier.
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j : 0 · · · dN · · · · · · dN−1 · · · · · · · · · d2 · · · · · · d1 · · · · · ·
(u)j : 0 · · · 1 0 · · · 1 0 · · · · · · 1 0 · · · 1 0 · · ·
Figure 1: Des(u) = {d1 > d2 > · · · > dN}, N = des(u)
j : 0 · · · aN · · · · · · aN−1 · · · · · · · · · a2 · · · · · · a1 · · · · · ·
(u)j : 0 · · · 0 1 · · · 0 1 · · · · · · 0 1 · · · 0 1 · · ·
Figure 2: Asc(u) = {a1 > a2 > · · · > aN}, N = asc(u)
2 Takahashi-Satsuma box-ball system
2.1 Time-evolution, 10-eliminations and 01-eliminations
The time-evolution rule of the BBS can be formulated as an operation on binary sequences [TS,
YYT]. For later convenience, we only consider binary sequences start with u0 = 0. Denoting by U
the set of possible BBS states
U = {u ∣∣u0 = 0, N (u) is finite} , (2.1)
we have that
des(u) = asc(u) for all u ∈ U , (2.2)
which is the so-called “soliton number” of u, and we define the subset UN ⊂ U (the so-called
N -soliton sector) as
UN =
{
u ∈ U ∣∣ des(u) = asc(u) = N} . (2.3)
A decreasing sequence of integers that satisfies the interlacing condition
d1 > a1 > · · · > dN > aN ≥ 0 (2.4)
uniquely parametrises a semi-infinite sequence u ∈ UN , which we denote by u(a1, . . . , aN ; d1, . . . , dN )
(cf. Figure 3).
j : 0 · · · aN · · · · · · dN · · · · · · d2 · · · · · · a1 · · · · · · d1 · · · · · ·
(u)j : 0 · · · 0 1 · · · 1 0 · · · 1 0 · · · 0 1 · · · 1 0 · · ·
Figure 3: u(a1, . . . , aN ; d1, . . . , dN )
The time-evolution T : U → U can be described by drawing “10-arc lines” [YYT] according to
the following simple rules (Figure 4):
i) For u ∈ U , connect all 10 pairs with arc lines (“1st 10-arc lines”).
ii) Disregarding the 1s and 0s in the already connected 10 pairs, connect all the remaining 10
pairs with arc lines (“2nd 10-arc lines”).
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iii) Repeat the above procedure until all the 1s are connected to 0s.
iv) Define T (u) as the state obtained by exchanging the 1s and 0s in every connected 10 pair.
u = 0 0 1 1 1 0 0 1 0 0 0 0 · · ·
→ T (u) = 0 0 0 0 0 1 1 0 1 1 0 0 · · ·
Figure 4: Example of the BBS time-evolution
One can also draw “01-arc lines” for u in the same manner. The following lemma is obvious
from the definition of T (u), as discussed in [YYT]. However, it will turn out to play a crucial role
in our approach.
Lemma 1. The 10-arc lines for u ∈ U coincide with the 01-arc lines for T (u).
Next we introduce the “10-elimination” procedure. We first prepare a map φa : U → U , where
a is a non-negative integer:
(φa(u))j =
{
(u)j (j < a),
(u)j+2 (j ≥ a).
(2.5)
Denote by Φ10(u) the 10-eliminated sequence of u:
Φ10(u) = (φdN ◦ · · · ◦ φd2 ◦ φd1) (u), {d1 > · · · > dN} = Des(u). (2.6)
The 01-eliminated sequence Φ01(u) can be described in the same fashion:
Φ01(u) = (φaN ◦ · · · ◦ φa2 ◦ φa1) (u), {a1 > · · · > aN} = Asc(u). (2.7)
We remark that Φ10 can act on U repeatedly. In the case of the 01-elimination, Φ01 can act on u ∈ U
at least once but not always twice since it might happen that Φ01(u) /∈ U (e.g. u = 011000 · · · ).
Define U (n) (n = 1, 2, . . .) recursively by
U (1) = U , U (n) = Φ−101
(
U (n−1)
)
(n = 2, 3, . . .). (2.8)
We also define U+ (the set of “lattice words”) as
U+ =
u ∈ U
∣∣∣∣∣
k∑
j=0
χ ((u)j = 0) ≥
k∑
j=0
χ ((u)j = 1) for k = 1, 2, . . .
 . (2.9)
For u ∈ U (n), Φ01 can act at least n-times, and the following relation holds:
U = U (1) ⊃ U (2) ⊃ · · · ⊃ U (n) ⊃ · · · ⊃ U+. (2.10)
4
Define the forward-shift operator Λ on U as
(Λ(u))n =
{
0 (n = 0),
(u)n−1 (n = 1, 2, . . .).
(2.11)
It follows that
Λ ◦ T = T ◦ Λ, asc ◦ Λ = asc, des ◦ Λ = des, (2.12)
and
Φ10 = Λ ◦ Φ01 = Φ01 ◦ Λ. (2.13)
Note that the transformations T , Λ, Φ01, and Φ10 on U can be restricted to U+.
Lemma 2. For all u ∈ U+, (Λk ◦ T ◦ Φk01) (u) = (Φk01 ◦ T ) (u) (k = 0, 1, 2, . . .).
Proof. From (2.12) and (2.13), we have
Λk ◦ T ◦ Φk01 = T ◦ (Λ ◦ Φ01)k = T ◦ Φk10. (2.14)
This relation, together with the following direct consequence of Lemma 1,
T ◦ Φ10 = Φ01 ◦ T, (2.15)
then yields the desired result.
For u ∈ U+, define ` as the minimal integer such that N (Φ`01(u)) = 0. Then we define λi(u)
(i = 1, 2, . . . , `) as the number of ith 01-arc lines associated with u, i.e.,
λi(u) =
(
asc ◦ Φi−101
)
(u). (2.16)
The integers λ1(u), . . ., λ`(u) clearly satisfy λ1(u) ≥ · · · ≥ λ`(u) ≥ 0 and thus λ(u) = (λ1(u), . . . λ`(u))
is a partition.
Theorem 3 (cf. [TTS, A, YYT]). For u ∈ U+, define a partition λ(u) as above. Then λ (u) is
invariant under the time-evolution T , i.e., λ (T (u)) = λ(u).
Proof. Define λi(u) (i = 1, 2, . . . , `) as
λi(u) =
(
asc ◦ Φi−101 ◦ T
)
(u). (2.17)
From Lemma 1 and relation (2.2) we have
asc ◦ T = des = asc. (2.18)
Using Lemma 2 and the relations (2.12), (2.18), we obtain
λi(u) =
(
asc ◦ Λi−1 ◦ T ◦ Φi−101
)
(u) = λi(u). (2.19)
Thus we have λi(u) = λi(u) for all i.
We define µ as the partition conjugate to λ. The partition µ is of course also invariant under
time-evolution and it coincides, in fact, with the invariants of the BBS that were introduced in
[TTS] and discussed in [A]. The proofs of the invariance property in [TTS, A] are based on the
Dyck language. It is easily seen that the conjugate partition µ = (µ1, µ2, . . . , µλ1) gives the lengths of
the solitons that arise asymptotically from the state u under the BBS evolution. We shall therefore
refer to the partition µ as the “asymptotic soliton contents” of u ∈ U .
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Theorem 4 (asymptotic soliton contents [TTS]). For u ∈ UN , let µ = (µ1, µ2, . . . , µλ1) be as above,
and denote Asc
(
T k(u)
)
by {aj(k)}j=1,...,N and Des
(
T k(u)
)
by {dj(k)}j=1,...,N . Then there exists
an integer K such that
dj(k)− aj(k) = µj (j = 1, . . . , N),
aj(k)− dj+1(k) ≥ µj+1 (j = 1, . . . , N − 1)
(2.20)
for all k ≥ K, that is there exists an instant t = K as of which all solitons are well-separated.
By “well-separated” we mean that the solitons are ordered by their speeds, fastest on the right.
Since each soliton moves with a speed equal to its length, once this ordering is established no further
soliton interactions will take place.
An elementary proof of Theorem 4 will be given in Section 2.3.
2.2 Elimination “with riggings”
Before considering the relationship with rigged configurations, let us recall the notion of so-called
“0-solitons”, introduced in [YYT]. As an example, consider the sequence
u = 0 1 1
_
1 0 0
_
1 0 0 1 1
_
1 0 1
_
1 0 0 0 · · · ,
d4 d3 d2 d1
(2.21)
where {d1, d2, d3, d4} = {14, 11, 6, 3}. Applying φ14 to u, we have φ14(u) = 0111001001110100 · · · ,
and des (φ14(u)) = des(u) = 4. On the other hand, applying φ11 to u, we have φ11(u) =
0111001001111000 · · · , and thus des (φ11(u)) = 3 < des(u) = 4. Furthermore, the 10 elimina-
tions at d3 = 6 and d4 = 3 give des (φ6(u)) = 3 and des (φ3(u)) = 4, respectively. Let us put
vertical lines in Φ10(u) = 0110011100 · · · at the positions that correspond to the 10 pairs at d2 = 11
and d3 = 6, where the corresponding 10-eliminations lower the descent number:
0 1 1 0 | 0 1 1 | 1 0 0 · · · . (2.22)
The vertical lines in (2.22) are examples of “0-solitons” in the sense of [YYT]. Although the left-
most 0-soliton in (2.22) lies between (Φ10 (u))3 and (Φ10(u))4, we shall say that it is located at
position 3. Adhering to the same convention, the other 0-soliton is then located at position 6. For
a sequence u ∈ UN with Des(u) = {d1 > · · · > dN} and Asc(u) = {a1 > · · · > aN}, such 0-solitons
may appear if dj = aj +1 (for some j = 1, . . . , N) or dj = aj−1−1 (for some j = 2, . . . , N). Remark
however that these are necessary, but not always sufficient conditions for the soliton number to
change under 10-elimination. For example, consider the following sequence with {a1, a2} = {4, 1}
and {d1, d2} = {5, 3}:
u(4, 1; 5, 3) = 0 0 1 1 0 1 0 0 · · · .
a2 d2 a1 d1
(2.23)
Applying φ5 and φ3 successively, we have
u(4, 1; 5, 3) = 0 0 1
_
1 0
_
1 0 0 · · · , des (u(4, 1; 5, 3)) = 2,
φ5 (u(4, 1; 5, 3)) = 0 0 1
_
1 0 | 0 · · · , (des ◦ φ5) (u(4, 1; 5, 3)) = 1,
(φ3 ◦ φ5) (u(4, 1; 5, 3)) = 0 0 1 | 0 · · · , (des ◦ φ3 ◦ φ5) (u(4, 1; 5, 3)) = 1,
(2.24)
from which it is clear that although d2 = a1 − 1 = 3, the elimination φ3 does not give rise to a
0-soliton.
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To record the positions of 0-solitons arising from u ∈ UN by the elimination process, we define
a series of increasing integer sequences I0 = ∅ ⊆ I1 ⊆ · · · ⊆ IN . Setting u0 = u and {d1, . . . , dN} =
Des(u), we define u1, . . . ,uN and ∅ = I0 ⊆ I1 ⊆ · · · ⊆ IN ⊆ Des(u) by the following recursion
relations (j = 1, 2, . . . , N):
uj = φdj (uj−1), (2.25)
Ij =
{
Ij−1 ∪ {dj} if des(uj−1) > des(uj),
Ij−1 if des(uj−1) = des(uj),
(2.26)
i.e., we add position data whenever a 10-pair gives rise to a 0-soliton. We would like to emphasize
that the dj used in the recurrence (2.26) are defined on the original binary sequence u0 = u, not
on uj (j ≥ 1).
We then prepare a piecewise-linear function fc : Z → Z associated with an integer sequence
c = {c1 > · · · > cN ≥ 0} ∈ ZN . For n < 0, we set fc(n) = n. For n ≥ 0, fc(n) is obtained from
fc(n− 1) as
fc(n) =
{
fc(n− 1) (n ∈ {c1, . . . , cN , c1 + 1, . . . , cN + 1}),
fc(n− 1) + 1 (otherwise).
(2.27)
An example of the action of this map (for N = 4, c = {11, 8, 6, 2}) is given in Figure 5.
c4 c3 c2 c1
n : · · · −1 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 · · ·
fc(n) : · · · −1 0 1 1 1 2 3 3 3 3 3 4 4 4 5 6 · · ·
Figure 5: Example of the renumbering in (2.27) (N = 4, c1 = 11, c2 = 8, c3 = 6, c4 = 2)
For u ∈ UN , let IN = {i1 > i2 > · · · } be the integer sequence defined above. Define a map
ρ10 : UN → Z|IN |≥0 as
ρ10 (u) = fDes(u) (IN ) , (2.28)
where we use the notation fc (IN ) = {fc(i1) ≥ fc(i2) ≥ · · · }.
The map Φ10 might seem irreversible, but in fact, one can reconstruct the original sequence u
from Φ10(u) and ρ10(u). To this end, we introduce ψ
10
n : U → U (insertion of a 10 pair between
(u)n and (u)n+1) as
(
ψ10n (u)
)
k
:=

(u)k (k ≤ n),
1 (k = n+ 1),
0 (k = n+ 2),
(u)k−2 (k ≥ n+ 3).
(2.29)
Given u ∈ UN and a non-increasing integer sequence J = {j1 ≥ · · · ≥ j` ≥ 0}, we define another
non-increasing sequence I = {i1 ≥ · · · ≥ iN+` ≥ 0} by reordering the concatenation of Des(u) and
J . We then define Ψ10(u, J) as
Ψ10 (u, J) =
(
ψ10i1 ◦ · · · ◦ ψ10iN+`
)
(u) . (2.30)
It is obvious from the definitions that Ψ10 (Φ10(u), ρ10(u)) = u for all u ∈ U . This means that
(Φ10(u), ρ10(u)) carries enough information to reconstruct the original data. We denote by
J
(10)
i =
{
J10i,1 ≥ J10i,2 ≥ · · ·
}
=
(
ρ10 ◦ Φi−110
)
(u) (i = 1, 2, . . .), (2.31)
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the non-increasing integer sequence that labels the positions of 0-solitons in Φi10(u), and call it the
“ith 10-rigging”.
The map ρ01 can be defined in the same manner. For u ∈ UN , define a series of increasing
integer sequences I ′0 = ∅ ⊆ I ′1 ⊆ · · · ⊆ I ′N as follows; Setting u′0 = u and {a1, . . . , aN} = Asc(u),
we define u′1, . . . ,u′N and ∅ = I ′0 ⊆ I ′1 ⊆ · · · ⊆ I ′N ⊆ Asc(u) by the following recursion relations
(j = 1, 2, . . . , N):
u′j = φaj (u
′
j−1), (2.32)
I ′j =
{
I ′j−1 ∪ {aj} if asc(u′j−1) > asc(u′j),
I ′j−1 if asc(u
′
j−1) = asc(u
′
j).
(2.33)
Note that, as was the case for the dj in (2.26), the aj in (2.33) are defined on the original binary
sequence u′0 = u, not on u′j (j ≥ 1). The map ρ01 : UN → Z
|I′N |
≥0 is defined by
ρ01 (u) = fAsc(u)
(
I ′N
)
. (2.34)
The 01-insertion map Ψ01 can be defined analogously, such that Ψ01 (Φ01(u), ρ01(u)) = u for all
u ∈ U (1). We define the “ith 01-rigging” as
J
(01)
i =
(
ρ01 ◦ Φi−101
)
(u). (2.35)
As is to be expected, the ith 01-rigging J
(01)
i is in fact related to J
(10)
i . To see this, we must first
study the properties of ρ01 and ρ10. Clearly,
ρ01 ◦ Λ = σ ◦ ρ01, ρ10 ◦ Λ = σ ◦ ρ10, (2.36)
where the map σ defines a uniform upshift on integer sequences {n1, n2, . . .}:
σ : {n1, n2, . . .} 7→ {n1 + 1, n2 + 1, . . .} . (2.37)
Furthermore, the following lemma plays a crucial role in our approach.
Lemma 5. ρ10 = σ ◦ ρ01 on U .
To prove Lemma 5, we must prepare one more lemma.
Lemma 6. Suppose a = (a1, . . . , aN ) and d = (d1, . . . , dN ) ∈ (Z≥0)N satisfy the interlacing property
(2.4). Then
fd(n)− fa(n) =

2 (ak < n < dk (k = 1, . . . , N)),
1 (n = ak or dk (k = 1, . . . , N)),
0 (n < aN , dk < n < ak−1 (k = 2, . . . , N), d1 < n).
(2.38)
Lemma 6 is best explained on an example (e.g. Figure 6).
Proof of Lemma 5. Given u ∈ U , we define a = {a1 > a2 > · · · } = Asc(u), d = {d1 > d2 > · · · } =
Des(u). Successive 10-patterns in u can be categorized into 4 types (n ∈ N):
(I) 00(10)n0 (II) 00(10)n11 (III) 1(10)n0 (IV) 1(10)n11.
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n : 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 · · ·
a4 d4 a3 d3 a2 d2 a1 d1
u : 0 0 0 1 0 0 1 1 1 0 1 0 1 1 0 0 · · ·
fa(n) : 0 1 1 1 2 2 2 3 4 4 4 4 4 5 6 7 · · ·
fd(n) : 0 1 2 2 2 3 4 5 5 5 5 5 6 6 6 7 · · ·
Figure 6: Example of Lemma 6
Case I: 00(10)n0 = 0(01)n00
We assume the position of the leftmost “01” is ak.
ak
0 0 (10)n0 =
ak dk ak−1 dk−1 · · · dk−n+1
0 0 1 0 1 0 · · · 1 0 1 0 0 (2.39)
Applying the 10-eliminations φdk ◦· · ·◦φdk−n+1 , one sees that IN ⊇ {dk, dk−1, . . . , dk−n+1}. Similarly
we have I ′N ⊇ {ak, ak−1, . . . , ak−n+1}. It follows from Lemma 6 that fd(dk)− fa(dk) = 1, and
fa(dk) = fa(ak) = fa(ak−1) = · · · = fa(ak−n+1),
fd(dk) = fd(dk−1) = · · · = fd(dk−n+1).
(2.40)
from (2.27). Thus we have
{fd(dk), fd(dk−1), . . . , fd(dk−n+1)} = {fa(ak), fa(ak−1), . . . , fa(ak−n+1)}+ {1, 1, . . . , 1}. (2.41)
Case II: 00(10)n11 = 0(01)n+11
As above, we assume the position of the leftmost “01” is ak.
ak
0 0 (10)n11 =
ak dk ak−1 dk−1 · · · dk−n+1 ak−n
0 0 1 0 1 0 · · · 1 0 1 0 1 1 (2.42)
In this case,
IN ⊇ {dk, dk−1, . . . , dk−n+1} , I ′N ⊇ {ak−1, ak−2, . . . , ak−n}
(
I ′N 63 ak
)
(2.43)
and
fa(dk) = fa(ak) = fa(ak−1) = · · · = fa(ak−n),
fd(dk) = fd(dk−1) = · · · = fd(dk−n+1).
(2.44)
From Lemma 6, we have fd(dk)− fa(dk) = 1. It follows that
{fd(dk), fd(dk−1), . . . , fd(dk−n+1)} = {fa(ak−1), fa(ak−2), . . . , fa(ak−n)}+ {1, 1, . . . , 1}. (2.45)
The remaining two cases can be proved in similar way.
Now we can explain the relation between J10i and J
01
i .
Theorem 7. J10i = σ
i
(
J01i
)
(i = 1, 2, . . .).
Proof. The desired relation is a direct consequence of the definitions (2.31), (2.35), the relations
(2.13), (2.36), and Lemma 5.
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2.3 Rigged configurations and linearization
In order to make this paper self-contained, we briefly review the definition of rigged configurations for
the sl2-case, following [KOSTY, R, Sc1]. Consider a partition µ = (µ1, . . . , µL) and its conjugate
λ = tµ = (λ1, . . . , λ`), where ` = µ1 (and λ1 = L). Define mj = λj − λj+1 (j = 1, 2, . . . , `),
with λ`+1 = 0, i.e., mj counts the number of parts of size µ1+λj+1 in the partition µ. A rigging
associated to a partition µ is a collection of (collections of) integers J = {J1, J2, . . . , J`}, with
Ji = {Ji,1, . . . , Ji,mi} (i = 1, . . . , `), as shown in Figure 7.
λ
1
J1,1
...
J1,m1
λ
2
J2,1
...
J2,m2
λ
3 · · · · · · λ `
J`,1
...
J`,m`
µ1 →
µ2 →
µ3 →
.
..
...
...
µL →
Figure 7: Rigged configuration
For u ∈ U+, the rigged configuration {µ, J} associated with u is defined as follows. We assume
that uM = 1 and uj = 0 for all j > M . For j = 1, 2, . . ., denote by uˇj = u1u2 · · ·uj the finite
binary sequence picked out from u = u0u1u2 · · · by omitting the first entry u0 = 0. Consider a
growing sequence of partitions ∅ = µ(0) ⊆ · · · ⊆ µ(k) ⊆ · · · ⊆ µ(M) and associated riggings J (k) ={
J
(k)
1 , J
(k)
2 , . . .
}
, J
(k)
i =
{
J
(k)
i,1 , . . . , J
(k)
i,m
(k)
i
}
, where k = 1, . . . ,M and i = 1, . . . , µ
(k)
1 . We introduce
the so-called ith vacancy number p
(k)
i for the mi rows with the same size µ1+λi+1 = · · · = µλi in the
Young diagram associated to µ, as
p
(k)
i = k − 2
(
λ
(k)
1 + · · ·+ λ(k)i
)
. (2.46)
A row, with rigging J
(k)
i,j , in a rigged configration {µ(k), J (k)} is called singular if at that value
of j the associated rigging satisfies J
(k)
i,j = p
(k)
i . Assume that the subsequence uˇj−1 = u1 · · ·uj−1
corresponds to
{
µ(j−1), J (j−1)
}
. If uj = 0, then
{
µ(j), J (j)
}
=
{
µ(j−1), J (j−1)
}
. If on the other
hand uj = 1, then we add a box to the longest singular row in
{
µ(j−1), J (j−1)
}
and make that row
singular again by affixing the appropriate rigging to it. Note that, by convention, the empty set
(or an empty row in the Young diagram) is always taken to be singular. The rigged configuration
{µ, J} that corresponds to u is given by
{µ, J} =
{
µ(M), J (M)
}
. (2.47)
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Example 8. u = u0u1u2 · · · = 00001101100110100 · · · ∈ U+:
uˇ1 = 0, uˇ2 = 00, uˇ3 = 000, uˇ4 = 0001, uˇ5 = 00011, · · · , uˇ14 = 00011011001101
The procedure described above works as follows:
∅ u1=0−−−−→ ∅ u2=0−−−−→ ∅ u3=0−−−−→ ∅ u4=1−−−−→ 2 2 u5=1−−−−→ 1 1 u6=0−−−−→ 2 1
u7=1−−−−→ 1 1
3 3
u8=1−−−−→ 0 0
4 3
u9=0−−−−→ 1 0
5 3
u10=0−−−−→ 2 0
6 3
u11=1−−−−→ 1 0
5
5
3
u12=1−−−−→ 0 0
2 2
6 3
u13=0−−−−→ 1 0
3 2
7 3
u14=1−−−−→ 0 0
2 2
6
6
3
,
where the numbers on the left of the Young diagrams are the vacancy numbers. The rigged configu-
ration in this case is {µ, J} = {(3, 2, 1, 1), {J1 = {6, 3}, J2 = {2}, J3 = {0}}}.
We recall two important results in [KS]:
Theorem 9 (Equivalent to Theorem 4.1 of [KS]). For u ∈ U+, the rigging J obtained in the above
fashion is related to the i-th 10-rigging J10i of (2.31) – i.e. to the positions of 0-solitons in Φ
i
10(u)
– as
J10i = σ
i (Ji) (i = 1, 2, . . .). (2.48)
Theorem 10 (Equivalent to Theorem 4.2 of [KS]). For u ∈ U+, the partition µ obtained above is
conjugate to λ = (λ1, λ2, . . .), where λi =
(
asc ◦ Φi−110
)
(u).
Hence, from Theorem 7 and Theorem 9 it is immediately clear that the above riggings are equal
to the 01-rigging defined in (2.35):
Ji = J
01
i (i = 1, 2, . . .). (2.49)
Hereafter we shall use the notation J = {J1, J2, . . .} = {{J1,1, . . . , J1,m1 , . . .}, {J2,1, . . . , J2,m2}, . . .}
to indicate 01-riggings.
Starting from u ∈ U+, we define ` as the minimum integer that satisfies N (Φ`01(u)) = 0. We
define
KKR(u) := {(λ1, · · · , λ`) , {J1, . . . , J`}} , (2.50)
for u ∈ U+, which can be represented graphically as in Figure 7 since the partition λ in (2.50) is
conjugate to µ in (2.47) (due to Theorem 10). As explained above, the number of elements in each
sequence Ji satisfies
|Ji| = λi − λi+1 (i = 1, . . . , `− 1), |J`| = λ`, (2.51)
and the total number of riggings is therefore
∑`
i=1 |Ji| = λ1, which is of course the length of the
partition µ, as shown in Figure 7.
The following is an example of the relation (2.49).
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Example 11. u = 00001101100110100 · · · ∈ U+ (same as Example 8):
u : 0 0 0
_
0 1 1
_
0 1 1 0
_
0 1 1
_
0 1 0 0 · · ·
fAsc(u)(n) : 0 1 2 2 2 3 3 3 4 5 5 5 6 6 6 7 8 · · ·
}
λ1 = asc(u) = 4, J1 = ρ01(u) = {6, 3} ,
Φ01(u) : 0 0
_
0 1 1
_
0 1 0 0 · · ·
fAsc(Φ01(u))(n) : 0 1 1 1 2 2 2 3 4 · · ·
}
λ2 = asc (Φ01(u)) = 2, J2 = ρ01 (Φ01(u)) = {2} ,
Φ201(u) : 0
_
0 1 0 0 · · ·
fAsc(Φ201(u))(n) : 0 0 0 1 2 · · ·
}
λ3 = asc
(
Φ201(u)
)
= 1, J3 = ρ01
(
Φ201(u)
)
= {0} ,
KKR(u) = {(4, 2, 1) , {{6, 3} , {2} , {0}}} : 0
2
6
3
,
and the resulting rigged configuration clearly coincides with that of Example 8.
The time-evolution of this particular state u ∈ U+ is as follows:
u = 000011011001101000000000000 · · · ,
T (u) = 000000100110010111000000000 · · · ,
T 2(u) = 000000010001101000111000000 · · · ,
T 3(u) = 000000001000010110000111000 · · · .
The asymptotic lengths of the solitons, (3, 2, 1, 1) in order of decreasing speed, can be directly observed
on the state T 3(u) in which the solitons are well-separated, in the sense of Theorem 4. Viewed as
a partition, (3, 2, 1, 1) corresponds exactly to the Young diagram in the representation of KKR(u)
given above.
The following theorem was originally conjectured in [KOTY] and proved in [Ta1, KOSTY, Sa].
Theorem 12 (Linearization of the time-evolution T [KOTY, KOSTY, Ta1, Sa]). For u ∈ U+,
define Jn as
Jn =
(
ρ01 ◦ Φn−101 ◦ T
)
(u) . (2.52)
Then the relation Jn = σ
n (Jn) holds for n = 1, 2, . . ..
Example 13. u = 00001101100110100 · · · ∈ U+ (same as Examples 8 and 11):
u = 0000110110011010000 · · · T−−−−→ T (u) = 0000001001100101110 · · ·
KKR
y yKKR{
λ1 = 4, λ2 = 2, λ3 = 1,
J1 = {6, 3} , J2 = {2} , J3 = {0}
}
−−−−−−−−−→
λn = λn,
Jn = σn(Jn)
{
λ1 = 4, λ2 = 2, λ3 = 1,
J1 = {7, 4} , J2 = {4} , J3 = {3}
}
0
2
6
3
3
4
7
4
Theorem 4 and Theorem 12 can be proved in the following elementary way.
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Proof of Theorem 12. Because of Lemma 1 we have
ρ10 = ρ01 ◦ T, (2.53)
and using Lemma 2, Lemma 5 and the relations (2.36), (2.53), we obtain
ρ01 ◦ Φn−101 ◦ T = ρ01 ◦ Λn−1 ◦ T ◦ Φn−101 = σn ◦ ρ01 ◦ Φn−101 . (2.54)
Thus we have Jn(u) = σ
n (Jn(u)) for all u ∈ U+.
Proof of Theorem 4. From Theorem 12, we know that there exists an integer k such that the riggings
at step k, {Ji,j(k)}, satisfy
Ji+1,mi+1 − Ji,1 > µλi , (2.55)
and hence (for ` defined as in Figure 7)
J`,1 ≥ J`,2 ≥ · · · ≥ J`,m` > J`−1,1 ≥ · · · · · · ≥ J2,m2 > J1,1 ≥ · · · ≥ J1,m1 . (2.56)
It is clear that repeated application of the 01-insertion map Ψ01 results in a state that satisfies the
condition (2.20).
2.4 Equivalence with Takagi’s approach
In this subsection, we discuss the relationship between our approach and Takagi’s method for
constructing sl2-rigged configurations [Ta1]. First we explain Takagi’s construction and show that
it gives the same data as ours.
Consider a sequence u(a1, . . . , aN ; d1, . . . , dN ) where a1, . . ., aN and d1, . . ., dN satisfy the
interlacing condition 0 < aN < dN < · · · < a1 < d1 (Figure 3). For such a sequence, form the 2×N
matrix
M =
(
aN aN−1 · · · a2 a1
dN dN−1 · · · d2 d1
)
. (2.57)
The matrix M ′ is then defined by
M ′ = M − ω
(
1 3 · · · 2N − 3 2N − 1
2 4 · · · 2N − 4 2N
)
=
(
a′N a
′
N−1 · · · a′2 a′1
d′N d
′
N−1 · · · d′2 d′1
)
(2.58)
where a′j := aj−ω(2N+1−2j), d′j := dj−ω(2N+2−2j) and where ω is the smallest positive integer
such that there exists either a column or an antidiagonal in M ′ that only contains equal entries.
Manifestly, such an equality occurs in the (N + 1 − j)th column if a′j = d′j , that is if dj − aj = ω,
or in the (N + 1− j)th antidiagonal if a′j−1 = d′j , that is if aj−1 − dj = ω. Note that dj − aj is the
length of the jth block of 1s, counted from the right, and aj − dj+1 is the length of the jth (finite)
block of 0s, as shown in Figure 3. Thus ω is nothing but the minimum length of all the blocks of 1s
and 0s:
ω = min {d1 − a1, d2 − a2, . . . , dN − aN , a1 − d2, a2 − d3, . . . , aN−1 − dN} . (2.59)
Then, working from left to right, each pair of coinciding elements in M ′, say both with value r, is
deleted. This value r is the rigging and is given by r = d′j .
After deletion, one obtains a new matrix M and the process is repeated until all entries in M
have been deleted. The recorded data are assembled into the rigged Young diagram shown in Figure
13
ω1
...
ω1
J1,1
...
J1,m1
ω2
...
ω2
J2,1
...
J2,m2
. .
.
ωp
...
ωp
Jp,1
...
Jp,mp
Figure 8: Takagi’s approach
8 in which at stage i in the above process ω = ωi, and mi pairs were found with corresponding
riggings Ji,1, Ji,2, . . . , Ji,mi . As shown, at the ith stage, exactly mi parts of length ω1 + · · ·+ ωi are
added to the Young diagram, from bottom to top.
Example 14. u = 00001101100110100 · · · ∈ U+ (same as Example 11): In this case, the matrix
giving the position of the last entries in each block is
M0 =
(
3 6 10 13
5 8 12 14
)
.
Then we have (taking ω = 1)
M ′0 = M0 − 1 ·
(
1 3 5 7
2 4 6 8
)
=
(
2 3 5 6
3 4 6 6
)
→
(
2 5
4 6
)
=: M1,
and m1 = 2, {J1,1, J1,2} = {6, 3}. Now (again taking ω = 1)
M ′1 = M1 − 1 ·
(
1 3
2 4
)
=
(
1 2
2 2
)
→
(
1
2
)
=: M2,
and m2 = 1, J2,1 = 2. Finally (also for ω = 1)
M ′2 = M2 − 1 ·
(
1
2
)
=
(
0
0
)
→ ∅
and m3 = 1, J3,1 = 0. The resulting rigged configuration coincides with that of Example 11.
Proposition 15. For any sequence u ∈ U+, the rigged configuration resulting from Takagi’s algo-
rithm, {Y (u), J(u)}, where Y (u) is a Young diagram and J(u) is a set of riggings, coincides with
the rigged Young diagram obtained via our approach, as introduced in subsection (2.2).
Proof. Consider a sequence u ∈ U+N with Des(u) = {d1 > · · · > dN} and Asc(u) = {a1 > · · · > aN}.
The Takagi matrix M associated with u is (2.57). Define a map T as
T (M) = M −
(
1 3 · · · 2N − 1
2 4 · · · 2N
)
. (2.60)
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Define ω as above and
M (j) = T j(M) =
(
d
(j)
N · · · d(j)1
a
(j)
N · · · a(j)1
)
(j = 1, 2, . . . , ω). (2.61)
For j = 1, 2, . . . , ω − 1, denote by u(j) the sequence corresponding to M (j). Note that des (u(j)) =
asc
(
u(j)
)
= N , u(j) = Φj01 (u) for j = 0, 1, . . . , ω − 1, and the following diagram commutes:
M
T−−−−→ M (1) T−−−−→ M (2) T−−−−→ · · · T−−−−→ M (ω−1)y y y y
u −−−−→
Φ01
u(1) −−−−→
Φ01
u(2) −−−−→
Φ01
· · · −−−−→
Φ01
u(ω−1) .
(2.62)
Thus we have
λj = asc
(
u(j−1)
)
= N (j = 1, . . . , ω), (2.63)
Jj = ρ01
(
u(j−1)
)
= ∅ (j = 1, . . . , ω − 1), (2.64)
and the first non-empty rigging appears for u(ω−1), which occurs at d(ω−1)j − a(ω−1)j = 1 that is
dj − aj = ω, or at a(ω−1)j−1 − d(ω−1)j = 1 that is aj−1 − dj = ω.
Up to now, we have shown that the first ω columns of Figure 7, with their corresponding riggings,
coincide exactly with those of Figure 8. As the matrix M (ω) contains equal values in either the same
column or the same antidiagonal, it does not correspond to any binary sequence. Denote by M˜ the
matrix obtained by deleting all pairs of coinciding elements from M (ω) and by u˜ the corresponding
binary sequence. Clearly, u˜ = Φ01
(
u(ω−1)
)
and the following diagram commutes:
M (ω−1) M (ω) M˜
u(ω−1) u˜ .
T
pairwise
deletion
Φ01
(2.65)
This process can be repeated until all entries in M have been deleted.
Combining the results in this section, we conclude that the three approaches, the sl2-rigged
configuration, 01-elimination with rigging and Takagi’s M -matrix, are all equivalent. We remark
that no explicit proof for this equivalence was presented in [Ta1].
3 Carrier with finite capacity
The carrier description of the box-ball system was introduced in [TM]. In the case where the site
capacity is L and the carrier capacity is M , the time-evolution rule is given by
ut+1j = u
t
j + min
{
vtj , L− utj
}−min{utj ,M − vtj} ,
vtj+1 = v
t
j −min
{
vtj , L− utj
}
+ min
{
utj ,M − vtj
}
,
(3.1)
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where utj denotes the number of balls in the jth box at time t, and v
t
j the number of balls in the
carrier just before the jth box at time t. The rule (3.1) can be represented schematically as in
Figure 9. The graphical representation in Figure 10 means the following [TM]; Assume the carrier
carries vtj balls before it passes the jth box which contains u
t
j balls. At this stage the carrier has
M − vtj vacant spaces and the jth box has L − utj . When the carrier passes the box, the carrier
puts as many balls as possible into the box, and simultaneously, obtains as many balls from the box
as possible, i.e., it offloads min
{
vtj , L− utj
}
balls into the box and receives min
{
utj ,M − vtj
}
balls
from the box. Obviously, the number of balls is conserved and we have vtj+1 − vtj = −(ut+1j − utj).
One time step in the evolution corresponds to the carrier moving through all boxes, from left to
right, which gives rise to the equations (3.1).
vtj v
t
j+1
utj
ut+1j
Figure 9: Graphical representation of (3.1)
The rule (3.1) can be obtained from the ultra-discrete limit of a modified discrete KdV equation
[TM, KNW1]. It is equivalent to a combinatorial R-matrix of A
(1)
1 -type [NY] as shown in [HHIKTT].
Hereafter we fix the value of the box capacity at L = 1 (i.e., utj = 0 or 1) and consider
the transformation TM : U → U ; {u0, u1, u2, . . .} 7→ {u0, u1, u2, . . .}, obtained from the recursion
relations
uj = uj + min {vj , 1− uj} −min {uj ,M − vj} ,
vj+1 = vj −min {vj , 1− uj}+ min {uj ,M − vj} ,
(3.2)
for the boundary condition v0 = 0. This process is represented graphically in Figure 10 and an
example for TM=2 is shown in Figure 11.
Like the Takahashi-Satsuma BBS, it is possible to describe rule (3.2) in terms of 10-arc lines.
Proposition 16. The time-evolution rule TM can be described as follows:
i) For u ∈ U , define v = (v0, v1, v2, . . .) by the initial condition v0 = 0 and the recursion relation
(3.2).
ii) For an integer n, if un = 1 and vn = M , then underline the “1” at the nth site.
iii) Apply the 10-arc line procedure of Section 2.1 while disregarding all the 1’s.
iv) Remove all the underlines.
Let us consider the sequence u = 01110111000 · · · under the condition M = 2 as an example.
Using the second equation in (3.2), one can obtain the sequence v = {v0 = 0, v1, v2, . . .} as v =
001221222100 · · · , and hence u is underlined as u = 01110111000 · · · . Then T2(u) is obtained as in
Figure 12, which coincides with the result in Figure 11.
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v0 = 0 v1 v2 v3 · · ·
u0
u0
u1
u1
u2
u2
u3
u3 · · ·
· · ·
Figure 10: Graphical representation of TM
0 0
0
0
1
1
0
2
1
0
2
1
1
1
0
1
2
1
0
2
1
1
2
1
1
1
0
1
0
0
1
0
0
0
Figure 11: Example with M = 2
u = 0 1 1 1 0 1 1 1 0 0 0 · · ·
→ T2(u) = 0 0 0 1 1 0 1 1 1 1 0 · · ·
Figure 12: Example of time-evolution TM=2
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Then it follows from Proposition 16 that
TM−1 ◦ Φ10 = Φ01 ◦ TM (M = 1, 2, . . .), (3.3)
which is the finite capacity version of (2.15). The relation (3.3) is best explained by an example.
Starting from u = 0111100111000, one has (T2 ◦ Φ10)(u) = (Φ10 ◦ T3) = 000110111 as shown in
Figure 13. Note that the operation Φ10 still eliminates 1st arcs in u, though the 1st arcs do not
always connect adjacent pairs of 1 and 0 (See Figure 13). Note also that T1 is merely a forward
shift Λ, since in the case M = 1 we have uj = vj = uj−1.
0 0 0 0 1 1 1 0 0 1 1 1 1
Φ01
0 0 0 1 1 0 1 1 1
T3 T2
0 1 1 1 1 0 0 1 1 1 0 0 0
Φ10
0 1 1 1 0 1 1 0 0
Figure 13: Example of the relation (3.3)
We can now consider invariants with respect to the TM evolution.
Theorem 17. For u ∈ U+, define ` as the minimal integer that satisfies N (Φ`01) (u) = 0. For
j = 1, 2, . . . ,min{`,M}, define λj(u) as λj(u) :=
(
asc ◦ Φj−101
)
(u). Then we have (λj ◦ TM )(u) =
λj(u).
Theorem 17 is a finite-carrier version of Theorem 3, and can be proved in the same manner by
using (3.3) instead of (2.15).
Proof. The desired relation follows from
Λk ◦ TM−k ◦ Φk01 = Φk01 ◦ TM (k = 0, 1, 2, . . . ,M), (3.4)
which corresponds to Lemma 2.
In the finite-carrier case, besides the invariants that are covered by Theorem 17, we can consider
yet another set of invariants whenever λM :=
(
asc ◦ ΦM−101
)
(u) 6= 0.
Theorem 18. Fix an integer M > 1. For u ∈ U (M), define a = {a1 > · · · > aλM } and d = {d1 >
· · · > dλM } as
a = Asc
(
ΦM−101 (u)
)
, d = Des
(
ΦM−101 (u)
)
, (3.5)
i.e. ΦM−101 (u) = u(a;d). Denote by νj the length of the jth block (counted from the right, see Figure
14) of consecutive 1s in u(a;d),
νj = dj − aj (j = 1, . . . , λM ). (3.6)
Then the composition ν = (νj)j=1,2,...,λM is invariant under the action of TM .
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0 an dn an−1 dn−1 a2 d2 a1 d1
0 · · · 0 1 · · · 1︸ ︷︷ ︸
νn
0 · · · 0 1 · · · 1︸ ︷︷ ︸
νn−1
· · · · · · · · · 0 1 · · · 1︸ ︷︷ ︸
ν2
0 · · · 0 1 · · · 1︸ ︷︷ ︸
ν1
0 · · ·
Figure 14: Definition of the composition ν
λ
1
J1
λ
2
J2
· · ·
λ
M
−
1
JM−1
λ
M
ν1a1
ν2a2
...
...
νλMaλM
Figure 15: Modified rigged configurations
Proof. Setting k = M − 1 in (3.4), we have
ΦM−101 ◦ TM = ΛM−1 ◦ T1 ◦ ΦM−101 = ΛM ◦ ΦM−101 . (3.7)
This means that ΦM−101 (u) and
(
ΦM−101 ◦ TM
)
(u) coincide up to a forward shift by M steps (which
is the maximum speed in the system).
Note that the existence of a νj > 1 implies that the corresponding soliton has a length greater
than the maximum speed M allowed by the time evolution TM .
The data a = {a1 > · · · > aλM } and d = {d1 > · · · > dλM } in Theorem 18 satisfy the interlacing
condition (2.4). Thus νj satisfies 0 < νj < aj−1 − aj (j = 2, 3, . . .). For u ∈ U (M), we can define a
modified version of (2.50):
KKR(M) : u 7→ {(λ1, . . . , λM ), {J1, . . . , JM−1}, (ν1, . . . , νλM ), {a1, . . . , aλM }} . (3.8)
The data on the right-hand side of (3.8) satisfy the conditions
λ1 ≥ · · · ≥ λM−1 ≥ 0, Ji,1 ≥ · · · ≥ Ji,mi ≥ 0 (i = 1, . . . ,M − 1),
0 < νj < aj−1 − aj (j = 2, . . . , λM ),
(3.9)
with mj = λj − λj+1 (j = 1, . . . ,M − 1). This can be represented graphically as in Figure 15.
Gluing two diagrams in Figure 15, with deleting the Mth column of λ (shaded in Figure 15), gives
the “asymptotic soliton contents” for the case with finite capacity (Figure 16).
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λ
1
λ
2 · · ·
λ
M
−
1
ν1
ν2
...
νλM
Figure 16: Asymptotic soliton contents for TM
Example 19. M = 2, u = 00001101100110100 · · · ∈ U+ (same initial condition as Example 11)
u = 000011011001101000000000000 · · ·
T2(u) = 000000101110010110000000000 · · ·
T 22 (u) = 000000010011101001100000000 · · ·
T 32 (u) = 000000001000110110011000000 · · ·
T 42 (u) = 000000000100001011100110000 · · ·
T 52 (u) = 000000000010000100111001100 · · ·
λ1 = asc(u) = 4, ρ01(u) = {3, 6} , Φ01(u) = 000110100 · · · ,
λ2 = asc (Φ01(u)) = 2, ν = {1, 2} , a1 = 5, a2 = 2.
KKR(M)(u) :
{
6
3
, 5
2
}
→ asymptotic soliton contents:
Theorem 20. Fix an integer M > 1. For u ∈ U (M), define a, d, ν = (νj)j=1,...,λM in the same
way as in Theorem 18. Denote by µ(j) the conjugate partition of (λ1, . . . , λj) (j = 1, . . . ,M). Then
µ(M) yields the speeds of the solitons. Moreover, the lengths of the solitons that are asymptotic with
respect to TM are given by the formula (cf. Figure 16){
µj + νj (1 ≤ j ≤ λM ),
µj (λM < j ≤ λ1).
(3.10)
A proof of this theorem will be given after the linearization property for this case has been
explained.
In order to establish the linearization property for the time-evolution TM , we first introduce the
map κM : U → U ,
(κM (u))n =
{
0 if (u)n = 1,
(u)n otherwise.
(3.11)
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Lemma 21. Assume M ≥ 2. Then (ρ01 ◦ κM ) (u) = ρ01(u) for all u ∈ U .
Proof. It is clear that κM does not affect the position of the 01 pairs, and that, since the pattern
“11” never occurs, no new 01 pairs can appear as a result of κM . Because the pattern “01” also
never occurs, the only pattern that needs to be considered is “01” (without underline).
We consider the following patterns that include a 01 pair in the middle, and the action of κM
onto them:
(i) 0
_
0 1 1, (ii) 1
_
0 1 1, (iii) 1
_
0 1 0, (iv) 1
_
0 1 1, (v) 1
_
0 1 1.
However, the pattern (i) never occurs when M ≥ 2, and the pattern (iv) never occurs because the
rightmost 1 should be 1. In the remaining patterns, the action of κM has no influence on whether
the position of
_
0 1 is recorded or not.
Note that because σ ◦ ρ01 is nothing but ρ10 (as in Lemma 5), we also find that
ρ10 ◦ κM = ρ10. (3.12)
Moreover, as for any u ∈ U 10-arc lines of κM (u) coincide with 01-arc lines of TM (u) it follows that
ρ10 ◦ κM = ρ01 ◦ TM , (3.13)
and hence we find that for M ≥ 2,
ρ10 = ρ01 ◦ TM , (3.14)
which is the finite capacity version of (2.53). Furthermore, as T1 = Λ, it is immediately clear from
(2.36) that relation (3.14) also holds in the case M = 1.
Theorem 22 (cf. [KOSTY, Ta1]). Jk :=
(
ρ01 ◦ (Φ01)k−1 ◦ TM
)
(u) = σk (Jk) (k = 1, 2, . . . ,M)
Proof. Using (2.36), (3.4), (3.14) and Lemma 5, we have
Jk =
(
ρ01 ◦ Λk−1 ◦ TM−k+1 ◦ (Φ01)k−1
)
(u) =
(
σk ◦ ρ01 ◦ (Φ01)k−1
)
(u) = σk (Jk) (3.15)
for k = 1, 2, . . . ,M .
Remark 23. In [Ta2], the linearization of TM (Theorem 22) has been proved based on the commu-
tativity of TM and T (= T∞).
Proof of Theorem 20. As in the proof of Theorem 4, we know that there exists an integer k such
that the riggings at step k, {Ji,j(k)}, satisfy
Ji+1,mi+1 − Ji,1 > µλi (i = 1, . . . ,M − 1). (3.16)
As before, repeated application of the 01-insertion map Ψ01 results in a state that satisfies the
condition
J˜`,1 ≥ J˜`,2 ≥ · · · ≥ J˜`,m˜` > J˜`−1,1 ≥ · · · · · · ≥ J2,m2 > J1,1 ≥ · · · ≥ J1,m1 , (3.17)
where ˜` = min{`,M} for ` defined as in Figure 7. The µλi are therefore the asymptotic soliton
speeds and lengths for all i = 1, . . . ,M − 1, and also for i = M if all νj are either 0 or 1.
In the remaining case, where at least one of the νj is greater than 1, the pattern labeled by
(ν1, . . . , νλM ) and {a1, . . . , aλM } is “frozen”, i.e. simply translates at speed 1. In this case, under
the condition (3.16), M − 1 applications of the 01-insertion map Ψ01 result in solitons with lengths
µj + νj , moving with speed M .
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4 Combinatorial statistics and fermionic formula
In section 2, we have introduced the invariants λk =
(
asc ◦ Φk−101
)
(u) and the riggings Jk =(
ρ01 ◦ Φk−101
)
(u) for u ∈ U+. Now, for a u ∈ U that begins with 01, the associated rigging ρ01(u)
will contain the value −1. Taking u = 010010000 · · · for example, we have
u =
_
0 1 0
_
0 1 0 0 0 0 · · · ⇒
{
Φ01(u) = | 0 | 0 0 0 0 · · · ,
ρ01(u) = {−1, 0}.
(4.1)
where the vertical lines correspond to “0-solitons”, as before. To facilitate a combinatorial inter-
pretation, we shall therefore consider a subset of U for which ρ01 only takes non-negative values:
U˜ = {u = (u0, u1, u2, . . .) | u0 = u1 = 0, uj = 0 or 1 (j = 2, 3, . . .)} . (4.2)
We define U˜ (n) recursively by
U˜ (1) = U˜ , U˜ (n) = Φ−101
(
U˜ (n−1)
)
∩ U˜ (n = 2, 3, . . .), (4.3)
and U˜+ by
U˜+ =
u ∈ U˜
∣∣∣∣∣
k∑
j=1
χ ((u)j = 0) ≥
k∑
j=1
χ ((u)j = 1) for k = 1, 2, . . .
 . (4.4)
It follows that
U˜ = U˜ (1) ⊃ U˜ (2) ⊃ · · · ⊃ U˜ (n) ⊃ · · · ⊃ U˜+. (4.5)
For positive integers N , k, m such that N ≥ 2k, define P(m)(N, k) and P+(N, k) as
P(m)(N, k) =
{
u ∈ U˜ (m)
∣∣∣N (u) = k, (u)j = 0 for all j > N} , (4.6)
P+(N, k) =
{
u ∈ U˜+
∣∣∣N (u) = k, (u)j = 0 for all j > N} . (4.7)
Since in the states that belong to the sets (4.6) and (4.7) all uj are zero beyond j = N , we can
regard the number N +1 as representing the total number of boxes to consider in our combinatorial
problem, and k as the number of balls that go into those boxes. Moreover, since λi is equal to the
number of 01-pairs that are eliminated in the ith application of Φ01, it is clear that the ith vacancy
number pi (cf. (2.46))
pi = N − 2
i∑
k=1
λk (i = 1, . . . , `), (4.8)
can be interpreted as the number of remaining boxes after i 01-eliminations. Given u ∈ P(n)(N, k),
define a partition λ = (λ1, . . . , λ`) as in (2.16) and, as before, take mi (i = 1, 2, . . . , `) to be
mi =
{
λi − λi+1 (i = 1, . . . , `− 1),
λ` (i = `).
(4.9)
The riggings Ji = {Ji,1, . . . , Ji,mi} of course satisfy
pi ≥ Ji,1 ≥ · · · ≥ Ji,mi ≥ 0. (4.10)
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Given a partition λ = (λ1, . . . , λ`) of length `, we denote by P+ (N ;λ) the following finite subset
of P+ (N,∑iλi):
P+ (N ;λ) =
{
u ∈ P+(N,∑iλi) ∣∣∣ asc (Φi−101 (u)) = λi (i = 1, 2, . . . , `), Φ`01(u) = 0} , (4.11)
and by Rig (N ;λ) the set of possible riggings that correspond to a u ∈ P+ (N ;λ):
Rig (N ;λ) = {Ji,k (i = 1, . . . , `, k = 1, . . . ,mi) that satisfy the condition (4.10)} . (4.12)
Then the map
P+ (N ;λ) → Rig (N ;λ)
u 7→ {Ji,1 ≥ · · · ≥ Ji,mi} = ρ01
(
Φi−101 (u)
)
(i = 1, 2, . . . , `)
(4.13)
is a bijection (KKR bijection) since the partition λ can be reconstructed from the riggings:
λ`−i = m` +m`−1 + · · ·+m`−i (i = 0, . . . , `− 1). (4.14)
Note that
P+(N, k) =
⊔
λ` k
P+(N ;λ), (4.15)
where λ ` k means that λ is a partition of k.
Example 24 (N = 6, k = 3).
P+(N = 6, k = 3) = P+ (6; (1, 1, 1)) unionsq P+ (6; (2, 1)) unionsq P+ (6; (3)) ,
P+ (6; (1, 1, 1)) = {0000111} ,
P+ (6; (2, 1)) = {0010011, 0001011, 0001101} ,
P+ (6; (3)) = {0010101} .
Before considering combinatorial statistics on P+(N ;λ), we must prepare some notation. Given
a sequence u ∈ U , we define maj(u) and comaj(u) as
maj(u) =
∑
i∈Des(u)
i, comaj(u) =
∑
i∈Asc(u)
i, (4.16)
which are known as the major index and the comajor index, respectively [Mac, Man, Kr]. We remark
that the comajor index comaj(u) is equivalent to the energy of u discussed in [Sc1, Ta1, Ta2].
Lemma 25. maj(u) = comaj(u) +N (u) for any u ∈ U .
Proof. Consider the quantity νj = dj − aj (j = 1, . . . , λ1) defined as (3.6) in Theorem 18, which
represents the length of the jth block (from the right) of consecutive 1s. The desired result follows
from
∑
j νj = N (u).
Theorem 26. Given u ∈ U , we have
comaj (u) = comaj (Φ01(u)) + asc(u)
2 +
∑
j∈ρ01(u)
j, (4.17)
maj (u) = maj (Φ10(u)) + des(u)
2 +
∑
j∈ρ10(u)
j. (4.18)
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Proof. Set N = asc(u) and a = {a1 > · · · > aN} = Asc(u). Then comaj(u) =
∑N
i=1 ai.
Let I ′1, . . . , I ′N be the sets of integers constructed from u by the recursion relations (2.32), (2.33)
with the initial condition I ′0 = ∅. From the definition (2.27), it follows that
fa(ai) = ai − 2N + 2i− 1, (4.19)
and
fa(I
′
N ) = ρ01(u), fa(a\I ′N ) = Asc(Φ01(u)). (4.20)
Thus we have
comaj(u) =
N∑
i=1
ai =
N∑
i=1
{fa(ai) + 2N + 1− 2i}
= N2 +
N∑
i=1
fa(ai) = N
2 + comaj(Φ01(u)) +
∑
j∈ρ01(u)
j. (4.21)
Thus we have obtained (4.17). The remaining relation (4.18) can be proved along the same lines.
We consider the generating function of the comajor index on the finite subset P+(N ;λ):
Z (N ;λ) =
∑
u∈P+(N ;λ)
qcomaj(u). (4.22)
In what follows, we shall show that the generating function (4.22) can be expressed in terms of
q-binomial coefficients,[
m+ n
m
]
q
=
[m+ n]q!
[m]q![n]q!
, [n]q! =
n∏
k=1
[k]q, [k]q =
1− qk
1− q . (4.23)
We first prepare a lemma.
Lemma 27 ([Mac]). ∑
p≥j1≥j2≥···≥jm≥0
q
∑m
k=1 jk =
[
p+m
m
]
q
(4.24)
This can be proved by showing the both sides of (4.24) satisfy the same recursion[
p+m+ 1
m+ 1
]
q
=
[
p+m
m
]
q
+ qm+1
[
p+m
m+ 1
]
q
, (4.25)
and the boundary condition [
n
0
]
q
=
[
n
n
]
q
= 1,
[
n
1
]
q
=
1− qn
1− q . (4.26)
Theorem 28 (Fermionic formula of A
(1)
1 -type [HKOTT, O, Sc2]). Z(N,λ) =
∏`
i=1
qλ
2
i
[
pi +mi
mi
]
q
,
where mi and pi are as defined in formulas (2.46) and (4.9), for the partition λ = (λ1, . . . , λ`).
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Proof. Using Theorem 26 recursively, we have
comaj(u) =
∑`
i=1
(
λ2i +
mi∑
k=1
Ji,k
)
(4.27)
for u ∈ P+ (N, (λ1, . . . , λ`)). We therefore obtain
Z(N,λ) =
∑
u∈P+(N ;λ)
qcomaj(u) =
∑
J1
∑
J2
· · ·
∑
J`
q
∑`
i=1(λ2i+
∑mi
k=1 Ji,k)
= qλ
2
1+λ
2
2+···+λ2`
∑
J1
q
∑m1
k1=1
J1,k1
∑
J2
q
∑m2
k2=1
J2,k2 · · ·
∑
J`
q
∑m`
k`=1
J`,k` . (4.28)
Applying (4.24) to (4.28), we have the desired result since the Ji = {Ji,1, . . . , Ji,mi} satisfy condition
(4.10).
Remark 29. Theorem 28 is related to a natural q-analogue of the Catalan numbers [FH, Ki, R],
defined by
Cn(q) =
1
[n+ 1]q
[
2n
n
]
q
, (4.29)
which is connected to a comajor counting as
Cn(q) = q
−n ∑
u∈P+(2n,n)
qcomaj(u) = q−n
∑
|λ|=n
`(λ)∏
i=1
qλ
2
i
[
pi +mi
mi
]
q
. (4.30)
Example 30 (N = 10, k = 5, λ = (2, 2, 1)).
P+ (10; (2, 2, 1)) = {00011000111, 00001100111, 00001110011} .
As can be seen from Table 1, the identity of Theorem 28 in this case gives
Z (10, (2, 2, 1)) = q2+7 + q3+7 + q3+8 = q2
2
[
6 + 0
0
]
q
· q22
[
2 + 1
1
]
q
· q12
[
0 + 1
1
]
q
.
u = u0u1u2 · · ·u10 Asc(u) {J1, J2, J3} rigged configuration
00011000111 {7, 2} {∅, {0}, {0}} 0
0
00001100111 {7, 3} {∅, {1}, {0}} 0
1
00001110011 {8, 3} {∅, {2}, {0}} 0
2
Table 1: P+ (10; (2, 2, 1))
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We now consider partition functions associated with the modified version of the KKR map (3.8).
Given a partition λ = (λ1 ≥ · · · ≥ λM ) of length M , a composition ν = (ν1, . . . , νλM ) of length λM ,
and an integer N ≥ λ1 + · · ·+ λM−1 + ν1 + · · ·+ νλM , we set
P(M)(N ;λ, ν) =
{
u ∈ P(M)(N, |λ|+ |ν|)
∣∣∣ asc (Φi−101 (u)) = λi (i = 1, . . . ,M),
νj = d
(M−1)
j − a(M−1)j (j = 1, . . . ,mM )
}
, (4.31)
where
{
d
(M−1)
j
}
:= Des
(
ΦM−101 (u)
)
and
{
a
(M−1)
j
}
:= Asc
(
ΦM−101 (u)
)
.
Example 31 (M = 2, N = 10, λ = (2, 2), ν = (2, 1)).
P(2) (10; (2, 2) , (2, 1)) = {00011001110, 00011000111, 00001100111} .
u = u0u1u2 · · ·u10 Asc(u) modified rigged configuration
00011001110 {6, 2}
{
, 3
1
}
00011000111 {7, 2}
{
, 4
1
}
00001100111 {7, 3}
{
, 4
2
}
Table 2: P(2) (10; (2, 2) , (2, 1))
Remark 32. The associated soliton contents (asymptotic length of solitons) for Example 30 (as
given in Table 1) and those for Example 31 (Table 2) are the same, given by .
Example 33 (M = 2, N = 10, λ = (2, 2), ν = (1, 2)).
P(2) (10; (2, 2) , (1, 2)) = {00011100110, 00011100011, 00001110011} .
u = u0u1u2 · · ·u10 Asc(u) modified rigged configuration
00011100110 {7, 2}
{
, 4
1
}
00011100011 {8, 2}
{
, 5
1
}
00001110011 {8, 3}
{
, 5
2
}
Table 3: P(2) (10; (2, 2) , (1, 2))
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For a partition λ = (λ1, . . . , λM ) and a composition ν = (ν1, . . . , νλM ), we define the space of
riggings for the finite carrier case as
Rig(M)(N ;λ, ν) =
J1 = {J1,1, . . . , J1,m1} ∈ Zm1 ,
· · · · · · · · ·
J`−1 =
{
JM−1,1, . . . , JM−1,m`−1
} ∈ ZmM−1 ,
a1, . . . , aλM ∈ Z
∣∣∣∣∣∣∣∣
p1 ≥ J1,1 ≥ . . . ≥ J1,m1 ≥ 0,
· · · · · · · · ·
pM−1 ≥ JM−1,1 ≥ . . . ≥ JM−1,mM−1 ≥ 0,
a1 + ν1 ≤ N, aj + νj < aj−1 (j = 2, . . . , λM )
 .
(4.32)
The map (3.8) is a bijection from P(M)(N ;λ, ν) to Rig(M)(N ;λ, ν). In other words, the data
{{J1, . . . , JM−1}, {a1, . . . , aλM }} ∈ Rig(M)(N ;λ, ν) uniquely parametrises an element u ∈ P(M)(N ;λ, ν).
Consider the comajor counting associated with P(M)(N ;λ, ν):
Z(M)(N ;λ, ν) =
∑
u∈P(M)(N ;λ,ν)
qcomaj(u). (4.33)
Theorem 34 (Fermionic formula for a BBS with a carrier of finite capacity M).
Z(M)(N ;λ, ν) =
M−1∏
j=1
qλ
2
j
[
pj +mj
mj
]
q
(qλM (λM+1)/2 λM∏
k=1
q(k−1)νk
)[
pM−1 − |ν|
λM
]
q
. (4.34)
Example 35. In the cases of Example 31 and Example 33, the identity (4.34) gives
Z(2) (10; (2, 2) , (2, 1)) = q2+6 + q2+7 + q3+7 = q2
2
[
6 + 0
0
]
q
· (q3q1) · [6− 3
2
]
q
,
Z(2) (10; (2, 2) , (1, 2)) = q2+7 + q2+8 + q3+8 = q2
2
[
6 + 0
0
]
q
· (q3q2) · [6− 3
2
]
q
.
Theorem 34 follows directly form Theorem 26 and
Lemma 36. Given a composition ν = (ν1, . . . , νn) and an integer N
′ ≥ ν1 + · · ·+ νn +n, we define
P ′(N ′; ν) =
{
u ∈ U˜
∣∣∣ (u)j = 0 if j > N ′, length of the jth soliton = νj (j = 1, . . . , n)} . (4.35)
Then we have ∑
u∈P ′(N ′;ν)
qcomaj(u) = qn(n+1)/2
(
n−1∏
k=1
qkνk+1
)[
N ′ − (ν1 + · · ·+ νn)
n
]
q
. (4.36)
Proof. Given u ∈ P ′ (N ′; (ν1, ν2, . . . , νn)), we define {a1 > · · · > an} = Asc(u), {d1 > · · · > dn} =
Des(u), where aj and dj satisfy the interlacing condition (see Figure 14)
1 ≤ an < dn < an−1 < dn−1 < · · · < a1 < d1 ≤ N ′. (4.37)
Define lk (k = 1, . . . , n) as
lk = ak − (n+ 1− k)−
n∑
j=k+1
νj . (4.38)
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These satisfy
0 ≤ ln ≤ ln−1 ≤ · · · ≤ l2 ≤ l1 ≤ N ′ − (ν1 + · · ·+ νn)− n =: N ′′. (4.39)
It follows that
comaj(u) = a1 + · · ·+ an =
n∑
k=1
lk +
n∑
k=1
(k − 1)νk + n(n+ 1)
2
, (4.40)
and hence we have ∑
u∈P ′(N ′;ν)
qcomaj(u) =
∑
0≤ln≤···≤l1≤N ′′
q
∑
j lj+
∑n
k=1(k−1)νk+n(n+1)/2
= qn(n+1)/2
(
n−1∏
k=1
qkνk+1
)[
N ′ −∑j νj
n
]
q
, (4.41)
where we have used Lemma 27.
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