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Statistical Inference in a Directed Network Model with
Covariates
∗
Ting Yan† Binyan Jiang‡ Stephen E. Fienberg§ Chenlei Leng¶
Abstract
Networks are often characterized by node heterogeneity for which nodes exhibit different
degrees of interaction and link homophily for which nodes sharing common features tend to
associate with each other. In this paper, we rigorously study a directed network model that
captures the former via node-specific parametrization and the latter by incorporating covari-
ates. In particular, this model quantifies the extent of heterogeneity in terms of outgoingness
and incomingness of each node by different parameters, thus allowing the number of het-
erogeneity parameters to be twice the number of nodes. We study the maximum likelihood
estimation of the model and establish the uniform consistency and asymptotic normality of
the resulting estimators. Numerical studies demonstrate our theoretical findings and two
data analyses confirm the usefulness of our model.
Key words: Asymptotic normality; Consistency; Degree heterogeneity; Directed network;
Homophily; Increasing number of parameters; Maximum likelihood estimator.
1 Introduction
Most complex systems involve multiple entities that interact with each other. These interactions
are often conveniently represented as networks in which nodes act as entities and a link between
two nodes indicates an interaction of some form between the two corresponding entities. The
study of networks has attracted increasing attention in a wide variety of fields including social net-
works (Burt et al., 2013; Lewisa et al., 2012), communication networks (Adamic and Glance, 2005;
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Diesner and Carley, 2005), biological networks (Bader and Hogue, 2003; Nepusz et al., 2012), dis-
ease transmission networks (Newman, 2002) and so on. Many statistical models have been devel-
oped for analyzing networks in the hope to understand their generative mechanism. However, it
remains a unique challenge to understand the statistical properties of many network models; for
surveys, see Goldenberg et al. (2009), Fienberg (2012), and a book long treatment of networks in
Kolaczyk (2009).
Many networks are characterized by two distinctive features. The first is the so-called de-
gree heterogeneity for which nodes exhibit different degrees of interaction. In the language of
Baraba´si and Bonabau (2003), a typical network often includes a handful of high degree “hub”
nodes having many edges and many low degree individuals having few edges. The second dis-
tinctive feature inherent in most natural and synthetic networks is the so-called homophily phe-
nomenon for which links tend to form between nodes sharing common features such as age and
sex; see, for example, McPherson et al. (2001). As the name suggests, homophily is best explained
by node or link specific covariates used to define similarity between nodes. As a concrete example,
we examine the directed friendship network between 71 lawyers studied in Lazega (2001) that
motivated this paper. The detail of the data can be found in Section 4. As is typical for inter-
actions of this sort, various members’ attributes, including formal status (partner or associate),
practice (litigation or corporate) etc., are also collected. A major question of interest is whether
and how these covariates influence how ties are formed. Towards this end, we plot the network in
Figure 1 using red and blue colors to indicate different statuses in (a) and black and green colors
to represent lawyers with different practices in (b). To appreciate the difference in the degrees of
connectedness, we use node sizes to represent in-degrees in (a) and out-degrees in (b). This figure
highlights a few interesting features. First, there is substantial degree heterogeneity. Different
lawyers have different in-degrees and out-degrees, while the in-degrees and the out-degrees of the
same lawyers can also be substantially different. This necessitates a model which can characterize
the node-specific outgoingness and incomingness. Second, ties seem to form more frequently if the
vertices share a common status or a common practice. As a result, a useful model should account
for the covariates in order to explain the observed homophily phenomenon.
This paper concerns the study of a generative model for directed networks seen in Figure 1
that addresses node heterogeneity and link homophily simultaneously. Although this model is not
entirely new, developing its inference tools is extremely challenging and we have only started to
see similar tools for models much simpler when homophily is not considered (Yan et al., 2016).
Let’s start by spelling out the model first. Consider a directed graph Gn on n ≥ 2 nodes labeled
by 1, . . . , n. Let aij ∈ {0, 1} be an indictor whether there is a directed edge from node i pointing
to j. That is, if there is a directed edge from i to j, then aij = 1; otherwise, aij = 0. Denote
A = (aij)n×n as the adjacency matrix of Gn. We assume that there are no self-loops, i.e., aii = 0.
Our model postulates that aij ’s follow independent Bernoulli distributions such that a directed
link exists from node i to node j with probability
P (aij = 1) =
exp(Z⊤ijγ + αi + βj)
1 + exp(Z⊤ijγ + αi + βj)
.
2
Figure 1: Visualization of Lazega’s friendship network among 71 lawyers. The vertex sizes are
proportional to either nodal in-degrees in (a) or out-degrees in (b). The positions of the vertices
are the same in (a) and (b). For nodes with degrees less than 5, we set their sizes the same (as
a node with degrees 4). In (a), the colors indicate different statuses (red for partner and blue for
associate), while in (b), the colors represent different practices (black for litigation and green for
corporate).
(a)
(b)
In this model, the degree heterogeneity of each node is parametrized by two scalar parameters,
an incomingness parameter denoted by βi characterizing how attractive the node is and an outgo-
ingness parameter denoted by αi illustrating the extent to which the node is attracted to others
(Holland and Leinhardt, 1981). The covariate Zij is either a link dependent vector or a function
of node-specific covariates. If Xi denotes a vector of node-level attributes, then these node-level
attributes can be used to construct a p-dimensional vector Zij = g(Xi, Xj), where g(·, ·) is a
function of its arguments. For instance, if we let g(Xi, Xj) equal to ‖Xi − Xj‖1, then it mea-
sures the similarity between node i and j features. The vector γ is an unknown parameter that
characterizes the tendency of two nodes to make a connection. Apparently in our model, a larger
Z⊤ijγ implies a higher likelihood for node i and j to be connected. For the friendship network in
Figure 1, for example, the covariate vector may include two covariates, one indicating whether the
two nodes share a common status and the other indicating whether their practices are the same.
Though similar models for capturing homophily and degree heterogeneity have been considered
by Dzemski (2014) for a general distribution function and Graham (2017) in the undirected case,
they focused on the homophily parameter and the inference problem for degree heterogeneity was
not studied. Because the formation of networks is not only influenced by external factors (e.g.,
dyad covariates), but also affected by intrinsic factors (e.g., the strengths of nodes to form network
connection), it is statistically interesting to conduct inference on the parameter associated with
degree heterogeneity.
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Model (1) assumes the independence of the network edges. As pointed out by Graham (2017),
the independent assumption may hold in some settings where the drivers of link formation are
predominately bilateral in nature, as may be true in some trade networks as well as in models of
(some types of) conflict between nation-states.
Since the n(n− 1) random variables ai,j, i 6= j, are mutually independent given the covariates,
the probability of observing Gn is simply
n∏
i,j=1;i 6=j
exp
(
(Z⊤ijγ + αi + βj)aij
)
1 + exp(Z⊤ijγ + αi + βj)
= exp
(∑
i,j
aijZ
⊤
ijγ +α
⊤d+ β⊤b− C(α,β,γ)), (1)
where
C(α,β,γ) =
∑
i 6=j
log
(
1 + exp(Z⊤ijγ + αi + βj)
)
is the normalizing constant. Here di =
∑
j 6=i aij denotes the out-degree of vertex i and d =
(d1, . . . , dn)
⊤ is the out-degree sequence of the graph Gn. Similarly, bj =
∑
i 6=j aij denotes the in-
degree of vertex j and b = (b1, . . . , bn)
⊤ is the in-degree sequence. The pair {b,d} or {(b1, d1), . . . , (bn, dn)}
is the so-called bi-degree sequence. As discussed before, α = (α1, . . . , αn)
⊤ is a parameter vector
tied to the out-degree sequence, and β = (β1, . . . , βn)
⊤ is a parameter vector tied to the in-degree
sequence, and γ = (γ1, . . . , γp)
⊤ is a parameter vector tied to the information of node covariates.
Since an out-edge from vertex i pointing to j is the in-edge of j coming from i, it is immediate that
the sum of out-degrees is equal to that of in-degrees. If one transforms (α,β) to (α−c,β+c), the
likelihood does not change. Because of this, for the identifiability of the model, we set βn = 0 as
in Yan et al. (2016). Since we treat Zij as observed and the likelihood function (1) is conditional
on Zij ’s, we assume that all Zij’s are bounded. Therefore, the natural parameter space is
Θ = {(α⊤,β⊤1,...,n−1,γ⊤)⊤ : (α⊤,β⊤1,...,n−1,γ⊤)⊤ ∈ R2n+p−1},
under which the normalizing constant is finite.
Because of the form of the model and the independent assumption on the links, it appears that
maximum likelihood estimation developed for logistic regression is all that is needed for inference.
A major challenge of models of this kind is, however, that the number of parameters grows with
the network size. In particular, the number of outgoingness and incomingness parameters needed
by our model is already twice the size of the network, and the presence of the covariates poses
additional challenges. See the literature review below. To a certain extent, our model can be seen
as a special case of the exponential random graph model (ERGM) as discussed by Robins et, al.
(2007a,b), as the sufficient statistics are the covariates and the bi-degree sequence. It is known,
however, that fitting any nontrivial exponential random graph models is extremely challenging,
not to mention developing valid procedures for their statistical inference (Goldenberg et al., 2009;
Fienberg, 2012). Studying the asymptotic theory of the proposed directed network model is the
main contribution of this paper.
We empirically explore the asymptotic properties of the proposed estimators of the heterogene-
ity parameters α and β, as well as the homophily parameter γ. Our results demonstrate that the
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empirical study concur with our theoretical findings. Two real data examples are also provided
for illustration.
1.1 Literature review
Many network characteristics or configurations can be easily modeled as exponential family distri-
butions on graphs (Robins et, al., 2007a,b). For undirected networks, if we put the node degrees
as the sufficient statistics, then the model explains the observed degree heterogeneity but not
homophily. This model is referred to as the β-model by Chatterjee et al. (2011). Exploring the
properties of the β-model and its generalizations, however, is nonstandard due to an increasing
dimension of the parameter space and has attracted much recent interest (Chatterjee et al., 2011;
Perry and Wolfe, 2012; Olhede and Wolfe, 2012; Hillar and Wibisono, 2013; Yan and Xu, 2013;
Rinaldo et al., 2013; Graham, 2017; Karwa and Slavkovic´, 2016). In particular, Chatterjee et al.
(2011) proved the uniform consistency of the maximum likelihood estimator (MLE) and Yan and Xu
(2013) derived the asymptotic normality of the MLE. In the directed case, Yan et al. (2016) stud-
ied the MLE of a directed version of the β-model which is a special case of the p1 model by
Holland and Leinhardt (1981). Yan et al. (2016) did not consider modelling homophily. By treat-
ing the node-specific parameters in the p1 model as random effects, Van Duijn et al. (2004) pro-
posed a random effects model incorporating nodal covariates. The theoretical properties of the
MLE of this model are difficult to establish and thus have not been studied. Fellows and Handcock
(2012) generalized exponential random graph models by modeling nodal attributes as random vari-
ates. However, the theoretical properties of their model are not explored. Hoff (2009) appears to
be among the first to study the model in (1). However, the theoretical properties of Hoff’s model
are again unknown.
It is also worth noting that the consistency and asymptotic normality of the MLE have
been derived for two related models: the Rasch model (Rasch, 1960) for item response exper-
iments (Haberman, 1977) and the Bradley-Terry model (Bradley and Terry, 1952) for paired
comparisons by Simons and Yao (1999) in which a growing number of parameters are mod-
elled. The data for an item response experiment can be represented as a bipartite network and
for a paired comparisons data as a weighted directed network. None of these papers discussed
how to incorporate covariates. Finally, Model (1) can also be represented as a log-linear model
(Fienberg and Rinaldo, 2012). Although the necessary and sufficient conditions for the existence
of the MLE for log-linear models with arbitrary dimension have been established [e.g., Haberman
(1974); Fienberg and Rinaldo (2012)], there is lack of general results on the asymptotic prop-
erties of the MLE for high dimensional log-linear models as the analysis would be challenging
[Erosheva et al. (2007); Fienberg and Rinaldo (2007, 2012); Rinaldo et al. (2011)].
In the above mentioned network models, the dyads of network edges between two nodes are
assumed to be mutually independent. If network configurations such as k-stars and triangles are
included as sufficient statistics in the ERGMs, then edges are not independent and such models
incur the problem of model degeneracy in the sense of Handcock (2003), in which almost all
realized graphs essentially have no edges or are complete, completely skipping all intermediate
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structures. Chatterjee and Diaconis (2013) have shown that most realizations from many ERGMs
look like the results of a simple Erdos-Renyi model and given a first rigorous proof of the degeneracy
observed in the ERGM with the counts of edges and triangles as the exclusively sufficient statistics.
Yin (2015) further gave an explicit characterization of the degenerate tendency as a function of
the parameters. On the other hand, the MLE in ERGMs with dependent structures also incur
problematic properties. Shalizi and Rinaldo (2013) demonstrated that the MLE is not consistent.
In order to overcome the mode degeneracy in ERGMs, Schweinberger and Handcock (2015) have
proposed local dependent ERGMs by assuming that the graph nodes can be partitioned into
K subsets (correspondingly, K subgraphs), in which dependence exists within subgraphs and
edges are independence between subgraphs. Based on this assumption, they established a central
limit theorem for a network statistic by referring to the Lindeberg–Feller central limit theorem
when K goes to infinity and the number of nodes in subgraphs is fixed. The local dependency
assumption essentially contains a sequence of independent networks. On the other hand, some
refined network statistics such as “alternating k-stars”, “alternating k-triangles” and so on in
Robins et, al. (2007b) are proposed, but the theoretical properties of the model are still unknown.
Moreover, Sadeghi and Rinaldo (2014) formalized the ERGM for the joint degree distributions
and derived the condition under which the MLE exists.
The work close to our paper is Graham (2017) in which the β-model was generalized to incor-
porate covariates to explain the homophily phenomenon and degree heterogeneity for undirected
networks. The asymptotic properties of a restricted version of the maximum likelihood estimator
were derived under the assumptions that all parameters are bounded and that the estimators for
all parameters are taken in one compact set. That is, his results are only applicable to dense net-
works as pointed out in Graham (2017). In this paper, our focus is on directed networks and our
theory is established under more relaxed assumptions. In particular the boundedness assumption
on the parameters of degree heterogeneity in Graham (2017) is not needed in our work. Hence our
result covers more general networks. In addition, Graham (2017) has focused on the consistency
and the asymptotic normality of the parameter estimator associated with covariates, while the
asymptotic normality of the heterogeneity parameter estimator was not studied. In this paper,
we derive these two properties for the covariate parameter and the heterogeneity parameters in
model (1). It is worth remarking that establishing the asymptotic normality for estimators of α
and β is very challenging with the presence of the covariate Z. Graham (2016) further proposed
a dynamic model to capture homophily and transitivity when an undirected network over mul-
tiple periods is observed. The setup is different from ours in that we only observe one network
once. Moreover, Jochmans (2017) developed a conditional-likelihood based approach to estimate
the homophily parameter by constructing a quadruple sufficient statistic to eliminate the degree
heterogeneity parameter, and further established the consistency and asymptotic normality of the
resulting estimator.
To some extent, our network model is connected to the longitudinal panel data model con-
sidered by Ferna´ndez-Val and Weidner (2016) and Cruz-Gonzalez et al. (2017) where time and
individual fixed effects are both considered. They focused mainly on the homophily parameter.
Dzemski (2017) applied the method in Ferna´ndez-Val and Weidner (2016) to a network model sim-
ilar to ours by including a scalar parameter to characterize the correlation of dyads. A two-step
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approach was used for estimation and again the focus is on the homophily parameter. There are
major differences between these papers and ours including the methods of proofs, the conditions
required by the theorems and the attention to the degree parameters. We will clarify these points
after stating our main results in Section 3.
For the remainder of the paper, we proceed as follows. In Section 2, we give the details on the
model considered in this paper. In section 3, we establish asymptotic results. Numerical studies
are presented in Section 4. We provide further discussion and future work in Section 5. All proofs
are relegated to the appendix.
2 Maximum Likelihood Estimation
We first introduce some notations. Let R = (−∞,∞) be the real domain. For a subset C ⊂
R
n, let C0 and C denote the interior and closure of C, respectively. For convenience, let θ =
(α1, . . . , αn, β1, . . . , βn−1)⊤ and g = (d1, . . . , dn, b1, . . . , bn−1)⊤. Sometimes, we use θ and (α,β)
interchangeably. For a vector x = (x1, . . . , xn)
⊤ ∈ Rn, denote by ‖x‖∞ = max1≤i≤n |xi| the ℓ∞-
norm of x. For an n × n matrix J = (Jij), let ‖J‖∞ denote the matrix norm induced by the
ℓ∞-norm on vectors in Rn, i.e.
‖J‖∞ = max
x 6=0
‖Jx‖∞
‖x‖∞ = max1≤i≤n
n∑
j=1
|Jij |.
The notation i < j < k is a shorthand for
∑n
i=1
∑n
j=i+1
∑n
k=j+1. A “∗” superscript on a parameter
denotes its true value and may be omitted when doing so causes no confusion.
In what follows, it is convenient to define the notation:
pij(γ, αi, βj) =
exp(Z⊤ijγ + αi + βj)
1 + exp(Z⊤ijγ + αi + βj)
.
The log-likelihood of observing a directed network Gn under model (1) is
ℓ(γ,α,β) =
∑
i 6=j{aij log pij(γ, αi, βj) + (1− aij) log(1− pij(γ, αi, βj))}
=
∑
i 6=j aijZ
⊤
ijγ +
∑n
i=1 αidi +
∑n
j=1 βjbj −
∑
i 6=j log(1 + e
Z⊤ijγ+αi+βj ).
(2)
The score equations for the vector parameters γ,α,β are easily seen as∑
i 6=j aijZij =
∑
i 6=j
Zije
Z⊤ijγ+αi+βj
1+e
Z⊤
ij
γ+αi+βj
,
di =
∑n
k=1,k 6=i
e
Z⊤ijγ+αi+βk
1+e
Z⊤
ij
γ+αi+βk
, i = 1, . . . , n,
bj =
∑n
k=1,k 6=j
e
Z⊤ijγ+αk+βj
1+e
Z⊤
ij
γ+αk+βj
, j = 1, . . . , n− 1.
(3)
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The MLEs of the parameters are the solution of the above equations if they exist. Let K be
the convex hull of the set {(d⊤,b⊤1,...,n−1,
∑
i,j aijZ
⊤
ij )
⊤ : aij ∈ {0, 1}, 1 ≤ i 6= j ≤ n}. Since the
function C(α,β,γ) is steep and regularly strictly convex, the MLE of (α,β,γ) exists if and only
if (d⊤,b⊤1,...,n−1,
∑
i,j aijZ
⊤
ij )
⊤ lies in the interior of K [see, e.g., Theorem 5.5 in Brown (1986) (p.
148)]. When the number of nodes n is small, we can simply use the R function “glm” to solve
(3). For relatively large n, this is no longer feasible as it is memory demanding to store the design
matrix needed for α and β. In this case, we recommend the use of a two-step iterative algorithm
by alternating between solving the second and third equations in (3) via the fixed point method in
Yan et al. (2016) and solving the first equation in (3) via some existing algorithm for generalized
linear models.
In this paper, we assume that p, the dimension of Z, is fixed and that the support of Zij is Z
p,
where Z is a compact subset of R. For example, if Zij’s are indictor variables such as sex, then
the assumption holds. For the parameters α and β, we make no such assumption and allow them
to diverge slowly with n, the network size. To be precise, as long as ‖θ∗‖∞, the maximum entry
of the true heterogeneity parameter, is bounded by a number proportional to log n, our theory
holds. See Theorem 1 for example. For technical reasons, it is more convenient to work with the
following restricted maximum likelihood estimators of α,β and γ defined as
(γ̂, α̂, β̂) = arg max
γ∈Γ,α∈Rn,β∈Rn−1
ℓ(γ,α,β), (4)
where Γ is a compact subset of Rp and γ̂ = (γˆ1, . . . , γˆp)
⊤, α̂ = (αˆ1, . . . , αˆn)⊤, β̂ = (βˆ1, . . . , βˆn−1)⊤
are the respective restricted MLEs of γ, α and β, and βˆn = 0. Write θ̂ = (α̂, β̂)
⊤. Let K˜ be the
convex hull of the set constructed by all graphical bi-degree sequence (d⊤,b⊤1,...,n−1)
⊤ and write
(α̂(γ), β̂(γ)) = argminα,β ℓ(α,β,γ). For every fixed γ ∈ Γ, by Theorem 5.5 in Brown (1986) (p.
148), the MLE (α̂(γ), β̂(γ)) exists if and only if (d⊤,b⊤1,...,n−1)
⊤ lies in the interior of K˜. Since Γ
is a compact set, the restricted MLE exists if and only if (d⊤,b⊤1,...,n−1)
⊤ lies in the interior of K˜.
If γ̂ lies in the interior of Γ, then it is also the global MLE of γ. Since we assume the dimension
of Zij is fixed and γ is one common parameter vector, it seems reasonable to assume that ‖γ‖ is
bounded by a constant. If the restricted MLEs of α̂ and β̂ exist, they would satisfy the second
and third equations in (3). If γ̂ ∈ Γ0, then it satisfies the first equation in (3). Hereafter, we will
work with the MLE defined in (4) and use “MLE” to denote “restricted MLE” for shorthand.
3 Theoretical Properties
3.1 Characterization of the Fisher information matrix
The Fisher information matrix is a key quantity in the asymptotic analysis as it measures the
amount of information that a random variable carries about an unknown parameter of a distribu-
tion that models the random variable. In order to characterize this matrix for the vector parameter
θ in our model (1), we introduce a general class of matrices that encompass the Fisher matrix.
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Given two positive numbers m and M with M ≥ m > 0, we say the (2n − 1) × (2n − 1) matrix
V = (vi,j) belongs to the class Ln(m,M) if the following holds:
m ≤ vi,i −
∑2n−1
j=n+1 vi,j ≤M, i = 1, . . . , n− 1; vn,n =
∑2n−1
j=n+1 vn,j,
vi,j = 0, i, j = 1, . . . , n, i 6= j,
vi,j = 0, i, j = n + 1, . . . , 2n− 1, i 6= j,
m ≤ vi,j = vj,i ≤M, i = 1, . . . , n, j = n+ 1, . . . , 2n− 1, j 6= n + i,
vi,n+i = vn+i,i = 0, i = 1, . . . , n− 1,
vi,i =
∑n
k=1 vk,i =
∑n
k=1 vi,k, i = n+ 1, . . . , 2n− 1.
(5)
Clearly, if V ∈ Ln(m,M), then V is a (2n − 1) × (2n − 1) diagonally dominant, symmetric
nonnegative matrix and V has the following structure:
V =
(
V11 V12
V ⊤12 V22
)
,
where V11 ∈ Rn×n and V22 ∈ R(n−1)×(n−1) are diagonal matrices, V12 is a nonnegative matrix whose
non-diagonal elements are positive and diagonal elements equal to zero. One can easily show that
the Fisher information matrix for the vector parameter θ belongs to Ln(m,M) for any γ ∈ Γ. The
exact form of this matrix can be found after Theorem 3 in Section 3.2. Thus, with some abuse
of notation, we use V to denote the Fisher information matrix for the vector parameter θ in the
model (1).
Define v2n,i = vi,2n := vi,i −
∑2n−1
j=1;j 6=i vi,j for i = 1, . . . , 2n − 1 and v2n,2n =
∑2n−1
i=1 v2n,i. Then
m ≤ v2n,i ≤M for i = 1, . . . , n− 1, v2n,i = 0 for i = n, n+ 1, . . . , 2n− 1 and v2n,2n =
∑n
i=1 vi,2n =∑n
i=1 v2n,i. Because of the special structure of any matrix V ∈ Ln(m,M), Yan et al. (2016)
proposed to approximate its inverse V −1 by the matrix S = (si,j), which is defined as
si,j =

δi,j
vi,i
+ 1
v2n,2n
, i, j = 1, . . . , n,
− 1
v2n,2n
, i = 1, . . . , n, j = n+ 1, . . . , 2n− 1,
− 1
v2n,2n
, i = n + 1, . . . , 2n− 1, j = 1, . . . , n,
δi,j
vi,i
+ 1
v2n,2n
, i, j = n+ 1, . . . , 2n− 1,
(6)
where δi,j = 1 when i = j and δi,j = 0 when i 6= j. They established an upper bound on the
approximation errors, stated in the lemma below.
Lemma 1. If V ∈ Ln(m,M) with M/m = o(n), then for large enough n,
‖V −1 − S‖ ≤ c1M
2
m3(n− 1)2 ,
where c1 is a constant that does not depend on M , m and n, and ‖A‖ := maxi,j |ai,j| for a general
matrix A = (ai,j).
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This lemma provides an accurate approximation of the inverse of the Fisher information matrix
of θ that has a close-form expression. As used throughout our theoretical development, this close-
form expression greatly facilitates analytical calculations and makes the covariance matrix in the
limiting distribution of the MLE be explicit.
3.2 Asymptotic results
We first establish the existence and consistency of θ̂. The main idea of the proof is as follows. For
every fixed γ ∈ Γ, we define a system of functions
Fγ,i(θ) = di −
n∑
k=1;k 6=i
eZ
⊤
ijγ+αi+βk
1 + eZ
⊤
ij
γ+αi+βk
, i = 1, . . . , n,
Fγ,n+j(θ) = bj −
n∑
k=1;k 6=j
eZ
⊤
ijγ+αk+βj
1 + eZ
⊤
ij
γ+αk+βj
, j = 1, . . . , n, (7)
Fγ(θ) = (Fγ,1(θ), . . . , Fγ,2n−1(θ))⊤,
which are just the score equations for θ with γ fixed. Then we construct a Newton’s iterative
sequence {θ(k+1)}∞k=0 with initial value θ(0), where θ(k+1) = θ(k) − [F ′(θ(k))]−1F (θ(k)). If the
iterative converges, then the solution lies in the neighborhood of θ0. This is done by establishing a
geometrically fast convergence rate of the algorithm with the initial value as the true value. This
technique is also used in Yan et al. (2016). We first present the consistency of the MLE θ̂ for
estimating θ in the following theorem, whose proof is given in the supplementary material.
Theorem 1. Assume that γ∗ ∈ Γ0 and θ∗ ∈ R2n−1 with ‖θ∗‖∞ ≤ τ log n, where 0 < τ < 1/24 is
a constant, and that A ∼ Pγ∗,θ∗, where Pγ∗,θ∗ denotes the probability distribution (1) on A under
the parameters γ∗ and θ∗. Then as n goes to infinity, with probability approaching one, the MLE
θ̂ exists and satisfies
‖θ̂ − θ∗‖∞ = Op
(
(logn)1/2e8‖θ
∗‖∞
n1/2
)
= op(1).
Further, if θ̂ exists, it is unique.
In order to prove the consistency of γ̂, we define a profile likelihood
ℓc(γ, θ̂(γ)) =
∑
i 6=j
aijZ
⊤
ijγ +
n∑
i=1
αi(γ)di +
n∑
j=1
βj(γ)bj +
∑
i 6=j
log(1 + eZ
⊤
ijγ+αi(γ)+βj(γ)), (8)
where θ̂(γ) = argmaxθ ℓ(γ, θ). It is easy to show that
E[ℓ(γ,α,β)] = −
∑
i 6=j
DKL(pij‖pij(γ, αi, βj))−
∑
i 6=j
S(pij), (9)
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where
DKL(pij‖pij(γ, αi, βj)) =
∑
i,j
pij log
pij
pij(γ, αi, βj)
is the Kullback-Leibler divergence of pij(γ, αi, βj) from pij := pij(γ
∗, α∗i , β
∗
j ) and S(p) = −p log p−
(1−p) log(1−p) is the binary entropy function. Since the Kullback-Leibler distance is nonnegative,
the function (9) attains its maximum value when γ = γ∗, α = α∗ and β = β∗. On the other
hand, since pij is a monotonic function on its arguments, (γ
∗,α∗,β∗) is a unique maximizer
of the function E[ℓ(γ,α,β)]. The main idea of proving the consistency of γ̂ is to show that
n−2|ℓ(γ,α,β) − E[ℓ(γ,α,β)]| is small in contrast with the magnitude of n−2E[ℓ(γ,α,β)], then
the MLE approximately attains at the maximum of the function E[ℓ(γ,α,β)]. The consistency
of γ̂ is stated formally below, whose proof is given in Section 6.1.
Theorem 2. Assume that γ∗ ∈ Γ0 and ‖θ∗‖∞ ≤ τ log n, where 0 < τ < 1/24 is a constant, and
that A ∼ Pγ∗,θ∗. Then as n goes to infinity, we have
γ̂
p−→ γ∗.
Next, we establish asymptotic normality of θ̂, whose proof is given in the supplementary
mateiral. This is done by approximately representing θ̂ as a function of g = (d1, . . . , dn, b1, . . . , bn−1)⊤
with an explicit expression.
Theorem 3. Assume that γ∗ ∈ Γ0 and A ∼ Pγ∗,θ∗. If ‖θ∗‖∞ ≤ τ log n, where τ ∈ (0, 1/44) is
a constant, then for any fixed k ≥ 1, as n → ∞, the vector consisting of the first k elements of
(θ̂ − θ∗) is asymptotically multivariate normal with mean 0 and covariance matrix given by the
upper left k × k block of S defined in (6).
Remark 1. By Theorem 3, for any fixed i, as n → ∞, the convergence rate of θˆi is 1/v1/2i,i ,
whose magnitude is between O(n−1/2e‖θ
∗‖∞) and O(n−1/2) by inequality (6) in the supplementary
material.
Now we provide the exact form of V , the Fisher information matrix of the vector parameter
θ. For i = 1, . . . , n,
vi,l = 0, l = 1, . . . , n, l 6= i; vi,i =
n∑
k=1;k 6=i
eZ
⊤
ijγ+αi+βk
(1 + eZ
⊤
ijγ+αi+βk)2
,
vi,n+j =
eZ
⊤
ijγ+αi+βj
(1 + eZ
⊤
ijγ+αi+βj )2
, j = 1, . . . , n− 1, j 6= i; vi,n+i = 0
and for j = 1, . . . , n− 1,
vn+j,i =
eZ
⊤
ijγ+αl+βj
(1 + eZ
⊤
ijγ+αl+βj)2
, l = 1, . . . , n, l 6= j; vn+j,j = 0,
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vn+j,n+j =
n∑
k=1;k 6=j
eZ
⊤
ijγ+αk+βj
(1 + eZ
⊤
ijγ+αk+βj)2
, vn+j,i = 0, i = 1, . . . , n− 1.
Let H be the Hessian matrix of the log-likelihood function ℓ(γ,α,β) in (2) which can be repre-
sented as
H =
(
Hγγ Hγθ
H⊤γθ −V
)
.
Following Amemiya (1985) (p. 126), the Hessian matrix of ℓc(γ∗, θˆ(γ∗)) is Hγγ +HγθV −1H⊤γθ. To
state the form of the limit distribution of γˆ, define
In(γ
∗) = − 1
n(n− 1)
∂2ℓc(γ∗, θˆ(γ∗))
∂γ∂γ⊤
=
1
n(n− 1)(−Hγγ −HγθV
−1H⊤γθ), (10)
whose approximate expression is given in (20), and I∗(γ) as the limit of In(γ∗) as n goes to infinity.
Theorem 4. Assume that γ∗ ∈ Γ0 and θ∗ ∈ R2n−1 with ‖θ∗‖∞ ≤ τ logn, where 0 < τ < 1/24 is a
constant, and that A ∼ Pγ∗,θ∗. Then as n goes to infinity, the p-dimensional vector N1/2(γˆ − γ∗)
is asymptotically multivariate normal distribution with mean I−1∗ (γ)B∗ and covariance matrix
I−1∗ (γ), where N = n(n− 1) and B∗ is the bias term given in (24).
Remark 2. The limiting distribution of γ̂ is involved with a bias term
µ∗ =
I−1∗ (γ)B∗√
n(n− 1) .
If all parameters γ and θ are bounded, then µ∗ = O(n−1/2). It follows that B∗ = O(1) and
(I∗)i,j = O(1) according to their expressions. Since the MLE γ̂ is not centered at the true
parameter value, the confidence intervals and the p-values of hypothesis testing constructed from γ̂
cannot achieve the nominal level without bias-correction under the null: γ∗ = 0. This is referred to
as the so-called incidental parameter problem in econometric literature [Neyman and Scott (1984);
Ferna´ndez-Val and Weidner (2016); Dzemski (2017)]. The produced bias is due to the appearance
of additional parameters. Here, we propose to use the analytical bias correction formula: γ̂bc =
γ̂ − Iˆ−1Bˆ/√n(n− 1), where Iˆ and Bˆ are the estimates of I∗ and B∗ by replacing γ and θ in
their expressions with their MLEs γ̂ and θ̂, respectively. Dzemski (2014) also used this bias
correction procedure, but his expression depends on projected values of pair-wise covariates into
the space spanned by degree parameters αi and βj under a weighted least square problem and is not
explicit. In the simulation in next section, we can see that the correction formula offer dramatically
improvements over uncorrected estimates and exhibit the corrected coverage probabilities, in which
those for uncorrected estimates are below the nominal level evidently. See also Hahn and Newey
(2004) and Ferna´ndez-Val and Weidner (2016) for Jackknife bias correction for nonlinear panel
models. But as discussed in Dzemski (2014), this method is difficult to implement for network
models. Moreover, Graham (2017) described an iterated bias correction procedure, which may be
numerically unstable and is not guaranteed to converge as demonstrated in Juodis (2013).
Remark 3. There are three main differences between the results in Ferna´ndez-Val and Weidner
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(2016) and those in our paper. First, for proving their asymptotic results, Ferna´ndez-Val and Weidner
(2016) used a projection method by projecting the pairwise covariates into the space spanned by
degree parameters αi and βj as a weighted least squares problem, while we use an elementary
method by approximating the inverse matrix of the Fisher information of the degree parame-
ters via an analytical expression. As a result, the asymptotic variances of the estimators in
Ferna´ndez-Val and Weidner (2016) depend on projected values not having closed form expres-
sions, while ours are explicit and easier to compute. We also note that the matrix to approximate
the inverse of the incidental parameter Hessian in Ferna´ndez-Val and Weidner (2016) is diagonal
while ours is not. Second, the asymptotic distribution of the MLE of the incident parameters
in αi and βj is not addressed in Ferna´ndez-Val and Weidner (2016). Note that the properties of
the incidental parameter estimators are more challenging than the fixed dimensional parameter
γ due to their increasing dimensions. Third, Ferna´ndez-Val and Weidner (2016) assumed that all
parameters are bounded while we consider an asymptotic setting to allow the upper bound of the
degree parameter to increase as the size of a network grows.
4 Numerical Studies
In this section, we evaluate the asymptotic results of the MLEs for model (1) through simulation
studies and a real data example.
4.1 Simulation studies
Similar to Yan et al. (2016), the parameter values take a linear form. Specifically, we set α∗i+1 =
(n − 1 − i)L/(n − 1) for i = 0, . . . , n − 1 and let β∗i = α∗i , i = 1, . . . , n − 1 for simplicity. By
default, β∗n = 0. We considered four different values for L as L ∈ {0, log(log n), (logn)1/2, logn}.
By allowing the true value of α and β to grow with n, we intended to assess the asymptotic
properties under different asymptotic regimes. Similar to Graham (2017) and Dzemski (2014),
each element of the p-dimensional node-specific covariate Xi is independently generated from a
Beta(2, 2) distribution. The difference is that their papers considered p = 1 while in this paper
we set p = 2 by letting Zij = (|Xi1 − Xj1|, |Xi2 − Xj2|)⊤. For the parameter γ∗, we let it be
(1, 1.5)⊤. Thus, the homophily effect of the network is determined by a weighted sum of the
similarity measures of the two covariates between two nodes.
Note that by Theorems 3, ξˆi,j = [αˆi − αˆj − (α∗i − α∗j )]/(1/vˆi,i + 1/vˆj,j)1/2, ζˆi,j = (αˆi + βˆj −
α∗i −β∗j )/(1/vˆi,i+1/vˆn+j,n+j)1/2, and ηˆi,j = [βˆi− βˆj − (β∗i −β∗j )]/(1/vˆn+i,n+i+1/vˆn+j,n+j)1/2 are all
asymptotically distributed as standard normal random variables, where vˆi,i is the estimate of vi,i
by replacing (γ∗, θ∗) with (γ̂, θ̂). Therefore, we assess the asymptotic normality of ξˆi,j, ζˆi,j and
ηˆi,j using the quantile-quantile (QQ) plot. Further, we also record the coverage probability of the
95% confidence interval, the length of the confidence interval, and the frequency that the MLE
does not exist. The results for ξˆi,j, ζˆi,j and ηˆi,j are similar, thus only the results of ξˆi,j are reported.
The average and median values of γ̂ are also reported. Finally, each simulation is repeated 10, 000
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times.
We simulated networks with n = 100 or n = 200 and found that the QQ-plots for these
two network sizes were similar. Therefore, we only show the QQ-plots for n = 200 in Figure 2
to save space. In this figure, the horizontal and vertical axes are the theoretical and empirical
quantiles, respectively, and the straight lines correspond to the reference line y = x. In Figure 2,
when L = 0 and log(logn), the empirical quantiles coincide well with the theoretical ones, while
there are notable deviations when L = (log n)1/2. When L = logn, the MLE did not exist in all
repetitions (see Table 1, thus the corresponding QQ plot could not be shown).
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Figure 2: The QQ plots of vˆ
1/2
ii (θˆi − θi).
Table 1 reports the coverage probability of the 95% confidence interval for αi − αj, the length
of the confidence interval as well as the frequency that the MLE did not exist. As we can see,
the length of the confidence interval increases as L increases and decreases as n increases, which
qualitatively agrees with the theory. The coverage frequencies are all close to the nominal level
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when L = 0 or log(log n), while when L = (log n)1/2, the MLE often does not exist and the
coverage frequencies for pair (1, 2) are higher than the nominal level; when L is log n, the MLE
did not exist for all repetitions.
Table 1: The reported values are the coverage frequency (×100%) for αi − αj for a pair (i, j) /
the length of the confidence interval / the frequency (×100%) that the MLE did not exist.
n (i, j) L = 0 L = log(log n) L = (logn)1/2 L = logn
100 (1, 2) 94.82/1.20/0 97.02/2.62/0 99.80/3.80/90.04 NA/NA/100
(50, 51) 94.76/1.20/0 95.79/1.86/0 96.98/2.37/90.04 NA/NA/100
(99, 100) 94.84/1.20/0 95.21/1.44/0 96.38/1.57/90.04 NA/NA/100
200 (1, 2) 95.18/0.84/0 96.31/1.96/0 98.64/3.05/45.08 NA/NA/100
(100, 101) 94.33/0.84/0 94.88/1.36/0 94.99/1.72/45.08 NA/NA/100
(199, 200) 95.08/0.84/0 94.78/1.02/0 94.95/1.12/45.08 NA/NA/100
Table 2 reports the coverage probabilities for the estimate γ̂ and bias correction estimate
γ̂bc(= γ̂ − Iˆ−1Bˆ/
√
n(n− 1)) at the nominal level 95%, the average absolute bias as well as the
standard error. As we can see, the coverage frequencies for the uncorrected estimate is visibly below
the nominal level with at least 10 percentage points and the bias correction estimate dramatically
improve the coverage frequencies, whose coverage frequencies are close to the nominal level when
the MLE exists with a high frequency. On the other hand, when n is fixed, the average absolute
bias of γ̂ increases as L becomes larger and so is the standard error.
Table 2: The reported values are the coverage frequency (×100%) for γi for i / average bias /
length of confidence interval /the frequency (×100%) that the MLE did not exist (γ∗ = (1, 1.5)⊤).
n γ̂ L = 0 L = log(logn) L = (logn)1/2 L = logn
100 γˆ1 80.78/0.18/0.56/0 5.80/0.81/0.84/0 0.20/1.28/1.02/90.04 NA
γˆbc,1 94.28/0.18/0.56/0 94.56/0.81/0.84/0 94.76/1.28/1.02/90.04 NA
γˆ2 81.14/0.19/0.57/0 7.31/0.80/0.85/0 1.41/1.26/1.04/90.04 NA
γˆbc,2 94.14/0.19/0.57/0 94.56/0.80/0.85/0 93.76/1.26/1.04/90.04 NA
200 γˆ1 81.23/0.04/0.28/0 3.69/0.22/0.43/0 0.34/0.34/0.52/45.08 NA
γˆbc,1 95.22/0.04/0.28/0 94.37/0.22/0.43/0 96.19/0.34/0.52/45.08 NA
γˆ2 81.05/0.05/0.28/0 4.14/0.22/0.44/0 0.69/0.34/0.52/45.08 NA
γˆbc,2 94.38/0.05/0.28/0 94.75/0.22/0.44/0 95.33/0.34/0.53/45.08 NA
4.2 Two data examples
The analysis of a Lazega’s dataset. We first analyze Lazega’s datasets of lawyers (Lazega, 2001),
downloaded from https://www.stats.ox.ac.uk/~snijders/siena/Lazega_lawyers_data.htm.
This data set comes from a network study of corporate law partnership that was carried out in
a Northeastern US corporate law firm between 1988 and 1991 in New England. We focus on the
friendship network among the 71 attorneys including partners and associates of this firm. These
attorneys were asked to name attorneys whom they socialized with outside work. Naturally for a
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network of this sort, many covariates of each attorney were collected. In particular, the collected
covariates at the node level include formal status (partner or associate); gender (man or woman),
location in which they worked (Boston, Hartford, or Providence), years with the firm, age, prac-
tice (litigation or corporate) and law school attended (harvard and yale, or ucon, or others). We
define the covariate for each dyad as a 7 dimensional vector consisting of the differences between
these 7 variables of the two individuals, where for categorical variables, the difference is defined
as the indicator whether they are equal, and for continuous variable, the difference indicates their
absolute distance. The directed graph of this data set is shown in Figure 1 where colors indicate
either different status in (a) or different practice in (b). Although it may deem appropriate to
treat the friendship relationship as undirected, from Figure 1, we can see that the numbers of
outgoing and incoming connections for many individuals are dramatically different. As a result,
we model the friendship network as a directed one.
In the data set, individuals are labelled from 1 to 71. After removing those individuals whose
in-degrees or out-degrees are zeros, we perform the analysis on the 63 vertices left. The minimum,
1/4 quantile, 3/4 quantile and maximum values of d are 1, 5, 8, 12 and 25, respectively; those of
b are 2, 5, 8, 13 and 22, respectively.
The estimators of αi and βi with their estimated standard errors are given in Table 3, in
which β71 = 0 is set as a reference. The estimates of heterogeneity parameters for in-degrees and
out-degrees vary widely: from the minimum −7.36 to maximum −1.68 for α̂is and from −1.32
to 2.56 for β̂is. We then test three null hypotheses α1 = α4, α1 = β1 and β1 = β4, using the
proposed homogeneity test statistics ξˆi,j = |αˆi − αˆj |/(1/vˆi,i + 1/vˆj,j)1/2, ζˆi,j = |αˆi − βˆj |/(1/vˆi,i +
1/vˆn+j,n+j)
1/2, and ηˆi,j = |βˆi− βˆj |/(1/vˆn+i,n+i+ 1/vˆn+j,n+j)1/2 respectively. The obtained p-values
turn out to be 3.5× 10−4, 8.7× 10−15 and 1.7× 10−3, respectively, confirming the need to use our
model for parameterizing the in-degree and out-degree of each node differently to characterize the
heterogeneity of bi-degrees. The estimated covariate effects, their bias corrected estimators, their
standard errors, and their p-values under the null of having no effects are reported in Table 4.
The five categorial variables status, gender, location and practice are all significant and positive,
implying that a common value for any of these three variables increases the likelihood of two
lawyers to have connection. This is consistent with Figure 1. On the other hand, the larger the
difference between two lawyers’ age or their years with the firm, the less likely they are friends.
This makes sense intuitively.
The analysis of Sina Weibo data. We now analyze the Sina Weibo data collected by Cai et al.
(2018). Sina Weibo is the largest Twitter-type social media in China. The original data contains
4077 nodes in an official MBA program with directed edges representing who follows who. For
our analysis, we first remove those nodes with zero in-degrees or out-degrees since in this case
the MLEs of the corresponding degree parameters do not exist. The largest strong connected
subgraph of the remaining data set is then examined. This leaves a connected network with 2242
nodes. The minimum, 1/4 quantile, 3/4 quantile and maximum values of d are 1, 2, 5, 19 and 715,
respectively; those of b are 1, 4, 9, 22, 253, respectively. It exhibits a strong degree heterogeneity.
Associated with each node are three variables: the number of characters in personal labels
self-created by the users to describe their lifestyles (CHAR), the cumulated number of Weibo
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Table 3: The estimators of αi and βj and their standard errors in the Lazega’s data set.
Vertex di αˆi σˆi bj βˆi σˆj Vertex di αˆi σˆi bj βˆi σˆj
1 4 −6.21 0.63 5 0.53 0.60 34 6 −5.54 0.47 11 1.18 0.38
2 4 −6.01 0.67 9 1.91 0.51 35 9 −4.25 0.47 10 1.55 0.49
4 14 −3.46 0.44 14 2.79 0.41 36 9 −5.4 0.4 11 0.77 0.37
5 3 −5.01 0.64 5 1.43 0.56 38 8 −5.21 0.43 13 1.42 0.37
7 1 −6.59 1.06 2 −0.04 0.77 39 8 −5.47 0.43 13 1.14 0.37
8 1 −8.32 1.06 7 0.56 0.53 40 10 −5.29 0.39 8 0.21 0.43
9 6 −5.98 0.55 14 2.1 0.41 41 12 −5.04 0.37 17 1.42 0.35
10 14 −4.17 0.44 4 −0.45 0.70 42 14 −4.55 0.35 9 0.54 0.41
11 5 −6.49 0.56 14 1.7 0.41 43 15 −4.4 0.35 13 1.21 0.37
12 22 −2.95 0.38 8 0.86 0.49 45 6 −5.8 0.46 4 −0.63 0.56
13 14 −4.35 0.42 19 2.56 0.36 46 3 −5.61 0.66 5 0.53 0.56
14 6 −4.27 0.51 6 1.21 0.54 48 7 −5.4 0.44 4 −0.39 0.57
15 3 −4.89 0.64 2 0.39 0.79 49 4 −6.7 0.55 6 −0.42 0.48
16 8 −5.66 0.48 10 0.94 0.44 50 8 −4.34 0.47 8 1.15 0.48
17 23 −2.85 0.37 18 2.5 0.37 51 6 −4.67 0.51 7 1.11 0.51
18 8 −4.62 0.46 5 0.33 0.58 52 11 −5.1 0.38 14 1.12 0.37
19 4 −6.85 0.59 4 −0.77 0.63 54 7 −5.78 0.45 11 0.68 0.40
20 12 −5.01 0.43 7 0.2 0.49 56 7 −5.91 0.44 10 0.39 0.40
21 8 −5.73 0.46 15 1.47 0.37 57 9 −5.42 0.41 12 0.87 0.38
22 8 −5.67 0.44 6 −0.1 0.48 58 13 −3.6 0.39 12 1.83 0.42
23 1 −8.65 1.05 7 −0.01 0.48 59 5 −5.04 0.57 4 0.12 0.64
24 23 −3.59 0.34 17 1.68 0.35 60 4 −6.2 0.56 8 0.47 0.44
25 11 −3.95 0.41 10 1.6 0.46 61 3 −6.57 0.63 3 −0.88 0.64
26 9 −5.45 0.43 22 2.24 0.33 62 4 −6.32 0.55 5 −0.38 0.52
27 13 −4.54 0.38 17 2.02 0.35 64 19 −3.71 0.33 14 1.55 0.35
28 11 −3.91 0.42 9 1.32 0.49 65 22 −3.68 0.33 8 0.32 0.43
29 10 −4.81 0.39 10 1.09 0.39 66 15 −4.56 0.35 3 −0.97 0.63
30 6 −5.26 0.53 5 −0.1 0.61 67 4 −6.5 0.55 3 −1.04 0.63
31 25 −2.21 0.33 14 2.21 0.42 68 6 −5.81 0.48 5 −0.32 0.53
32 4 −5.86 0.63 7 0.54 0.56 69 5 −6.13 0.5 4 −0.64 0.56
33 12 −4.03 0.42 2 −1.55 0.89 70 7 −5.5 0.44 5 −0.25 0.52
34 6 −5.54 0.47 11 1.18 0.38
posts (POST), and the time length since Weibo registration measured in months (TIME). Before
our analysis, these node attributes are normalized by subtracting the average and dividing their
standard error. Then the covariates of edges are formed by using the absolute difference distance.
The two-step iterative algorithm in Section 2 is used to find the MLEs. The fitted values of the
homophily parameters using model (1) are summarized in Table 5. From this table, we can see that
all the node attributes are significant. In Figure 1 in the supplementary material, the histograms
of the fitted values of the degree parameters are provided. We can see that the estimates of the
heterogeneity parameters vary widely: from the minimum of −2.03 to the maximum of 4.13 for
βˆj ’s and from −8.87 to −1.28 for αˆi’s. The histogram of βˆj ’s indicates that βj may follow a normal
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Table 4: The estimators of γi, the corresponding bias corrected estimators, the standard errors,
and the p-values under the null γi = 0 (i = 1, . . . , 7) for the Lazega’s friendship data.
Covariate γˆi γˆbc,i σˆi p-value
status 1.066 1.760 0.155 < 0.001
gender 0.580 0.962 0.142 < 0.001
location 2.600 3.225 0.176 < 0.001
years −0.108 −0.064 0.014 < 0.001
age −0.040 −0.027 0.011 0.015
practice 0.834 1.112 0.124 < 0.001
school 0.267 −0.479 0.123 < 0.001
distribution while that of αˆi’s clearly indicates a skewed distribution.
Table 5: The estimators of γi, the corresponding bias corrected estimators, the standard errors,
and the p-values under the null γi = 0 (i = 1, 2, 3) for the Sina Weibo data.
Covariate γˆi γˆbc,i σˆi p-value
CHAR 0.004 −0.391 0.018 < 10−3
POST 0.015 −0.143 0.008 < 10−3
TIME −0.010 −0.158 0.008 < 10−3
5 Discussion
In this paper, we have derived the consistency and asymptotic normality of the MLEs for estimat-
ing the parameters in model (1) when the number of vertices goes to infinity. By allowing ‖θ∗‖∞
to diverge to infinity, our model can handle networks with the number of edges growing with the
number of node at a slow rate [Krivitsky et al. (2011)]. If the growth rate on the degree parame-
ters increases too fast, however, the MLE fails to exist with a positive frequency as demonstrated
in the simulation. Note that the conditions imposed on ‖θ∗‖∞ in Theorems 1–4 may not be the
best possible. In particular, the conditions guaranteeing the asymptotic normality seem stronger
than those guaranteeing the consistency. For example, the consistency requires ‖θ∗‖∞ ≤ 124 log n
while the asymptotic normality requires ‖θ∗‖∞ ≤ 144 log n. It would be interesting to investigate
whether these bounds can be improved.
There is an implicit yet strong assumption for our model that the reciprocity parameter corre-
sponding to the p1-model in Holland and Leinhardt (1981) is zero. However, if similarity terms are
included in the model, then there is a tendency toward reciprocity among nodes sharing similar
node features. That would alleviate the lack of a reciprocity term to some extent, although it
would not induce reciprocity between dissimilar nodes. To measure the reciprocity of dyads, it is
natural to incorporate the model term ρ
∑
i<j aijaji of the p1 model into (1). In Yan and Leng
(2015), encouraging empirical results were reported regarding the distribution of the MLE in the
p1 model without covariates. Nevertheless, although only one new parameter is added, the prob-
lem of investigating the asymptotic theory of the MLEs becomes more challenging. In particular,
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the Fisher information matrix for the parameter vector (ρ, α1, . . . , αn, β1, . . . , βn−1) is not diago-
nally dominant and thus does not belong to the class Ln(m,M). In order to apply the method
of proofs here, a new approximate matrix with high accuracy of the inverse of the Fisher in-
formation matrix is needed. On the other hand, various extensions of the p1 model have been
developed to allow the reciprocity parameters to depend in a linear fashion on individuals i and
j [Fienberg and Wasserman (1981)] and block structures [Holland, Laskey and Leinhardt (1983);
Wang and Wong (1987)]. Though these models may be more realistic, their Fisher information
matrices are no longer diagonally dominant. As a result, investigating their asymptotic theory
becomes much more involved and we plan to do it in a future work.
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6 Appendix: Proofs for theorems
In this section we give the proofs for Theorems 2 and 4 in Section 3, and the proofs for Theorems
1 and 3 are put in the online supplementary material.
6.1 Proof of Theorem 2
Recall that θ = (α,β). In what follows, the calculations are based on the condition that γ ∈ Γ,
‖θ‖∞ ≤ nτ , where τ ∈ (0, 1/2) is a positive constant. By calculations, we have
ℓ(γ, θ) = ℓ(γ, θ)− E[ℓ(γ, θ)] + E[ℓ(γ, θ)]
=
∑
i 6=j
(aij − pij)(Z⊤ijγ + αi + βj) + E[ℓ(γ, θ)],
where E[ℓ(γ, θ)] is given in (9) and pij = pij(γ
∗, α∗i , β
∗
j ). By the triangle inequality, we have∣∣∣ 1
n(n− 1)
n∑
i=1
∑
j 6=i
(aij − pij)Z⊤ijγ
∣∣∣ ≤ 1
n
n∑
i=1
∣∣∣ 1
n− 1
∑
j 6=i
(aij − pij)Z⊤ijγ
∣∣∣. (11)
Since we assume that Zij’s lie in a compact subset of R
p and the parameter space Θ of covariate
parameters is compact, we have for all i 6= j,
max
γ∈Θ
|Z⊤ijγ| ≤ κ, (12)
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where κ is a constant. By inequality (12), aijZ
⊤
ijγ is a bounded random variable with the upper
bound κ. By Hoeffding’s (1963) inequality, we have
P
(∣∣∣ 1
n− 1
∑
j 6=i
(aij − pij)Z⊤ijγ
∣∣∣ ≥ ǫ) ≤ 2 exp(−(n− 1)ǫ2
2κ2
)
.
By taking ǫ = 2κ[log(n− 1)/(n− 1)]1/2, we have
P
(∣∣∣ 1
n− 1
∑
j 6=i
(aij − pij)Z⊤ijγ
∣∣∣ ≥ 2κ√ log(n− 1)
(n− 1)
)
≤ 4
(n− 1)2 .
Therefore, we have
P
(∣∣∣ 1
n(n− 1)
n∑
i=1
∑
j 6=i
(aij − pij)Z⊤ijγ
∣∣∣ ≥ 2κ√ log(n− 1)
(n− 1)
)
≤ P
(
1
n
n∑
i=1
∣∣∣ 1
n− 1
∑
j 6=i
(aij − pij)Z⊤ijγ
∣∣∣ ≥ 2κ√ log(n− 1)
(n− 1)
)
≤ P
(
n⋃
i=1
∣∣∣ 1
n− 1
∑
j 6=i
(aij − pij)Z⊤ijγ
∣∣∣ ≥ 2κ√ log(n− 1)
(n− 1)
)
≤ n
(n− 1)2 .
In the above, the first inequality is due to (11). Note that ‖α‖ ≤ nτ and ‖β‖ ≤ nτ . Similarly,
with probability at most n/(n− 1)2, we have
∣∣∣ 1
n(n− 1)
n∑
i=1
∑
j 6=i
(aij − pij)αi
∣∣∣ ≥ 1
n(n− 1)
n∑
i=1
∣∣∣∑
j 6=i
αi
n− 1(aij − pij)
∣∣∣
≥ 1
n(n− 1) · n · n
τ
√
log(n− 1)
n− 1 =
(log n)1/2
n1/2−τ
,
and ∣∣∣ 1
n(n− 1)
n∑
i=1
∑
j 6=i
(aij − pij)βj
∣∣∣ ≥ (logn)1/2
n1/2−τ
.
Hence, with probability at least 1− 3n/(n− 1)2, we have
max
γ≤Γ,‖θ‖∞≤nτ
∣∣∣ 1
n(n− 1)
∑
i
∑
j 6=i
(aij − pij)(Z⊤ijγ + αi + βj)
∣∣∣ < (logn)1/2
n1/2−τ
,
or equivalently,
max
γ≤Γ,‖θ‖∞≤nτ
∣∣∣ 1
n(n− 1) {ℓ(γ, θ)− E[ℓ(γ, θ)]}
∣∣∣ < (logn)1/2
n1/2−τ
. (13)
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Let Bn(ρ) = {γ : ‖γ − γ∗‖∞ < ρ} be an open ball in Γ with γ∗ as its center and ρ as its
radius, and Bcn(ρ) be its complement in Γ. Define
ǫn(ρ) =
1
n(n− 1)
{
max
‖θ‖∞≤nτ
E[ℓ(γ∗, θ]− max
γ∈Bcn(ρ),‖θ‖∞≤nτ
E[ℓ(γ, θ)]
}
,
and
ǫn(ρn) = argmin
ρ
ǫn(ρ) >
2(log n)1/2
n1/2−τ
.
Recall that E[ℓ(γ∗, θ)] =
∑
i<j DKL(pij‖pij(γ∗, αi, βj))−
∑
i<j S(pij). Therefore,
max
‖θ‖∞≤nτ
E[ℓ(γ∗, θ]− max
γ∈Bcn(ρ),‖θ‖∞≤nτ
E[ℓ(γ, θ)]
= max
‖θ‖∞≤nτ
∑
i<j
DKL(pij‖pij(γ∗, αi, βj))− max
γ∈Bcn(ρ),‖θ‖∞≤nτ
∑
i<j
DKL(pij‖pij(γ∗, αi, βj)).
By the property of the Kullback-Leibler divergence and noticing that pij is a monotonous function
on γk, αi and βj, E[ℓ(γ, θ)] is uniquely maximized at (γ
∗, θ∗). Therefore, ǫn will be strictly
greater than zero for each fixed n. Further, since ǫn(ρ) is a continuous increasing function on ρ as
ρ increases, we have
ρn → 0, as n→∞. (14)
Let En be the event
1
n(n− 1)
∣∣∣ max
‖θ‖∞≤nτ
ℓ(γ, θ)− max
‖θ‖∞≤nτ
E[ℓ(γ, θ)]
∣∣∣ < ǫn(ρn)
2
.
for all γ ∈ Γ. Under event En, we get the inequalities
max
‖θ∞‖≤nτ
1
n(n− 1)E[ℓ(γ̂, θ)] >
1
n(n− 1)ℓ(γ̂, θ̂)−
ǫn(ρn)
2
, (15)
max
‖θ‖∞≤nτ
1
n(n− 1)ℓ(γ
∗, θ) > max
‖θ‖∞≤nτ
1
n(n− 1)E[ℓ(γ
∗, θ)]− ǫn(ρn)
2
. (16)
According to the definition of the restricted MLE, we have that
1
n(n− 1)ℓ(γ̂, θ̂) ≥ max‖θ‖≤nτ
1
n(n− 1)ℓ(γ̂, θ).
Then, by inequality (15), we have
max
‖θ‖∞≤nτ
1
n(n− 1)E[ℓ(γ̂, θ)] > max‖θ‖∞≤nτ
1
n(n− 1)ℓ(γ̂, θ)−
ǫn
2
. (17)
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Adding both sides of (16) and (17) gives
max
‖θ‖∞≤nτ
1
n(n− 1)E[ℓ(γ̂, θ)]−
[
max
‖θ‖∞≤nτ
1
n(n− 1)ℓ(γ̂, θ)− max‖θ‖∞≤nτ
1
n(n− 1)ℓ(γ
∗, θ)
]
> max
‖θ‖∞≤nτ
1
n(n− 1)E[ℓ(γ
∗, θ)]− ǫn(ρn)
= max
γ∈Bcn,‖θ‖∞≤nτ
1
n(n− 1)E[ℓ(γ, θ)],
where the equality follows the definition of ǫn. By noting that
max
‖θ‖∞≤nτ
1
n(n− 1)ℓ(γ̂, θ) ≥ max‖θ‖∞≤nτ
1
n(n− 1)ℓ(γ
∗, θ),
we have
max
‖θ‖∞≤nτ
1
n(n− 1)E[ℓ(γ̂, θ)] > maxγ∈Bcn,‖θ‖∞≤nτ
1
n(n− 1)E[ℓ(γ, θ)].
From the above equation, we have that En ⇒ γ̂ ∈ Bn(ρn). Therefore P (En) ≤ P (γ̂ ∈ Bn(ρn)).
Inequality (13) implies that limn→∞ P (En) = 1 according to the definition of ρn. By (14), it
follows that γ̂
p→ γ∗.
6.2 Derivation of approximate expression for I∗(γ)
Recall that H is the Hessian matrix of the log-likelihood function (2):
H =
(
Hγγ Hγθ
H⊤γθ −V
)
,
where
−Hγγ =
∑
i 6=j
pij(1− pij)ZijZ⊤ij , (18)
and
−H⊤γθ =

∑
j 6=1 p1j(1− p1j)Z⊤1j
...∑
j 6=n pnj(1− pnj)Z⊤nj∑
i 6=1 pi1(1− pi1)Z⊤i1
...∑
i 6=n−1 pi,n−1(1− pi,n−1)Z⊤i,n−1

.
In what follows, we will derive the approximate expression of I∗(γ). Let (1)m×n be an m × n
matrix whose elements all are 1. By calculations, we have
SH⊤γθ = DH
⊤
γθ +
1
v2n,2n
(
(1)n×n (−1)n×(n−1)
(−1)(n−1)×n (1)(n−1)×(n−1)
)
H⊤γθ,
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where D = diag(1/v11, . . . , 1/v2n−1,2n−1). By noting that
n∑
i=1
∑
j 6=i
pij(1− pij)Z⊤ij −
n−1∑
j=1
∑
i 6=j
pij(1− pij)Z⊤ij =
∑
i 6=n
pin(1− pin)Z⊤in,
we have
HγθSH
⊤
γθ = HγθDH
⊤
γθ +
1
v2n,2n
Hγθ
(
(1)n×1
(−1)(n−1)×1
)∑
i 6=n
pin(1− pin)Z⊤in
=
n∑
i=1
1
vii
(∑
j 6=i
pij(1− pij)Zij
)(∑
j 6=i
pij(1− pij)Z⊤ij
)
+
n∑
j=1
1
vn+j,n+j
(∑
i 6=j
pij(1− pij)Zij
)(∑
i 6=j
pij(1− pij)Z⊤ij
)
. (19)
By Lemma 1, we have
‖V −1 − S‖ ≤ c1M
2
m3(n− 1) ≤
c1
(n− 1)2 ×
(
1
4
)2
× (1 + e
2‖θ∗‖∞+κ)6
(e2‖θ∗‖∞+κ)3
= O
(
e6‖θ
∗‖∞
n2
)
.
Therefore,
‖Hγθ(V −1 − S)H⊤γθ‖∞ ≤ ‖Hγθ‖2∞‖V −1 − S‖∞ ≤ O(n2)×O
(
n
e6‖θ
∗‖∞
n2
)
= O(ne6‖θ
∗‖∞).
Recall that N = n(n− 1) and note that
(Hγγ +HγθV
−1H⊤γθ) = Hγγ +HγθSH
⊤
γθ +Hγθ(V
−1 − S)H⊤γθ.
Therefore, we have
−N−1(Hγγ +HγθV −1H⊤γθ) = −N−1(Hγγ +HγθSH⊤γθ) + o(1), (20)
where Hγγ and HγθSH
⊤
γθ are given in (18) and (19), respectively. It shows that the limit of
−N−1(Hγγ +HγθSH⊤γθ) is I∗(γ) defined in (10).
6.3 Proofs for Theorem 4
Let θˆ
∗
= argmaxθ ℓ(γ
∗, θ). Similar to the proofs of Theorems 1 and 2 in Yan et al. (2016), we
have two lemmas below, which will be used in the proof of Theorem 4.
Lemma 2. Assume that θ∗ ∈ R2n−1 with ‖θ∗‖∞ ≤ τ logn, where 0 < τ < 1/24 is a constant,
and that A ∼ Pθ∗. Then as n goes to infinity, with probability approaching one, the θˆ∗ exists and
26
satisfies
‖θˆ∗ − θ∗‖∞ = Op
(
(logn)1/2e8‖θ
∗‖∞
n1/2
)
= op(1).
Lemma 3. If ‖θ∗‖∞ ≤ τ log n and τ < 1/40, then for any i,
θˆ∗i − θ∗i = [S{g − E(g)}]i + op(n−1/2).
For convenience, define ℓij(γ, θ) by the (i, j)
th dyad’s contributions to the log-likelihood func-
tion in (2), i.e.,
ℓij(γ, θ) = aij(Z
⊤
ijγ + αi + βj)− log(1 + eZ
⊤
ijγ+αi+βj).
Let Tij be a 2n−1 dimensional vector with ones in its ith and n+jth elements and zeros otherwise.
Let sγij (γ, θ) and sθij(γ, θ) denote the score of ℓij(γ, θ) associated with the vector parameter γ
and θ, respectively:
sγij (γ, θ) =
∂ℓij
∂γ
= aijZij − Zije
Z⊤ijγ+αi+βj
1 + eZ
⊤
ijγ+αi+βj
,
sθij(γ, θ) =
∂ℓij
∂θ
= aijTij − e
Z⊤ijγ+αi+βj
1 + eZ
⊤
ijγ+αi+βj
Tij.
Then we have the following lemma, whose proof is given in online supplementary material.
Lemma 4. Let Hθθ = −V and
s∗γij (γ
∗, θ∗) := sγij (γ
∗, θ∗)−HγθH−1θθ sθij (γ∗, θ∗). (21)
Then 1√
N
[In(γ
∗)]−1/2
∑n
i=1
∑
j 6=i s
∗
γij
(γ∗, θ∗) follows asymptotically a p-dimensional multivariate
standard normal distribution.
Proof of Theorem 4. Recall that θ̂(γ) = argmaxθ ℓ(γ, θ). A mean value expansion gives
n∑
i=1
∑
j 6=i
sγij (γ̂, θ̂)−
n∑
i=1
∑
j 6=i
sγij (γ
∗, θ̂(γ∗)) =
n∑
i=1
∑
j 6=i
∂
∂γ⊤
sγij (γ¯, θ̂(γ¯))(γ̂ − γ∗),
where γ¯ = tγ∗ + (1− t)γ̂ for some t ∈ (0, 1). By noting that ∑ni=1∑j 6=i sγij (γ̂, θ̂) = 0, we have
√
N(γ̂ − γ∗) = −
[ 1
N
n∑
i=1
∑
j 6=i
∂
∂γ⊤
sγij (γ¯, θˆ(γ¯))
]−1
×
[ 1√
N
n∑
i=1
∑
j 6=i
sγij (γ
∗, θˆ(γ∗))
]
.
Since the dimension p of γ is fixed, by Theorem 2, we have
− 1
N
n∑
i=1
∑
j 6=i
∂
∂γ⊤
sγij (γ¯, θ̂(γ¯))
p→ I∗(γ).
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Let θˆ
∗
= θ̂(γ∗). Therefore,
√
N(γ̂ − γ∗) = I−1∗ (γ)×
[ 1√
N
n∑
i=1
∑
j 6=i
sγij (γ
∗, θˆ
∗
)
]
+ op(1). (22)
By applying a third order Taylor expansion to the summation in brackets in (22), it yields
1√
N
n∑
i=1
∑
j 6=i
sγij (γ
∗, θˆ
∗
) = S1 + S2 + S3, (23)
where
S1 =
1√
N
∑n
i=1
∑
j 6=i sγij (γ
∗, θ∗) + 1√
N
∑n
i=1
∑
j 6=i
[
∂
∂θ⊤
sγij (γ
∗, θ∗)
]
(θˆ
∗ − θ∗),
S2 =
1
2
√
N
∑2n−1
k=1
[
(θˆ∗k − θ∗k)
∑n
i=1
∑
j 6=i
∂2
∂θk∂θ
⊤ sγij (γ
∗, θ∗)× (θˆ∗ − θ∗)
]
,
S3 =
1
6
√
N
∑2n−1
k=1
∑2n−1
l=1 {(θˆ∗k − θ∗k)(θˆ∗l − θ∗l )
[∑n
i=1
∑
j 6=i
∂3sγij (γ
∗,θ¯∗)
∂θk∂θl∂θ
⊤
]
(θˆ
∗ − θ∗)}.
Similar to the proof of Theorem 4 in Graham (2017), we will show that (1) S1 is asymptotically
normal distribution; (2) S2 is the bias term having a non-zero probability limit; (3)S3 is an
asymptotically negligible remainder term.
We work with S1, S2 and S3 in reverse order. We first evaluate the term S3. We calculate
gijklh =
∂3sγij (γ,θ)
∂θk∂θl∂θh
as follows.
(1) For different k, l, h, gijklh = 0.
(2) Only two values are equal. If k = l = i ≤ n; h ≥ n + 1, gijklh = pij(1 − pij)(1− 6pij + 6p2ij)Zij;
for other cases, the results are similar.
(3) Three values are equal. gijklh = pij(1 − pij)(1 − 6pij + 6p2ij)Zij if k = l = h = i ≤ n;
gijklh = pji(1− pji)(1− 6pji + 6p2ji)Zji if k = l = h = j ≥ n+ 1.
Therefore, we have
n∑
i=1
∑
j 6=i
∑
k,l,h
∂3sγij (γ
∗, θ¯∗)
∂θk∂θl∂θh
=
1
2
1√
N
n∑
i=1
n−1∑
j=1
Zij[pij(1− pij)(1− 6pij + 6p2ij)(αˆi − α∗i )2(βˆj − β∗j ) +
pji(1− pji)(1− 6pji + 6p2ji)(αˆi − α∗i )(βˆj − β∗j )2].
Let λn = ‖θˆ∗ − θ∗‖∞. Note that Zij lies in a compact set Z, and pij(1 − pij) ≤ 1/4, and
|(1− 6pij + 6p2ij)| ≤ 6. By Lemma 2, any element of S3 is bounded above by
n(n− 1)√
N
× 6
4
λ3n × sup
z∈Z
|z| = 3 n(n− 1)√
n(n− 1) ×
C3(logn)3/2e24‖θ
∗‖∞
n3/2
× sup
z∈Z
|z|
= O
(
(logn)3/2e24‖θ
∗‖∞
√
n
)
= o(1).
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Similar to the calculation of deriving the asymptotic bias in Theorem 4 in Graham (2017), we
have S2 = B∗ + op(1), where
B∗ = lim
n→∞
1
2
√
N
[
n∑
i=1
∑
j 6=i pij(1− pij)(1− 2pij)Zij∑
j 6=i pij(1− pij)
+
n∑
j=1
∑
i 6=j pij(1− pij)(1− 2pij)Zij∑
i 6=j pij(1− pij)
]
. (24)
By Lemma 3, similar to deriving the asymptotic expression of S1 in Graham (2017), we have
S1 =
1√
N
n∑
i=1
∑
j 6=i
s∗γij (γ
∗, θ∗) + op(1),
Therefore, it shows that equation (23) equal to
1√
N
n∑
i=1
∑
j 6=i
sγij (γ
∗, θˆ
∗
) =
1√
N
n∑
i=1
∑
j 6=i
s∗γij (γ
∗, θ∗) +B∗ + op(1), (25)
with 1√
N
∑n
i=1
∑
j 6=i s
∗
γij
(γ∗, θ∗) equivalent to the first two terms in (23) and B∗ the probability
limit of the third term in (23).
Substituting (25) into (22) then gives
√
N(γˆ − γ∗) = I−1∗ (γ)B∗ + I−1∗ (γ)
1√
N
n∑
i=1
∑
j 6=i
s∗γij (γ
∗, θ∗) + op(1).
Then Theorem 4 immediately follows from Lemma 4.
29
