ABSTRACT Grasping in cluttered and tight scenes is a necessary skill for intelligent robotics to achieve more general application. Such universal robotics can use their perception abilities to visually identify grasps from a stack of objects. However, most existing grasping detection methods based on deep learning just focus on estimating grasping pose with single-layer features. In this paper, we present a novel grasp detection algorithm termed as multi-object grasping detection network, which can utilize hierarchical features to learn object detector and grasping pose estimator simultaneously. The network is mainly composed of two branches: 1) Object detection branch which is based on the single shot multibox detection approach to discriminate object categories and locate object positions by bounding boxes; 2) Grasping pose estimation branch where hierarchical features are fused together to predict grasping position and orientation. To improve grasping detection performance, attention mechanism is employed in hierarchical feature fusion. For evaluating the proposed model, we build a multi-object grasping dataset where every image contains numerous different graspable objects. The extensive experiments demonstrate that the multi-object grasping detection method achieves the state-of-the-art performance on both object detection and grasping pose estimation.
I. INTRODUCTION
Grasping is a fundamental capability for intelligent robots to accomplish many kinds of autonomous manipulation. Although being a very simple and intuitive action for human beings, visual-based grasping tasks are still a challenging problem for intelligent robots so far, such as background noise, variations in viewpoints and scene complexity [1] . Hence, it is quite essential to develop an effective approach to detect grasping pose for an identical object in unstructured environments.
Previous algorithms for the robotic grasping pose perceiving are mainly based on model-matching tasks. For
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example, in order to optimize the robotic grasping quality, Gallegos et al. [2] provided a grasp search algorithm with higher dimensional continuation tools to satisfy contact constraints between a robotic hand and an object. Pokorny et al. [3] firstly defined spaces of graspable objects, then mapped new objects to these spaces to discover grasps. Despite these works are powerful, they rely on complete and accurate three-dimensional (3D) models, which would not be feasible and effective when an intelligent robot is interacting with unstructured environments.
To take advantage of RGBD sensors, it is more convenient to capture 2D images than reconstruct the 3D model to detect grasping configurations. Lenz et al. [4] demonstrated that five-dimensional grasp configuration in twodimensional space can be projected to the three-dimensional space to guide robotic grasping. The grasp configuration in three-dimensional space has been simplified to the sevendimensional representation by Jiang et al. [5] . Besides, deep convolutional networks can extract hierarchical features automatically and have achieved great success in object detection [13] , classification [27] , scene understanding [28] and tracking [29] . Taking 2D images as input, many researches based on deep learning are booming up recently and have yielded many outstanding fruits.
The most common deep learning approach for 2D robotic grasp prediction is a sliding window detection framework [4] , [6] , [7] . In the framework, many patches are extracted from an image and then fed into the deep neural network in sequence to predict a grasp pose for each patch. Finally, the prediction grasping pose with the highest detection confidence is selected as the final prediction results. However, this method is computationally expensive and drastically decreases the speed of the task.
To avoid sliding windows, end-to-end approaches were employed in [8] - [10] . In these studies, one image passing through the network once can obtain the detection results directly. These approaches start with the strong prior that every image contains a single grasp target. As for in the real-world environments cluttered with many objects, Guo et al. [12] utilized the segment method to isolate objects to predict their grasp poses. Asif et al. [11] firstly used the Faster R-CNN to locate object bounding boxes and then estimated object grasp poses. Although these methods achieve some outstanding performance on grasping detection, they cannot detect objects and estimate object grasping poses simultaneously.
To solve grasping challenges in unstructured environments, we propose a novel grasping detection approach based on deep neural network. The proposed approach can exploit hierarchical features to learn object detector and grasping pose estimator simultaneously in an end-to-end manner, which mainly consists of two branches. One exploits multiple feature maps to predict object categories and object locations represented by bounding boxes in an image. This branch is based on single shot multibox detector method [13] . Another branch is used to estimate robotic grasping configurations via hierarchical feature fusion. In order to take advantage of hierarchical features effectively and suppress noise, an attention mechanism is exploited while features extracted from different layers of deep neural network are fused. Besides, to reduce parameter redundancy and increase computational efficiency, these two branches share a backbone in the neural network.
Since most previous works just focus on studying grasping pose estimation for an image piece with one object but not take object detection into consideration, they can use the Cornell Grasping Dataset to evaluate the performance of their approaches. In an image of Cornell Grasping Dataset, there is only one object with a clean background, which does not satisfy our requirements. In order to evaluate the multi-object grasping detection model, we build a Multi-object Grasping Dataset, which is composed of six categories of objects. And in every image, there are different instances from one to ten. On the extensive experimental evaluations, the proposed method achieves outstanding performance on both object detection and grasping pose estimation.
The main contributions of this paper can be summarized as follows.
1) A multi-object grasping detection model based on deep neural network is proposed, which can detect objects and estimate grasping poses simultaneously in an end-to-end manner. With the grasping detection algorithm, intelligent robots can classify cluttered objects automatically in the real world by grasping manipulation.
2) To improve object grasping detection performance, hierarchical features fused by an attention mechanism are exploited in the deep neural network.
3) We build a Multi-object Grasping Dataset where there are numerous object instances with different grasping configurations in each image. This dataset can be applied to validate numerous multi-object grasping detection algorithms for intelligent robotics manipulation.
4) Utilizing the Multi-object Grasping Dataset, we validate the proposed approach which can achieve outstanding performance on both object detection and grasping pose estimation.
The remainder of this paper is organized as follows: related works about robotic grasping and object detection are reviewed in Section II. Section III represents the problem formulation of the multi-object grasping detection. Section IV demonstrates the multi-object grasping detection algorithm in detail. Section V discusses the experimental results on both Multi-object Grasping Dataset and Cornell Grasping Dataset. Section VI ends this paper by providing several concluding remarks.
II. RELATED WORKS
In this section, we firstly review the robotic grasping detection approaches, then introduce some outstanding object detection algorithms with deep learning.
A. ROBOTIC GRASPING
Grasping is an unremarkable behavior for human beings in our daily life. However, it is a challenging problem in the area of intelligent robotics. The exploration on how to enable the robot to grasp objects in unstructured cluttered environments dexterously and intelligently as humans remains an active research topic.
Previous works studying robotic grasping mainly focus on 3D model matching approaches. ''GraspIt!'' [14] is one of the presentative works, which is a robotic grasping simulator and widely exploited in the robotic grasping community. Many kinds of robotic hands and 3D object models imported into this simulator can create arbitrary 3D projections of the 6D grasp wrench space. For further studying, Goldfeder et al. [15] released the Columbia Grasp Database with a large number of 3D models of graspable objects. This grasping database can be utilized in ''GraspIt!'' and VOLUME 7, 2019 acts as a benchmark for robotic grasping tasks. Besides, Gallegos et al. [2] studied the grasping pose and the desired contact points with 3D models of the objects. However, these model-based methods are only applicable when the precise 3D models of the objects are known in advance, which is usually not true when a robot works in a new environment. It is more of a theoretical than a practical method to solve the robotic grasping problem.
Compared with obtaining the precise 3D models of objects, it is more convenient to get the visual information of objects from varies kinds of visual sensors. Moreover, Lenz et al. [4] showed that five-dimensional grasp representation in 2D space can be projected back to a seven-dimensional representation in 3D space to guide robotic grasping. By this reduction in dimension, the computational efficiency is improved greatly. Consequently, alternative robotic grasping approaches based on image detection are proposed recently. Saxena et al. [16] primitively utilized the probabilistic model to predict grasping pose of an object from a 2D image. For obtaining a good grasp in 2D space, Le et al. [17] detected the object grasping pose with multiple contact points. These previous algorithms predict object grasping region using the hand-designed features, which are highly depended on the expert knowledge and the raw data.
Whereas, deep learning has a powerful ability to learn the distinguished features of images automatically and has yielded many outstanding achievements on classification [33] - [35] , object detection [20] - [22] and tracking [30] - [32] . Inspired by these achievements, many researchers have been carrying out many works in the field of robotic grasping detection. A remarkable deep grasping detection work is from Lenz et al. [4] , which generates numerous rectangle candidates with different sizes, location and orientation to feed into deep neural network for classification. The candidate with the highest classification score is taken as the final grasp detection result. Unfortunately, the sliding window approach to predict grasping pose with so many image patches is time-consuming. To increase the grasping detection speed, Redmon and Angelova [8] exploited a singlestage regression method which made images pass through the networks once to predict the grasping bounding box directly. Park et al. [18] proposed a classification based grasping detection algorithm with multiple-stage spatial transformer networks. The networks firstly cropped image patches with certain location and orientation and then fed into grasping classifier to judge the grasping confidence. Finally, the best grasp pose was selected using the max pooling.
For object grasping in cluttered environments, Dogar et al. [19] firstly moved away the obstacles in the desired path using the robotic hand and then grasped the target objects. However, this physics-based approach may damage the target objects brutally if the calibration is not precise. Afterwards, [12] segmented objects from unstructured scene and then predicted grasping configuration separately. Asif et al. [11] employed object detection method to predict the bounding boxes of target objects and then estimated the grasping pose for each image patches. Although these works can predict object pose in cluttered scene, they take two or more steps.
In order to make up for the insufficient of above algorithms, a novel grasping detection approach is proposed in this paper, which can utilize hierarchical features to detect object categories and estimate grasping configurations simultaneously in an end-to-end manner. By this approach, every target object in unstructured and cluttered scene will be given a best grasp pose estimation even a complex image passes through the deep neural network only once.
B. OBJECT DETECTION
The aims of object detection are to identify the categories and locations of objects in a given scene. With the advantages of deep learning, object detection study has yielded many great achievements.
One of key components of deep object detection approaches is the region-based networks, such as regions with convolutional neural networks (R-CNN) [20] , fast R-CNN [21] and faster R-CNN [22] . The original R-CNN [20] utilizes the sliding window method to detect categories and locations of objects in an image. As the heavy deep neural networks require to compute great quantities of image patches, it is time consuming and known to be extremely slow. For improving detection speed, fast R-CNN [21] employs the sliding window on a feature space rather than on an image. Although it can significantly decrease the computation cost, it still needs to process a great many candidates of object detection. Ren et al. [22] proposed the faster R-CNN based on region proposal network to generate the region proposals in an efficient and accurate way. By sharing convolutional features with the down-stream detection network, this method can greatly reduce computation time at the region proposal step. However, the regionbased detection methods cannot detect objects by processing an image only once.
Recently, single shot architectures, such as you only look once (YOLO) [23] and single shot multibox detector (SSD) [13] , have shown state-of-the-art performance both on the computing efficiency and the object detection precision. Instead of evaluating many object candidate windows, YOLO [23] exploits the whole topmost feature map to predict both confidence of multiple object categories and object locations by processing an image only once. SSD [13] further develops the object detection approach based on YOLO. SSD discretizes the multi-scale convolutional bounding boxes to attach hierarchical feature maps at the highest layers of the neural networks. Compared with other object detection methods, this representation significantly reduces the computing time and improves the detection accuracy even with a smaller input image size. Under consideration of these advantages, we utilize the SSD approach in our work for object detection.
III. PROBLEM FORMULATION
Given an input image I containing numerous different objects, the multi-object grasping detection model is required to learn the detection representation O and grasping configuration G for each object. Just as described by Lenz et al. [4] , a five-dimensional grasping configuration can be projected into a seven-dimensional configuration for robotic grasping in a real scene. In this paper, we focus on studying fivedimensional grasping representations using 2D images for a parallel-plate gripper of a robot. As the Fig. 1 shows, a grasping pose in a 2D image can be presented as follows.
where (x g , y g ) represents the centroid of the grasping rectangle. The term h g and w g stand for the height and width of the grasping rectangle respectively. And θ g is the grasping orientation given by the angle between the grasping height h g and the horizontal axis of the image.
Object detection representation of an object shown in the Fig. 1 is described as:
where (x o , y o ) stands for the minimum vertex coordinate of an object bounding box. h o and w o are height and width of the object bounding box. c o is the object detection confidence. Fig. 2 shows the overall architecture of the multi-tasks deep neural network for robotic grasping detection. The proposed architecture is designed based on VGG16 [24] and consists of two main branches: i) Object detection branch which is utilized to predict the categories and locations of objects; ii) Grasping pose estimation branch which fuses hierarchical deep features by attention mechanism to discriminate robotic grasping pose. In the final layer, these two branches are coalesced to calculate an ideal robotic grasping configuration for every object in a cluttered scene.
IV. PROPOSED METHOD

A. OBJECT DETECTION
Given an input image I ∈ R W ×H ×C , the object detection branch can formulate the representation O = {x o , y o , h o , w o , c o } for every object. The terms W and H , C respectively stand for the width, the height and the channel number of the image. While a RGB image is exploited as input data, C equals to 3.
In this paper, object detection part is based on the single shot multibox detector (SDD300) [13] . And the backbone of deep neural network is the VGG16 network. As the Fig. 2 describes, multiple features utilized to predict both bounding boxes and location confidence of objects are extracted from Conv4-3, Conv7, Conv8-2, Conv9-2, Conv10-2 and Conv11-2 layers of the network.
As the SSD method describes, the object detection objective loss is composed of localization loss and the classification confidence loss shown by the function 1.
where N denotes the number of matched default boxes, α is the weight parameter which is set to 1 in this paper similar to [13] . The classification confidence loss is the solftmax loss described as follows.
; δ p o_ij ∈ {0, 1} denotes an indicator which matches the i-th default box to the j-th ground truth box of category p;ĉ stands for the classification confidence.
For learning object location in an image, the smooth L1 loss is applied as the localization loss shown in the function 3.
where
is the center coordinate of the i-th grid cell which corresponds to the j-th ground truth bounding box g j ; d 
B. GRASPING POSE ESTIMATION
Instead of directly learning the grasping poses in 3D space, we learn the grasping configurations utilizing 2D images and then project them into the real scene with depth information to guide robotic grasping. In the 2D space, an oriented grasping rectangle can be represented by the five-dimensional VOLUME 7, 2019 FIGURE 2. The architecture of multi-object grasping detection. Overall framework of the proposed model is shown in the first row which mainly consists of two branches: One is to detect object categories and locations with multi-layer features extracted from Conv4-3, Conv7, Conv8-2, Conv9-2, Conv10-2 and Conv11-2 layers; Another branch (reseda part) is to predict grasping configurations using hierarchical feature fusion approach detailed in the second row. Hierarchical features (y and z) coming from Conv4-3 and Conv7 layers are fused with attention mechanism. DCNN and CNN denote the deconvolutional and convolutional operations respectively. Finally, these two branches are coalesced to predict an ideal robotic grasping configuration for every object.
vector G = {x g , y g , h g , w g , θ g }. Inspired by SSD, we divide the input image into multiple grid cells and then predict a grasping configuration for each grid cell. In order to take full advantage of useful information and to suppress noise, hierarchical features fused by an attention mechanism are exploited in the proposed model.
1) GRASPING REPRESENTATION
To learn numerous robotic grasping representations in an image, we divide the image into 57 × 57 anchor boxes and make an assumption that there is only one grasping pose representation in each anchor box. Consequently, MultiBox objective is employed to handle oriented grasping rectangle just as the SSD model. The objective function consists of two parts: the grasping location loss L g_loc and the grasping confidence loss L g_conf described by the function 6.
where M is the number of the matched pose and negative grasping rectangles. smooth L1 loss is employed as the grasping location loss for reducing the discrepancy between the predicted oriented rectangles (l g ) and the ground truth oriented rectangles (t g ). In the loss function, the grasp rectangle orientation is implied by the sin 2θ and cos2θ. In other word, the grasping configuration can be represented by G = {x g , y g , h g , w g , sin 2θ, cos2θ}, where θ = atan2(sin 2θ, cos2θ). The regression loss for the anchor offsets is described by the function 7.
where δ g_ij = {0, 1} is an indicator for matching the j-th predicted grasping rectangle to the i-th ground truth grasping rectangle. To be specific, if the two center points of predicted and ground truth grasping rectangles are in the same anchor boxes, δ g_ij = 1, otherwise, δ g_ij = 0. Besides, 
where p ∈ {0, 1, 2} indicates the grasping category. p = 1 stands for the negative grasping; p = 2 denotes the negative grasping, while p = 0, the grasping pose does not belong to these two. In the paper, the parameter β used to weight the localization and confidence losses is set to 1.
2) HIERARCHICAL FEATURE FUSION
In order to take full advantage of hierarchical features, deep features extracted from Conv4-3 and Conv7 layers are fused with attention mechanism. The detailed hierarchical feature fusion is shown in the second row of Fig. 2 , where DNN and CNN represent the deconvolutional and convolutional operations respectively.
Let y ∈ R (W 1 ×H 1 )×C 1 and z ∈ R (W 2 ×H 2 )×C 2 be the image features extracted from Conv4_3 and Conv7 layers respectively. For calculating the attention matrix, features y and z are firstly transformed into two feature spaces f 1 and q 1 , where f 1 (y) = 1f ( 1f (y), q 1 (z) = 1q ( 1q (z)). The symbols and stand for deconvolutional and convolutional operations respectively. The gating coefficient matrix γ is indicated in Fig. 2 , which is formulated as follows:
, where µ = f 1 (y) T q 1 (z) (10) where γ ji denotes the extent to which the model attends to the i-th location when synthesizing the j-th region.
Then the output of the attention fusion layers h(y, z)
where f 2 (y) = 2f ( 2f (y)), q 2 (z) = 2q ( 2q (z)). ω 1 is a learnable weighted parameter, initialized as 1.0. In above mathematical expressions, W i , H i and C i denote the width, the height and the channel number of image features respectively, where i = 1, 2, h.
After hierarchical feature fusion with attention mechanism, h(y, z) passes through two convolutional layers to predict grasping configurations and corresponding grasping scores.
C. GLOBAL OBJECTIVE FUNCTION
Combining the loss functions of object detection and grasping pose estimation, we yield the global objective function to optimize the parameters of multi-object grasping detection network. The global objective function is described by the function 12. c g , l g , t g )) (12) where ξ is a penalty parameter utilized to weight the grasping loss, which is set to 0.5 in our paper.
In back propagation, we exploit the stochastic gradient decent (SGD) approach to learn the model. Hence, the parameters updated in epoch v + 1 can be described as following.
where η stands for learning rate.
D. COALESCENCE
After hierarchical feature fusion with the attention mechanism, grasping poses are estimated for all grid cells of an image. Subsequently, the best grasp configuration for each object can be calculated according to grasping confidence scores and object detection. The maximum grasping scores of all predicted objects are formulated by the function 14 in the coalescent step.
N and M stand for the number of the predicted objects and grasping grid cells in an image. s gj is the grasping score in j-th grid cell. A j and A i indicate the bounding box area of the j-th detection object and the area of the i-th grid cell respectively.
With the highest grasping confidence score of every object, all grasping detections 
V. EXPERIMENTS AND DISCUSSION
To evaluate the effectiveness and efficiency of the multiobject grasping detection model, we did some experiments on both Multi-object Grasping Dataset and Cornell Grasping Dataset [4] . Meanwhile, we analyzed the effectiveness of each component in the hierarchical feature fusion layers.
A. DATASETS AND EVALUATION METRIC 1) CORNELL DATASET
The Cornell Grasping Dataset is composed of 885 images with 244 different objects. In each image, there is only one object labeled with multiple ground truth positive and negative grasping configurations. However, these objects are without category labels and location bounding boxes. In order to evaluate the proposed method on this dataset, we assign the category labels for all objects to be 1 and acquire their rectangle bounding boxes manually to be the ground truth information. 
2) MULTI-OBJECT GRASPING DATASET
Since there is no public grasping dataset for multi-object grasping detection studying in the cluttered scene, we build a Multi-object Grasping Dataset to evaluate our proposed algorithm. The dataset consists of 1022 images with 1-10 different object instances in each image. Moreover, there are totally 6 classes with 3-8 object instances in each class detailedly shown in the Table 1 . Similar to Cornell Grasping Dataset, the ground truth grasping configurations of each object are composed of numerous positive and negative grasps.
3) EVALUATION METRIC
In this paper, we focus on studying object grasping detection for robots with parallel grippers. There are two evaluation metrics for such robotic grasping: point metric and rectangle metric. The point metric [16] , [36] evaluates a grasp with distances between the predicted point and all actual grasp centers. If any of these distances less than a specified threshold, the grasp is considered to be successful. However, the metric does not take grasping orientation into consideration, which might overestimate the performance of an algorithm for robotic applications [4] .
The rectangle metric proposed by Jiang et al. [5] evaluates robotic grasps by both grasping angle and Jaccard index criteria simultaneously. A candidate grasp configuration is considered to be valid while it satisfies these two criteria detailed as follows.
1) The angle difference between ground truth grasp G t and predicted grasp G p is less than 30 • . It is because that a robot with parallel gripper can grasp an object successfully even the predicted angle error is large.
2) The Jaccard index of the ground truth grasp G t and predicted grasp G p is greater than 25%, e.g.
where R t is the area of the ground truth grasping rectangle, and R p is the area of the predicted grasping rectangle. According to the definition, the Jaccard index is the same as the interest of region (IoU) threshold in object detection study, which includes grasping center point and gripper open wide information. Since the ground truth rectangle can define a large space of graspable rectangle [4] , [5] , the predicted rectangle overlapped by 25% with one of ground truth grasps is still a good grasp while its orientation is correct. Besides, Multiobject Grasping Dataset is built under the Cornell Grasping Dataset criterion. Therefore, similar to previous works [4] , [5] , [9] - [11] , we evaluate our model utilizing the rectangle metric.
B. RESULTS AND DISCUSSIONS
While evaluating the proposed algorithm, VGG16 [24] is implemented as the backbone of the network. We randomly initialize weights in all new layers with a zero-mean Gaussian distribution and standard deviation 0.03. Similar to SSD object detection method [13] , other layers are initialized by pre-trained model on the ImageNet [25] . Then we fine-tune deep networks using stochastic gradient descent (SGD) algorithm with learning rate 0.001, momentum 0.9, weight decay 0.0005 and batch size 16. For satisfying the SSD300 object detection model, all images are re-sized to 300 × 300 pixels with re-scaled values −1.0-1.0. Full training and testing codes are built on Tensorflow.
1) EXPERIMENTS ON MULTI-OBJECT GRASPING DATASET
In the experiments, we randomly select 80% images as training data and 20% images as test data. There are 3527 object instances, 29096 positive and 39617 negative grasps in training dataset and 1173 object instances, 9617 positive and 13418 negative grasps in test dataset respectively, which are detailed described in Table 2 . Experimental results are shown in Table 3 , where MGD_HFA is the proposed multi_object grasping detection model whose hierarchical features are fused via attention mechanism. Others are taken as baseline models which are also indicated by the fusion part in the first row of the Fig. 2 . The MGD_SF19 and MGD_SF38 are multi_object grasping detection approaches using single layer features whose dimensions are 19 × 19 × 1024 and 38 × 38 × 512 respectively. The features z and y are separately extracted from Conv7 and Conv4_3 layers shown in Fig. 2 . MGD_HF is the multi_object grasping detection with simple hierarchical feature fusion. Both models of MGD_SF and MGD_HF are detailed in the Fig. 3 .
The first two columns in Table 3 describe the prediction accuracies of object detection and grasping pose respectively. Compared with single feature (SF) models, hierarchical feature fusion approaches (HF) yield outstanding performance on the prediction accuracy. Furthermore, the grasping prediction accuracy of MGD_HFA 87.10% is higher than that of the simple MGD_HF 86.40%. For further studying the computing time, time-consuming experiments are conducted with the batch size 1 on a device equipped with GTX 1080Ti GPU, Intel Xeon W-2133@3.6GHz CPU, 16G memory. As the last column shows in Table 3 , the prediction speed of the proposed model is 31.42 frames per second (fps), about 31.83 milliseconds per image, which meets the requirements of realtime applications (30 fps [23] ). Therefore, the hierarchical features fusion strategy employed in our model can achieve more accurate grasping detection performance without too much time burden.
To make comparison with other object detection algorithms, we conducted more experiments with YOLO-based and faster-RCNN-based object grasping detection methods. Analogous to SSD-based multi-object grasping detection, the VGG16 is utilized to be the backbone network, and hierarchical features extracted from Conv4-3 and Conv7 are fused using attention mechanism to predict grasping configurations. Object detection parts are the same as the original works [22] , [23] . Experimental results on our dataset are shown in Table 4 , where YMGD_HFA and FMGD_HFA stand for YOLO-based and faster-RCNN-based multi-object grasping detection methods respectively. As the Table 4 shows, both accuracy and speed performance of the two methods are inferior to the SSD-based method, especially the detection speeds which are 15.54 fps for YMGD_HFA and 5.80 fps for FMGD_HFA, much slower than 31.42 fps for MGD_HFA.
Besides, we validate the universality of the proposed method employing the ResNet50 [37] and DenseNet121 [38] as backbone networks. In the ResNest50-based architecture, multi-features coming from conv3_4, conv4_6, conv5_3 and last layers are used to detect objects, and hierarchical features extracted from conv3_4 and conv4_6 layers are fused via attention mechanism to estimate grasping configurations. For the DenseNet121-based network, multi-features coming from dense block2, dense block3, dense block4 and last layer are employed to detect objects; hierarchical features extracted from dense block2 and dense block3 are exploited to estimate grasping configurations with hierarchical feature fusion. Experimental parameters and learning strategies of the two models are the same as those of the VGG16-based method. Experimental results are shown in Table 4 , where DMGD_HFA and RMGD_HFA denote the proposed methods based on DenseNet121 and Resnet50 respectively. As the Table 4 shows, the two multi-object grasping detection approaches with DenseNet121 and ResNet50 backbone networks achieve outstanding performance on both accuracy and efficiency of the multi-object grasping detection, which implies that the proposed method can generalize to other backbone networks. However, the prediction speeds of DenseNet121-based and ResNet50-based algorithms are slower than that of VGG16-based method since these networks have much more learned parameters. 
2) EXPERIMENTS ON CORNELL GRASPING DATASET
To make a comparison with the existing state-of-the-art methods [4] , [5] , [7] , [8] , [26] , we extensively evaluate the proposed method on the Cornell Grasping Dataset. In this grasping dataset, objects are without category labels and location bounding boxes. In order to satisfy our model, all objects are assigned labels with 1 (named object) and bounded rectangle boxes manually. In the experiments, RGB images of the Cornell Grasping Dataset are employed to detect grasping configurations. Similar to the experiments on Multi-object Grasping Dataset, 80% images of Cornell Grasping Dataset are randomly selected as training data and remains are test data. The experimental results are described in Table 5 . Compared with multi_object grasping detection models, such as MGD_HF, MGD_SF19 and MGD_SF38, the MGD_HFA approach obtains the highest prediction accuracies on both object detection and grasping pose estimation which are 98.19% and 86.88% respectively. Although the computation efficiency of the proposed method is slightly lower than that of other multi-object grasping models, its prediction speed reaches to 36.75 fps which meets the demand for most real-time detection tasks.
Fast search [5] , SAE [4] , direct regression [8] , two_stage close loop [7] and Jacquard [26] are state-of-the-art grasping detection approaches. Employing the multiple modal features (RGBD information), these methods only can predict the grasping configurations, whose prediction performances are shown in the Table 5 . Compared with these methods, the proposed model cannot only detect objects and predict grasping configurations simultaneously, but also achieve the outstanding performances on both efficiency and accuracy for multi-object grasping detection. Especially, the prediction speed reaches to 36.75 fps which is over 1837 times faster than that of fast search method. Hence, the MGD_HFA is much more suitable for generalizing to complex scene for intelligent robotic grasping classification. We also compare the proposed method with YMGD_HFA and FMGD_HFA on Cornell Grasping Dataset. Network parameters and learning strategies of the two models are the same as those of experimental evaluation on Multiobject Grasping Dataset. Experimental results are shown in Table 6 . As conclusions are drawn on Multi-object Grasping Dataset, prediction performance of the both YMGD_HFA and FMGD_HFA methods is inferior to those of MGD_HFA, especially the prediction speed. Therefore, the SSD-based approach can contribute much more to the multi-object grasping detection.
In addition, the ResNet50-based and Densenet121-based architectures (RMGD_HFA and DMGD_HFA) are exploited to validate the universality of the proposed method on Cornell Grasping Dataset. Their experimental sets are similar to those on Multi-object Grasping Dataset. Experimental results are shown in Table 6 , which indicate that both RMGD_HFA and DMGD_HFA models yield outstanding performance on both object detection and grasping pose estimation. Especially, DMGD_HFA achieves the highest detection accuracy: 99.02% for object detection and 87.92% for grasping pose estimation. Prediction speeds are 25.83 fps for DMGD_HFA and 30.34 fps for RMGD_HFA, which are slower than 36.75 fps for the VGG16-based methods (MGD_HFA). It is mainly because that there are a larger number of parameters in ResNet50 and Densenet121. According to these experimental results, we can observe that the proposed method can obtain a significant performance gain regardless of the use of backbone structures.
VI. CONCLUSION
In this paper, we proposed a novel multi-object grasping detection approach which can detect objects and predict grasping configurations simultaneously in clustered environments. The proposed model mainly consists of two branches: object detection branch based on SSD and grasping pose estimation branch. The coalescent approach is employed in the last layer for calculating the final multi-object grasps. In order to take full advantage of useful information extracted from the image and suppress noise, hierarchical features fused by the attention mechanism are utilized in the grasping pose estimation branch, which can improve the grasping detection performance. As for experimental evaluations, the proposed model with hierarchical feature fusion achieves the state-ofthe-art performance on the efficiency and accuracy of object grasping detection on both Multi-object Grasping Dataset and Cornell Grasping Dataset. Fund) supported by the Hong Kong Government and many other joint grants since she joined PolyU, in late 1998. So far, she has more than 280 research papers published. Her research output has led to three U.S. patents, technology transfers, and international awards. Her current research interests include image processing, medical imaging, computeraided detection/diagnosis, and pattern recognition. She is also an Associate Editor of Pattern Recognition and other journals.
