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 i 
Abstract 
In the current manufacturing environment, characterized by diverse change sources (e.g. 
economical, technological, political, social) and integrated supply chains, success 
demands close cooperation and coordination between stakeholders and agility. Tools 
and systems based on software agents, intelligent products and virtual enterprises have 
been developed to achieve such demands but either because of: (i). focus on a single 
application, (ii). focus on a single product, (iii). separation between the product and its 
information or (iv). focus on a single system characteristic (e.g. hardware, software, 
architecture, requirements) their use has been limited to trial or academic scenarios. In 
this thesis a reusable distributed manufacturing monitoring system for harsh 
environments, capable of addressing traceability and controllability requirements within 
stakeholders and across high cost and complexity supply chains is presented. 
Starting from the concept of the product as the information provider and sole point of 
integration, a data structure distributed between relational databases, for business 
specific information, and the product itself, for generic product characteristics, is 
introduced. It is shown that reliable operation of Radio Frequency Identification, used 
as the mean to guarantee product-information co-location, in harsh environments is 
possible by characterisation of the environment using Radio Signal Strength Indicator 
and optimization of system parameters (e.g. reader output power, antenna location, tag 
placement in/on the product). A Service Oriented Architecture (SOA) based middleware 
layer serving as the adaptive link between the business (i.e. coordination) and 
application (i.e. execution) layers is proposed. The response of the architecture (i.e. 
modifications required in the middleware, business or application layer classes) to 
market, technology, business processes and functionality is highlighted. The adaptation 
of the proposed system for secure document and asset management, engine assembly 
material handling and electronics manufacturing product’s lifecycle monitoring 
applications is described and the benefits achieved are presented. Savings in cost of 
37%, in risk of up to 95% and the capability of continuous and product specific access 
to information are allowed by the use of the system for the asset management, material 
handling and lifecycle monitoring application respectively.  
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1 Introduction 
1.1 Manufacturing industry and context 
Manufacturing was and still is the economical backbone of a nation’s economy despite 
a growth in the contribution of the service sector. In 2005 the service sector contribution 
to the GPD in industrialised countries (e.g. United States, UK, Germany, Japan) was 
close to 70% (Meier, Roy et al. 2010). According to Mont, 65% to 75% of the 
employees working in traditional manufacturing industries perform service tasks related 
to production activities (e.g. research, maintenance, design, accounting). Hence, focus 
on manufacturing success is as important as it has ever been (Mont 2002). 
Although ultimately manufacturing success is measured in terms of profit margins, the 
strategy followed to achieve them depends on the market conditions at the time. In the 
past, it was low cost that drove success, then quality gained importance and as more 
actors and product’s lifecycle stages got involved, other characteristics (e.g. customer 
service, environmental impact, sustainability) became more relevant. Currently input 
comes from social, political, technological and market domains and success is 
determined by the agile development of high quality, reliable, custom built and 
affordable products. 
In such a competitive manufacturing environment manufacturers must not only aim to 
guarantee product quality, optimise resource usage, minimise waste and risk but also, 
given the limited time span of product lifecycles and constant requirement changes, 
focus on core competences. The response of enterprises to achieve these aims has 
focused on the deployment of hardware and software automation and information 
technologies from the business to the process level (Morel, Valckenaers et al. 2007a). 
As shown in Figure  1-1 this has seen the emergence of tools such as Enterprise 
Resource Planning (ERP), Manufacturing Execution System (MES) or Shop Floor 
Control (SFC) (Morel, Valckenaers et al. 2007a) which help achieve the goals for each 
of the enterprise levels (i.e. strategic, tactical, operational). 
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Figure  1-1. Automation and information technologies in manufacturing. Adapted from Morel et al (Morel, 
Valckenaers et al. 2007a). 
Despite the successful use of automation and information technologies within 
enterprises, manufacturing today is subject to new business models (e.g. Product 
Service Systems (PSS) (Meier, Roy et al. 2010), leasing), core competency focus and 
virtual enterprises (VE) (Browne, Zhang 1999) and quickly changing supply chains, 
situations which require tight cooperation between stakeholders. Information sharing 
must go beyond dispatch notes and purchase orders. This information sharing must be 
enough to abstract knowledge to support present and future decision making activities 
without creating dependencies between stakeholders. As a result, the role of automation 
and specifically information technologies must increase to support both the internal and 
across enterprise activities. 
In dealing with across enterprise interaction several constraints must be taken into 
account: (i). information is held in proprietary systems and integration in such a 
heterogeneous environment is a difficult and slow task; (ii). each enterprise manages 
product information according to a proprietary format establishing a common one can 
limit its detail and potential use; (iii). information constitutes part of the enterprise’s 
intellectual property and many enterprises are reluctant to share any of it, so providing a 
secure access to it is important; (iv). information access should be available at all times, 
Introduction 
3 
including all stages of the product’s life; (v). automation and information technologies 
are designed to operate within an enterprise, thus they encapsulate specific business 
logic, hence expanding, reusing or modifying them is not an easy task and (vi). the 
involvement of more than one enterprise widens the separation between the product and 
its information. Although networked information systems do allow for information to be 
shared between enterprises, this information is usually limited in nature, demands close 
integration and is designed for particular applications. A manufacturing monitoring 
system where business logic, information and technology are kept in separate layers and 
where integration is provided through the product itself could address the constraints 
mentioned. 
1.2 Developments in technology exploited in this research 
There are three major developments in technology which are exploited for the 
development of this research: (i). intelligent products, (ii). Radio Frequency 
Identification (RFID) and (iii). Service Oriented Architectures (SOA).  
Intelligent products promote the capability of a product to participate in the decisions 
made upon itself by becoming a storage of its own information while having the 
capability to communicate with its environment and possessing a unique identification 
(Meyer, Främling et al. 2009a). This has the potential to allow information sharing both 
within and across enterprises, alleviating the integration issues that arise and 
guaranteeing that the right information is available at the right place, time and to the 
right people. This can be applied to dealing with problems such as inventory mismatch, 
asset management or manufacturing control. 
Radio frequency identification is one of the so-called Auto-Identification technologies 
(Dobkin 2008a) which allow automated retrieval of a product’s identity and information. 
In very simplistic terms RFID can be viewed as a rewritable barcode, which does not 
require line of sight, offers a larger memory space and item level traceability. This has 
the potential to bound product information uniquely to each product addressing the 
product-information co-location and information availability issues. Integration issues 
are also addressed as interaction can be achieved through retrieval of the information 
stored in the product. Furthermore, control over the contents and access of the memory 
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contents can be enforced. In terms of applications in manufacture RFID is the preferred 
implementation for intelligent products. 
Service Oriented Architectures (SOA) as a software application design paradigm 
promotes the development of applications where there is a clear division between the 
business specific logic and the automation logic that implements it (Erl 2005a), the 
logic being the sequence of steps that execute predefined sequences according to 
business rules and run time conditions. It differs from other design paradigms (e.g. 
Object Orientation, Component Based Development) in that the units of logic (i.e. 
service) enforce a business related context meaning (e.g. business task, business entity) 
and its focus on the development of business applications (Hurwitz, Bloor et al. 2007). 
The separation of application logic has the potential to allow the development of more 
reusable and agile software applications. 
1.3 Research aim 
This research has been initiated from a general observation that the acquisition, 
management, transfer and presentation of product information within and across 
enterprises is indispensable to minimise the risk and uncertainty surrounding 
manufacturing processes and allow enterprise agility in today’s competitive economic 
environment. The research aim of this thesis is: 
Develop a manufacturing monitoring system where the product itself serves as the 
information provider and sole means of integration for both within enterprises 
and across the supply chain, enabling seamless information transfer hence 
enhancing response to change. 
1.4 Specific research objectives 
The specific research objectives defined for the development of a manufacturing 
monitoring system are: 
1. To determine generic system requirements that the manufacturing monitoring 
systems must fulfil. 
2. To define an information structure capable of supporting with enterprises and 
across supply chain monitoring. 
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3. To characterize the behaviour of Radio Frequency Identification performance in 
harsh environments. 
4. To define a reusable agile software architecture capable of responding to 
technology, market, business processes and functionality changes. 
5. To implement the software architecture for monitoring applications in the 
automotive and electronics manufacturing domains. 
6. To optimize Radio Frequency Identification performance for each of the 
monitoring applications in the automotive and electronics manufacturing 
domains. 
7. To measure the benefits achieved from the use of the developed monitoring 
system in the automotive and electronics manufacturing domains. 
1.5 Research questions and thesis structure 
The aim of this research is the development of a manufacturing monitoring system that 
supports the acquisition, transfer, management and presentation of product related 
information both within and across enterprises using the product as the mean of 
integration. The system should be capable of being modified for use in different 
application domains and should operate reliably in the harsh environment conditions 
encountered in manufacturing. The software architecture developed to support the 
system should provide an expected response to changes in the business activities 
supported and the technology used for implementation. 
The research questions of this thesis that are expanded in following chapters can be 
stated as (see Table  1-1): 
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Research question Refer to 
How can a generic design approach for distributed monitoring 
systems meet specific changing user needs in an agile and 
efficient manner? 
Chapter 3 
How can the benefits of using such distributed monitoring 
system be identified and quantified? 
Chapter 3 
What are the specific demands on traceability and controllability 
requirements within the electronics manufacturing and 
automotive domains? 
Chapter 4 
What is the appropriate data structure that fulfils both the 
traceability and controllability requirements within the 
electronics manufacturing and automotive domains? 
Chapter 4 
What is the appropriate technology given the traceability and 
controllability requirements that guarantees reliable and robust 
operation in the application domains? 
Chapter 5 
How can the performance of the chosen solution be guaranteed 
under the environmental conditions found in the application 
domains? 
Chapter 5 
How do available conceptual guidelines (e.g. OO, CBD, SOA) 
promote reusability and agility? 
Chapter 6 
What is the most appropriate software architecture for 
distributed manufacturing control? 
Chapter 6 
How does the proposed software architecture respond to the 
changes observed in the application domains? 
Chapter 6 
Table  1-1. Research questions addressed. 
The structure of this thesis is shown in Figure  1-2. A revision of the current research is 
conducted in Chapter 2 resulting in the identification of current gaps in the fields of 
intelligent products, RFID, SOA and agile manufacturing to be addressed during the 
development of this thesis. 
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In Chapter 3 the methodology followed to abstract system requirements for each of the 
case studies addressed in this thesis is described. A set of generic requirements 
demanded by high cost and complexity manufacturing is proposed. 
The demands observed on automotive and electronic manufacturing domains regarding 
traceability and controllability are described in Chapter 4. An information structure 
capable of addressing them is proposed. 
An analysis of the environmental conditions encountered in electronics manufacturing 
and automotive domains that prevents reliable performance of a monitoring system are 
identified in Chapter 5. A comparative analysis of the available identification 
technologies to implement a monitoring system is performed resulting in the selection 
of Ultra High Frequency (UHF) RFID as the most suitable one, performance limitations 
and solutions for this technology are also presented. 
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Figure  1-2. Thesis structure. 
Taking into consideration the changes software architectures can be subject to, 
described in Chapter 6, the response of the different available software architectures 
(e.g. OO, SOA, CBD) to them is analysed. In Chapter 6 the structure of a SOA based 
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architecture for the manufacturing monitoring system is presented, its services, 
implementation and response to change described. 
Real case studies where the developed system is used are reviewed in Chapter 7, this 
includes: (i). a material handling application in the automotive domain, (ii). a secure 
document handling tool and (iii). a product monitoring system for electronics 
manufacturing which encompasses several stakeholders in the product’s lifecycle. 
A review of what is believed to be the contribution of this research in the domain of 
manufacturing monitoring is provided in Chapter 8. Aspects of the present research that 
need to be further investigated and developed are also highlighted. 
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2 Literature review 
Despite the growth of the service industry’s contribution to the economic welfare of a 
nation – in 2005 70% of Germany’s GPD came from service related income (Meier, 
Roy et al. 2010) – manufacture is still the economical backbone of a nation’s economy. 
Nevertheless according to Mont (Mont 2002) 65%-75% of the employees working in 
traditional manufacturing industries perform service tasks related to production 
activities (e.g. research, maintenance, design, accounting). Although ultimately the 
success or failure in manufacture is measured in terms of profit margins, the strategy to 
achieve them has been determined by the market conditions at the time. In the current 
environment where Information Technologies/ Information Services (IT/ IS) have 
shortened the separation of business partners, customers and society in general, success 
is measured by the capability to provide high quality/cost effective products that take 
into account the desires and expectations of all stakeholders requiring the strategy of 
choice to be agility and agile manufacture (Gunasekaran, Yusuf 2002a). 
After defining agility as the capability to respond to unexpected changes, the main 
frameworks supporting agile characteristics, concepts and implementation technologies 
are reviewed (i.e. Virtual Enterprises (VEs), manufacturing control) in Section 2.1. 
In Section 2.2 VEs are described as collaboration networks between independent 
enterprises whose purpose and existence is tied to the fulfilment of specific and 
generally short-lived needs. After presenting the product and information flows 
involved in a VE and IT/IS support as a key enabler of VE success, it is argued that 
despite there being numerous examples of IT/IS support being used for the creation and 
configuration phases, the operation phase receives little or no support at all. 
Manufacturing control and the architectures followed to achieve it are described in 
Section 2.3. The use of intelligent products to support the implementation of distributed 
intelligence systems (i.e. hierarchical, hierarchical modified, heterarchical) is 
highlighted. 
The concept of Intelligent products, as products capable of influencing decisions on 
themselves by collecting and providing relevant information, is presented in Section 2.4. 
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Different definitions are analysed and applications for intelligent products across the 
different stages of the product’s lifecycle are presented. The section concludes with a 
review of the information structures currently used to manage product information.  
During the review of Intelligent Product (IP) concepts, the use of Radio Frequency 
Identification (RFID) as the most common technology for implementation is 
highlighted. The basic concepts of RFID classification and research areas are presented 
in Section 2.5.1. The technical and performance challenges for RFID are presented in 
Section 2.5.2, the use of Radio Signal Strength Indicator (RSSI) for RFID system 
performance evaluation is discussed in Section 2.5.2.1. 
The concept of Service Oriented Architectures (SOA) as a design paradigm is presented 
in Section 2.6. After describing Web Services (WS) technologies it is argued that 
despite the common belief, WS implementations do not necessarily follow SOA 
principles. 
A brief description of the Printed Circuit Board (PCB) manufacturing processes is 
presented in Section 2.7. 
Finally, a chapter overview highlighting the research gaps is discussed in Section 2.8. 
2.1 Agility in manufacture 
Manufacturing paradigms arise as a response to the encountered market circumstances. 
While mass production was the response to increased relevance of volume over cost, 
focus on quality at competitive prices gave birth to techniques such as Quality 
Functional Deployment (QFD) and Statistical Process Control (SPC) (Yusuf, Sarhadi et 
al. 1999) Under the current conditions characterised by short product cycles, global 
competition and multiple sources of change (e.g. political, economic, sociological, 
technological) a novel manufacturing paradigm is needed. 
As a manufacturing paradigm, agility aims to be the strategy that allows enterprises to 
remain competitive in an environment of changing user requirements (Yusuf, Sarhadi et 
al. 1999). Although agility should be a unique and accepted concept, its definition 
varies depending on the context and domain where it is used (Sanchez, Nagi 2001). 
Definitions based on relevant characteristics, expected results or as a set of criteria to be 
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achieved can be found in the literature (Gunasekaran, Yusuf 2002b, Ramesh, 
Devadasan 2007). A table with a range of definitions for agility can be found in the 
work reported by Gunasekaran and Yusuf (Gunasekaran, Yusuf 2002b) (see Table  2-1). 
Author Definition 
DeVor and Mills (1995) Ability to thrive in a competitive environment 
of continuous and unanticipated change and to 
respond quickly to rapidly changing markets 
driven by customer-based valuing of products 
and services. 
Booth (1996) 
McGrath (1996) 
More flexible and responsive 
Gupta and Mittal (1996) Agile stresses the importance of being highly 
responsive to meet the ‘total needs’ of the 
customer, while simultaneously striving to be 
lean. 
Gunasekaran (1998) Capability to survive and prosper in a 
competitive environment of continuous and 
unpredictable change by reacting quickly and 
effectively to changing markets. 
Table  2-1. Agility definitions 
As reported by Sanchez and Nagi (Sanchez, Nagi 2001) irrespective of the definition, 
agility requires four characteristics to be supported: (i). cooperation and synergy, (ii). 
strategic vision to thrive under constant change, (iii). creation and delivery of customer-
valued products/services and (iv). knowledge rich environments with empowered 
workforces. In this research the definition adopted for agility is shown in Figure  2-1, it 
is based on the framework for agility proposed by Yusuf et al (Yusuf, Sarhadi et al. 
1999). 
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Figure  2-1. Agility definition. 
Agile manufacture can be seen from three different views: either as a group of 
characteristics that must be possessed, a set of concepts to be applied or a group of 
technologies to be implemented. An agile manufacturer must exhibit the capability to 
alter its organisation and operations to provide different products/services as these are 
needed given the market circumstances (i.e. flexibility) whilst maintaining a 
competitive cost and high quality standards. In order to be considered agile this 
enterprise must not only have the capability of altering its organisation but also of doing 
it quickly, even proactively, anticipating any future changes (i.e. responsiveness). 
As shown in Figure  2-1 achievement of agility is based on four concepts, the first being 
the specialisation of skills or core competence management. A second concept related to 
the capability for reconfiguration allows the achievement of the flexibility and 
responsiveness characteristics just described. Cooperation is one of the common 
characteristics of agile manufacture, integration with the user and other stakeholders 
along the supply chain forms the base for the virtual enterprise concept. The last 
concept supporting agility is the retrieval and use of sufficient information volume 
presented at the right time in order to support decision tasks (i.e. knowledge driven 
enterprise). As a manufacturing paradigm, agile manufacture demands the enforcement 
of all four concepts, due to the importance of the relationships existing between them 
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(see Figure  2-1). For example, participation in a virtual enterprise is dependent on an 
enterprise providing a product/service of value to other stakeholders at a competitive 
price and high quality level. The enterprise must then possess enough technical and 
technological capabilities required to achieve this objective, meaning it should focus on 
core competence management. Furthemore, as manufacturing activities are distributed 
among different stakeholders and the state of the activities of one has an effect on other 
member’s processes a rich knowledge environment must be enforced. 
The last view under which agility can be viewed relates to the technologies and 
strategies that can be used in order to implement the agility concepts. As reported by 
Sanchez et al (Sanchez, Nagi 2001) and Yusuf et al (Yusuf, Sarhadi et al. 1999) these 
include areas as diverse as process planning, information systems, material handling 
systems or business practices. These different technologies can be divided into four 
groups: (i). strategic planning in charge of investments in operational (e.g. Just In Time 
(JIT), lean manufacturing) and business (e.g. Product Service Systems (PSS), leasing) 
practices, (ii). product design where product development time reduction is the goal, 
(iii). virtual enterprises where integration between the complementary core 
competencies of enterprises for the development and manufacture of products/services 
is addressed and (iv). automation and IT systems which allow the knowledge to be 
applied to enhance current manufacturing conditions. Research in agile manufacture is 
centred on these technologies and their implementation. In particular, in this research, 
focus has been given on supporting agile automation and IT systems. 
2.2 Virtual enterprises 
Under the current market conditions the success of an enterprise lies on its capability to 
adopt state of the art manufacturing strategies and technologies. The idea of self-centred, 
closed enterprises responsible for every single activity required by products (i.e. design, 
manufacture, selling, servicing) is being replaced by a scenario of cooperative alliances 
between independent enterprises (Browne, Zhang 1999) capable of rapid response to 
specific customer requirements. The idea behind allowing enterprises to focus on core 
competences while cooperating with others to exploit its own and others’ core 
competences supports the following benefits (Camarinha-Matos, Afsarmanesh 2003): 
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• Agility: response capability to unexpected changes by forming a new or altering 
a Virtual Enterprise (VE). 
• Complementary roles: promote collaboration with enterprises whose skills open 
new business opportunities. 
• Dimension growth: by itself an enterprise might lack the capability/volume to 
support global markets. However, as a single large VE, large markets can be 
handled. 
• Competitiveness and resource optimisation: risk, investment and cost are 
distributed amongst collaborators. 
• Innovation: being part of a network facilitates the exchange of ideas. 
Depending on the expected duration of the interaction between enterprises and its 
business objectives, these collaborative networks can be classified as Virtual or 
Extended Enterprises (Browne, Zhang 1999). Virtual Enterprises are focused on the 
fulfilment of a specific product or service. The life of a VE extends until the product or 
service has been achieved. Due to this short term nature, system integration between 
members is usually not achieved before the VE dissolution. By contrast, Extended 
Enterprises (i.e. network of collaborative enterprises) are focused on strategic alliances 
which survive beyond a specific product or service. Integration in Extended Enterprises, 
although still complex and laborious, has the advantage of having a longer available 
timespan. 
There are many views on what VEs are and what they encompass (Browne, Zhang 1999, 
Camarinha-Matos, Afsarmanesh 2003, Goel, Schmidt et al. 2009). The generalised view 
is that VEs are temporary collaborative networks of independent enterprises which are 
formed to fulfil a specific customer need. They are dynamic in nature (i.e. enterprise 
members can join or leave any time) and work under a heterarchical nature (i.e. there is 
no dominant partner). Although they share risks, costs and investment they do not share 
resources and/or assets, unlike supply chains where communications among partners are 
designed to minimise inventory and lead times across the whole chain communication 
in VEs is limited to the transfer of contract terms and their results (Aerts, Szirbik et al. 
2002). 
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Figure  2-2. Virtual enterprises product and information flows. Adapted from Browne and Zhang (Browne, 
Zhang 1999). 
As shown in Figure  2-2 integration between VE members occurs by means of three 
flows: (i). Product, (ii) Business information and (iii). Technical information (Browne, 
Zhang 1999). The product flow encompasses the flow of the physical product from one 
member to the other. Each product is supported during its manufacture, design, 
servicing and disposal by information that determines the outcome and input parameters 
for its business processes (e.g. specifications, test results, use profiles). This information 
is referred to as technical information. Interactions between VE members are based on 
commercial agreements. The information used to establish them (e.g. purchase orders, 
product stock, cost) comprises the business information. Although VEs emerged as an 
evolution from supply chains they are now expanding to include not only the Birth of 
Life stage of the product’s life cycle but also the Middle and End of Life stages, as a 
consequence the information volume flowing backward and forwards is increasing 
(Browne, Zhang 1999). 
Most implementations classified as VEs are in reality extended enterprises between 
established partners which integrate their systems to facilitate on-going businesses 
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(Dowlatshahi, Cao 2006b). According to Dowlatshahi and Cao (Dowlatshahi, Cao 
2006b) the efficient operation of VEs is dependent on the product and information flows 
being smooth, efficient and reliable. Although individually, enterprises use IT/ IS to 
support their business processes, the heterogeneous tools, intellectual property and 
range of information available make integration between enterprises difficult. 
Furthermore, the current planning and control systems were not designed to work across 
the whole supply chain network (de Sousa 2000). 
Centralised, industry specific IT networks, such as Automotive Network eXchange 
(ANX) or the European Network eXchange (ENX) (Cassivi, Lefebvre et al. 2000), have 
been proposed as platforms that allow and guarantee information sharing between 
supply chain partners. Being private networks the information and applications are 
limited to what the owners provide. Furthermore being a commercial platform, 
members are expected to pay for its use. This is feasible for Birth Of Life participants 
but becomes less likely for participants at later stages of the product’s lifecycle. 
Besides allowing more efficient supply chains enabling reliable information sharing 
reduces the uncertainty in control and planning (Fiala 2005). For this reason efforts 
should be focused on the development of frameworks which not only allow information 
sharing but that also guarantee its correspondence with the product it refers to. 
Additionally this framework should be easy to maintain and extend to other domains. 
2.3 Manufacturing control 
Manufacturing systems must exhibit coordination and supervision in the form of a 
control system (Leitão 2009b). As shown in Figure  2-3, manufacturing control is 
defined as a feedback process, the purpose of which is to guarantee the fulfilment of a 
set of requirements defined for a set of operations. It is comprised of four stages: (i). 
decision, (ii). execution, (iii). operation and (iv). operation sensing (McFarlane, Sarma 
et al. 2003f). The current state for the activity being monitored is retrieved during the 
Operation sensing stage. During the Decision stage, the current and the expected state 
(as defined by the requirements) are compared and if in disagreement a solution is 
proposed and executed during the Execution stage. The required actions are performed 
on the Operation and the feedback cycle repeats. Although manufacturing control is 
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commonly associated with machine/device control as shown in Figure  2-3 it 
encompasses all enterprise levels. The requirements for a lower level are defined from a 
subset of the requirements for an upper level and decisions made on an upper level are 
dependent on the performance of lower levels. As a consequence, the most useful 
manufacturing control systems transfer information across business levels while 
providing it in an appropriate format for each level (Huang, Zhang et al. 2008). 
 
Figure  2-3. Manufacturing control definition and levels. 
According to Leitao (Leitão 2009b) depending on the distribution of its intelligence (i.e. 
reasoning responsible for the selection of the appropriate solution to guarantee 
accomplishment of set requirements) manufacturing control systems can be classified 
according to four architectures (see Figure  2-4): (i). centralised, (ii). hierarchical, (iii). 
hierarchical modified and (iv). heterarchical.  
In a centralised architecture, intelligence is contained in a single entity responsible for 
the global operation of the system. Operation information is retrieved by sensors and 
sent to the central controller for analysis and decisions are hence based on a broad view 
of the system state. Once the decisions are made the central controller issues tasks to all 
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other system components. The centralised approach provides a single source of 
information so that system analysis tasks are easier and optimisation of the system is 
relatively straightforward. However, due to the limitation of a single master controller, 
response times tend to be slow, especially as systems get larger and more complex. The 
existence of a single controller imposes restrictions on the reliability and extensibility of 
the system, as any change has a potential impact of the system as a whole. Although the 
use of centralised architectures is not that common anymore, this kind of architecture is 
suited to systems subject to constant conditions and known changes (Dilts, Boyd et al. 
1991). 
 
Figure  2-4. Manufacturing control architectures. 
In a hierarchical architecture the decision and coordination are distributed amongst 
different interconnected levels. As shown in Figure  2-4 interconnection between levels 
is based on a master-slave relationship. Activities performed by a slave are coordinated 
by its master. The specificity of the tasks performed, as well as the information 
used/generated at each level, increases the lower the located level. Coordination of 
global objectives is performed at the top level using the information provided by the 
lower levels. Distribution of decisions and tasks not only allows gradual and faster 
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implementation (as one can focus on one level at a time) but also allows better 
robustness, predictability and efficiency (Leitão 2009a). However, due to the master-
slave relationship a master effectively becomes a centralised master to its slaves which 
leads to the previously discussed disadvantages. Should the master fail, all its slaves 
would be paralysed. The higher the level where the failure occurs the bigger the impact 
on the system. According to Leitão (Leitão 2009a) hierarchical architectures also suffer 
from a slow response to disturbances at the very low levels since the first to detect a 
disturbance cannot act upon it until a higher level has directed them on  how to proceed. 
As shown in Figure  2-4 the modified hierarchical architecture allows communication 
and coordination between members of the same level. In this case the master acts as an 
initiator of the activities for a lower level and does not get involved until either the 
completion of the task or if there is a deviation from the expected behaviour (e.g. failure, 
error) (Leitão 2009c). On top of exhibiting the advantages of hierarchical architectures 
modified hierarchical architecture allow faster response times thanks to the 
decentralisation of decisions. However, still being a hierarchical architecture it suffers 
from its same limitations. 
In a heterarchical architecture the master/slave relationship and the concept of decision 
levels is abolished as all components are viewed as equals. In this type of architecture 
interaction is based on cooperation between fully autonomous components (Leitão 
2009c). Reliability, expansibility and response to change increase as changing 
conditions are managed locally. However, the response capability is achieved at the 
expense of more complex global optimisation as no single component has a global view 
of the system/systems. Furthermore, in order to allow component autonomy 
components with considerable computational power are required. 
Selection of the appropriate control architecture should be based on the expected 
manufacturing requirements, technology and environmental conditions (Dowlatshahi, 
Cao 2006a). Control system architectures should be capable of managing disturbance 
while maintaining a global view of the system. According to McFarlane et al 
(McFarlane, Sarma et al. 2003b) control architectures should also provide as much 
information as possible at the decision point in order to allow decision decentralisation, 
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in their work they achieve this with the use of intelligent products. Several other authors 
have developed the concept of intelligent products and distributed intelligence 
paradigms (e.g. software agents, holons (Pereira, Carro 2007b)) as the appropriate 
solution for agile control architectures, applications in the networked manufacturing 
automation and the real time embedded systems domains are reported in Pereira and 
Carro (Pereira, Carro 2007b) and Morel et al (Morel, Valckenaers et al. 2007e). 
2.4 Intelligent products 
The intelligent product model, as a product capable of monitoring and influencing its 
own destiny, was proposed 11 years ago to motivate supply chains which focus on the 
product and not the enterprises providing them. By doing so, it was suggested that 
greater flexibility, versatility, efficiency and profit could be achieved (McFarlane, 
Giannikas et al. 2013). The model is the convergence of two research activities: (i). 
focused on solving the mismatch between material and information flow in supply 
chains (Wong, McFarlane et al. 2002b) and (ii). focused on single-item level 
information management (Kärkkäinen, Ala-Risku et al. 2003). 
A number of definitions have been given to the term intelligent product. For example, 
Wong et al (Wong, McFarlane et al. 2002b) define an intelligent product as the physical 
and information representation of the product, the information held in a database, the 
intelligence the responsibility of a software agent and the link between a physical and 
information representation achieved by an auto identification technology. According to 
Wong et al (Wong, McFarlane et al. 2002b) an intelligent product has some or all of the 
following properties: 
1. Possesses a unique identification. 
2. Capable of communicating effectively with its environment. 
3. Can retain or store data about itself. 
4. Deploys a language to display e.g. its features, production requirements. 
5. Capable of participating in or making decisions to its own destiny. 
By allowing the possession of some of the properties to qualify a product as intelligent, 
Wong et al (Wong, McFarlane et al. 2002b) propose two levels of intelligence: 
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1. Level 1 (information oriented): to those products having properties 1 – 3. 
2. Level 2 (decision oriented): to those products having all properties. 
It is clear from the definition, which involves the physical separation of the product, its 
information representation and its intelligence, that Wong et al tie the concept to a 
specific implementation, involving RFID and software agents. 
Kärkkäinen et al (Kärkkäinen, Ala-Risku et al. 2003) propose a definition of intelligent 
products based on the idea of the product as the enforcer of inside-out control, i.e. each 
product is capable of controlling where it goes and how it should be handled. In order to 
have this inside-out control functionality the product must have the following properties: 
1. A globally unique identification code. 
2. Links to information sources about the product across organisational borders, 
either included in the identification code itself or accessible by some look-up 
mechanism. 
3. It can communicate what needs to be done to external information systems and 
users when needed (even pro-actively). 
Although this definition focuses on decision oriented products (as classified by Wong et 
al (Wong, McFarlane et al. 2002b)) it emphasises the separation between the physical 
product and its information and intelligence. Hence it too is focused on an auto 
identification technology based implementation. 
Ventä (Venta 2007) proposes an intelligent manufacturing definition for a product 
which possesses the following capabilities, it: 
1. Continuously monitors its status and environment. 
2. Reacts and adapts to environmental and operational conditions. 
3. Maintains optimal performance in variable circumstances, also in exceptional 
cases. 
4. Actively communicates with the user, environment or other products and 
systems. 
In his definition Ventä (Venta 2007) not only separates the definition from an 
implementation technology but also includes the operational stage information as part of 
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the product information as well as the capability of communication between products 
and systems. The author is clearly focused on products with high embedded computing 
power as examples of intelligent products. 
Kiritsis (Kiritsis 2011) proposes a set of four levels for the intelligence to accommodate 
the different capabilities that the product can exhibit (e.g. (i). sensing, (ii). memory, (iii). 
data processing, (iv). reasoning, and (v). communication). The more capabilities the 
product possesses the higher the level of intelligence it has. The levels are categorized 
as: 
1. Level 1: physical products with no embedded system (device or software), as a 
consequence they have no interaction with their environment. 
2. Level 2: physical products with embedded simple sensors which allow them to 
interact with their environment (e.g. thermostat control). 
3. Level 3: Physical products with embedded sensors, memory and data processing 
this allows them to adapt to changing environments. 
4. Level 4: It includes the elements of Level 3 intelligence and a Product 
Embedded Information Device (PEID) enabling identification and 
communication capabilities. 
The use of the term embedded in the levels proposed by Kiritsis (Kiritsis 2011) suggests 
that capabilities are contained in the product, meaning it is focused on high embedded 
computing power. To justify the use of embedded sensors Kiritsis (Kiritsis 2011) 
discusses the division of data between static and dynamic, static data being design and 
manufacture data (e.g. design parameters, Bill Of Materials (BOM)) and dynamic data 
being characteristics that change over time and through the lifecycle of the product (e.g. 
wear, replacement of components due to failure). It is the need to acquire and monitor 
data at product lifecycle stages other than Birth Of Life which justifies the use of 
embedded sensors. 
Despite the extension of the intelligent product concept to cover all stages of the 
product lifecycle there is an issue with the proposed classification, it can be ambiguous 
in certain cases. For example, if a product has only an RFID, this would mean that it can 
communicate and identify itself but by no means will it have the capability to sense and 
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process data from its environment. Under these circumstances the level to which it 
belongs is unclear. 
In order to separate the concept of intelligent product from any specific technology, 
hardware/software requirements and stage of the product lifecycle Meyer et al (Meyer, 
Främling et al. 2009c) propose a classification based on three orthogonal dimensions, as 
shown in Figure  2-5. The level of intelligence refers to the functionality offered by the 
product. At the information handling level the product is capable only of managing its 
information (i.e. gathering, storing, transferring). At the problem notification level the 
product is capable of analysing the information and informing of a problem without 
actually doing anything about it. Finally, at the decision making level the product 
decides independently how to deal with the problem. The location of intelligence refers 
to the physical location for the entity responsible for executing the intelligence. This 
location can either be at the object or through the network. The last dimension is the 
aggregation level of intelligence and refers to the level of awareness the product has of 
other intelligent products around it. When classified as an intelligent item the product is 
unaware of other products even if they are its subcomponents. However, when classed 
as an intelligent container the product is aware of its intelligent subcomponents and can 
potentially act as a proxy that manages the information. 
 
Figure  2-5. Intelligent product classification. Modified from Meyer et al (Meyer, Främling et al. 2009a). 
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Moving to higher levels of intelligence under this classification does not necessarily 
demand higher computing power. The requirement for increased processing power in 
order to increase the level of intelligence and aggregation level of intelligence is 
mitigated by the location of intelligence allowing a simple sensor (such as an auto 
identification technology) to support a decision making level of intelligence by locating 
the intelligence through the network. By comparing the location along each dimension 
of different applications, this classification allows the identification of the functional 
architecture most suited for each application comprising intelligent products (Meyer, 
Främling et al. 2009c). 
The definition of intelligent product adopted in this research is of a product which can 
influence the decisions made upon it by exhibiting different levels of intelligence, self-
awareness and integration with IT systems (Meyer, Främling et al. 2009c). As shown in 
Figure  2-5 this research is focused on products with characteristics of an intelligent item, 
intelligence through the network and information handling. 
While carrying out a literature review on intelligent products there are three aspects that 
stand out. Firstly, there is an overlap between the concepts of intelligent products and 
the Internet of Things (IoT). According to (Atzori, Iera et al. 2010) the IoT is a concept 
in which things or objects around us through unique addressing schemes interact with 
each other and cooperate with neighbours to reach a common goal. The lack of a clear 
definition of what an object or thing might be certainly contributes to the confusion. 
Meyer et al (Meyer, Främling et al. 2009c) present intelligent products as a means to 
realise the concept of the IoT which would suggest a kind of sub classification 
relationship. However, Fleisch (Fleisch 2010) presents the IoT as an extension of the 
Internet in which every physical thing can be connected to the Internet by featuring a 
small tiny low end computer. 
Secondly, although there is no set architecture on how to achieve intelligent products 
the use of Auto Identification technologies, particularly RFID, along with software 
agents, is emerging as the default architecture. The low cost, item level granularity, non-
line of sight and read/write characteristics contribute to RFID being a viable solution. 
However, despite RFID tags being capable of holding a certain amount of user 
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information beyond an identifier (e.g. commercial tags have a user memory size ranging 
from512 bits, with tags already offering 2, 4 or 8 Kbyte) user information is usually 
held in centralised/distributed databases with the identifier serving as a link to the 
remote storage. 
Thirdly, in terms of applications for intelligent products, the largest numbers are found 
in the Birth of Life stage of the product’s lifecycle, especially in the areas of logistics, 
tracking and manufacturing control. 
 Intelligent products goals across the product’s lifecycle stages 2.4.1
Any product is subject to a lifecycle composed of three stages: (i). Birth of Life (BOL) 
focused on design and manufacturing activities, (ii). Middle of Life (MOL) focused on 
use, service and maintenance activities and (iii). End of Life (EOL) focused on resource 
recovery activities. As suggested by Kiritsis (Kiritsis 2011), information which could be 
used to support product related services is created in each one these stages. However, 
either because of the physical separation between the product and its information or 
simply due the non-gathering of the information, such services rarely exist. Intelligent 
products with their capability to acquire and act upon context-specific information (e.g. 
location, temperature, time, product type) provide a tool that can be used to support 
information gathering through all of the lifecycle stages. 
2.4.1.1 Birth of Life applications 
Manufacturers face requirements of short product lifecycles, short time to market, 
increasing product variety while maintaining high quality and low cost (Meyer, 
Främling et al. 2009c). In order to comply with these requirements, manufacturing 
enterprises face the challenge of keeping a tight control on their production planning so 
that the time their resources are idle is minimised, their inventory levels are not under 
stock and the distribution of their product is as efficient as it can possibly be. 
Enterprises use Enterprise Resource Planning (ERP) systems to keep a centralised view 
for the enterprise’s state (i.e. progress of customer orders, resource utilisation and 
inventory levels). However, such state is usually based on information which is 
incomplete, inaccurate and untimely. Using an RFID based infrastructure for the 
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identification of employees and materials combined with RFID readers attached to 
machines and buffer zones Zhong et al (Zhong, Dai et al. 2013) show not only how real 
time information can be used to support a more flexible and traceable Manufacturing 
Execution System (MES) but also how this information can be used to respond to 
unexpected disturbances such as machine breakdowns. An example of the flexibility 
achieved by the use of real time information is reported in Huang et al (Huang, Zhang et 
al. 2007) for high component, tool and manpower flow cases like assembly islands. In 
an assembly islands shop floor configuration, the product is kept static in a working 
station and it is the worker who moves from one station to the next. As the worker 
moves the tools and components required for his job are supplied to his current 
workstation. Adapting to such a dynamic flow of resources is a difficult task. Using 
RFID tags to identify employees, components, tools and workstations Huang et al 
(Huang, Zhang et al. 2007) develop a system that allocates dynamically employees to 
free workstations and coordinates with logistic operators the delivery of the required 
resources 
The use of intelligent products in manufacturing goes beyond allowing up to date 
knowledge of the job order status and availability of resources, it also allows 
decentralisation of the decision making tasks. McFarlane et al (McFarlane, Sarma et al. 
2003h) show how the co-location between the physical product and its information 
representation, offered by RFID, combined with a software agent infrastructure for the 
product and the resources, can lead to the product being capable of scheduling the tasks 
leading to its completion without centralised supervision. Even if scheduling tasks are 
kept centralised, product identity knowledge can be used to guarantee that the right 
processes for a particular product are followed (Hodges, Thorne et al.). 
Inventory levels determine if the manufacturer possesses the capacity to fulfil a 
customer order or if he has to invest in resources and resource usage to fulfil it. Despite 
there being IT tools to keep track of stock levels, it is common for the amount of 
physical resources not to coincide with the stored records. According to Rekik in a 
study carried out in a leading retailer, 65% of the records were found to be in 
disagreement out of which 20% were off by 6 or more items (Rekik 2011). 
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Currently most systems rely on manual input by users and/or the use or line of sight 
identification auto identification technologies (e.g. barcodes). Manual input is slow and 
prone to errors and line of sight systems are susceptible to failure in harsh environments 
(Poon, Choy et al. 2009b). The consequence of mismatches between the reported and 
real inventory levels involves additional operations to search for missing products, 
additional costs to replace them, loss of finished products and inability to accomplish an 
order deadline. 
By providing information about their location and identification automatically, 
intelligent products give a view of manufacturing resources that is close to the real 
inventory levels. Given the benefit of non-line of sight and broad range of possible 
granularity (e.g. batch, lot, item), the use of RFID technologies in warehouse 
management (Rekik 2011) and automated inventory management applications (Condea, 
Thiesse et al. 2012) is becoming best practice. 
2.4.1.2 Middle of Life applications 
The Middle of Life stage comprises the activities of use, service and maintenance of a 
product. In this phase the use of intelligent products is usually characterised by the use 
of Level 4 products, such as domotics (Aiello, Dustdar 2008), ambient intelligence 
(Cook, Augusto et al. 2009) applications, and of Level 1 products, such as asset 
management applications (e.g. libraries (Bin Abdullah, Ismail et al. 2011)). 
As asset numbers increase keeping a detailed record of their whereabouts becomes a 
difficult task. When these assets have a high rotation among different people keeping 
track becomes almost impossible. As not knowing where an asset is and who is 
responsible for it increases the risk of theft/loss the economic consequences can be 
considerable. For example, an RFID based system implemented in a Las Vegas library 
allowed finding 500 lost items and resulted in a $40,000 saving (Roh, Kunnathur et al. 
2009). Another opportunity related to asset management is the repetitive tasks involved 
in their transactions, since having dedicated staff to monitor them becomes a non-viable 
solution as the number of both transactions and assets increase. 
Several examples of asset management applications supported by intelligent products 
can be found in literature, when combined with means to identify users these not only 
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are capable of recording transactions but also of enforcing real time business rules 
automatically (Bin Abdullah, Ismail et al. 2011, Muhonen, Saarti et al. 2010, Selamat, 
Majlis 2006). By placing antennas at the exits and entrances these solutions can even 
address theft problems (Yu 2008). In some cases with the increase of fixed and mobile 
antennas these systems can be used to estimate roughly item locations (Buzzi, Conti et 
al. 2011). 
2.4.1.3 End of Life applications 
The End of Life stage is composed of product disposal activities, which in the past 
focused on simply managing waste. However, currently with an increasing concern on 
the limited nature of resources, efforts are focused on allowing more sustainable 
solutions such as reuse or remanufacturing (Jun, Shin et al. 2009). 
Manufacturers in the automotive and electronics manufacturing domain are now facing 
government directives to take responsibility for the environmental sustainability of their 
products. According to the End of Life Vehicle directive, by 2015 car manufacturers 
must be able to meet reuse and recover objectives of 95% in mass and an 85% recycling 
(Millet, Yvars et al. 2012). The Waste Electrical and Electronic Equipment (WEEE) 
directive encourages manufacturers to promote solutions other than disposal for their 
products (Hischier, Wäger et al. 2005). Furthermore, in an economic environment 
where profit margins are small, manufacturers are always looking for alternative ways 
to cut investment costs and reuse/ remanufacture are attractive options. 
As reported by Kumar and MacFarlane the loss of information associated with the 
product past the point of sale has a direct consequence on the ability to support efficient 
and appropriate product recovery decisions (Parlikad, McFarlane 2007b). A number of 
initiatives, which use the capability of RFID to provide an internet addressable identifier 
can be found in literature (Parlikad, McFarlane 2007b, Harrison, McFarlane et al. 2004, 
Rudiger, Hohaus et al. 2012). In these, information from the BOL and MOL stages is 
stored in a centralised database to support product recovery decisions and dismantling 
operations. 
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 Information structures for intelligent products 2.4.2
The power of intelligent products does not rely on allowing an automated retrieval of 
information but on presenting it in a coherent and useful way for different situations and 
users. 
In the same manner that an assembly line operator has different responsibilities to a 
supply chain manager or a warehouse manager the information they require to carry out 
their respective tasks is different even if it refers to the same product. For the operator 
this information relates to assembly operations, while for the supply chain manager and 
warehouse manager it relates Work In Progress performance and inventory levels of 
finished products and supplies respectively. 
Currently the link between the product and the information held about it is managed 
with the use of globally unique identifiers that encode a direct link to information 
sources or that are used as look-up keys in a network infrastructure (Meyer, Främling et 
al. 2009c). 
A tracking and traceability focused framework developed by the Auto-ID centre has 
given rise to the EPCGlobal set of standards for RFID applications (Meyer, Främling et 
al. 2009c). From an implementation point of view, as shown in Figure  2-6, the 
EPCGlobal standard relies on a unique identifier being stored in an auto identification 
technology attached to the product. In principle any other technology can be used as 
long as it complies with the item level granularity level required. After retrieving the 
unique identifier from the product, an information system accesses product information 
stored in distributed databases. The network addresses of the databases are retrieved 
from a centralised location using the unique identifier as the query field. In order to 
guarantee that any supplier/customer compliant to EPCGlobal standards can access and 
report data, a set of four product associable events have been defined, these are (i). 
ObjectEvent when a product is seen by a reader, (ii). AggregationEvent, when a group 
of products is aggregated in a single unit, (iii). QuantityEvent, when an inventory level 
for a product is reported and (iv). TransactionEvent, where a product is associated with 
a specific business transaction (EPCglobal Inc. 2007). In order to promote ease of 
integration, the EPCGlobal standard promotes a service oriented philosophy in which 
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user can subscribe to information services, EPCIS (EPC Information Services) 
framework, to support their own business application. These services retrieve 
information about the product and present it according to the four defined events 
discussed above so that the user abstracts the information required (Kang, Lee 2013, 
Thakur, Sørensen et al. 2011). 
A second approach to information structures was proposed by the DIALOG research 
team from the Helsinki University of Technology (Framling, Nyman 2009). In this 
approach the identifier stored in the product contains not only the product’s ID but also 
the network address for the software agent that represents it. Information about the 
product is held in databases (see Figure  2-6). According to Framling and Nyman 
(Framling, Nyman 2009) this approach uses the current network infrastructure without 
having to maintain look up tables for the location of the product agents. In order to 
allow communication between different partners, the agent uses XML (Extensible 
Markup Language) agreed data structures, the PROMISE (PROduct lifecycle 
Management and Information tracking using Smart Embedded systems) project showed 
how this approach could be used to support Product Lifecycle Management (PLM) 
activities (Kiritsis 2011). 
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Figure  2-6. Current information structures for intelligent products. 
A third approach has been proposed by the World Wide Article Information (WWAI) 
consortium. In this the identifier assigned to the product is used as a query field for a 
database containing the network location of information sources provided by the 
stakeholder’s involved in the product’s manufacture (Kiritsis 2011). Each manufacturer 
controls the volume of information shared. 
Out of the three approaches described above, EPCGlobal is the one with greater 
adoption thanks to the industrial support it receives and the progress made on its 
standardisation. The FossTrack (, Fosstrak2012) open software platform which 
implements the EPCGlobal standards is a direct result of it. By promoting a service 
oriented approach, the EPCGlobal standard aims to provide a scalable and open solution. 
Furthermore, by centralising information sources, location changes are easier to handle. 
However the EPCGlobal approach does suffer from a drawback, it is based on only four 
events, focused on traceability, with specific data entries limiting the information that 
can be shared. Furthermore, by limiting the use of RFID to just an identifier, not only is 
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the available user memory wasted but also the task of integration of the manufacturer’s 
databases is required and has to be maintained, which is expensive in terms of time and 
resources. One aspect that stands out for all three information structures is their focus on 
supporting managerial applications with little or no support for shop floor applications. 
While internet access does occur on the shop floor the time involved in querying 
databases might be too long in high volume applications. In addition the information 
structures seem to focus on time stamps and events such as aggregation or inventory, 
none of which would support a control decision in the shop floor. 
2.5 RFID 
Although RFID is not the only existing auto identification technology – the barcode is 
the most widely used – the unique capabilities it provides (e.g. non line of sight, item 
level granularity, read/write capabilities, user memory) and its use by mayor retail 
manufacturers, such as Wal-Mart, Tesco and the Department of Defence, make it the 
auto identification technology with the greatest potential to realise the intelligent 
product concept. Furthermore, its price, one of its biggest limitations for mass use, is 
continuously decreasing. In a 10-year span (2002-2012) the price per tag has gone from 
$1 to $0.10 (Zhu, Mukhopadhyay et al. 2012). 
 
Figure  2-7. Barcode, 2D matrix and RFID examples. 
The spectrum of auto identification technologies includes barcodes, 2D matrixes and 
RFID (see Figure  2-7). 
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Barcodes are a linear binary code comprised of bars and gaps arranged in a parallel 
configuration. An optical scanner interprets the reflection of a laser beam from the bars 
and gaps, configuration as numerical and alphanumerical symbols which serve as the 
identifier (Finkenzeller 2003). Different code configurations or symbols, depending on 
the domain, have been standardised. Examples are the Universal Product Code (UPC) 
used in the retail sector, the European Article Number (EAN) which is the European 
equivalent of the UPC or the International Standard Serial Number (ISSN) for printed or 
electronics periodical publications (Dobkin 2008a). The amount of information stored in 
the barcode is limited by the print/read resolution and length (e.g. 12 digits is a common 
barcode length). A major drawback of barcode technology is its inability of being 
modified without requiring a new barcode label to be printed. 
A similar approach to barcodes but which offers a larger amount of information to be 
stored is the 2D matrix. The operating principles are similar but instead of using only a 
horizontal pattern it also uses a vertical pattern which allows the storage of a larger 
amount of information (Finkenzeller 2003). As for barcodes, there are different 
standards for the interpretation of 2D matrix symbols some of which allow storage of up 
to hundreds of characters (e.g. ECC200 format 15 can store up to 418 alphanumeric 
characters). Because it is based on the same principles as barcodes it suffers from the 
same drawbacks of limitations due to print/read resolution and length and static nature 
for the information. 
 RFID basics 2.5.1
The origins of Radio Frequency Identification (RFID) can be traced back to World War 
II in which identification of the plane as a friend or foe was determined by a 
broadcasted signal by the plane in response to the incident radar signal (Dobkin 2008a). 
Due to the inability to provide a remote power supply, this identification method had 
limited use after the war. However, with the advance in electronic components 
consumption, size and the improvements in radio transmission links, contactless 
systems are emerging in high volume domains (Paret 2009a). 
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Figure  2-8. General RFID system architecture. 
In general the physical architectures of any RFID based system are similar (see 
Figure  2-8). It is composed of a base station or reader which transmits and receives 
Radio Frequency (RF) signals, manages communication protocols and interfaces with 
the host system and back end applications. A remote element or tag has an Integrated 
Circuit (IC) with enough memory to store a product identifier and some other product 
information. Commonly, this IC is placed in a paper label and connected to an antenna 
structure printed on the label. RFID systems can be classified depending on the power 
source for the tag and the radio frequency used for data transmission. 
2.5.1.1 Classification by power source 
As described by Paret (Paret 2009a) there is a conceptual debate on the classification 
that tags should have according to the power source they use. The terms battery assisted 
and remotely powered should be used over the more common terms of active, passive 
and battery assisted tags as active and passive refer to the radio transmission behaviour. 
The term battery assisted refers to those tags which have an independent energy source 
in the form of a battery or accumulator which provides the circuitry with the energy 
required for operation. Remotely powered tags have no specific power sources and rely 
on the use of the energy contained and transported by the radiated electromagnetic field 
and transmitted by the RF waves from the base station (Paret 2009a). The terms active 
and passive refer to the presence or not of a transmitter at the tag respectively. The 
presence of a transmitter has an influence on how the response signal (i.e. from the tag 
to the reader) occurs. Passive tags modulate the electrical characteristics of the carrier 
signal provided by the reader by altering their antenna impedance. This has a physical 
effect on the response signal which can be detected by the reader which is dependent on 
Literature review 
36 
the operating frequency used (see Section  2.5.1.2). For low RFID frequencies (i.e. 
below 135 KHz and 13.56 MHz) the modulation of the tag antenna load alters its power 
consumption which due to the magnetic coupling with the reader changes the current 
flowing in the reader antenna. At ultra-high frequencies (i.e. 433 MHz, 860-960 MHz, 
2.45 GHz) the modulation of the antenna impedance has an effect on the proportion of 
radiation reflected towards the reader. Active tags have their own transmitter either to 
boost the signal returned to the reader when using the carrier signal provided by the 
reader or to generate their own response carrier signal. The combinations for power 
assisted, remotely powered, active and passive tags are shown in Figure  2-9. 
 
Figure  2-9. Active, passive, battery assisted and remotely powered tag combinations. 
The more common classification for RFID tags is in terms of passive, active and battery 
assisted tags is based on the following combinations of properties: (i). passive 
comprises remotely powered and no radio transmitter, (ii). active comprises on board 
powered and a radio transmitter and (iii). battery assisted comprises on board powered 
and no radio transmitter. 
2.5.1.2 Classification by used RF frequency 
The RF frequency can also be used to classify RFID system. Not only does the 
frequency determine the type of modulation used for data transmission it also has direct 
influence on the antenna size, data transmission rates and maximum reading distance. 
Table  2-1 shows the frequency bands used for RFID applications. 
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Band Frequency Standard Modulation type Reading 
distance 
Low Frequency 
(LF) 
125 – 134.3 KHz ISO 18600-2 Inductive Up to tens 
of mm 
High Frequency 
(HF) 
13.56 MHz/433 MHz ISO 18600-3/ 
ISO 18600-4 
Inductive/Electromagnetic Up to 1 m 
Ultra High 
Frequency 
(UHF) 
865.5-867.6 MHz 
(Europe) 
915 MHz (USA) 
950-956 MHz (Japan) 
ISO 18600-6 
A/B 
Electromagnetic 1 to 10 m 
Table  2-2. Radio frequency bands for RFID applications. 
2.5.1.3 Research areas for RFID 
Radio frequency identification related research has seen an exponential increase since 
the beginning of 2000 (Ngai, Moon et al. 2008b), promoted by its adoption by major 
retailers (e.g. WalMart, Tesco, Department of Defence), lower cost of the involved 
technology and the emergence of standards.  
Although most of the research effort is focused on implementations in different 
applications via the intelligent product concept (see Section  2.4.1), other research areas 
for RFID exist. 
After conducting an assessment of indexed paper from the 2004-2008 period Liao et al 
(Liao, Lin et al. 2011) proposed a classification for the research areas based on 4 groups: 
(i). RFID technology, (ii). RFID applications, (iii). policy and security issues and (iv). 
other issues (see Figure  2-10). 
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Figure  2-10. RFID research areas and research volume percentages per area (adapted from Liao, Lin et al. 
2011). 
Radio frequency identification technology is focused on the design, performance and 
limitations of RFID hardware (i.e. reader, tags, antennas) and the communication 
protocols and infrastructure used between the reader and the tags. Performance and 
technical challenges of RFID are described in Section 2.5.2.  
RFID applications refer to the different use case scenarios where RFID has proven to be 
useful either because it allows information sharing between partners, co-location 
between the product and its information representation, traceability and controllability 
enhancements or location knowledge. As shown in Figure  2-10 by far the most 
researched application area is logistics and supply chain management with a >21% 
contribution. It is interesting to note that customer (i.e. customer input on RFID system 
design, functionality and operation) (5.32%) and privacy (i.e. data protection and human 
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rights policies related to tracking individuals) (7.45%) research areas are gaining 
importance showing that RFID use is expected to grow not only within manufacture but 
also for applications closer to the general public. 
The policy and security issues research centre around the development of RFID related 
standards (e.g. ISO 18600, EPCGlobal) and data protection. A topic which has begun to 
have a greater relevance, now that RFID is getting closer to the general public, is the 
privacy of individuals in terms of tracking of their whereabouts and behaviour (e.g. 
products purchased, time spent realising activities). 
The other issues research classification groups the analysis of how RFID can be used to 
improve management tasks, how the customer can be integrated in the design and 
development of RFID systems and the reviews of RFID basics. 
 RFID performance and technical challenges 2.5.2
Despite offering advantages over barcodes and support from major retailers RFID 
implementation is still not widely accepted across industry. Although aspects such as 
the cost of tags relative to barcodes, which can be in the order of 40 times more costly 
(Bose, Pal 2005), the successful industrial implementations of barcode systems and the 
view of RFID as just another type of barcode, for which system developers can be held 
accountable for, have an influence on the slow adoption of RFID. The performance and 
technical challenges of the technology are holding back its widespread adoption. 
Remotely powered or passive RFID tags rely on the voltage induced by the reader 
signal for their operation. Whenever the magnitude of this voltage falls below the 
minimum value required to power the RFID IC – this value depends on the IC used and 
ranges from -10 to -15 dBm – the tag is incapable of replying to the reader commands. 
To the reader this is seen as a negative read. 
In order to maximise the power available for the tag’s IC, its antenna is designed to 
have an impedance which is the complex conjugate of the IC’s impedance. When the 
tag is placed on a substrate, the effect is to alter the antenna’s impedance which can 
alter the operation of the tag (Dobkin, Weigand 2005, Mo, Zhang 2007). The worst case 
scenario occurs when the tag is placed either on a metallic surface or in proximity to 
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liquids which lead to a decrease in the electric field near an object’s surface where 
boundary conditions must be met (Dobkin, Weigand 2005, Dobkin 2008b). Research 
efforts into how to overcome these issues centre on the design of antenna structures 
where impedance matching either encompasses the properties of the metallic surface or 
uses insulating layers between the surface and the tag (Bernhard, Leipold et al. 2007, 
Kim, Song et al. 2007, Sung-Lin Chen, Ken-Huang Lin 2008). 
Unfortunately the electromagnetic field emitted by the reader is not only reflected by a 
tag but also by objects in the vicinity of the reader (Finkenzeller 2003). The reflected 
fields can have either a constructive or destructive effect on both the tag’s reflection up 
to the point where even within the reader’s detection range the tag remains undetected. 
The zones where this phenomenon occurs are referred to as “blind spots” and their 
occurrence is more likely in environments containing large metal objects (Loo, 
Elsherbeni et al. 2009). Because a large number of factors (e.g. object size, 
neighbouring objects, neighbouring tags, neighbouring readers) have influence on the 
reflections, establishing the expected behaviour in dynamic applications is close to an 
impossible task. Due to the influence of the environment even if the behaviour could be 
determined for a particular location it would be different for another. For this reason 
dealing with performance loss and blind spots in RFID applications reduces to 
environment characterisation and strategic placement of the equipment on a case by 
case basis (Mercer, James et al. 2011). 
Interference in RFID systems is not limited to the one caused by surrounding objects. 
When there is more than one tag in the vicinity of a reader each one reflects a 
backscattered signal whose interactions can lead to the non-detection of one or more 
tags, this phenomenon is referred to as tag-to-tag interference (Tsan-Pin Wang 2006). 
Research in addressing this problem is focused on the implementation of anti-collision 
protocols that allocate different response times or channels to prevent tag-to-tag 
interference. A survey of the different protocols implemented can be found in Shih et al 
(Shih, Sun et al. 2006).  
Performance of RFID systems is also affected by the interference that a reader can have 
on neighbouring readers. If the signal transmitted by a reader is of sufficient strength it 
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can mask the communication between the tag and the second reader (Shih, Sun et al. 
2006). The use of protocols focused on minimising the number of frequencies used by 
the reader and the time required for the communication address this issue. Different 
protocols for reader-to-reader interference can also be found in Shih et al (Shih, Sun et 
al. 2006). 
One of the main technical challenges for RFID is the lack of systematic approaches for 
their development (Wu, Nystrom et al. 2006). Despite the numerous applications found 
in literature, each system is built from the ground up in terms of the information and 
services required which leads to an in increase in the time and effort required. Although 
frameworks for the development of RFID systems have emerged, for example DIALOG 
and EPCGlobal (Meyer, Främling et al. 2009c), they tend to be focused on traceability 
aspects only. Furthermore these frameworks propose rigid data structures which limit 
the variety of information that can be shared. 
2.5.2.1 Evaluating the performance of RFID systems 
The presence of surrounding objects, tags and readers result in a reduction in the 
magnitude of the power of the backscattered signal. The Received Signal Strength 
Indicator (RSSI) measures the backscattered power for the reflected signal. In an ideal 
situation with no reflections or influence from other readers or tags, the RSSI magnitude 
should have a decrease proportional to 1/𝑑4, where d is the distance between the reader 
and the tag (Jae Sung Choi, Hyun Lee et al. 2009). The RSSI magnitude is a parameter 
that is usually reported by the reader for every tag detected. The behaviour of this value 
can be used to monitor the influence of different parameters in a controlled environment 
(i.e. ideally an anechoic chamber but in the worst case an environment where the testing 
set up is kept constant) (Nikitin, Rao 2006, Choi, Lee et al. 2011). In general, as a 
measurement of received power RSSI magnitude is reported in dBm. However, because 
it is a parameter calculated by the reader hardware, in some instances manufacturers 
choose to report it in different scales (e.g. 0-5000, 0-30000). In either case the 
magnitude is a valid measurement of the system’s performance (Catarinucci, Colella et 
al. 2010). 
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2.6 Service oriented architectures 
In general enterprise business processes involve repetitive tasks and demand access and 
management of large volumes of data and information. In the past (and present in low 
volume, high complexity industries) these tasks were performed manually which made 
them inefficient and error prone. The emergence of IT tools allowed many of such tasks 
to be completely automated or at least supported by them. Focus centred on the 
development of IT applications capable of addressing user requirements. As the number 
of requirements grew and the time available to respond to them reduced, the ease of 
development and ease of integration became part of the focus. This led to the emergence 
of application design paradigms such as Object Orientation (OO) (Stroustrup 1988) or 
Component Based Development (CBD) (Crnkovic 2002) each promising to be support 
reusable, agile or easier to develop system. 
Despite the progress achieved by the adoption of OO or CBD during application 
development, some issues remain: (i). changes in business processes generally involve 
the development of new applications, (ii). reuse is limited due to the business process 
logic being tightly coupled with the automation logic that implements it and (iii). 
different views for the same data exist, leading to inconsistencies, inefficiency and 
integration issues. Service Oriented Architectures (SOA) have emerged as the design 
paradigm that addresses these issues. 
According to Wang et al (Xiaofeng Wang, Hu et al. 2007) a SOA provides a design 
framework in which business logic and information is held within services. These 
services interact via standard communication mechanisms, most commonly Web 
Service Description Language (WSDL), Extensible Markup Language (XML), Schema 
Definition (XSD) and Simple Object Access Protocol (SOAP). 
Although Wang et al (Xiaofeng Wang, Hu et al. 2007) do not limit service 
implementation to a specific set of standards it is clear that the preferred method is 
through the use of WSDL, XSD and SOAP. However, their definition does not detail 
what a service is or what it encompasses. 
Services have been defined as business process abstractions, aggregations of 
functionality or intangible equivalents of economic goods. However, irrespective of the 
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definition, the following features are common: (i). services are actions performed by an 
entity on behalf of another, (ii). services are assets which inherent value is transferred 
from the provider to the recipient and (iii). services are the result or can participate in 
other service compositions. According to Sullivan (O'Sullivan, Edmond et al. 2002) 
services provide the recipient with an agreed result and demand only adherence to some 
agreed requirements. At any point the recipient is free to search and interact with 
another provider. 
In the context of information systems, a service can be defined as a programme unit 
capable of executing an assigned function, which size spans from a single task to a 
collection of several. Services can be combined to construct information systems 
following the SOA design framework Komoda (Komoda 2006). 
Although Komoda (Komoda 2006) does describe the existence of different types of 
services there is no mention on what each one of them encompasses. Furthermore, the 
implementation of SOA is tied to the set of WSDL and SOAP standards. 
Services can be seen as reusable and self-governed units of automated logic, where the 
logic is the sequence of steps that execute in predefined sequences according to business 
rules and run time conditions (Erl 2008). SOA is then a design and development 
framework for applications in which the automation logic is composed of services. The 
idea of decomposing automation logic is the basis of any of the architectural paradigms 
(e.g. OO, CDB). The difference lies in that services enforce a business related context 
meaning that the service should refer to a business task, business entity or some other 
business logical grouping. SOA differs from other architectural paradigms in that it is 
primarily focused in the development of business applications (Hurwitz, Bloor et al. 
2007). 
The definition of SOA followed in this thesis is the one proposed by Erl (Erl 2005a) and 
shown in Figure  2-11. Business domains (e.g. design, manufacture, sales) achieve their 
respective responsibilities by following business processes comprised of discrete 
activities. In SOA architectures the enterprise specific business processes and 
knowledge are grouped in a specific layer known as the business layer while activities 
in charge of managing the computational resources that support business layer services 
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are gathered in the application layer. Applications based on SOA are compositions of 
business layer and application layer services. 
 
Figure  2-11. Service oriented architecture definition and web services. 
Service Oriented Architectures propose guidelines to three aspects during service design: 
(i). what is the purpose the service encapsulates, (ii). how services relate and (iii). how 
services communicate (Erl 2005a). These guidelines are known as the Service 
Orientation (SO) principles (Cândido, Barata et al. 2009a): 
• Loose coupling: Relationships between services only requires that they retain 
awareness of each other. 
• Service contract: A communications and quality agreement for the service is 
defined by service descriptions and related documents. 
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• Autonomy: Services have control over the logic they encapsulate. 
• Abstraction: Only the purpose of the service not how it is achieved is exposed 
by the service contract. 
• Reusability: Logic is divided into services with the intention of promoting reuse, 
this is enforced by the existence of a business and application layer. 
• Composability: Services must be capable of being composed into more complex 
services. 
• Statelessness: Retaining information specific to an activity should be 
discouraged. 
• Discoverability: Services are designed to be outwardly descriptive so that they 
can be found and assessed via discovery mechanisms. 
The most common implementation of SOA is done through the use of Web Services 
(WS) up to the point where there is a widespread belief that by enabling applications 
WS capabilities an SOA is achieved (Erl 2005a). Applications for WS span sensor 
integration (Savio, Karnouskos 2008), control applications (Phaithoonbuathong 2009), 
vertical and horizontal product integration (Cannata, Gerosa et al. 2008) and in general 
any industrial application where there is an heterogeneous environment for the tools and 
devices involved. 
Web services emerged as a manifestation of the eBusiness movement of the late 90s as 
a web based distributed technology in which software applications communicate by 
means of a Web Interface (Erl 2005a, Hurwitz, Bloor et al. 2007). To overcome the 
diversity of platforms used for application development (e.g. .Net framework, Java, 
Unix) and the proprietary protocols used (e.g. COM/DCOM, CORBA/IIOP) a 
standardised communications framework was proposed. This framework is comprised 
of: (i). SOAP, (ii). WSDL, (iii). XML and (iv). Universal Description Discovery and 
Integration (UDDI) standards and provide a standardised messaging framework, 
documented interface and description for services. The reason why this framework is 
closely associated to SOA is its correlation with some of the SO principles as shown in 
Figure  2-11. However, when it comes to the separation of the logic each service 
represents the WS framework standards have no influence or input. The separation of 
logic can only be achieved after a design process in which business processes are 
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analysed to abstract business rules, business knowledge, execution steps and activities 
which are then grouped in within business relevant contexts. If this separation of logic is 
not carried out the result is the existence of distributed applications which although can 
communicate using internet protocols and bridge the disparity of development 
environments allow limited or no reuse (Erl 2008). 
Unfortunately there are few examples of SOA applications where the WS approach has 
not been used. However it is estimated that due to the mistaken belief of WS being the 
same as SOA, only one out of five SOA implementations achieves the expected benefits 
(Joachim, Beimborn et al. 2013). Amongst the examples of SOA implementations not 
achieved by WS one can find the ones reported in Chu (Chu 2005), Duan et al (Duan, 
Bose et al. 2005) and Resende and Feng (Resende 2007). 
2.7 Printed circuit board manufacturing process 
Printed Circuit Boards (PCB) provide a mechanical support and electrical connection 
for circuit components (e.g. resistors, capacitor, ICs), most commonly a rigid structure 
is used but flexible structures are used for some applications (Robertson 2004). The 
structure can be composed of a single layer, double or multiple layers. Multiple layers 
allow complex circuits with numerous connections to be manufactured on smaller real 
states. As shown in Figure  2-12 layers are composed of an insulating base material, 
usually phenolic or fibre glass material (Goldberg 1980), covered with copper foil on 
both sides. For the case of single layered PCBs only one side is covered with copper foil. 
For the case of multiple layered PCBs internal layers (i.e. core layers) are stacked 
together and using pre-cured sheets of fibre glass between them are subject to a high 
temperature/high pressure bonding process (i.e. 300 psi for 90 minutes at 190ºC). The 
result is a single multi layered structure (see Figure  2-12). The outside layers shown as 
Layer 1 and Layer 6 in Figure  2-12 are obtained once both outsides of the structure are 
covered with a copper foil. 
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Figure  2-12. Multi layered PCB construction. 
The result of PCB manufacture is an electronic circuit mounted in a base material 
(Goldberg 1980), this is achieved following the processes shown in Figure  2-13, 
illustrated using the CIMOSA reference architecture model constructs (Kosanke, 
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Vernadat et al. 1999). Before starting manufacturing some setup processes must be 
carried out (DP2. Product Preparation). These include verification of the circuit 
designs against manufacturing design rules (e.g. minimum track width, minimum 
drilling diameter) and selecting of (i). drill kits (i.e. Computer Aided Manufacturing 
(CAM) programs containing the location of the holes used to provide electrical 
connection between layers), (ii). artwork (i.e. circuit pattern including the connection 
tracks and connection pads for components), (iii). solder mask kits (i.e. pattern exposing 
the areas where soldering finish is required) and (iv). photo mask kits (i.e. pattern 
exposing copper tracks on the different layers). In order to maximise efficiency, large 
panels (e.g. 12”X18”, 18”X24”) containing several PCBs are manufactured. The 
distribution and arrangement of the PCBs in the panel is determined during the BP22 
Panelisation process. The final setup processes contained in DP2. Product Preparation 
are the generation of a route card for the customer order containing the manufacturing 
processes to be followed and the documentation expected by the customer and the 
scheduling of the order for production. 
 
Figure  2-13. PCB manufacturing processes. 
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Inner layers for multi layered PCBs are manufactured following the processes contained 
in the DP3 Inner Layer Production domain process (see Figure  2-14).  
 
Figure  2-14. PCB inner layer production processes. 
1. BP31. Layer Preparation: In order to guarantee good adhesion between the 
copper and the photo resist the copper surface is cleaned to remove all traces of 
grease, oil or copper oxide. Cleaning is achieved via immersion in a cleaning 
bath followed by multiple rinse stages, micro etching and a final rinse process. 
Finally, the photo resist is deposited on the board by either adding a dry film 
laminate or applying a liquid laminate. 
2. BP32. Internal Photomechanical Process: The board is cleaned using an 
adhesive dust roller to guarantee that no particles contaminate the photo resist. 
Negative artwork (i.e. the image is the opposite of the desired design, the circuit 
track and pads are kept clear and everything else is kept black) for the desired 
circuit is placed over the photo resist covered copper layer and exposed to UV 
light. The hardened photo resist (i.e. the exposed areas to UV light) does not 
dissolve during developing, which is done via spray of a sodium carbonate 
solution inside a chamber. The board is rinsed in water and dried (e.g. 70ºC) 
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before the etching process is carried out. During etching a ferric chloride 
solution is sprayed on the board dissolving the unprotected copper. Finally, the 
hardened photo resist is stripped via immersion a sodium hydroxide solution 
leaving the copper tracks on the core.  
3. BP33. Testing: An Automatic Optical Inspection (AOI) is done on the finished 
inner layer. The resulting copper tracks are compared with the Computer Aided 
Design (CAD) designs. Any small reworks (e.g. removal of copper residuals) 
are carried out and the results are documented on the route card. If no rework 
can be performed the image (i.e. board on the panel) is marked as scrap. 
After all inner layers are manufactured they are stacked for the DP4. Multi-Layer 
Assembly domain process (see Figure  2-15). 
 
Figure  2-15. Multi-layer PCB assembly processes. 
1. BP41. Bond Preparation: Adhesion between the copper and the pre-preg 
layers is low unless the copper surface is treated (e.g. surface roughness 
is increased from 100µm to 200µm). The treatment consists of micro-
etching of the copper surface for each of the core layers. A layup 
composed of cores and pre-preg layers between them is built and the 
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outer layers are covered with a copper layer which will be etched to 
create the outer circuit design. 
2. BP42. Bonding: The build-up is bonded under a pressure of 300 and a 
temperature of 180ºC for 90 minutes. During bonding the pre-preg resin 
flows once the temperature reaches 150ºC (i.e. glass transition 
temperature (Tg) for the resin) bonding together the cores and outer 
layers to form a single rigid structure. At this point there is no electrical 
connectivity between the inner and outer layers. An X-ray system is used 
to locate the fiducial marks used by the drill CAM program to drill the 
interconnection paths between layers (i.e. vias). 
The outer layers are generated in a process similar to the one described for the inner 
layers but a positive artwork is used (the image is the exact image of the desired design, 
the circuit track and pads are kept black and everything else is kept clear), the following 
processes are part of the DP5. Outer Layer Production domain process (see 
Figure  2-16): 
 
Figure  2-16. Outer layer production processes. 
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1. BP51. Layer Preparation: The copper surface and the side walls of the 
drilled holes are coated with electroless copper plating to provide 
electrical conductivity for the electroplating processes. The plated 
surface is covered with photo resist and the positive artwork of the 
desired circuit design; the areas exposed to UV light harden. 
2. BP52. External Photomechanical Process: During developing, the 
hardened photo resist is not dissolved exposing the copper plated areas. 
The copper on these areas is increased to a suitable thickness for carrying 
the electric current through the finished board (e.g. 0.0042in has a 
current rating from 1A to 4A depending on track width (Goldberg 1980)). 
Before etching the photo resist the copper plated circuit features are 
protected with Tin/Lead (Sn/Pb) plating. The photoresist is stripped 
exposing the base copper which is then etched; the Sn/Pb plating protects 
the circuit layout from also being etched. After the base copper has been 
etched the Sn/Pb plating is also stripped leaving behind the circuit 
network. Solder resist is applied on the outer layers before a solderable 
finish (e.g. Hot Air Solder Levelling, immersion Tin/Nickel (Sn/Ni)) is 
applied on the connection pads. 
3. BP53. Testing and Dispatch: Testing includes verification of the 
continuity of the circuit networks and quality control (e.g. visual 
inspection for voids, cracks or delamination, platting thickness 
measurement). After the testing process boards are dispatched.  
2.8 Chapter overview 
Agility in manufacture can be defined as the capability to respond to unexpected 
changes in an efficient and timely manner. Agility allows enterprises not only to 
respond reactively to change but also proactively so that changes/constraints can be 
turned into profit. Agility encompasses a set of characteristics, concepts and 
technologies that enable agility to be achieved of which virtual enterprises and 
manufacturing control are key. 
Currently manufacture is subject to constant changes from market, customer, societal 
and technological sources and as a consequence enterprise success is dependent on its 
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capability to participate on collaborative networks whose life is tied to the fulfilment of 
specific requirements (i.e. Virtual Enterprises). As with any other enterprise VE 
response and operation is dependent on the availability of product information. 
However, due to the dynamic nature of the network, system integration is usually not 
achieved. The separation between the product and its information increases the risk 
during decision making activities. Although centralised databases have been proposed 
to allow shared access of product information amongst different stakeholders, these are 
limited to a specific domain. Furthermore, although they allow information sharing they 
do not address the issue of product and information mismatch. 
Manufacturing control allows supervision and coordination of manufacturing processes 
using an iterative process of comparison between the expected results and observed 
results. Advances in information technologies, sensors and artificial intelligence have 
allowed a migration toward manufacturing control architectures where the intelligence 
and execution are distributed amongst several components increasing the reliability and 
agility exhibited by the control system. Although there is an increasing tendency 
towards control systems where components do not respond to a centralised controller 
but rather cooperate amongst themselves to achieve the desired results selection of the 
appropriate architecture should be based on the observed conditions in the application 
domains. However, irrespective of the chosen architecture its performance is dependent 
on the availability of information used to support the control action. 
Research gap 1 
Given that there is a need for guaranteeing the storage, transfer and presentation of product 
related information while maintaining their co-location, a research gap regarding how a 
monitoring system capable of addressing these needs should be designed is identified. 
 
Intelligent products defined as products capable of influencing decisions on themselves 
by collecting and providing relevant information were found to be one of the used 
technologies to allow information sharing and presentation along the product‘s lifecycle. 
However, current use of intelligent products is limited to providing a network link to a 
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database where product information is stored. This information is limited to proprietary 
formats which do not necessarily support relevant control decisions thus limiting its use.  
Research gap 2 
Intelligent products provide a means to guarantee the co-location between the product and its 
information. However, the current information structures used have limited expansibility and 
access. A research gap regarding the development of an information structure modifiable to 
address different domains capable of providing more than time stamp based traceability 
functionality is identified. 
 
Thanks to its non-line of sight, read/write capabilities, extended read range, item level 
granularity and the capability to detect more than one tag at a time, RFID has the 
potential to become the identification technology for the future, the numerous 
application research areas reported certainly suggest so. However, the performance of 
RFID system in harsh environments (e.g. high temperature, metallic surroundings, 
presence of corrosive fluids) such as the ones encountered in manufacturing is still 
unreliable, limiting its adoption. 
Research gap 3 
RFID as an auto identification technology offers several advantages over barcodes and 2D 
matrixes used today. However, its reliability in harsh environments such as the ones 
encountered in manufacturing is still an issue. A research gap regarding the analysis of the 
performance and survivability of RFID in harsh environments and ways to improve them is 
identified. 
 
Although SOA as a design paradigm is presented as the solution that will address all 
problems of integration, reusability and agility for software applications, software 
development is still being done on an application to application basis. One of the 
reasons is the confusion between SOA principles and WS as SOA’s implementation. 
Although several SOA architectures, mostly based on WS, can be found in literature 
these are application specific and avoid reporting on how they accommodate changes. 
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Research gap 4 
By promoting an abstraction of solution logic between business specific and non-business 
specific logic layers SOA has the potential to allow agile software development. However, the 
SOA architectures found in literature either are WS enabled implementations of OO or CBD 
based architectures or fail to address the issues of how they accommodate changes. A research 
gap regarding the development of a true SOA architecture for distributed monitoring and how 
such architecture manages change is identified. 
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3 Approach to System Requirements Specification 
3.1 Introduction 
 
Figure  3-1 Chapter overview from problem definition to proposed solution. 
An overview of the current chapter, illustrating the research undertaken to define the 
problem and propose a solution is illustrated schematically in Figure  3-1. As shown in 
the diagram, uncertainty in manufacture can be the result of changes that occur in the 
market, the technology and the customer (Yusuf, Sarhadi et al. 1999, Bernardes, Hanna 
2009). In the case of technology, these changes are the consequences of the adoption of 
new manufacturing methods, the use of new materials and technological change. A 
global market and new business opportunities (e.g. PSS (Meier, Roy et al. 2010, Tukker, 
Tischner 2006), remanufacture (Hatcher, Ijomah et al. 2011)) are the cause of the 
changes in the market that can lead to uncertainty. Customer driven changes originate in 
shorter product lifecycles, mass customisation and the higher customer expectations 
about the product. 
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Uncertainty manifests as the period of time between the occurrence of an event and the 
response to it. A high degree of uncertainty is characterised by a significant lag between 
the two events (Sherehiy, Karwowski et al. 2007). This lag period is an open 
opportunity for profit loss, and hence should be minimised. Different approaches can be 
adopted, e.g. Reconfigurable Manufacturing Systems (RMS) (Bi, Lang et al. 2008, 
Koren, Heisel et al. 1999a), Flexible Manufacturing Systems (FMS) (Attaran 1992, 
Elkins, Huang et al. 2004), Virtual Enterprises (Martinez, Fouletier et al. 2001, Park, 
Favrel 1999), concurrent engineering (Sohlenius 1992), lean manufacture (Melton 2005)  
and distributed control systems (see below). 
By shortening the “distance” between the source of the problem and the decision entity 
that responds to it (i.e. increasing the independence between system components) 
distributed control systems reduce response time (Trentesaux 2009). Although they 
provide this benefit, distributed control systems have found little application in industry 
(Mařík, Lažanský 2007) mainly because of two drawbacks: (i). long development times 
and (ii). limited evaluation criteria. As there is no set generic methodology for designing 
distributed control systems, they are implemented on a case-by-case basis which is a 
time consuming and costly process that increases the development time. For that reason 
there is a need to develop a generic design approach to distributed monitoring systems. 
Although the potential benefits allowed by distributed control systems are known and 
highlighted in different trial applications (Langer, Alting 2000, McFarlane, Sarma et al. 
2003d, Pereira, Carro 2007a), failure to quantify these benefits in metrics that can be 
used as evaluation criteria has hindered industrial acceptance of distributed control 
systems. For that reason there is a need for a method that allows the identification and 
quantification of the benefits provided by the use of distributed monitoring systems. 
These needs translate into the following research questions: 
Research question 1. How can a generic design approach for distributed 
monitoring systems meet specific changing user needs in an agile and 
efficient manner? 
Research question 2. How can the benefits of using such distributed 
monitoring system be identified and quantified? 
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System requirements for three different applications within the automotive and 
electronics manufacturing domains were gathered, taking into consideration the input of 
users, developers and the external environment where each application operates (see 
Section 3.2.1 for a description of the different inputs). The tools used to capture the 
requirements, and undertake qualitative research and business process modelling are 
described in Section 3.2.2 along with the format (e.g. House of Quality) used to 
formalise them. In Section 3.2.3 generic system requirements (i.e. for traceability and 
controllability) found after analysing the system requirements for each application and 
the analysis method adopted are presented. The method used to identify and quantify 
evaluation criteria based on the issues addressed by distributed monitoring systems is 
presented in Section 3.3. A chapter overview is presented in Section 3.4.  
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3.2 System requirements analysis 
 System requirements identification 3.2.1
 
Figure  3-2 Inputs and output of the synthesis phase of the system design process. 
Figure  3-2 shows the three stages of the system design process: synthesis, analysis and 
evaluation (Blanchard, Fabrycky 2011). The synthesis stage, which is the one of interest 
for this chapter, has as its output the system requirements and as its inputs User Needs, 
System Constraints and System Developer Targets. 
The User Needs input refers to what the system should do (i.e. Customer Needs) and 
how the system will make things better (i.e. Improvement Factor). Customer Needs 
originate solely from the End User and are the customer “wants”. Meanwhile, 
Improvement Factors represent the areas of the business where the system can have an 
effect and the expected magnitude of improvement in those areas. In order to identify 
the affected areas, knowledge on the activities, resources and information that support 
the business is required and hence Business Process Modelling is chosen as the source 
for this input. 
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As systems operate within internal and external boundaries, constraints, i.e. system rules 
arise. These rules, which are the System Constraints input, can be set by governing 
bodies and have an effect on all enterprises involved in a business domain (e.g. WEEE 
(Dalrymple, Wright et al. 2007, Turner, Callaghan 2007), End Of Life Directives 
(Crotty, Smith 2006, Gerrard, Kandlikar 2007)) or can be set by the End User based on 
acquired knowledge (e.g. preferred practices, past implementation experiences, design 
rules). 
There are different capabilities that a system can possess (e.g. Flexibility, Reliability, 
Compatibility, Supportability (Blanchard, Fabrycky 2011, Koren, Heisel et al. 1999b, 
Kuo, Huang et al. 2001)). Enhancing all of these capabilities is difficult due to the cost 
and time required (Eti, Ogaji et al. 2007, Noble, Tanchoco 1993, Farooq, O'Brien 2010). 
In this thesis Reliability and Maintainability, Scalability, Compatibility and Usability 
have been addressed. 
System Developer Targets encompass those capabilities that the system developer 
decides to enhance based on the development time and cost that accomplishing the user 
requirements would take and the consequence of the occurrence for different system 
failure cases. Because the system developer decides which System Design 
Considerations should be followed, the System Developer is the only source of System 
Developer Targets. 
According to the characteristics of the system they address, system requirements can be 
divided into different groups. For the systems developed during this research these 
groups are Operational, Reliability, Scalability, Compatibility and Usability 
requirements. Operational Requirements group the Functional characteristics of the 
system, i.e. functions the system should perform. The Behaviour of the system, i.e. how 
the system responds to different inputs and situations, is addressed by the Reliability 
Requirements. System Growth characteristics, the capacity of the system to accept new 
components without having to be modified (Ross, Rhodes et al. 2008) are addressed by 
Scalability Requirements. Interactions with other systems are addressed in the 
Compatibility Requirements and how the functionality of the system is accessed by 
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human operators (i.e. Operation (Savioja, Norros et al. 2008)) is addressed by Usability 
Requirements. 
The next step after identifying the System Requirements is to formalise them, the tool 
used for this purpose and how the requirements are gathered from the different inputs is 
the topic addressed in the following Section 3.2.2. 
 System requirements formalisation 3.2.2
 
Figure  3-3 System requirements formalization tool and gathering methods. 
Systems can be evaluated based on two main aspects. The first one is their fulfilment of 
the user requirements and the second being the benefits derived from the fulfilment 
(Blanchard, Fabrycky 2011). For these reasons system development should be driven by 
the system requirements. One methodology that enables design attributes to be 
associated with the requirements is Quality Function Deployment (QFD) (Chan, Wu 
2005, Chan, Wu 2002, Griffin, Hauser 1993). 
QFD is a methodology that uses sets of matrices to document and evaluate interactions 
between requirements and design attributes for the product planning (Phase 1), product 
design (Phase 2), process planning (Phase 3) and process control development phases 
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(Phase4), although it is common for only Phase 1 to be carried out. In this phase, also 
known as House of Quality (HoQ), user requirements are reported in the “Voice of the 
Customer” matrix (see Figure  3-3) and ranked in importance using a numerical scale 
ranging from 1, lowest relevance, to 5, highest relevance. Although the HoQ uses other 
matrixes to document design attributes (Design Attributes), report relationships between 
design attributes and system requirements (Relationships), report relationships amongst 
design attributes (Technical Correlations) and set benchmarks (Technical Response), 
during the system requirements formalisation phase only the “Voice of The Customer” 
matrix and the Planning Matrix are typically used. The planning matrix enables a 
quantitative measure for the expected improvement to be recorded as an Improvement 
Factor. The Improvement Factor provides the degree of difference between the expected 
system rating for the fulfilment of a requirement and the rating for the current system of 
that same requirement. The Improvement Factor does not provide the time, cost or risk 
benefits that the developed system will provide as this requires taking into account the 
activities, resources, time and cost involved in the fulfilment of the requirements (this 
issue is addressed in Section 3.3). 
Operational requirements are gathered using qualitative research in the form of group 
discussions and individual interviews (Griffin, Hauser 1993). As group discussions 
consider different opinions, several sources of information and encourage discussions, 
they provide a broad overview from which business relevant requirements can be 
identified. As these requirements are derived from a global perspective they are 
considered to define primary or strategic needs and set the type of system that is 
required (e.g. system focused on control, system focused on identification, system 
focused on traceability). In the HoQ, primary requirements are documented with the 
highest magnitude for the importance value. 
Individual interviews offer a narrower overview of each area under investigation, from 
which strategic needs can be derived. In addition, individual interviews allow the 
identification of customisation requirements (e.g. formats for the data presented, screens 
available at the human-machine interface (Griffin, Hauser 1993)) and exciting needs (i.e. 
needs that if fulfilled would impress the user (Griffin, Hauser 1993)). The supporting 
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operational requirements identified during individual interviews are documented in the 
HoQ with smaller degrees of importance than these defined by groups. 
Additional system requirements can be derived from the business process modelling 
(BPM). The output of BPM is the documented processes represented in a standard 
format (i.e. identifying the activities, resources, information and control flow logic 
(Recker, Rosemann et al. 2009)). This output is used to learn about and support 
reengineering, optimisation and integration decisions (Aguilar-Savén 2004). Different 
methodologies and tools can be used for business process modelling depending on the 
purpose of the modelling exercise (e.g. flow chart (Hommes, van Reijswoud 2000), role 
activity diagrams (Kettinger, Teng et al. 1997), Gantt chart (Aguilar-Savén 2004), IDEF 
(Cheng-Leong, Li Pheng et al. 1999)). 
The Computer Integrated Manufacturing Open System Architecture (CIMOSA) is a 
modelling reference architecture that allows identification of process functionality and 
behaviour using a hierarchical approach (Kosanke, Vernadat et al. 1999). Process 
functionality is identified from the division of the enterprise into supporting domains 
(e.g. engineering, sales or production) and their business processes (e.g. activities 
following a set order in order to accomplish a specific result). Process behaviour is 
identified by the chronological and control flow of logical relationships between 
activities with inputs/outputs represented by resources, information and events. 
Using CIMOSA defined models it is possible to investigate different potential failure 
scenarios (e.g. the wrong component is assembled in the engine, transaction log records 
are inconsistent) and future system scenarios (e.g. registration of a new document, new 
component boxes allowed in an assembly lane, see Section 7.2). For qualitative analysis, 
the importance in the avoidance and accomplishment of these scenarios is set by the 
user. The behaviour that the developer must embed in the system to prevent failure 
scenarios (e.g. in Reliability and Maintainability improvements) and to accomplish 
future scenarios (e.g. Scalability) becomes the system requirements (Blanchard, 
Fabrycky 2011). CIMOSA modelling also allows the identification of resources, 
information and events that the system must integrate. The conditions required for this 
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integration to be possible become system requirements (e.g. Usability and Compatibility) 
and are ranked in importance during qualitative research (Blanchard, Fabrycky 2011). 
Knowledge of the “AS-IS” business processes allows the identification of the activities 
that need to be or will be modified (e.g. replaced, removed, or altered) by the new 
system. These modifications are the root cause of the Improvement Factor reported in 
the Planning Matrix of the HoQ. In order to give a quantitative value to the 
Improvement Factor, both the current and expected satisfactions with the business 
process are required. Current satisfaction is determined during qualitative research 
while expected satisfaction is set by the developer taking into account the activities and 
resources that affect the system but that cannot be controlled by it (e.g. supplier 
responsibility, allowed operations on the components). 
 Generic system requirements 3.2.3
Figure  3-4 shows the aggregation method used to abstract generic system requirements 
and the issues that arise due to their noncompliance. 
Generic system requirements have been identified after the analysis of the operational 
requirements documented for each of the applications studied during this research. 
Other requirement types (i.e. reliability, compatibility, maintainability, scalability, 
usability) have been left out of the generic analysis, as they are unique to each 
application. As mentioned in Section 3.2.2 these requirements are abstracted from the 
application’s business process analysis. Specific user inputs (i.e. customisation 
requirements and exciting needs) in the operational requirements are addressed by 
taking into consideration only requirements with the highest customer importance, e.g. 
first aggregation criterion (Blanchard, Fabrycky 2011). From the remaining 
requirements all application specific information (i.e. resources, information or details 
documented in the CIMOSA models for each application) is ignored, resulting in 
generic requirements (e.g. Store a record for each transaction containing the employees 
involved, the date and location for the transaction becomes Store a record). These 
requirements can then be grouped by the functionality type they provide, e.g. second 
aggregation criterion. 
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Controllability can be defined as the ability to control a system based on the comparison 
between its current and desired state (Blanchard, Fabrycky 2011, McFarlane 2002). 
Controllability requires three different entities in order to determine the current state (1: 
sensing entity), decide the appropriate action to achieve the desired state (2: decision 
entity) and act upon the decision made (3: action entity) (McFarlane, Sarma et al. 
2003c). Requirements which aim to impose a specific behaviour by restriction of an 
action or enforcing sets of rules are grouped under the generic controllability 
requirement (grey text in Figure  3-4). 
Traceability has been defined as the ability to follow the location of an entity by means 
of recorded identifications (British Standards Institution 1195). Requirements regarding 
record storage, record query, tracing capabilities, record protection and unique identity 
are grouped under the generic traceability requirement (see black text in Figure  3-4). 
3.2.3.1 Controllability 
Manufacturing control deals with the management of activities required to accomplish a 
manufacturing plan (Leitão 2009a). However, as shown in Figure  3-4, control is only 
enforced at discrete points in time. During the activities where control is not enforced, 
identity and information loss out of the three risk factors (i.e. events which lead to an 
undesirable outcome (Harland, Brenchley et al. 2003)) occur simultaneously. 
Identity loss refers to the lack of knowledge on which entity (i.e. product or batch 
depending on the granularity required) is being subject to a specific activity. 
Information loss refers to the lack of knowledge of the conditions (e.g. process time, 
resources used, process parameters) under which the activity takes place. Without 
identity, traceability cannot be supported as the information cannot be related to a 
particular entity and rules cannot be enforce. If there is no information there is simply 
no history from which traceability can be acquired. 
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Figure  3-4. Abstraction of generic system requirements and issues rose by their noncompliance.
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Although it would be desirable to enforce control in a continuous manner, this would 
require considerable investment not only into the equipment required but also in the 
information management required. For this reason, manufacturing control is commonly 
enforced during a set number of activities chosen based on the information detail 
desired and the occurrence of process change (i.e. variation in the conditions under 
which a process takes places as a consequence of the entity involved in it). 
An additional issue is the way in which current approaches to control are enforced by 
means of user responsibility and paper based information. By relying on user 
responsibility, control success is dependent on actions that cannot be directly influenced 
and that can only be assumed to take place. During the research outlined in this thesis, 
different situations were observed (e.g. placing two component boxes on the assembly 
line at the same time whilst accounting only for one to reduce loading time, forgetting 
to write down an entry record after a document transaction, failure to check security 
clearance before a transaction is authorised) that lead to the user altering, forgetting or 
avoiding the actions required by control enforcement resulting in increased identity and 
information loss risk factors. 
Information cannot be accessed in an efficient and rapid manner when paper-based 
practices are supported. In addition, the ‘association loss’ risk factor is increased due to 
the adoption of paper-based practices. Association loss refers to the lack of 
correspondence between the stored information and the entity it refers to which limits 
the level traceability that can be achieved. The opportunity for association loss arises 
from the possible different paths taken by the product, its associated information and the 
time consuming and error prone digitalisation of the paper-based format. 
3.2.3.2 Traceability 
The traceability level throughout the product’s lifecycle decreases both within each 
enterprise and also between enterprises due to information barriers. Information barriers 
are those points during the product’s lifecycle where the product and its information 
content separate, preventing immediate information access (see Figure  3-4). 
Within an enterprise, these barriers are the consequence of the lack of links between the 
range of information gathered. Each information source (e.g. identification, monitoring 
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and production) follows an independent format and generally no relationships between 
them are stored. Different tools (e.g. databases, Enterprise Resource Systems (ERP) and 
Supply Chain Management (SCM)) allow some relationships to be maintained (Ehie, 
Madsen 2005, Mandal, Gunasekaran 2003), resulting in an increase in the traceability 
level within an enterprise (Berchet, Habchi 2005, Botta-Genoulaz, Millet 2005).  
Information barriers between enterprises arise simply because the information is not 
shared. Differences within enterprises mean that the development of equivalent IT tools 
across the supply chain for the purpose of integration could demand a time frame much 
larger than the product’s lifecycle (Morel, Valckenaers et al. 2007b). As a consequence 
it is currently not possible to use the specialised knowledge of one enterprise in the 
processes carried out by another member of the supply chain. This results in restrictions 
to non-optimised processes and generation of new knowledge, leading to reduced agility 
within the supply chain (White, Daniel et al. 2005). 
3.3 Evaluation criteria 
Figure  3-5 shows the evaluation method followed to illustrate the advantages that the 
implementation of the new service-oriented system as developed in this research would 
allow in a semi quantitative manner, taking into considerations the conditions for each 
application. 
The method is based on an extension of the Risk Matrix Approach (RMA) (Markowski, 
Mannan 2008, Mankins 2009)(Harland, Brenchley et al. 2003, Ni, Chen et al. 2010). 
This extension establishes that four arithmetic operations can be used to generate an 
assessment result if this can be expressed as a combination of two input variables. These 
metrics can be used as an evaluation criteria in addition to the risk index (i.e. 
Probability of occurrence of an event * Severity of the event (Ni, Chen et al. 2010)). The 
criteria chosen for this research are: 
• Consequence or risk index: Allows the determination of the level of adversity 
that the problems addressed by the system cause. This criterion is affected by the 
probability of occurrence of the problem and the economical consequence 
resulting from its occurrence. 
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• Efficiency: Allows a direct comparison between the expected results from the 
proposed system to address the problems (i.e. planned rating) compared with the 
performance of the current system (i.e. current rating). This ratio can be used to 
establish if the improvement expected is worth the investment required. 
• Benefit: Allows the determination of whether the use of the proposed system 
leads to an improvement in the business processes by improvement in the cost or 
time involved. 
 
Figure  3-5 Evaluation method and its inputs. 
The input variables for the proposed method (as shown in Figure  3-5) are discrete even 
simulation, qualitative research and the planning matrix from the HoQ diagram. 
From the knowledge of the activities and resources acquired through the business 
modelling it is possible to undertake discrete event simulations for both the “AS IS” and 
“TO BE” cases from which the cost and time involved are determined. From discrete 
event simulations it is also possible to determine the magnitude of the consequences (i.e. 
time and cost) of the occurrence of a problem via the business activities associated with 
its occurrence. The parameters required for the simulation are obtained from two 
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sources: (i). the user (e.g. operation cost, operation time and number of resources used 
per operation) and (ii). the designer (e.g. activities altered, replaced or removed by the 
developed system). 
From the qualitative research the probability of occurrence of a problem is determined, 
either as a value provided by the user or as an estimate from experimental data. Ideally 
the probability of occurrence of events should be determined from observations. 
However, as this is not always possible, the uncertainty involved in estimation must be 
included. The method used during this research deals with this issue by means of 
intervals for the probability of occurrence and a preference parameter which considers a 
pessimistic, neutral and optimistic case (details in (Ni, Chen et al. 2010)). Finally, the 
planning matrix of the HoQ is the source for planned and current ratings of the system. 
After the calculation of the risk matrix, the results are readily graphically evaluated (i.e. 
via a graph). For example, in the case of efficiency, the resulting graph represents a 
group of zones bounded by straight lines with constant slope. The magnitudes of the 
slope are the respective the efficiency. If the calculated efficiency on the graph has a 
magnitude greater than 1 then it can be concluded that the new system does represent an 
improvement over the current system. For the case of the risk index, the zones are 
bounded by hyperbolas where the combination of values for probability of occurrence 
and cost of occurrence is a constant. If the calculated consequence on the graph has a 
magnitude away from 0 then it can be concluded that the level of adversity caused by 
the occurrence of the event is considerable. For the case of the benefits, the resulting 
graph is composed by zones bounded by lines of constant slope of magnitude 1. The 
intersection has a magnitude equal to the benefit. If the benefits have a positive 
magnitude, it can be concluded that there is an improvement on the business processes 
due to the system. 
The results provided by the evaluation method presented here highlight the magnitude 
of the problems and the extent to which the system address them in a semi quantitative 
manner. 
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3.4 Chapter overview 
This chapter has focused on addressing the lack of a generic design approach and 
evaluation criteria for distributed control systems which have limited their 
implementation in the industry to date. 
Research question 1. How can a generic design approach for distributed 
monitoring systems meet specific changing user needs in an agile and 
efficient manner? 
A generic design approach consisting of the definition of system requirements 
abstracted from the user needs, the system constraints and the system developer targets 
through qualitative research and business process modelling has been proposed and 
adopted for the abstraction of requirements from three different applications. After the 
formalisation of the system requirements by means of a HoQ, two generic requirements, 
traceability and controllability, have been identified. Importance level and functionality 
criteria have been used for evaluation. These generic requirements provide the basis for 
the functional architecture of a distributed control system (see Chapter 2) that can be 
customised by the requirements identified through the proposed design approach. 
Research question 2. How can the benefits of using such distributed 
monitoring system be identified and quantified? 
A method based on the Risk Matrix Approach has been proposed and used to highlight 
three evaluation criteria: consequence, efficiency and benefit. Their magnitude is 
determined by discrete event simulation and input from the user and the designer in the 
form of qualitative research and a planning matrix. These criteria can be used to 
evaluate the fundamental benefits and level of need for a new system. 
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4 Functional Architecture 
4.1 Introduction 
Manufacture has migrated from a state where product volume was the main focus to 
where specialisation and dynamic integration with different supply chains determine 
success. The characteristics of this situation are: (i). the relevance given to quality over 
quantity, (ii). the view of an enterprise as a product’s lifecycle stage and a provider of 
components for the final product rather than its independent manufacturer and (iii). the 
inclusion of product services as part of customer satisfaction (Leitão 2009b). 
This migration has been the consequence of the increasing number of areas that current 
manufacture has to take address (e.g. society, technology, environment) besides the 
usual market focus as shown in Figure  4-1. Manufacturing systems must possess 
flexibility and agility characteristics while maintaining quality and productivity. 
Manufacturing systems that exhibit these behaviours are referred to as Intelligent 
Manufacturing Systems (IMS). Although by enabling vertical (i.e. within an enterprise) 
and horizontal (i.e. across enterprises) integration via the access, storage and processing 
of information, IMS industrial implementations are scarce as reported by Leitao (Leitão 
2009b) and Morel et al (Morel, Valckenaers et al. 2007d). 
This situation is a consequence of the lack of structured design and evaluation 
methodologies and technical solutions capable of bridging the differences between the 
tools used to support manufacturing (e.g. Enterprise Resource Planning (ERP), Supply 
Chain Management (SCM) and Manufacturing Execution Systems (MES)). 
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Figure  4-1. Chapter overview from problem definition to proposed solution. 
Traceability and controllability are system requirements for distributed manufacturing 
control systems (see Chapter 3) as well as compromising part of the intelligence 
expected of IMS. Therefore, there is a need to identify what are the specific demands on 
traceability and controllability requirements within the addressed domains and to 
determine the appropriate data structures capable of fulfilling both requirements. These 
needs are addressed through the following research questions: 
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Research question 3. What are the specific demands on traceability and 
controllability requirements within the electronics manufacturing and 
automotive domains? 
Research question 4. What is the appropriate data structure that fulfils both 
the traceability and controllability requirements within the electronics 
manufacturing and automotive domains? 
The current demands for automotive and electronics manufacturing are described in 
Section  4.2. Traceability and controllability requirements within the addressed domains 
are presented in Section  4.3. A data structure capable of providing support for decision 
making and maintaining historical records is described in Section  4.4.and a chapter 
overview and conclusions are presented in Section  4.5. 
4.2 Current demands for automotive and electronics manufacturing 
Original Equipment Manufacturers (OEM) used to be in charge of all aspects related to 
the design, manufacture, testing, sales and service of their products. Although this 
meant having a tight control of the product’s manufacture, it also meant a significant 
investment in the manufacturing skills and equipment required. This type of business 
model relies, for its sustainability, on the product requirements being constant, so that 
investments can pay off before new product requirements arise, and systems and 
products not becoming obsolete before that happens (Mason, Cole et al. 2002).  
In today’s economy characterised by increasing global competition, shorter product 
lifecycles, rapid technological advances and an increasing demand for customised 
products, the time required to respond to requirements changes can be longer the time 
between product variants. As a consequence, enterprises have started focusing on their 
core competencies, outsourcing non-core activities. OEMs have focused on product 
development and design rather than manufacture. The involvement of other 
stakeholders in the product’s manufacture has also had the effect of extending the 
supply chain (Huang, Uppal et al. 2002). 
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Figure  4-2. Current demands on electronics and automotive manufacturing. 
 Electronics Manufacturing Domain 4.2.1
As shown in Figure  4-2, electronics manufacturing is characterised by short product 
lifecycles, global competition, mass customisation and high infrastructure costs. As a 
result the common trend is the outsourcing of production through contract 
manufacturing. Increasing the agility of the supply chain also demands an increase in 
the information exchange between stakeholders and leads to a collaborative dependence 
between them. These demands pose new requirements on the supply chain (e.g. logistic, 
quality, safety, order processing). 
Logistics across the supply chain is affected by the fact that product components are 
distributed among different stakeholders (Poon, Choy et al. 2009a). This demands 
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accurate knowledge of the product components’ locations, inventory levels and status so 
that appropriate distribution plans can be followed. 
Although production distribution does allow OEMs to focus on their core competencies, 
it does imply a potential loss of quality control as the OEM has no influence on the 
contractors’ manufacturing abilities. This poses new requirements on the how quality 
and authenticity of products across the supply chain are evaluated. Quality requirements 
go beyond the guarantee of proper manufacturing methods being followed. They also 
extend to the provision of backward and forward traceability so that causes of problems 
can be established and corrected quickly and customised services to customers can be 
offered.  
Intellectual property (IP) in a domain as dynamic as electronics manufacturing is 
considered a very valuable asset and control over access to it raises additional 
requirements. Such requirements which include controlled access, proof of authenticity 
and theft prevention, requiring (for high value products, particularly aerospace and 
defence) each product to be identified uniquely at all times. 
Despite the fact that contract manufacturing enhances agility of the supply chain by 
allowing stakeholders to focus on their core competencies, it leads to dependencies 
between stakeholders (Browne, Zhang 1999). Because order processing for the OEM is 
dependent on the contractors’ output and lead time, supply chain integration and 
observability become important system requirements. 
 Automotive domain 4.2.2
The automotive domain is characterised by similar conditions described above for 
electronics manufacturing. However, due to the small profit margins involved in this 
domain, manufacturers have started to explore new business models such as Product 
Service Systems (PSS) (Williams 2006). In PSS profit is achieved not from the selling 
of the product but from the selling of the functionality provided, such functionality 
being the result of the product and its supporting services. As the focus is on provision 
of functionality, the costs associated with ownership and servicing of the product are 
transferred to the OEM and profit is directly related to the amount of time the customer 
uses the functionality (Tukker, Tischner 2006). In order to be profitable, PSS demand 
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enhanced logistic and quality capability, e.g. product location must be known so that 
collection and servicing plans can be carried out. Because profit is affected by the 
product’s use time, traceability on the service history and use time must also be known. 
The environmental sustainability of the products influences both the automotive and 
electronics manufacturing domains. Not only are manufacturers now obliged to take 
responsibility for the End of Life stage of their products but they also must invest in 
new business models that are both profitable and more sustainable than recycling (e.g. 
recover, reuse, remanufacture) (Gehin, Zwolinski et al. 2008). This demands sharing 
information and supply chain integration in order to support decision systems regarding 
the product’s valuable or hazardous contents and best disassembly practices to shorten 
the time demanded at the End of Life stage. 
4.3 Traceability and controllability demands within the automotive and 
electronic manufacturing 
 Traceability and controllability demands source 4.3.1
The traceability and controllability demands for the automotive and electronics 
manufacturing domains were derived from the business process modelling of current 
practices and qualitative research (i.e. group discussions and individual interviews) to 
employees from the following UK manufacturers. 
• Invotec – “Invotec is one of the leading European players in the production of 
complex PCBs” (www.invotecgroup.com). 
• Surface Technology International (STI) limited – “STI is a specialist Contract 
Electronics Manufacturer (CEM) serving world-class customers in high-
reliability industries by providing a complete set of electronics design and 
manufacturing solutions in both printed circuit board assembly (PCBA) and full 
box-build manufacturing” (www.sti-limited.com). 
• GE Aviation – “GE aviation is a world-leading provider of commercial and 
military jet engines and components as well as avionics, electric power, and 
mechanical systems for aircraft with an extensive global service network to 
support these products” (www.geaviation.com). 
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• Ford – “Ford is the biggest motor company in the UK, with seven locations and 
over 550 dealerships. We also have several plants, where we manufacture 
vehicles, engines and transmissions, as well as parts and components” 
(www.ford.co.uk). 
The business process activities, used resources (e.g. human, physical) and business logic 
gathered from the business process modelling were documented using the CIMOSA 
modelling reference architecture (see Appendix-A). The validity of the models was 
verified by manufacturing engineers involved in the operation, maintenance and process 
optimisation of the manufacturing operations.  
Qualitative research was conducted as unstructured interviews which key questions 
centred on specific needs, business opportunities, constraints and requirements 
(Economic and Social Data Services 2011). Discussions were held with manufacturing 
engineers and managers. A survey designed by Bindel (Bindel 2011), was distributed 
amongst electronic manufacturers from OEMs and experts working for contract 
electronics manufacturers. A total of 10 experts responded the survey and their inputs 
were used to define the information required across the electronics manufacturing 
supply chain. 
 Traceability 4.3.2
Despite there being different views on what traceability encompasses (Chuan, James-
CH et al. 2005, Storøy, Thakur et al. 2013, Feng, Fu et al. 2013), traceability can be 
defined as the growing body of product related information generated at each of the 
product’s supply chain stages which enables the determination of a product’s history, 
its use and location (see Figure  4-3). Ideally, from traceability information one should 
be able to explore “where – from” relations (i.e. relations depicting the raw materials 
used in the manufacture of the product – backward traceability) and “where-to” 
relations (i.e. relations depicting the end products using a particular raw material –
forward traceability). 
Because examples of the use of traceability in manufacturing are so diverse (e.g. 
product recall, product liability prevention, logistics, proof authenticity), there is no 
agreed view on the specific demands traceability should fulfil. Although some authors 
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suggest that these include lot integrity control, processing control and build control 
(Töyrylä 1999a), the demands due to the interaction between stakeholders across the 
supply chain are usually ignored. 
 
Figure  4-3. Traceability definition and influences. 
Stakeholder demands on traceability can be separated into two groups, demands due to 
a single stakeholder and demands due to interaction between stakeholders, as shown in 
Figure  4-3. Demands due to a single stakeholder include: (i). appropriate granularity 
levels, (ii). presentation of product information according to user requirements and (iii). 
presentation of product information according to manufacturing system level (i.e. 
strategic, planning and design, operational). Demands for interaction between 
stakeholders include: (i). co-location between product and its information, (ii). 
flexibility to update, modify or alter information sources and (iii). access to product 
information independent of stakeholder’s level of integration. 
4.3.2.1 Demands due to a single stakeholder 
1. Appropriate granularity level:  
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The level of granularity is determined by the smallest unit of a product for which 
information needs to be stored. Establishing the appropriate granularity level is an 
important task as it will have an impact on the relationship between the effort and cost 
incurred in the management of the information and the benefits that can be achieved by 
its use. Because the granularity level is broad, it can span from a complete product or 
group of products down to a single component (see Figure  4-4). There is a demand of 
traceability to be capable to address different granularity levels. 
 
Figure  4-4. Factors influencing the appropriate granularity level. 
The appropriate granularity level is mainly dictated by the application for which the 
information is used. However, additional factors must be taken into account to justify 
the chosen granularity level. These include: (i). item cost, (ii). item criticality, (iii). item 
lifecycle, (iv). system complexity and (v). environment influences (Töyrylä 1999b). 
The economic consequences of product value loss either due to failure during 
manufacture or shrinkage (i.e. theft, misplacement) increases proportionally with the 
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product’s manufacturing cost. Product shrinkage is a consequence of the lack of 
knowledge about the location of a product and the discrepancy between the last known 
location and the current location. Increasing the number of locations where the 
product’s presence is checked helps reduce the risk of product loss. 
Nowadays manufacturers are held responsible for the design, manufacture, function and 
disposal of their products up to the point that they are obliged to assume the incurred 
costs should their product fail. The greater this cost is, either because of the economic 
magnitude the failure causes or because of the effect on system safety that the failure 
has, the finer the granularity required as proof that the manufacturing, handling and use 
conditions followed have been appropriate. 
Generally it is safe to assume that an item with a short lifecycle has limited functionality, 
low cost and low safety risk. Furthermore, it probably has a disposable nature. In this 
case, a coarse granularity level may be an appropriate option. 
As the complexity of a system increases the parts demand greater effort and time during 
their manufacture and in some cases involve low manufacturing volumes. These 
conditions increase the cost and level of granularity required. 
On occasions the appropriate granularity level is determined by either legal mandates or 
by market influences, such as customer preference on products that provide guarantee 
on the correct handling and manufacture processes. Under these circumstances the 
granularity level is set by compliance to established rules. 
2. Presentation of information according to user:  
The outcome of the decisions made at each one of the product’s lifecycle stages ((i.e. 
Birth of Life (BOL), Middle of Life (MOL), End Of Life (EOL)) is dependent on the 
availability of information (Parlikad, McFarlane 2007a). 
As shown in Figure  4-5 during the BOL, the best supported stage in terms of available 
information management tools (e.g. Enterprise Resource Planning (ERP), Production 
Planning Systems (PPS), Manufacturing Execution Systems (MES)), information is 
used to support manufacturing and logistic activities. Process evaluation and 
optimisation is carried out via quality control and root-cause analysis. Production 
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management is enhanced with the knowledge of Work In Progress (WIP), waiting and 
dispatched orders. At the logistics level, information is used for inventory management 
and product movement control. 
 
Figure  4-5. Use of information across the product’s lifecycle. 
At the MOL stage, information can be used during servicing to determine use profiles, 
service history, specifications or recommended practices. For a user this information 
represents a guarantee of the product’s authenticity and quality. Information at the EOL 
stage can be used during the disposal stage to follow regulations and adequate disposal 
practices for valuable components. 
Although the information used during different stages refers to the same product, its 
focus is different for each activity. This limits the use of generic information, as this 
would not only be ineffective as the available information would not necessarily be 
relevant but could also lead to errors if interpreted at the wrong lifecycle stage. The 
existence of different views for the information demands that traceability to provides 
individual visualisations for each stakeholder in the product’s supply chain throughout 
the product lifecycle. 
3. Presentation of product information according to manufacturing system level: 
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Conceptually an enterprise can be divided into a layered model containing three levels, 
each one with a specific goal, but related to each other as the objectives of one are the 
evaluation and input parameters of the others. As shown in Figure  4-6 these levels are: 
(i). strategic, (ii). design and planning and (iii). operations, each with its own decision 
time span (Cheng, Simmons 1994). 
 
Figure  4-6. Use of information in the enterprise layered model. 
Business management is at the centre of the strategic level and supports activities such 
as marketing, customer relationships, strategic merges, market research and product 
development. Although it has the longest time horizon (e.g. in dynamic markets such as 
consumer electronics product development can take up sometime between 2 to 5 years 
(Minderhoud, Fraser 2005)), decisions made at this level have the greatest impact as this 
layer sits at the top of the enterprise layered model. 
The planning and design level deals with production planning. Activities such as 
product design, production scheduling, material procurement and logistics (or in fact 
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any production preparation activity) are included at this level. As the middle level, it 
serves as the link between the goals defined at the strategic level and their execution at 
the operations level. For this reason, decisions made at this level are responsible to a 
great extent for the flexibility exhibited by the enterprise. 
The execution of production is realised at the operations level, and hence all shop floor 
activities (e.g. machine control, machine schedules) are part of this level. Of all of the 
enterprise layers, this one is the one with the shortest time horizon. 
As presented by Cheng and Simmons (Cheng, Simmons 1994) each one of the 
enterprise levels is subject to 5 management functions organised as an iterative control 
loop: (i). schedule, (ii). monitor, (iii). compare, (iv). resolve and (v). execute. The 
schedule to follow is defined during the schedule function, the current situation is 
established using status information by the monitor function, the deviation of the current 
situation from the schedule is established by the compare function and performance 
information is determined which information is the basis of historical records. The 
actions to be followed to achieve the established goals are proposed by the resolve 
function. This requires that information (goal information) is presented in a business 
relevant format so that the appropriate decisions can be made. Finally, the execution 
function represents the feedback action of the control loop. 
The existence of the different management functions demands traceability to be capable 
of providing information that provides: (i). knowledge of the current situation (status 
information), (ii). knowledge of performance historical records (performance 
information) and (iii). support for decision making (goal information). 
4.3.2.2 Demands due to the interaction between stakeholders 
A supply chain is composed of different stakeholders with the final purpose of the 
fulfilment of a set of requirements either by a product, a service or a combination of 
both. Each enterprise has its own core competency and interacts with the others by 
backward and forward flows of physical product and information. 
Figure  4-7 shows the electronics manufacturing supply chain, where the backward flow 
of information is composed of a large volume of information (e.g. user requirements, 
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Computer Aided Design (CAD) layouts, schematics, specifications) used by each 
stakeholder to define the expected results for their core competencies. An even larger 
volume of information is generated by each stakeholder from their own activities. Most 
of this in house generated information is kept in the stakeholder’s Information 
Technology systems (e.g. ERP, MES, PPS). Although forward interaction between 
stakeholders involves the forward flow of the finished product, the volume of 
information moving from one stakeholder to another is minimal up to the point where 
user must assume: (i). authenticity, (ii). reliability and (iii). performance of the product 
without any real evidence to support these aspects. 
 
Figure  4-7. Information and product flows across the supply chain. 
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1. Co-location between the product and its information:  
Traceability must be capable of providing the transmission of relevant information 
between stakeholders that provides a real guarantee of the authenticity, reliability and 
performance of the product. In order to ease the transfer and access of this information 
an unequivocal association with the product must be provided. 
Given the current demands on electronics and automotive manufacturing (see 
Section  4.2) and the specialisation on core competencies, it is usual for an enterprise to 
be a member of several supply chains (Martinez, Fouletier et al. 2001). The length of 
the partnerships established between stakeholders within each supply chain varies from 
a single product to longer, more stable relationships. Although the forward flow of 
information could be guaranteed with the integration between stakeholders’ IT systems 
(Cândido, Barata et al. 2009b, Grefen, Eshuis et al. 2009), the dynamic nature of the 
supply chain on top of the integration issues (e.g. different applications used, different 
information format) and the stakeholder’s reluctance to share their information can 
make the time required for the integration longer that life time of the supply chain. 
2. Flexibility to update, modify or alter information sources:  
As the members of the supply chain can vary, traceability must be capable of providing 
relevant information (e.g. process parameters, test results, specifications) independent of 
the particular stakeholder providing it. This means that traceability information must be 
generic to the supply chain rather than specific to the stakeholders involved. 
Even if the IT integration is achieved, as supply chain lifetime is limited, the 
relationships between stakeholders can be terminated. 
3. Access to product information independent of stakeholder’s level of integration: 
It is possible for a product’s lifecycle to exceed the lifetime of the relationships 
established between stakeholders in the supply chain. Traceability information should 
be accessible even if the relationships between stakeholders have been terminated. 
 
 
Functional Architecture 
87 
 Controllability 4.3.3
Irrespective of the architecture followed by the control system (e.g. centralised, 
hierarchical, modified hierarchical, heterarchical (Leitão 2009b)) its operation is based 
on an iterative process composed by the following four activities: (i). monitor, (ii). 
compare, (iii). resolve and (iv). execute. Demands on controllability arise from the 
compare and resolve activities. 
 
Figure  4-8. Demands on controllability. 
Controllability requires the flexibility to update, delete or create business rules. Control 
solutions are proposed based on the acquired knowledge and business rules (i.e. Expert 
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knowledge) to lead the current status towards a desired state (compare stage) as shown 
in Figure  4-8. The more comprehensive the size of this Expert knowledge, the larger the 
number of situations that the control system is capable of responding to. 
Subject to an environment where market changes are constant and quality must be 
guaranteed in order to succeed (see Section  4.2), Expert knowledge in the electronics 
and automotive manufacturing domains is constantly changing either by the inclusion of 
new product types, processes, customers or business rules. In order to be able to respond 
in an agile manner to such changes, controllability must allow fast and easy 
modification of the rules. 
The constant availability of information is one of the biggest problems found in 
controllability is that information used during decision making processes does not 
represent the current situation but the situation encountered during the last monitoring 
point (McFarlane, Sarma et al. 2003f). As shown in Figure  4-8 there is a separation 
between the product and its information content. The risk, given the uncertainty 
encountered from the unavailability of information, is dependent on the enterprise layer 
(i.e. strategic, planning and design, operation) where the information is being used. At 
the operational level the risk is limited to an operation but at the planning and design 
level it extends to the whole production. Although increasing the number of monitoring 
points prevents this product-information separation, this solution can become very 
costly. An alternative to guarantee that information is always available by keeping it 
within the product instead. Under these circumstances co-location between the product 
and its information becomes a demand on controllability. 
Determining a generic type of information to be used to support controllability is 
difficult as information is dependant on the application it supports. However, as shown 
in Figure  4-8 it is possible to identify two types of control processes (i.e. simple, 
complex). 
Simple control processes are defined as the activities in which product information by 
itself is enough to determine the appropriate action to follow. An example of this type 
of control process is the Printed Circuit Board (PCB) baking process where the baking 
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requirements (i.e. recommended baking temperature and time) stored within the product 
are enough to establish the expected results for the process. 
Complex control processes are defined as activities in which more than just the 
information held within the product is required to determine the appropriate action to 
follow. An example of this type of process control is the association business rule 
required during secure document management. According to this rule a document must 
be co-located with another set of documents at all times. In this case the product identity 
by itself is not enough to guarantee that the rule is being enforced. The product identity 
is used to establish which other documents are part of the group that must be held 
together, a list of the allowed locations for the document is retrieved. Finally, the 
current location for the document is compared against this list. If the set of documents is 
complete and in an allowed location, the business rule is achieved. In this case all three 
pieces of information (i.e. product identity, allowed locations and the list of documents 
associated with it) are required to enforce the business rules. 
The demand on controllability arising from the existence of two types of control 
processes relates to the provision of enough information to support both process types. 
4.4 Data structure for traceability and controllability support 
The proposed data structure to support traceability and controllability is shown in 
Figure  4-9. It is divided into two parts, one responsible for the traceability and the other 
responsible for the controllability.  
The product’s unique identifier (UID) is held within the product and used to manage the 
required granularity level. The structure of the used unique identifier is dependent on 
the application domain. For example, in the electronics manufacturing domain it is 
composed of the job number, the panel number and the PCB number on the panel while 
in the secure document management application, the UID structure is composed of the 
document number and its drawing pack. 
For traceability, separating information kept within the product and outside the product 
(e.g. relational tables) allows information particular to an enterprise to be separate from 
the information to be shared between the supply chain stakeholders. Input (e.g. operator, 
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time, temperature) and output (e.g. test results, start time, end time) parameters are used 
to support enterprise specific information. Relational tables where such information is 
commonly stored are organised to support different users (e.g. production processes 
tables for Work In Progress (WIP), process parameters for root-cause analysis, test 
results for quality control) and enterprise levels. Information to be shared among 
stakeholders is determined by each stakeholder and what they consider relevant 
information to either guarantee the quality (e.g. test results) or processing (e.g. valuable 
contents, baking temperature) of the product. By keeping information within the product, 
co-location is guaranteed and its access is kept independent of the integration level 
between stakeholders. 
 
Figure  4-9. Data structure to support traceability and controllability. 
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Information used to support controllability is managed between relational tables which 
represent the system’s configuration parameters (e.g. IP address, location, power 
settings), the system’s Expert knowledge (e.g. association rules, location rules), 
accessed using the unique identifier stored within the product, and the product, which 
stores information used to support simple control processes (see Figure  4-9). While co-
location between the product and its information is achieved by the storage of 
information within the product, agility for business rules changes is supported since 
alteration, deletion or creation of rules involves modification, deletion or creation of 
external relational tables with no impact on the current Expert Knowledge. 
4.5 Chapter overview 
With the increase of the number of areas (e.g. technological, social, market) that 
manufacturing must consider, the focus of enterprises has moved from mass production 
to mass customisation. As a consequence, success does not only depend on quantity but 
also on quality, skills specialisation and the capability to respond to changes originating 
from different areas of influence. 
In order to respond to changes, manufacturing systems must exhibit agility and 
flexibility while maintaining quality and productivity. Enforcing traceability and 
controllability is a requirement for sustainable manufacturing. The first part of this 
chapter has focused on identifying the demands on traceability and controllability 
arising from the domains addressed during this research. 
Research question 3. What are the specific demands on traceability and 
controllability requirements within the electronics manufacturing and 
automotive domains? 
• Although there is an accepted view of traceability as a set of historical records, 
there is no agreement on which characteristics traceability should possess. In 
this research, such characteristics have been defined taking into account the use 
of traceability for vertical (i.e. within a stakeholder) and horizontal (i.e. across 
supply chain stakeholders) integration.  
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Single stakeholder characteristics include: (i). appropriate granularity level, (ii). 
presentation of product information according to the user and (iii). presentation 
of information according to manufacturing system level. 
Although the increase in reliable product information reduces uncertainty on the 
product’s handling, distribution and manufacture the cost involved in the 
management of such information increases. For this reason, defining the 
appropriate granularity level becomes a function between the cost involved and 
the expected benefit. Factors including the product’s cost, criticality, lifecycle 
length, complexity and constraints (e.g. laws, regulations) influence this function. 
As the level of granularity can span from a single product to the whole lot, 
traceability must be capable of addressing different levels. 
Depending on the user or the enterprise layer (i.e. strategic, planning and design, 
operations) using the product information, the focus given to it varies. The use 
of a non-optimised formats lead to a longer time to accomplish decision making 
activities and in the worst case can lead to wrong decisions. For this reason 
traceability must be capable of providing individual visualisations for each of 
the stakeholders in the supply chain whilst at the same time providing 
knowledge of the current situation (status information), performance historical 
records (performance information) and support for decision making (goal 
information). 
Interaction between stakeholders in a supply chain is based on the backward and 
forward flow of product information between stakeholders, although currently 
the volume for the last is limited. Guaranteeing unequivocally that a product 
fulfils expected reliability, authenticity and performance demands that a product 
and its inherent information maintain an inseparable relationship. 
Interaction between stakeholders is dynamic. It can involve a single product, 
new stakeholders can be included or removed depending of the market 
conditions or the services they provide. As a consequence, integration between 
stakeholders becomes an issue as the time demanded by the integration is 
generally larger that the lifetime of the supply chain. However, even if a supply 
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chain has finished or a stakeholder changes access to product information, 
traceability must possess enough flexibility to update, modify or alter 
information sources and provide access to product information independent of a 
stakeholder’s level of integration. 
• Control decisions are based on the comparison between the current and the 
desired condition, how to achieve the desired condition is decided based on 
previous knowledge and business rules stored in what is known as Expert 
Knowledge. Demands on controllability arise from the two aspects that influence 
the control cycle: current condition information and Expert Knowledge. Expert 
knowledge changes constantly, either because of the appearance of new products, 
new market conditions, new processes or new directives to improve quality. 
Controllability must then offer an agile and simple way to modify business rules. 
As mentioned previously, information is a fundamental requirement during 
decision-making, its validity being limited by the representation of the current 
situation it offers. The greater the difference between the current and the last 
known situation, the greater the risk that control is ineffective or mistaken. In 
order to minimise this difference, controllability must allow a co-location 
between the product, its information and the context. 
It is difficult to define a single information set to be used during the control 
cycle as it depends on the application involved. However, it is possible to define 
two types of control processes: those where only product information is 
sufficient to take the appropriate decision (i.e. simple control) and those where 
information from sources other than the product must be taken into account 
during the decision process (i.e. complex control). Because not only product 
information is required to support control actions, controllability is obliged to 
provide enough information to support the two types of control processes 
identified. 
Based on the demands that traceability and controllability must fulfil, a data structure 
capable of addressing them is proposed. 
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Research question 4. What is the appropriate data structure that fulfils both 
the traceability and controllability requirements within the electronics 
manufacturing and automotive domains? 
• The data structure has been divided into two segments: one responsible for the 
controllability and another responsible for traceability. Information relevant to 
only one of the stakeholders in the supply chain (e.g. process parameters, 
operation start and end times, responsible operator), which should be kept within 
the stakeholder’s boundary, is stored in relational tables. Their organisation 
allows for each table to be focused on a specific user and enterprise level. By 
contrast, information which is of interest for more than one stakeholder across 
the supply chain, such as information guaranteeing the product authenticity or 
quality (e.g. test results) or information that establishes constraints on the 
processes to follow (e.g. valuable components, baking temperature) determines 
the conditions to follow, is kept within the product. The link between the 
information stored within the product and the relational tables is achieved by the 
use of a unique product identifier stored within the product. This identifier is 
chosen from data particular to each application and is used to define the 
granularity level for the stored information. 
The information that supports controllability has also been divided into 
information contained within the product and information contained in relational 
tables. While tables store Expert Knowledge which supports the complex control 
processes, the current product situation is established from the retrieval of the 
product identifier. Simple control processes are supported by the information 
kept within the product. While co-location between the product and its 
information is achieved by the storage of information within the product, agility 
for business rules changes is achieved as the alteration, deletion or creation of 
rules involves modification, deletion or creation of relational tables with no 
impact on the current Expert Knowledge. 
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5 Physical Architecture Implementation 
5.1 Introduction 
 
Figure  5-1. Chapter overview from problem to proposed solution. 
Computer Integrated Manufacturing (CIM) systems, which characteristics include 
traceability and controllability, centre around the concept of presenting the right 
information at the right time, in the right format and to the right person (Udoka 1992a, 
Udoka 1991). 
For controllability, the right information includes the current process conditions and the 
desired state (i.e. value of the monitored process conditions). System response is based 
on the comparison between the two (McFarlane, Sarma et al. 2003g, McFarlane, Sarma 
et al. 2003a). For traceability, the right information includes the records which allow 
retracing steps and verification that certain steps have taken place. Operational and 
tactical decisions are supported by traceability information (Cheng, Simmons 1994). As 
shown in Figure  5-1 the validity of the information is dependent on its relationship with 
a unique product, hence the importance of product identification. 
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Product identification (i.e. product individualisation according to its properties) can be 
done with paper based methods or the so called auto identification technologies. Paper 
based being the manual approach for recording product characteristics and auto 
identification being the automated approach (McCathie L. 2005). 
The focus of this chapter is to choose the appropriate identification technology 
considering system requirements (i.e. cost, quality, functionality, information, time) and 
performance under expected conditions (e.g. temperature, pressure, metallic 
surroundings). In this chapter, an appropriate solutions to be adopted to guarantee 
reliable and robust system operation under the environmental conditions encountered 
in the application domains are presented. The matter of how to overcome environmental 
conditions which prevent the reliable and robust operation of the chosen solution is also 
addressed. The following research questions direct this chapter: 
Research question 5. What is the appropriate technology given the traceability 
and controllability requirements that guarantees reliable and robust operation 
in the application domains? 
Research question 6. How can the performance of the chosen solution be 
guaranteed under the environmental conditions found in the application 
domains? 
The definition of harsh environment followed in this thesis is presented in section  5.2 
along with a description of the processes identified as harsh in the application domains 
addressed during the research. A comparative analysis in which capabilities of potential 
identification technologies are evaluated against the system requirements and their 
abilities to operate in the expected environmental conditions is performed in section  5.3. 
Section  5.4 is focused on performance evaluation and integration of the technology in 
the selected application domains, resulting in the derivation of operation rules and the 
limitations of the technology. The chapter summary is detailed in section  5.5. 
5.2 Environmental conditions in high cost and complex manufacturing 
Environmental conditions in electronics and automotive manufacturing include 
pressures of up to 300 psi and temperatures of up to 300ºC together with the use of 
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corrosive chemicals such as Ferric Chloride (FeCl3), lubricants and coolants. Any 
technology to be used in such environments needs to be robust enough to withstand 
them. In general these levels of pressure, temperature and exposure to chemical agents 
comprise a harsh environment (Rathgeber, Bauer et al. 2012).  
5.2.1 Harsh environment definition 
In general, harsh environment is a term reserved for an environment subject to 
temperatures ranging across hundreds of degrees Celsius, pressures in the range of 
hundreds of KPa or higher and aggressive media such as coolants, oil or humidity, as 
well as vibration, lifetime and any other environmental property that can lead to system 
failure (Brown 2003, Fahrner, Job et al. 2001, Johnson, Evans et al. 2004). There is, 
however, no objective way to establish a threshold above which an environment 
becomes harsh, as a specific set of environmental conditions considered as harsh for one 
product or system might pose no threat to another. From this fact one can conclude that 
harsh conditions are case specific and both the conditions and their magnitudes change 
for each application. 
Another factor that affects the current view of harsh environments is the concept of 
failure as the definitive loss of functionality. Although this is the worst case scenario for 
failure if a system’s or product’s success is measured on its accomplishment of set user 
requirements (Blanchard, Fabrycky 2011), failure should be defined in the same terms 
as the temporal or definitive noncompliance of the set user requirements. Under these 
circumstances not only the conditions that cause damage but also the conditions that 
affect the performance of the system or product must be considered in the harsh 
environment definition. 
As shown in Figure  5-2 the harsh environment definition adopted in this research is: an 
environment where either operational, location or human characteristics external to the 
system can lead to the noncompliance of one or more of its set requirements (i.e. system 
failure). By being associated with the system these characteristics vary according to the 
application. Operational characteristics refer to the environmental conditions that the 
system will experience during its lifecycle.  
Physical Architecture Implementation 
98 
Parameters associated with the spatial characteristics of the system’s installation and 
operation (i.e. location characteristics) include accessibility (Fahrner, Job et al. 2001), 
space constraints and abrasive surfaces. Finally, a user interaction component has to be 
addressed, especially in cases when there is an intentional action to cause system failure 
(see Figure  5-2). 
 
Figure  5-2. Harsh environment definition and its conditions in the studied application domains. 
5.2.2 Harsh environment characteristics in high cost and complexity 
manufacturing 
5.2.2.1 Harsh environment characteristics abstraction method 
Business process modelling allows identification of not only the sequence of business 
activities and resources (e.g. physical, human, information) involved in a business 
process but also the conditions (i.e. process parameters, location) under which the 
process occurs (Aguilar-Savén 2004). 
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Process conditions can be compared with harsh environment characteristics (i.e. 
location, human, operational) to identify business processes which risk of user 
requirement non-compliance is the highest. Those business processes that the user 
themselves define as harsh are also taken into account. 
As shown in Figure  5-2 the identification of the most challenging condition was based 
on the evaluation of business process models developed for each application and 
choosing those business processes exhibiting the largest combinations of location, 
human or operational characteristics or the largest range of specific characteristics (e.g. 
temperature). 
5.2.2.2 Electronics manufacturing 
In this thesis electronics manufacturing is the term used to refer to the manufacture of 
electronic circuits mounted on a base material which serves as support for the required 
components and contains the electric connections between them (Robertson 2004, 
Goldberg 1980). Electronics manufacturing is divided in printed circuit board (PCB) 
manufacture and printed circuit assembly (PCA) although PCB manufacture is 
commonly used to refer to the complete process. During PCB manufacture the copper 
tracks used for electrical connection between components are designed into patterns by 
chemically removing excess copper from a copper foil adhered to a substrate material 
usually fibre glass. PCB manufacture delivers a single or multi-layer board in which 
each layer has a specific electronic circuit containing copper tracks and electrically 
conducting areas for component placement called pads. During PCA the electronic 
components (e.g. resistors, capacitors, integrated circuits) are soldered onto or through 
finished PCBs depending on the board’s design. 
The business processes of PCB manufacture and PCA were modelled (see Annex A for 
the As Is business process models) based on the practices followed by industrial 
partners. The most adverse conditions found are listed below. 
1. Bonding under pressure (EA421): the increasing complexity of circuit designs 
has resulted in an increase in the number of components and connections to be 
placed on the PCB. To minimize the real state used, PCBs can be manufactured 
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as structures composed of several layers. Each one containing a segment of the 
required circuit. 
During bonding (see Section 2.7), high pressure and temperature manufacturing 
process (300 psi, 190ºC, 90 minutes, see Figure  5-2), these layers are aligned 
and bonded to form a single rigid board. Electrical connection between the 
layers is achieved after copper plating of drilled holes.  
2. Solderable finish (EA526): mechanical and electrical connection between 
copper tracks, pads and electronics components is achieved through soldering. 
Depending on the board’s design and component size, components are either 
surface mounted or placed through holes in the board. 
For surface mounting the contact areas between components and pads undergo a 
coating process which facilitates the soldering process by preventing the 
formation of impurities such as copper oxide (Goldberg 1980). Different 
techniques are available for this coating process, e.g. immersion in Tin (Sn), 
Silver (Ag), Gold (Au) over Nickel (Ni) or Hot Air Solder Level (HASL) 
(Singmin 2000). 
Hot air solder level, the main process used at the partner’s site, consists of 
covering exposed copper areas on the PCB with a tin/lead alloy by dipping the 
board in a molten solder bath. Excess solder is removed by the use of high 
pressure air blown across the PCB. As shown in Figure  5-2, HASL is divided in 
pre-dip and dip phases both carried out at a temperature of 270ºC with an 
insertion speed of 195mm/s and a retraction speed of 175mm/s during a time of 
1s and 4s for the pre-dip and dip phases respectively. 
3. Solder resist cure (EA526): in order to prevent unwanted circuit areas from 
being covered during the application of solder finish the board is coated with a 
photo sensitive layer or photo resist (e.g. dry film solder mask, thermosetting 
solder mask, ultra violet (UV) curing solder mask, photoimageable solder mask 
(Yang, Yang 2013)) that prevents solder adhesion and also serves as protection 
from the surrounding environment. 
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Positive artwork (i.e. the image is the exact image of the desired design, the 
circuit track and pads are kept black and everything else is kept clear) covering 
the areas where solder finish is required is placed over the photo resist. When 
exposed to UV light the uncovered areas harden and do not dissolve after the 
developing process (e.g. methylene chloride solution in a spray chamber). As 
shown in Figure  5-2, the solder resist is cured in an oven at a temperature of 
150ºC for 90 minutes. 
4. Side one/two reflow (EA333/433): mechanical and electrical connection 
between the components and the board is possible through soldering. 
Components are placed on connection pads which previously have been covered 
with solder (i.e. low melting point metal alloy). During reflow, the PCB 
assembly is heated to a temperature above the solder melting point creating a 
solder joint between the board and the components. 
In most cases heating of the assembly is achieved by the use of a furnace 
containing a number of independently controllable heating zones through which 
the assembly travels by means of a conveyor belt (Whalley 2004). The 
temperature in each of the zones chosen based on the solder used, board 
dimensions and the type of reflow oven used (e.g. infrared, vapour phase) (Lee 
2002). As shown in Figure  5-2 boards can be subject to maximum temperatures 
of up to 260ºC for typically up to 10 seconds depending on the solder paste used 
(e.g. leaded 240º C, non-leaded 260º C). 
5.2.2.3 Engine assembly 
Due to the complexity and number of assemblies that make up an automobile along 
with the high volume of automobiles, car manufacturers have opted for distributed 
manufacturing centres each focusing on specific assemblies (Sánchez, Pérez 2005). 
Although this approach allows management of the volume of assemblies, it demands 
tight coordination between manufacture and distribution of the assemblies to car 
assembly plants. If for any reason manufacture of an assembly is delayed or stopped, it 
will have a negative impact on all the supply chain. Engine manufacture is the focus of 
the work in this thesis.  
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Engine manufacture involves several business processes (e.g. block manufacture, 
cylinder head manufacture, crankshaft manufacture). However, this thesis is focused on 
the distribution of the required components from the warehouse to the assembly line. It 
is essential to guarantee that the right parts are available at the right place at the right 
time for each engine. Currently, distribution is done by human operators responsible for 
picking component boxes from the warehouse and delivering them to the assembly line 
at specific lanes. 
There are location and human characteristics that qualify the manufacturing 
environment as harsh. 
1. Place component box in the assigned lane (EA226): component boxes are placed 
into lanes, each assigned to a type of component. At the lane exit the operator 
picks one component from the box and installs it on the engine. Box deliveries 
are scheduled every 20 minutes or by request from the operator in order to 
support a daily production of 2500 engines. 
The lanes are arranged into groups of 6 or 8 distributed in a 2D rack (i.e. 4x2 or 
3x2) which supporting structure is made up of aluminium rails, a material that 
affects the performance of radio frequency based identification technologies. In 
addition, the aluminium rails and the transport rollers are abrasive surfaces that 
damage the outside surfaces of the boxes and any sensors, particularly when 
they are located on the bottom. 
Human factors in this particular case have significant relevance to the 
performance of the system. In most cases operators will perform their job 
appropriately placing the right component box into its assigned lane. However, 
mistakes happen either because of lack of attention, an attempt to speed up the 
delivery process by placing more than one box at a time in several lanes and 
scanning only a single box or by intentional placement of wrong components. 
In summary (see Figure  5-2) engine assembly is characterised as a harsh 
environment due to it metallic surroundings, the presence of abrasive surfaces 
and the operator dependency on the type of inputs expected by the system. 
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5.2.2.4 Secure document and asset handling 
The manufacture of PCBs for military and aerospace applications demand that both 
documents and assets (e.g. design files, bill of materials, PCB) used during manufacture 
are subject to access control for employees and a historical record of any document or 
asset access by employees. Furthermore when not in use these documents and assets 
must be stored in combination lock or key lock cabinets depending on their security 
level. It is the need for detailed and accurate transaction records and secure storage 
areas that are the issues in this environment specifically in the case of the following 
business processes: 
1. Document/Asset allocation (BP12), Removal from Customer Data Management 
(CDM) (BP21), Return to CDM (BP23): the use of metal cabinets for storage 
presents two problems. Firstly, steel cabinets, as used at industrial partner’s site, 
alter the performance of some of the potential identification technologies. 
Secondly, the limited accessibility that cabinets allow (Fahrner, Job et al. 2001) 
and functional issues associated with them place size constraints on 
guaranteeing reliable, robust and fault tolerant operation. 
2. Removal from Customer Data Management (CDM) (BP21), Transaction during 
Work In Progress (WIP) (BP22), Return to CDM (BP23): in order to keep 
historical records of the whereabouts and allocation of documents and assets, 
each transaction between employees and removal or return from CDM is 
registered in a specific format (currently on paper). With close to 1000 
documents and assets each with an average of 60 transactions per month and 
close to 450 employees out of which 23 are responsible for monitoring and 
recording all transactions, maintaining historical records is susceptible to errors 
such as incorrect, missing or out of date information. In addition, there is the 
potential for intentional non-adherence to set security rules. 
In summary, domains studied in this thesis exhibit location, human and operational 
factors that qualify them as harsh environments. The question is to determine which is 
the most appropriate identification technology to be used from robust, secure and cost 
perspectives. 
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5.3 Identification technologies 
There are several technologies that can be used to identify a product with varying 
degrees of granularity (e.g. container, pallet, carton, item (Huber, Michael et al. 2007)). 
Selection can be based on the capability to fulfil the set system requirements and its 
feasibility to operate robustly and survive the application environment. 
5.3.1 Available identification technologies: characteristics and industrial 
applications 
Supply chain management can be defined as the coordination of business functions and 
their tactics within a single company and across collaborating businesses in order to 
improve long term performance of members of the supply chain (Mentzer, DeWitt et al. 
2001). When focused on a single enterprise, supply chain management can be 
interpreted as enterprise management and alternatively defined as the design, 
coordination, monitoring and execution of business processes for the accomplishment of 
enterprise objectives. Depending on its effect on the enterprise and the length of 
planning horizon, enterprise management is carried out at 3 levels (i.e. strategic, tactical, 
operational) (Bose, Pal 2005). The strategic level is focused on the development of 
concepts that will help realise business goals (e.g. market evaluation, capacity 
expansion/contraction, product introduction, business partner integration), the tactical 
level is concerned with the development of the realisation method for the business goals 
(e.g. inventory management, manufacturing control, supply chain integration) and the 
operational level controls the implementation and real time monitoring of the core 
business processes (e.g. manufacturing control, production, transportation). 
Enterprise performance requires that information used to support decision-making is an 
up to date and accurate representation of core business processes. These requirements 
can be readily accomplished by the use of auto identification systems. 
As shown in Figure  5-3, auto identification systems allow the automated extraction of 
the identity of an object while keeping close coupling between the physical object and 
its information (i.e. virtual) representation (McFarlane, Sarma et al. 2003e). The 
coupling supports correspondence between the object and the process whilst 
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information access is achieved by means of networked connection of the device used for 
identity extraction (Meyer, Främling et al. 2009b). 
The barcode is the most commonly used auto identification technology. There are, 
however, several alternatives, including RFID, that have been developed as 
replacements (Huber, Michael et al. 2007), although a convergence of both technologies 
is more likely (McCathie L. 2005). As shown in Figure  5-3, existing auto identification 
technologies comprise: 
1. Barcode: barcode operation is based on the interpretation of a printed one 
dimensional (1D) pattern of parallel lines and spaces of varying width by means 
of an optical scanner. 
Direct line of sight is required between the scanner and the barcode for 
information retrieval. When printed, any modification of the information 
requires the printing and attachment of a new pattern. Practically barcodes are 
sources of static information only.  
Physical Architecture Implementation 
106 
 
Figure  5-3. Auto identification technologies: characteristics and applications. 
Despite being a mature and proven technology its use is labour intensive as only 
one pattern can be read at a time by the scanner. The tracking area they provide 
is limited by the location and number of number of scanners. Barcodes provide 
product type granularity only (e.g. the barcode for a box of injectors of a certain 
type is the same for any other box of the same components) however, their 
printing cost of less than a cent per barcode makes them a cost effective solution 
(McCathie L. 2005). 
As reported by Huber et al., McCathie and Michael and White et al. (McCathie 
L. 2005, Huber, Michael et al. 2007, White, Gardiner et al. 2007) barcodes are 
used for activities including supply chain management, asset and inventory 
tracking, inventory management and quality control. 
Physical Architecture Implementation 
107 
2. Radio frequency identification (RFID): RFID is based on the exchange of 
information by radio frequency between a reader and a tag. As described in 
Section 2.5.1.1. RFID systems can be classified by the power source for the tag 
and the Radio Frequency (RF) used for data transmission. 
Radio frequency identification does not require direct line of sight and is capable 
of reading tags simultaneously within range at rates as high as 65 tags per 
second (Ramakrishnan, Deavours 2006). Automated operation is supported, as 
soon as a tag is within the read range it is detected without any external 
intervention. Information is stored in Integrated Circuits (IC) that comprise the 
tag with memory sizes ranging from 96 bits to 32 Kbytes (512 bits being the 
most common). Although memory can be assigned as read only, in general 
RFID tags are rewritable (100000 programming cycles), making them a dynamic 
information source. 
Despite the enhancements offered over barcode systems, the high initial 
investment cost associated with RFID (£1700 per reader, £120 per antenna) as 
well as the issue with robust operation due to the environment, it has limited its 
adoption in industry. However, as reported by Bose and Pal, Wyld, Ngai et al 
and Sarac et al trial implementations and some industrial implementations in 
supply chain management, anti-counterfeiting, inventory management have 
shown significant benefits in processing time, visibility and response to change 
(Bose, Pal 2005, Wyld 2007, Ngai, Moon et al. 2008a, Sarac, Absi et al. 2010). 
Furthermore by maintaining a link between the physical and its information 
content (e.g. current state) stored either on the product or in an associated 
database, the product has a direct influence on decisions made upon it 
(McFarlane, Sarma et al. 2003e). 
3. Optical character recognition: optical character recognition uses optics to 
interpret character based symbols into machine language by means of 
comparison with recorded patterns (Udoka 1991). It shares the same 
characteristics of requiring line of sight and static information representation as 
barcodes. 
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The initial motivation was the interpretation of human readable characters and 
hence the first applications were centred on the digitalisation of hand written 
documents (Govindan, Shivaprasad 1990), anti-counterfeiting, mechanized 
document reading and automated document sorting (Govindan, Shivaprasad 
1990, Gowan 1995, Khan, Malik et al. 2012). 
4. Machine vision: machine vision is based on the capture and processing of the 
image of an object from which defined parameters are measured and compared 
with predefined inspection criteria (Soini 2001).  
In order to guarantee a good image quality, factors like light intensity and 
orientation, object orientation and the use of several cameras is required. 
Furthermore in order to analyse images and derive relevant features, specialised 
software is required, making a high initial investment necessary. Being based on 
image analysis it is only capable of type level identification. 
Thanks to its capability for abstracting characteristic features (e.g. area, pattern, 
width, length, shape) from object images, machine vision has been used for 
quality control, dimensional inspection, surface quality, component 
identification and manufacturing control (Soini 2001, Gumus, Balaban et al. 
2011, Golnabi, Asadpour 2007). 
5. Magnetic stripe: magnetic stripes are composed of tiny bar magnets laid end to 
end and held together by a binder. These magnets can be polarized in different 
directions in order to encode information (Svigals 2012) 
Because the polarisation can be modified, the information can be modified or 
updated. In order to operate, the stripes must be passed through the 
encoder/decoder and hence systems are classified as a contact technology. 
Despite their limited range they are used widely for access control and personal 
identification being the most common application bank cards and airplane 
tickets (Svigals 2012, Udoka 1992b). 
Although different identification technologies could be used for the same application, 
selection is based on guaranteeing reliable, robust and cost effective solutions. 
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5.3.2 Selecting the appropriate identification technology 
Additional characteristics besides survivability within the environment have to be taken 
into account in selecting the most appropriate identification technology for applications. 
As shown in Figure  5-4 these characteristics can be grouped in five categories: (i). 
traceable unit granularity, (ii). required visibility, (iii). cost involved, (iv). required data 
properties and (v). operation in the application environment. (Note that these 
characteristics have been derived from the system requirements analysis carried out in 
section 3.2. and harsh environment conditions reported in section  5.2.2.) 
 
Figure  5-4. Identification technology selection criteria. 
In this section the focus is on supporting the requirements of high cost and high 
complexity manufacturing specifically in the automotive and electronics manufacturing 
industries and identify how these requirements affect the selection of the appropriate 
technology. A comparison table for each of the technologies presented in section  5.3.1 
is provided in Table  5-1. 
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1. Operation in the application environment: refers to the technology’s ability to 
operate successfully in its environment. Not only is the survivability of the 
technology important but also maintaining an acceptable performance. 
When subject to harsh conditions barcode reliability can drop to values as low as 
80% (McCathie L. 2005), dirt, oil, physical damage on the label or misprint 
responsible for the drop in performance. Due to the line of sight requirement 
barcodes placement can be challenging and the reading process slow as only one 
barcode can be read at a time. Even when etched on the surface of the products, 
barcodes are susceptible of being physically damaged. 
As optical recognition shares a similar operating principle to barcodes it suffers 
from the same drawbacks as barcodes do. 
Machine vision demands consistent lighting (Gumus, Balaban et al. 2011) and 
constant position and orientation of the product to be identified (Malamas, 
Petrakis et al. 2003), conditions difficult to achieve in an assembly line. Because 
it relies on the visual range of the used cameras the range at which objects can 
be identified is limited. As reported by Gumus et al (Gumus, Balaban et al. 2011) 
difficulties in the identification of objects can happen when objects are 
overlapping or distinction between them and the background is difficult.  
The magnetic stripe requires for the stripe to be passed by a reading head in 
order to retrieve the stored information. If any part of the stripe is physically 
damaged (e.g. discontinuity, scratches, breaks) information retrieval is 
compromised hence its avoidance for industrial applications. 
Radio Frequency Identification (RFID) does not require line of sight for its 
operation and substances like dirt and oil on the tag do not affect its operation. 
As a consequence, it has been reported as a technology capable of operating in 
harsh environments (White, Gardiner et al. 2007, Michael, McCathie 2005). 
Radio frequency identification is however affected by metallic surroundings, 
presence of several tags in the vicinity of the reader or placement of the tag on 
metallic components. When subject to the pressures (e.g. 300 psi) and 
temperatures (e.g. 190ºC) observed in PCB manufacturing, a surface mounted 
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tag (i.e. integrated circuit attached to a copper antenna structure (i.e. inlay) 
embedded between a substrate (e.g. plastic, paper) and a plastic film) would 
distort (the maximum adhesive service temperature is 93ºC) causing the physical 
alteration of the antenna structure or in the worst case breaking the connection 
between the antenna and the integrated circuit. 
2. Traceable unit granularity: refers to the relation between the size of the traceable 
unit and the number of composing elements in it. In the best case this is a one to 
one relation (i.e. fine granularity) and becomes coarser as the number of 
composing elements increases. Despite the increase in the information volume 
generated, the benefit of a finer granularity is risk reduction during decision 
making activities as the information that has to be inferred about a single 
element from the available information is reduced. 
Determining the required traceable unit granularity is an application specific 
task, dependent on the relation between the economic consequences of inferring 
mistaken information and the smallest information volume needed in order to 
prevent mistakes. In applications such as electronics manufacturing for 
automotive, defence or aerospace applications which are subject to high quality 
(i.e. reliability, serviceability, safety) and confidentiality (e.g. regarding access 
to design, production or operation documentation) constrains keeping single 
item historical records is useful as proof of compliance of tests and processes. In 
the aerospace defence domain these records are not optional but mandatory yet 
made manageable due to the low volume of production involved (Webb, Reed et 
al. 2006). This is not the case in automotive manufacturing where the volume of 
components involved is significant (i.e. Dagenham production volumes in 2013 
are ~1 engine every 8 seconds; Lee: personal communication (Lee)) making 
item level traceability feasible only for safety related or expensive components 
(e.g. injector, turbo, engine block). As item level traceability is impractical, the 
next best level of traceability in this case would be the box level which is used to 
aggregate the items required at each engine assembly stage.  
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Only RFID allows identification at the item level, usual tags have an identifier 
segment composed of 96 bits distributed in 24 hexadecimal characters which 
allowed value ranges from 0 to F. Although barcodes, magnetic stripes or optical 
character recognition theoretically could store more information than they 
currently do (i.e. 96 bits for barcode and 1000 bits for magnetic stripe), it is the 
storage density i.e. 4 bits/cm2 and 22 bits/cm2 respectively (Weigelt, Hambsch et 
al. 2010), which makes it unfeasible to use them as item level identifiers. 
Machine vision could be used to identify objects from their dimensional features 
(e.g. shape, colour, size) allowing product type identification, but it is incapable 
of item level identification and differentiation. 
From the system requirements it has been shown that since item level 
traceability and box level traceability are needed, only RFID is capable of 
supporting both. 
3. Cost characteristics represent the relationships between the cost of the 
identification technology and the economic benefits such technology provides. 
As shown Figure  5-4 the technological cost includes an operational and an 
investment cost. The investment cost relates to the initial purchase of the 
technology while the operational cost relates to the recurring output due to its 
use. Except from machine vision, all other identification technologies require a 
reader to interpret the information stored in the barcode, printed label, magnetic 
stripe or RFID tag. An industrial use barcode reader has a typical price range 
from £300 to £600 depending on the type of barcodes that can be read (e.g. 1D, 
2D). Optical character recognition systems have a price range from £1000 to 
£3000 depending on the formats read (e.g. OCR-A, OCR-B) and the 
functionality provided (e.g. detection of headings, text, graphs). Machine vision 
reliability depends on the quality of the image, hence cameras, image processing 
software and lighting equipment makes them an expensive solution. Dedicated 
quality control machine vision systems have a price range from £4000 to £13000. 
Magnetic stripe readers have a cost in the range of £20 to £200 pounds 
depending on the life expectancy of the magnetic head and the reading/writing 
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functionality provided. Radio frequency identification readers have a price range 
from £350 to £1700 depending on the reading/writing functionality they provide, 
the number of antennae they support and the reader output power. However, 
RFID has an added cost in the form of the antennae which depending on the 
reading range have a price range from £20 to £120 which must be taken into 
account. 
Machine vision as it uses the product itself for identification has no associated 
cost with a medium to store the information in. Barcode on the contrary require 
printing and have a unit cost <1p while magnetic stripe costs are of the order of 
10p after printing (McCathie L. 2005, Svigals 2012). Because of the complex 
construction and manufacture of RFID tags requiring an IC, an antenna structure, 
electrical interconnection between the IC and the antenna structure and 
protective and substrate layers, the cost is between 10-40 times more expensive 
than barcodes (Bose, Pal 2005). 
Operational costs refer to those associated with the use of the technology. If 
maintenance costs are excluded, operational costs would be represented by the 
purchase prices of the RFID tags or the printing of barcode for each new product 
(see above). Although RFID tags are expensive in comparison to other 
technologies they can be readily rewritten and amended, i.e. the same tag can be 
used several times (100000 programming cycles) unlike barcodes which have to 
be printed again if any modification is required. 
The main benefit that RFID technologies offer over the other identification 
technologies is the independence from manual intervention and the consequent 
risk reduction of noncompliance to defined set of operational rules. Because 
RFID allows individualisation of components, the number of business rules that 
can be enforced is larger than with other technologies. Beyond the item level 
traceability, RFID could (instead of being used as a barcode analogue, i.e. 
license plate for the product information of which is held in a database) be used 
to develop intelligent products storing and creating information influencing on 
the decisions made by the system (Meyer, Främling et al. 2009b). This 
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capability of accessing, processing and storing product information in real time 
could be used to guarantee correct process parameters, support Statistical 
Process Control (SPC), manage inventory or control production schedules in 
order to respond to unexpected changes. 
Considering cost and benefit relationships, the barcode, at first sight, might seem 
like the best choice for product traceability. However, if RFID’s potential as a 
product service provider is taken into consideration it becomes a viable option. 
Furthermore, one should take into account that RFID tags are rewriteable, do not 
require line of sight for operation and are capable of storing more information 
than a barcode. In addition, barcode have limited read range (< 40mm) and can 
only read one barcode at a time contrasting with read ranges of 10-50 (for 
battery assisted active tags) metres and simultaneous detection of tags. 
4. The required visibility is related to the frequency with which the product 
information can be accessed, altered or processed. As shown in Figure  5-4 
required visibility is affected by two main characteristics (i.e. operation, time). 
Time refers to the coincidence between the product’s real location and its 
reported location. When coincidence is recorded at set points in time the real 
status and last known status coincide. Although differences might not be large, 
issues arise in that status information has to be inferred. In the case of 
controllability this leads to business rules being enforced only at certain points 
in time. When the coincidence between real and reported status coincide 
continuously, the time characteristics can be treated as continuous. RFID is the 
only identification technology capable of continuous visibility due to its 
independence from line of sight or contact. It can be argued that such visibility is 
discrete in the sense that is only possible within the antenna reading range. 
Nevertheless, inside this range the real and reported status for the product are the 
same allowing business rules to be enforced in a continuous manner. 
Operation characteristics refer to the dependence of acquiring product visibility 
on the occurrence of a specific event. Manual operation means that a person has 
to perform a specific action (i.e. scanning a barcode, clicking a button to enable 
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an RFID tag to be read). The consequence of manual operation is that there is a 
risk of not recording information due to human error. If that is the case 
traceability is limited and in the worst case non-existent. In the case of 
controllability manual operation means that business rules are optional in the 
sense that if the operator does not realize the expected event for any reason the 
system has no way of enforcing them. 
5. Required data properties: data properties can be grouped in two categories (i.e. 
location, state) as shown in Figure  5-4. State characteristics refer to the 
capability to modify (i.e. create, delete, update) the data that the object (e.g. 
product, box, document) holds about itself. Although such capability is inherent 
in the data exchange enabled by Information Technologies (IT) it is a fact that 
data exchange between business partners is hindered by IT restrictions and 
incompatibilities between the solutions used by each partner (Lefebvre, 
Lefebvre 2002, Morel, Valckenaers et al. 2007c). Furthermore, by storing data 
on the object, the association between object and its data is clearly maintained. If 
the data that the object holds about itself cannot be modified but only used to 
support one or more business activities then they are classed as static. If that data 
can be readily modified, they are classed as dynamic. 
From the applications studied in this thesis, the engine assembly data are classed 
as static since the data printed on the box’s barcodes cannot be modified without 
having to print and attach a new label. As a consequence there is a possibility for 
the reported data to be false generating a risk of error for every business activity 
supported by such data. 
Identification technologies such as barcode or optical character recognition that 
rely on interpretation of printed media cannot be updated without having to print 
new media making them unfeasible for applications where data are continuously 
generated. Machine vision does not allow data to travel conjointly with the 
product. Both magnetic stripe and RFID provide the capability of updating 
stored data. However, the storage capacity for magnetic stripes is smaller. 
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The second data property characteristic refers to the storage location of the data 
either on the object or with the IT network. The conventional consensus is that 
data should be located in the network and identification technologies should 
serve as license plates which allow data query. In most industrial application 
RFID, which offers memory sizes large enough to store extra data, is being used 
to store simple license plates (McFarlane, Sarma et al. 2003e, Meyer, Främling 
et al. 2009b, McFarlane 2002, Wong, McFarlane et al. 2002a). Beyond the 
technological challenge that integration of remote storage represents the issue is 
that each enterprise management level involves a different length of planning 
horizon and as such the data access time demand varies. In this sense then as the 
length of planning horizon reduces the closer the data should be to the object. 
Data located on the object or within the network fulfil the identified system 
requirements. However, storing data on the object not only allows a physical 
relation between the data and the object to be maintained but also permits 
sharing information without having to deal with IT integration issues. From this 
point of view RFID is the only viable choice to enable data sharing due to the 
memory size provided, ease of operation and the possibility to control data 
modification on the object. 
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Traceable unit 
granularity Box and item level 3.3 1 10 1 1 2 
Operation in the 
application 
environment 
Temperature, 
pressure, operator 
dependency 
and metallic and 
abrasive 
surroundings 
3.7 6 7 5 6 4 
Required visibility 
1. Operation: 
automatic 
2. Time: continuous 
3.3 2 9 2 2 2 
Cost involved   1.7 9 6 8 3 9 
Required data 
properties 
1. Location: at 
object 
2. State: dynamic 
2.0 3 10 3 1 4 
  
Applicability 53 119 48 39 51 
 
Table  5-1. Comparative analysis for identification technology selection. 
A comparative analysis for identification technology selection is shown in Table  5-1. 
The applicability value has been calculated according to the following equation: 
 
𝐴𝑝𝑝𝑙𝑖𝑐𝑎𝑏𝑖𝑙𝑖𝑡𝑦 =  �(𝐼𝑚𝑝𝑜𝑟𝑡𝑎𝑛𝑐𝑒 𝑡𝑜 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑛
𝑖=1
∗ 𝑡𝑒𝑐ℎ𝑛𝑜𝑙𝑜𝑔𝑦 𝑐𝑎𝑝𝑎𝑏𝑖𝑙𝑖𝑡𝑦)𝑖 (1) 
The magnitude of the importance for customer column was calculated as the average 
value of the values reported in the planning matrixes obtained after the business analysis 
described in Section 3.2.2. Subjective technology capability values were based on a 0 to 
10 scale in which a value of 0 means that the technology does not fulfil the 
characteristic and a value of 10 means that it fulfils the characteristic completely.  
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From the results, RFID stands out as the most appropriate identification technology to 
support the identified user requirements. However, there are different operating 
frequencies with different performance characteristics (e.g. read range, antenna size, 
read rates) that have to be evaluated (see section 5.3.1). For this research Ultra High 
Frequency has been selected, the argument for this choice is presented in the following 
section. 
5.3.2.1 Ultra High Frequency for item level tracking 
Although the use of RFID for item level tracking is a developed research area with 
commercial exploitations in the livestock, apparel and banking industries its use in 
manufacturing supply chain applications is a relatively new field which development 
pushed by the interest of big retailers (e.g. Walmart, Department of Defense) for its use 
as a supply chain management tool (Dobkin 2008b). There are currently no globally 
accepted standards for the appropriate system characteristics (e.g. operating frequency, 
information content) required for item level tracking within supply chains. 
RFID operating frequency varies from kHz to GHz (see section 5.3.1.) and has a direct 
influence on the read range and the number of detected tags. It is an important factor on 
determining system performance. There are 5 characteristics (i.e. market trend, read 
range, system cost, orientation and material sensitivity, data transmission rate) that must 
be taken into account for the selection of the operating frequency, Table  5-2 shows a 
comparative analysis for the applications addressed in this thesis. 
1. Market trend: arguably the market trend should have no influence on the 
selection criteria for the operating frequency. However, having complete 
disregard for current practices even if they have not been defined as standards, 
can impact on the ease with which the developed system is accepted by industry. 
Major retailers and users of RFID tracking have opted for the use of UHF due to 
the extended read range (3-6 metres), the considerable data transmission rates 
(65 tags/sec) and its relatively low cost (£0.25 per tag) (Uysal, Emond et al. 
2008). Although HF is still the preferred method for item level tracking in 
applications such as self-service libraries the use of UHF is preferred in supply 
chain applications (Ngai, Moon et al. 2008b). 
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2. Read range: the theoretical read range is limited by the coupling between the 
reader and the tag (i.e. inductive, radiative), which in turn is function of the 
operating frequency. 
When the size of the tag antenna is much smaller than the wavelength of the 
operating frequency, the interaction between the reader antenna and the tag is 
classified as inductive and is dominated by the near field region of the 
electromagnetic field. As a consequence the available energy from the reader 
antenna is contained in an area close to it limiting the read range typically to a 
maximum of 50 – 60 cm (Dobkin 2008b). This type of coupling is characteristic 
of LF and HF tags and is responsible for their use in applications where the 
distance between the reader antenna and the tag can be kept to a minimum (e.g. 
livestock tracking, pet identification) or the limited read range provides a 
measure against undesired activation of the tag (e.g. banking transactions, 
personnel identification). 
When the size of the antenna is similar to the wavelength of the operating 
frequency the interaction between the reader antenna and the tag is dominated 
by the far field region of the electromagnetic field and is termed as radiative. In 
this case the energy from the reader antenna falls off as a function of the square 
of the distance to the reader antenna. As a consequence the read range for 
radiative coupling varies from 1 to 6 metres. This type of coupling is 
characteristic of UHF tags and the extended read range provided is responsible 
for their use in supply chain applications such as warehouse management or 
pallet tracking within the manufacturing assembly line (Angeles 2005). 
For the applications addressed in this research a read range of at least 1 metre is 
desired. Although the document and asset tracking application (see Section 
7.2.1.) shares characteristics with self-service applications which commonly rely 
on HF tags, the limited read range would not allow the enforcement of business 
rules (i.e. location, association) given the limited area in which they could be 
enforced. Such limitation on the area also restricts its use for the engine 
assembly application (see Section 7.2.2.) as operators would have to stand next 
Physical Architecture Implementation 
120 
to the lane before the system could determine if the box should be placed in the 
lane. By providing a larger read range UHF, tags allow the operator to determine 
which lane the box should be standing in while in the unload zone. Although a 
short read range could be used for the electronics manufacturing, conveyer 
based manufacturing can get close to PCBs during manufacturing application as 
(see Section 7.2.3.) information can clearly be associated with the PCB. The 
UHF reader output power can be controlled to limit the read range. 
3. Orientation and material sensitivity: as each application involves a specific 
object it is desirable for the system performance to be independent of the object 
being tagged. HF tag performance is negatively affected by metals (during 
conveyor testing at a speed of 0.51 m/s the reading percentage was 47% (Uysal, 
Emond et al. 2008)) the magnitude of the performance reduction on UHF tags as 
reported by Uysal et al. is smaller (reading percentage of 97.5%(Uysal, Emond 
et al. 2008)) . The same author reports that UHF consistently provides a better 
performance for the different material types tested (RF opaque, RF lucent, RF 
absorbent). An advantage that UHF has over HF is that it is less sensitive to the 
orientation between the reader antenna and the tag an issue that is addressed in 
HF systems by the use of multiple antennas (Ching, Tai 2009). 
LF tags are material and orientation insensitive as they are unaffected by the 
presence of water, metal or any other material. The fact that the reader antenna 
has to be within a couple of centimetres from the tag prevents orientation from 
being a relevant factor (Dobkin 2008b) but limits their widespread application. 
4. Cost: although the reader cost is comparable for the available RFID frequencies 
it is the recurring cost of the tags that makes a difference. While an inductive 
coupling tag characteristic of LF or HF systems ~ £0.61 due to the complex coil 
structure required for the tag antenna the cost for an UHF tag is close to a third 
of this. Although such a high price is acceptable in some applications (e.g. 
livestock tracking, pet identification) as the number of objects involved is 
relatively small compared to the value of the identified object it would not be a 
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viable cost in a high volume (e.g. >400,000 units/ year) supply chain 
applications. 
5. Data transmission rate: the data transmission rate has a direct influence on: (i) 
the number of tagged objects that can be read simultaneously, (ii) the speed at 
which stored information on the tag is retrieved and (iii) the capability of the 
system for detecting objects while these are moving. The data transmission rate 
is a linear function of the operating frequency. The higher the frequency, the 
larger the data transmission rate (e.g. HF up to 120 kilobit/s, UHF up to 640 
kilobit/s). 
Low frequency systems due to their small read range are aimed at applications 
where only one tag is present at time. Although HF frequency does allow 
simultaneous detection of tags it does so at the expense of the time taken to read 
the tags (30 tags/sec). Compared to a UHF system that can detect reliably 65 
tags/sec (Uysal, Emond et al. 2008, Ho, Moh et al. 2005). 
If the object has to be stationary in order to be identified, production flows 
would be affected. Misreads are less likely if UHF is used even at high conveyor 
speeds (0.51 m/s) (Uysal, Emond et al. 2008). 
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Market trend 2 1 3 4 
Read range 5 2 4 5 
Orientation and 
material sensitivity 4 4 3 4 
Cost 3 3 3 4 
Data transmission rate 5 2 3 5 
 
Applicability 47 62 86 
Table  5-2. Comparative analysis between RFID operating frequencies. 
The results of a comparative analysis are shown in Table  5-2 UHF stands out as the 
appropriate operating frequency for the requirements set by the applications addressed 
during the research. Although the weighting factor has been assigned in a subjective 
manner based on the knowledge of the system requirements by the author, the rating 
factor has been based on similar comparative analysis conducted by Ching and Tai, 
Uysal et al. and Dressen (Uysal, Emond et al. 2008, Ching, Tai 2009, Dressen 2004). 
Note: the behaviour of UHF technology in the application domains is discussed in the 
following sections. 
5.4 Radio frequency identification in high cost and complexity 
manufacturing environments 
The tests described in this section aim to characterise the behaviour of RFID in the 
different application domains. The tests and their respective objectives are summarised 
in Figure  5-5. As several of the presented results are based on the magnitude of the 
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Received Signal Strength Indicator (RSSI), a brief description of this parameter is 
provided prior to the reporting of the test results. 
5.4.1 Received signal strength indicator magnitude 
Radio frequency identification communication between reader and tag depends on two 
communication links a forward link (i.e. link from the reader to the tag) and a backward 
link (i.e. link from the tag to the reader). The Received Signal Strength Indicator (RSSI) 
represents the magnitude of the signal power received by the reader from the 
backscattered signal in the backward link. As it is detected by the reader, the RSSI 
magnitude is commonly reported by the reader as part of the tag information (e.g. EPC, 
user memory). 
Under ideal conditions (i.e. an environment designed to eliminate electromagnetic 
reflections such as an anechoic chamber) the RSSI magnitude should decrease with 
distance up to a maximum reading distance (r) given by equation (2). 
 𝑟 = 𝜆4𝜋�𝑃𝑡𝐺𝑡𝐺𝑟𝜏𝑃𝑡ℎ  (2) 
Where 𝜆 is the wavelength, 𝑃𝑡 is the power transmitted by the reader, 𝐺𝑡 is the gain of 
the transmitting antenna, 𝐺𝑟 is the receiving antenna gain, 𝑃𝑡ℎ is the minimum power 
necessary to power the RFID chip (usually -10 dBm to -15 dBm (Dobkin 2008b)) and 𝜏 
is the power transmission coefficient dependent of the chip and antenna impedance 
(typical value of 0.8) (Rao, Nikitin et al. 2005). 
Under normal conditions RSSI magnitude is not only affected by the distance between 
the tag and the reader but also by the orientation and the testing environment which can 
lead to large variations of the RSSI magnitude. However, if the testing environment can 
be kept constant then the RSSI magnitude can be used to characterise the RFID system. 
In general being a measurement of received power RSSI magnitude is reported in dBm 
however because it is a parameter calculated by the reader hardware in some instances 
manufacturer’s choose to report it a different scale either way the magnitude is a valid 
measurement of the system’s performance (Catarinucci, Colella et al. 2010). 
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5.4.2 Testing aims, procedures and results 
The testing procedure carried out is illustrated in Figure  5-5 and is composed of four 
main components: (i). performance benchmark, (ii). engine assembly application, (iii). 
secure document application and electronic manufacturing application. The 
performance benchmark aims to develop an understanding of general RFID 
performance and the three other aim to establish how to guarantee reliable RFID 
operation in the specific application domains. 
 
Figure  5-5. Testing procedure and its aim. 
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5.4.2.1 Performance benchmark 
5.4.2.1.1 Aim, test set up and procedure 
Performance benchmark is focused on the characterisation of the system behaviour 
under near ideal conditions (i.e. keeping the testing environment as constant as possible). 
The main focus of the performance benchmark tests can be stated as: 
To determine the behaviour of the RFID system performance when the system 
components (i.e. reader, reader antenna, RFID tag) are altered.  
The list of tests with its dependent parameters is shown in Table  5-3. The performance 
benchmark tests were undertaken under controlled conditions (i.e. the same laboratory 
setups) since an anechoic chamber was not available and it was impractical to test in an 
open space, some interference from the ground or the walls is unavoidable. 
The testing was done using Alien ALN-9640 tag samples, an Alien ALR-9900 reader 
operating at a frequency of 865.7 MHz – 867.5 MHz and an Alien ALR-8696-C circular 
polarized antenna. The reader output power was set to 30 dBm (1 Watt) except for Test 
2.4 where it was varied as shown in Table  5-3. For Test 1.1 and Test 1.2 the distance 
between the tag and antenna was kept at 1 metre. 
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Objective Parameters Tests 
Measuring the effect of tag-
antenna relative orientation 
Orientation/Angle 1.1. Horizontal/0-360º 
1.2.  Vertical/0-360º 
Measuring the variation due 
to system components 
Antenna/Distance 2.1.  Antenna sample 1/0-200cm 
Antenna sample 2/0-200cm 
Antenna sample 3/0-200cm 
Tag/Distance 2.2.  Tag sample 1/0-200cm 
Tag sample 2/0-200cm 
Tag sample 3/0-200cm 
Tag sample 4/0-200cm 
Tag sample 5/0-200cm 
Reader/Distance 2.3.  Reader sample 1/0-200cm 
Reader sample 2/0-200cm 
Reader sample 3/0-200cm 
Measuring the effect of reader 
output power 
Reader output 
power/Distance 
2.4.  33 dBm/0-200cm 
28 dBm/0-200cm 
23 dBm/0-200cm 
19 dBm/0-200cm 
Table  5-3. Overview of the performance benchmark tests with dependent parameters. 
Figure  5-6 shows the experimental set up used. A wooden structure was used to prevent 
interfering with the systems performance. Angles were measured in increments of 10º 
using the reference protractor shown in Figure  5-6. The distance from the antenna to the 
tag was measured from the antenna to the centre of the RFID tag support in increments 
of 10cm. Reference markings were made on the wood beam support. The RSSI 
magnitude reported by the reader was captured and stored using an in-house developed 
software. At each measurement point (e.g. 10º, 20º, 30º) a total of 10 consecutive 
measurements were taken before moving to another measurement point. 
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Figure  5-6. Performance benchmark test setup. 
For Test 2.1 three reader antenna samples were used. The reader and tag were kept 
constant during the testing. A total of 20 consecutive RSSI measurements were taken 
for each antenna to tag distance. For Test 2.2 and Test 2.3 the same procedure was 
followed. For Test 2.2 however, 5 tag samples were used while the reader and the 
antenna were kept constant. For Test 2.3 3 reader samples were used while the antenna 
and tag were kept constant.  
5.4.2.1.2 Test results analysis 
5.4.2.1.2.1 Effect of tag-antenna relative orientation 
The reader antennae are circularly polarised (i.e. the electromagnetic wave propagates 
in two planes resembling a corkscrew making one complete revolution in a single 
wavelength timeframe) and hence are capable of observing a tag within their read range 
independent of orientation (Dobkin 2008b). However, tags which are linearly polarised 
(i.e. the electromagnetic wave propagates only in one plane either horizontal or vertical) 
are affected by their relative orientation to the reader antenna. The effect of such 
dependency is seen as a distribution of RSSI magnitude as a function of the angle and 
there is a preferential orientation between the reader antenna and tag that increases the 
likelihood of tag detection. 
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Figure  5-7. Tag orientation influence on reported RSSI radiation pattern. 
As illustrated in Figure  5-7, RSSI magnitude is not uniform for the vertical orientation 
(an ANOVA of the RSSI magnitude yielded significant differences between the 
reported magnitudes for different angles F(35, 324) =15.72, p < 0.05), nevertheless the 
variation is small (𝜎
?̅?
 ≈ 7% ) when compared with the variations observed for the 
horizontal orientation (𝜎
?̅?
 ≈ 40%). For the vertical orientation the difference between 
the maximum and minimum values is close to 20% while for the horizontal orientation 
case that same magnitude is close to 85%. 
The difference in performance is due to the tag area that faces the reader antenna, an 
example for the case when the angle is 90º is shown in Figure  5-7. When the tag is 
oriented vertically the tag area facing the antenna is proportional to the whole length of 
the tag along the 360º. When the tag is oriented horizontally, the overlapping area is 
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proportional to the width of the tag, a reduction of 90% for the tag area facing the 
antenna. 
5.4.2.1.2.2 Variation due to system components 
Test 2.1. Variation due to different antenna 
Figure  5-8 shows the data along with a logarithmic trend line with upper and lower 
bounds based on a 95% individual prediction interval. There is no evidence to suggest 
that RSSI magnitude varies with the reader antenna used. The decrease of RSSI with 
distance indicates that after 3 metres tag detection becomes unreliable, i.e. % of 
successful reads/attempts < 50%.  
 
Figure  5-8. Reader antenna influence on reported RSSI. 
Test 2.2. Variation due to tag 
As shown in Figure  5-9, there is no evidence to suggest that the reported RSSI 
magnitude is affected by the tag used.  
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Figure  5-9. Tag influence on reported RSSI. 
Test 2.3. Variation due to reader 
There is no evidence to suggest that the system performance is affected by the reader 
used as indicated in Figure  5-10. Note in all cases a limit of ~2m could be placed to 
ensure a robust operation of the system. This is to be compared with the manufacturer’s 
specification of read range up to 10m. 
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Figure  5-10. Reader influence on reported RSSI. 
Comparison between reader, antenna and tag samples 
To determine the variability between samples, fitted trend lines from the previous tests 
were compared (see Figure  5-11). As all fitted trend lines fall within the 95% prediction 
interval for any combination of reader, tag and reader antenna the performance could be 
readily predicted. Variance would hence be inferred as due to external factors (e.g. 
reflection from surroundings, interference from neighbouring tag, interference from 
neighbouring reader). 
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Figure  5-11. Comparison between fitted trend lines. 
The previous tests were carried out in a controlled environment (i.e. Room 1) and no 
metal objects were placed near the test set up. In order to observe how the presence of 
metal objects would affect the RSSI magnitude, the test set up was placed in an 
environment surrounded by metallic structures (i.e. Room 2) typical of the industry. 
Figure  5-12 shows that the presence of the metal objects causes not only an average 
reduction in the reported RSSI magnitude (2% at 10 cm and 16% at 200 cm) but 
importantly (see Figure  5-13) a much larger variation. The difference between the fits 
increases to 16% at 2m. In addition the difference between the lower and upper bounds 
increase to 63% and 8% at 2m respectively indicates a skew towards absorbing the 
signal via the metal at larger distances rather than reflecting it. 
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Figure  5-12. Environment influence on reported RSSI. 
 
Figure  5-13. Environment influence on the difference between reported RSSI trend line fits. 
5.4.2.1.2.3 Effect of reader output power 
Reader output power is a measure of the power contained in the electromagnetic wave 
emitted by the reader antenna and it varies as the inverse square of the distance (Dobkin 
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2008b) at 915 MHz the far field distance is >66 centimetres1, whereas the near field is < 
33 cm. According to the ISO/IEC 18000-6 standard the maximum reader output power 
allowed for the 860 – 960 MHz frequency band is 2 Watts dBm (ISO/IEC 2010). In 
RFID systems, output power can be controlled by either software or hardware 
adjustments. As the amount of power required to power the chip is constant (roughly 
100 µW (Dobkin 2008b)), the reader output power has a direct influence on the 
maximum reading distance. 
Hardware based reader output power depends the presence of a physical attenuator 
between the reader and antenna, variation affects both the forward and backward links. 
This offers less control on the desired reduction of power than the software based power 
reduction. The effect of software based power reduction with RSSI magnitude for 
increasing reader antenna to tag distances is shown in Figure  5-14. 
 
Figure  5-14. Reader output power influence on reported RSSI. 
Outside the near field there is no evidence to suggest that the RSSI magnitude varies 
with the reader output power. 
                                                 
1 Although the near field ends at a distance of 33 centimetres from the reader antenna there a transition 
zone between 33 – 66 centimetres where the near field goes from a reactive to radiative field (Paret 
2009b). 
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Within the near field < 33 cm, for the lower reader output powers (i.e. 19 dBm, 23 dBm) 
the reported RSSI magnitude is above the 95% prediction interval by 15%, indicating 
that lower reader output power allows a better data transmission quality within the near 
field.  
 
Figure  5-15. RSSI difference between reader output powers 
The difference between reported RSSI for different reader output powers is illustrated in 
Figure  5-15. The results show that using a lower reader output power allows a better 
data transmission however, if the reader output power is set lower than a critical power 
level data transmission suffers. Within the near field this critical value is 23 dBm and 
for the far field it is 28 dBm. This behaviour could be a consequence of the reflected 
waves amplitude being bigger for higher reader output power hence a poorer data 
transmission. This means that for a set distance between antenna and tag it is better to 
use the minimum reader output power that guarantees reliable readings.  
5.4.2.2 Engine assembly application 
5.4.2.2.1 Aims, test set up and procedure 
In the engine assembly application, the main focus of the tests carried is stated as: 
To identify the operating parameters (i.e. antenna placement, reader output power, tag 
placement on the box, effect of metal contents) that guarantee reliable system operation 
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(i.e. detection of tagged boxes) under the environmental conditions found in the 
application domain. 
The list of tests with its dependent parameters is shown in Table  5-4. The nomenclature 
used to refer to the possible placements for the tag on the box and the box side facing 
the antenna are shown in Figure  5-16. 
 
Figure  5-16. Tag placements on the box and antenna placements relative to the box sides. 
In assembly, boxes can be filled with a variety of components of different materials. 
The shape, number and distribution of components in the box will have an effect on the 
radiation pattern, signal reflection and interference (Dobkin, Weigand 2005, Penttilä, 
Keskilammi et al. 2006). For this reason a worst case scenario was assumed in which 
the box was completely filled with tube steel squares. 
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Objective Parameters Tests 
Determine the best tag 
placement on the box 
Tag placement on box/Box 
side facing the antenna 
3.1. Side 1/Side 1 
Side 1/Side 2 
Side 1/Side 4 
Side 1/Side 5 
3.2. Side 2/Side 1 
Side 2/Side 2 
Side 2/Side 4 
Side 2/Side 5 
3.3. Side 3/Side 1 
Side 3/Side 2 
Side 3/Side 4 
Side 3/Side 5 
3.4. Side 4/Side 1 
Side 4/Side 2 
Side 4/Side 4 
Side 4/Side 5 
3.5. Side 5/Side 1 
Side 5/Side 2 
Side 5/Side 4 
Side 5/Side 5 
3.6. Side 6/Side 1 
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Side 6/Side 2 
Side 6/Side 4 
Side 6/Side 5 
Determine the effect of metal 
content on best tag placement 
on the box 
Metal content/ Tag placement 
on box/Box side facing the 
antenna 
4.1. Steel/Same as test 3.1  
4.2. Steel/Same as test 3.2  
4.3. Steel/Same as test 3.3 
4.4. Steel/Same as test 3.4 
4.5. Steel/Same as test 3.5 
4.6. Steel/Same as test 3.6 
Table  5-4. Overview of the engine assembly application tests with dependent parameters. 
The testing was done using Alien ALN-9640 tag samples, an Alien ALR-9900 reader 
operating at a frequency of 865.7 MHz – 867.5 MHz, an Alien ALR-8696-C circular 
polarized antenna and a component box provided by industrial partner. The reader 
output power was set to 30 dBm (1 Watt) and the distance between the tag and antenna 
was kept at 1 metre (distance between the unloading zone and racks at the industrial 
partner’s site). 
 
Figure  5-17. Engine assembly application test set up. 
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Figure  5-17 shows the experimental set up used. The box was placed on a plastic tripod 
to prevent interfering with the systems performance. The RSSI magnitude reported by 
the reader was captured and stored using an in-house developed software. A total of 20 
consecutive measurements were done at each measuring point (e.g. Side 1/Side 1, Side 
1/Side 2). 
5.4.2.2.2 Test result analysis 
5.4.2.2.2.1 Tag placement on the box 
Figure  5-18 shows the RSSI according to the tag placement on the box for the different 
antenna locations, the nomenclature used is shown in Figure  5-16. Antenna locations 
facing side 6 and side 3 were not measured as they are the same as antenna locations 
facing side 5 and side 1 respectively. 
 
Figure  5-18. RSSI according to tag placement on the box. 
As illustrated in Figure  5-18 the best placement for any antenna location except side 2 is 
achieved when the box side facing the antenna is the one where the tag is placed (e.g. 
Box side 1 – Antenna facing side 1 RSSI = 12642, Box side 4 – Antenna facing side 4 
RSSI = 14802). Side 2 does not exhibit this behaviour due to the metallic cage that 
covers the tag when it is placed on this side. When empty the box does not seem to have 
an effect on the best tag placement, when the antenna is facing side 4 the difference 
between the RSSI for Box side 2 (14871.5) and Box side 4 (14802.4) is 0.5%. 
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Not always it can be guaranteed that the antenna faces the same side where the tag is 
placed (e.g. the antenna has to be placed in a specific area, the box has to be delivered in 
a certain orientation to fit the rack). In that case the best placement for the tag is one 
where the variation between different antenna placements (e.g. antenna facing side 1, 
antenna facing side 2) is smallest. As shown in Figure  5-18 this occurs when the tag is 
placed on side 5 (𝜎
?̅?
 ≈ 46%). 
5.4.2.2.2.2 Effect of metal content on tag placement on the box 
As shown in Figure  5-19 the metal content has affects negatively the performance of the 
tag, only one placement (Box side 1 – Antenna facing side 1 RSSI = 20849) has a 
higher RSSI than 12000. There is even one configuration, when the tag is placed on side 
6 where the tag cannot be read.  
 
Figure  5-19. RSSI according to tag placement on the metal filled box. 
The presence of the metal contents prevents the best tag placement from being one 
where the box side facing the antenna is the one where the tag is placed (e.g. Box side 2 
– Antenna facing side 2). This however cannot be generalized as the shape, number and 
distribution of components in the box will have an effect on the radiation pattern, signal 
reflection and interference (Dobkin, Weigand 2005, Penttilä, Keskilammi et al. 2006). 
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As before it is desirable for the tag placement to exhibit the smallest variation between 
different antenna placements, as shown in Figure  5-19 this occurs when the tag is placed 
on side 5 (𝜎
?̅?
 ≈ 73%). 
5.4.2.2.2.3 Tag and box integration 
Tags located on the boxes must be able to withstand the harsh conditions of the engine 
assembly application domain. 
Currently there are two methods to integrate tags to products, i.e. attach or embed. 
Attachment has the disadvantage that it requires additional operations in order to place 
the tag or a tag encapsulated in a protective case on the finished product. Embedding the 
tag within the product while it is being manufactured either during its casting, injection 
moulding or assembly (Weigelt, Hambsch et al. 2010, Knights 2009, Pille 2010) has the 
drawback that it requires altering the box manufacturing process by supplier. 
A compromise system was adopted which consisted of milling a cavity on the bottom 
side of the box, placing the tag inside it and then covering the tag with epoxy resin to 
guarantee a secure placement and protection against abrasive damage in the industrial 
environment (see Figure  5-20). 
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Figure  5-20 RFID tag integration process with the component box. 
As shown in Figure  5-21 when the tag is embed in the box its performance is better than 
when the tag is simply adhered (e.g. antenna facing side 2 - 70%, antenna facing side 4 
– 45, antenna facing side 5 – 34%). This improvement could be attributed to the epoxy 
resin improving the impedance matching (Harris, Wu et al. 2011). 
 
Figure  5-21. RSSI for embedded and adhered tag on the box. 
Physical Architecture Implementation 
143 
5.4.2.3 Secure document and asset application 
5.4.2.3.1 Aim, test set up and procedure 
For the secure document and asset tracking application: the effect paper has on the 
system performance does not appear significant in comparison to the performance 
limitations of the tag (Clarke, Twede et al. 2006, Koski, Koski et al. 2011) the 
substrates can have (Xianming Qing, Zhi Ning Chen et al. 2008). The aim of the testing 
can be stated as: 
To identify the system configuration parameters (i.e. antenna placement, tag-to-tag 
interference, metal surroundings interference) that guarantee reliable system operation 
(i.e. detection of tagged documents and assets) under the environmental conditions 
found in the application domain. 
In operation, documents are presented to antennas without external interference between 
them and the antenna. As such reliable operation can be assumed under the same 
conditions as the ones identified for a standalone tag (see above). The list of tests with 
its dependent parameters is shown in Table  5-5. The nomenclature used to refer to the 
antenna placements on the cabinet is shown in Figure  5-22. 
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Figure  5-22. Nomenclature used for antenna placement on cabinet. 
A cardboard box was used as a substitute for the drawer when tag to tag interference 
was being evaluated. 
Objective Parameters Tests 
Determine the best antenna 
set up 
Antenna placement on cabinet 4.1. Top-Top 
4.2. Top-Back 
4.3. Top-Bottom 
4.4. Back-Back 
Determine the effect of tag to 
tag interference 
Number of tagged 
documents/Cardboard drawer 
5.1. 10 
5.2. 20 
5.3. 30 
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Determine the effect of 
drawer interference 
Number of tagged 
documents/Metallic drawer 
6.1. 10 
6.2. 20 
6.3. 30 
Table  5-5. Overview of the secure document and asset application tests with dependent parameters. 
The testing was done using Alien ALN-9640 tag samples, an Alien ALR-9800 reader 
operating at a frequency of 865.7 MHz – 867.5 MHz, two Alien ALR-8696-C circular 
polarized antennae and a metallic cabinet. Two antennae were required as the used 
reader had bistatic antenna ports (i.e. one antenna is used for transmission and one 
antenna is used for reception). The reader output power was set to 30 dBm (1 Watt).  
 
Figure  5-23. Secure document and asset application test set up. 
Figure  5-23 shows the experimental set up used. The antenna was placed with its centre 
on the centre of the cabinet’s side used for the test (see Figure  5-23). Each tagged 
document was placed on a A4 sheet of paper stored in a cardboard folder and placed in 
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the cabinet’s drawers. For Tests 4.1 – 4.4 a total of 80 documents were placed inside the 
cabinet distributed evenly across the 4 drawers (levels in Figure  5-22). Each tag was 
programmed with an identifier that allows knowing its location in the cabinet. For 
example, the tag placed in level 1 closest to the front of the cabinet has a 101 identifier, 
the one closest to it has a 102 identifier and the last tag in level 1 has a 120 identifier. 
The same logic applies for the other levels but the first term of the identifier changes 
according to the level (e.g. 201, 301, 401). A total of 5 consecutive measurements were 
done and the percentage of read tags is reported. A negative read is one where the 
document is not detected for any of the 5 reads. 
For Tests 5.1. – 5.3 the RSSI for each tagged document (identified with identifiers 
showing their location as above) was captured and stored using an in-house developed 
software. A cardboard drawer was used to hold the cardboard folders. A total of 20 
consecutive measurements were taken at each measuring point (e.g. 10 tags, 20 tags). 
The same procedure as just described was followed for Tests 6.1. – 6.3. but a metallic 
drawer was used. 
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5.4.2.3.2 Test result analysis 
5.4.2.3.2.1 Antenna set up 
 
Figure  5-24. Percentage of documents detected for different reader antennae locations. 
As shown in Figure  5-24 no antennae location set up guarantees 100% detection rate for 
all the drawer levels (e.g. top – top achieves 100% for levels 1 and 2 but 10% and 0% 
for levels 3 and 4 respectively). However, it is clear that the distance between the 
antenna and the tags has an influence on the percentage of detected documents. When 
placed on the top – top configuration the percentage of documents detected is 10% and 
0% for levels 3 and 4 respectively. As shown in Figure  5-24 the best performance is 
achieved when the back – back configuration is used. In this case the worst detection 
rate achieved is 70% for level 4. For all configurations level 4 has the lowest detection 
rate (e.g. top – top 0%, top – back 10%, top – bottom 10%, back – back 70%) which 
could be attributed to the closeness of this level to the metal bottom of the cabinet and 
to the floor itself which can absorb the signal (Papapostolou, Chaouchi 2011). 
The test results shown that for the antennae used there is no set up with 100% reliable 
detection rate for all levels. It would be possible however, to use a smaller antenna (24.8 
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dBm output power) so that at least one is placed in each drawer. As shown in 
Figure  5-25 even in this case a 100% detection rate cannot be achieved. If smaller 
antennae are used the detection rate will continue to decrease. 
 
Figure  5-25. Percentage of documents detected for different reader output power. 
The addressed secure document and asset application demands for a physical 
verification of the document’s current location. Since the detection rate is never 100% 
for all levels and relying on the last stored location is not an option an alternative should 
be provided. A hand held RFID reader is a feasible option as it allows the physical 
verification of the document while reducing the time demanded by the activity as one 
can go through each drawer scanning the stored documents without having to remove 
them from the drawer. 
5.4.2.3.2.2 Tag to tag interference 
Figure  5-26 shows the RSSI for the first 10 documents when the drawer contains 10, 20 
or 30 documents. Only the first 10 documents are shown as it is the only case where all 
three document sets (e.g. 10, 20, 30) can be compared. 
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Figure  5-26. Tag to tag influence. 
Although in some cases the tagged document does exhibit a different RSSI when in a 10, 
20, or 30 document group (e.g. document 6: RSSI = 2500 for 10 documents, RSSI = 
1545 for 20 documents, RSSI = 1406 for 30 documents) after conducting a two way 
ANOVA with replication of the RSSI no significant differences due to the number of 
documents were found F(2, 18) = 2.2, p > 0.05. If the effect of tag to tag interference 
was considerable, one would expect that by increasing number of documents such 
interference should be manifest in the RSSI magnitude. 
It is interesting to note that RSSI for all document groups (e.g. 10, 20, 30) follows a 
similar pattern, the valleys and peaks in the RSSI occur in the same document for all 
groups or in the document right before or after it (e.g. document 3: RSSI = 1511 for 10 
documents, RSSI = 1554 for 20 documents, RSSI = 1829 for 30 documents, document 4: 
RSSI = 2798 (Document 5) for 10 documents, RSSI = 2680 for 20 documents, RSSI = 
2818 for 30 documents). As the tag to tag interference is not considerable (see above) 
then this common pattern has to be the consequence of interference from the 
environment. In ideal conditions the RSSI for the document closest to the antenna 
(document 1) should be the highest and decrease to a minimum for the document 
furthest (document 10) to the antenna however the interference from the environment 
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prevents this from happening. The effect of interference can be sometimes constructive 
(e.g. document 2, document 4) or destructive (e.g. document 3, document 7). 
5.4.2.3.2.3 Drawer interference 
Figure  5-27 shows the RSSI for the first 10 documents when the metallic drawer 
contains 10, 20 or 30 documents. As before only the first 10 documents are shown. 
 
Figure  5-27. RSSI in metallic drawer. 
As for the case of the cardboard drawer the RSSI for all document groups (e.g. 10, 20, 
30) follows a similar pattern, the valleys and peaks in the RSSI occurring in the same 
document for all groups or in adjacent document (e.g. document 3: RSSI = 777 for 10 
documents, RSSI = 1548 for 20 documents, RSSI = 927 for 30 documents). However, 
when an ANOVA with replication of RSSI was conducted significance differences due 
to the number of documents were found (p < 0.05). Since tag to tag interference was 
found to be not significant when the cardboard drawer was used it can be assumed that 
the metallic drawer is affecting the RSSI magnitude. 
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Figure  5-28. Comparison between cardboard and metallic drawer. 
Figure  5-28 shows a comparison between the RSSI for the cardboard and the metallic 
drawer for the case of 10 (Figure  5-28 top) and 30 documents (Figure  5-28 bottom). 
Although the RSSI pattern for both cases (cardboard and metallic drawers) is the same 
(see the valley and peaks location in Figure  5-28) it is clear that the RSSI for the 
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documents placed in the metallic drawer is smaller. The metallic drawer is destructively 
interfering the data transmission quality by absorbing the signal. 
5.4.2.4 Electronics manufacturing application 
5.4.2.4.1 Aims, test set up and procedure 
In the Electronics Manufacturing (EM) application the tests aim can be stated as: 
To establish the appropriate manufacturing parameters in order to guarantee robust 
RFID performance via chip-antenna integration embedded within the layers of the PCB. 
Placement of the chip on the outside layers of the PCB was not suitable due to the 
limited survivability of the chip under the environmental conditions encountered in PCB 
manufacture (e.g. hot air solder levelling T = 270ºC, bonding under pressure T = 190ºC, 
pressure = 300 psi). Furthermore, the earlier the RFID chip is placed in the PCB 
manufacturing process the finer the data granularity with the supply chain that can be 
achieved. 
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Figure  5-29.Studied manufacturing parameters. 
The manufacturing parameters studied can be seen in Figure  5-29 and focus on: (i). chip 
placement on the board, (ii). integration with current business processes and (iii). 
survivability to current manufacturing processes. 
A good placement on the board is one where not only electrical connection between the 
chip and the antenna can be guaranteed but also one where the connection has enough 
mechanical strength to withstand the mechanicals loads expected during manufacturing 
and handling. As shown in Figure  5-29 this involves determining the appropriate type of 
interconnection deposit (e.g. conductive adhesive, solder paste), the use or not of an 
underfill for added mechanical strength and the pad layout (i.e. connection areas 
between the chip and the PCB). 
The bonding process is the one where the different PCB layers become a single rigid 
structure (see Section 2.7). It is a process that is carried out both at high temperature and 
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pressure (e.g. 190ºC, 300 psi). How to prevent the chip from being destroyed during 
bonding has to be addressed. As shown in Figure  5-29 this includes determining if the 
pre-preg layer’s area above the chip has to be altered (i.e. a cavity has to be made), the 
number of pre-preg layers has to be increased to encapsulate the chip and if the copper 
surface has to be altered to allow interconnection between the antenna and the chip. 
A common failure for PCBs is delamination (i.e. the separation between the layers once 
the board has been bonded). Although delamination has different causes (e.g. trapped 
moisture between layers, dust particles trapped during bonding) the mechanism is the 
same, as the board expands the lack of adhesion between layers leads to separation 
between layers (Weide-Zaage, Horaud et al. 2005). Because heat causes expansion of 
the board it is common for delamination to occur during PCA and PCB manufacturing 
processes that involve high temperature (e.g. reflow 260ºC, HASL 270ºC). Embedding 
a component within the PCB structure creates a potential void that can lead to 
delamination. As shown in Figure  5-29 the survivability of the PCB with an embedded 
chip in it has to be proven for those manufacturing processes that involve high 
temperature (e.g. HASL, reflow, solder resist cure, bonding). 
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The list of tests with its dependent parameters is shown in Table  5-6. 
Objective Parameters Tests 
Determine the best placement 
parameters 
Interconnection type 7.1. Solder paste 
7.2. Conductive adhesive 
Pad layout 8.1. 2 pads 
8.2. 4 pads 
Underfill 9.1. Yes 
9.2. No 
Determine the best integration 
procedure 
Copper surface 10.1 Before bond promotion 
10.2 After bond promotion 
Recces hole 11.1. 0.8mm 
11.2. 1.2mm 
11.3. 1.6mm 
Number of pre-preg layers 
(Thickness) 
12.1 2 layers 
Verify survivability to 
manufacturing process 
Manufacturing process 13.1. HASL 
13.2. Bonding under pressure 
13.3. Reflow 
13.4. Solder resist cure 
Table  5-6. . Overview of the electronics manufacturing application tests with dependent parameters. 
Panels containing 63 tag samples distributed as 3 columns of 21 tags were assembled 
(see Figure  5-30. Electronics manufacturing application set up., the chip placed 
following the parameter combinations shown in Table  5-6. After manufacture the 
number of tags operating (i.e. capable of being read) was determined using an Alien 
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ALR-9900 reader operating at a frequency of 865.7 MHz – 867.5 MHz and an Alien 
ALR-8696-C antenna. The antenna structure used was the same as the one used on the 
commercial off the shelf tags Alien ALN-9640. The bare dies placed on the panels were 
picked up manually from a wafer using tweezers and placed on the panel using flip chip 
technology (Pascariu, Cronin et al. 2003, Lassen 1996). Bad dies (i.e. dies damaged 
during the wafer manufacturing) were avoided using the die map (i.e. map showing the 
location of damaged and operational dies) however, as the wafer had 50000 dies and the 
picking up process was carried out manually there is still the possibility for a bad die to 
have been picked up. The deposition of the solder paste and the conductive adhesive 
was done through a stencil printing process, its dimensions shown in Figure  5-30. The 
recess holes in the pre-preg layers were done using a CNC drilling machine and a drill 
file containing the location and size of the recess holes, the centre of each hole located 
on the centre of the chip on the PCB core (see Figure  5-30). 
Off the shelf solder paste (Alpha OM-338-CSP), underfill (Loctite 3593) and isotropic 
conductive adhesive (Loctite 3880) were used. When the solder paste was used the 
panels were reflowed in an oven following a profile with peak temperature of 270ºC for 
8 minutes. When the conductive adhesive was used some panels were subject to a 
curing process with a peak temperature of 150ºC for 6 minutes and others to a curing 
process with a peak temperature of 180ºC for 7 minutes. The underfill was deposited by 
an automatic dispenser machine and cured at a temperature of 150ºC for 6 minutes. 
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Figure  5-30. Electronics manufacturing application set up. 
5.4.2.4.2 Test result analysis 
5.4.2.4.2.1 Placement parameters 
5.4.2.4.2.1.1 Interconnection type 
In order to promote adhesion between layers during bonding, the copper on the inner 
cores is subject to a micro etching process (BP41 Bond preparation) which increases the 
surface roughness (e.g. surface roughness is increased from 100µm to 200µm). 
Figure  5-31 shows the cooper substrate surface before and after the BP41 Bond 
preparation process. 
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Figure  5-31. Copper substrate surface roughness before and after bond promotion. 
Solder paste before BP41 Bond preparation process 
As the quality of the interconnection is affected by the surfaces being connected (e.g. 
chip, copper substrate) the issue of what interconnection type (e.g. solder paste, 
conductive adhesive) to use is also linked to when the interconnection process should 
carried, before or after the BP41 Bond preparation process. 
 
Figure  5-32. Solder paste interconnection before BP41. Bond preparation. 
Figure  5-32 shows that the solder provides a good interconnection between the antenna 
structure and the chip’s solder bumps however a potential problem with the application 
of solder paste was observed. 
In standard PCB manufacturing (i.e. PCBs without embedded components) no 
components are placed in the inner layers. There is no need for the copper surface to be 
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subject to a solderable finish. Furthermore, the use of solder resist in the inner layers 
would prevent adhesion during bonding. Solder resist prevents unwanted copper areas 
to be covered by solder during soldering processes (e.g. solder paste-reflow). Before the 
BP41 Bond preparation process the antenna structure not protected by solder resist it is 
possible for the solder to flow past the acceptable area for deposition (see Figure  5-32) 
which can lead to a short circuit if the solder paste flows between the solder bumps or 
the contamination of the copper surface beyond the acceptable area. 
Solder paste after BP41. Bond preparation process 
During the soldering process an intermetallic joint is formed between the surfaces being 
soldered. In order for this process to be reliable the metallic surfaces need to be exposed. 
After the BP41. Bond preparation process, the copper structure is covered by a copper-
azole structure which although increases the surface roughness, a requirement for good 
adhesion during bonding, also has poor solderability compared to bare cooper. Under 
such circumstances a reliable joint can only be achieved if the amount of solder paste is 
enough for its flux to not only prevent oxidation during the soldering process but also to 
remove the copper-azole structure covering the copper structure. 
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Figure  5-33. Solder paste interconnection after BP41. Bond preparation. 
As shown in Figure  5-33 the presence of the copper-azole layer (as a result of the BP41 
Bond preparation process) prevent an intermetallic joint between the solder bumps and 
the copper surface. Although there is a good interconnection between the solder bumps 
and solder the connection area between the copper surface and the solder is minimal. 
Under such circumstances the electrical connection is unreliable. The amount of solder 
that can be deposited through the stencil used is not enough to prevent oxidation and 
remove the copper-azole structure on the copper surface. 
As shown in Figure  5-33 the rough copper surface is also responsible for a poor solder 
flow (see the ball like structure of the solder in Figure  5-33 which not only prevents 
good interconnection but also increases the overall height of the assembly (i.e. copper 
structure, solder, chip) from 197µm to 277 µm. Furthermore, the poor solder flow 
reduces the mechanical strength of the joint up to a point where the solder can roll to the 
side of the chip during bonding (see Figure  5-33). 
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Conductive adhesive before BP41. Bond preparation process 
Conductive adhesives rely on the contact between silver flakes within an epoxy matrix 
to provide an electrical path. As the path is independent of the surface roughness of the 
components there might be no difference in the connection quality if carried out before 
or after the bond preparation process. 
 
Figure  5-34. Conductive adhesive interconnection before BP41. Bond preparation. 
As shown in Figure  5-34 conductive adhesive provides a good interconnection between 
the solder bump and the copper surface. As the adhesive is cured the epoxy matrix 
shrinks and the solder flakes come in contact with each other to provide an electrical 
path (see the right upper corner of Figure  5-34). 
The yield (i.e. the ratio between the number of working tags to the total number of tags 
assembled) achieved when the conductive adhesive was used and cured following a 
curing profile with a peak temperature of 150ºC for 6 minutes was 80%, the reason for 
the failures being the epoxy not shrinking completely reducing the number of silver 
flakes in contact. A second curing profile with a peak temperature of 170ºC for 7 
minutes gave a yield of 92%. The 8% failure rate attributed to two factors: (i). presence 
of adhesive residual in the stencil aperture and contaminants on the stencil and (ii). 
placement of possible non-working chips from the wafer. 
Physical Architecture Implementation 
162 
 
Figure  5-35. Pick up of chips from wafer and placement in the pick-up area of the flip chip machine. 
Figure  5-35 shows the process followed to for the placement of the chip by the flip chip 
machine. Kapton tape is used to remove the bare dies from the wafer, a printed die map 
is used to avoid the chips which are marked as non-working. The chips are removed 
from the Kapton tape manually with tweezers and placed in the pick-up area of the flip 
chip machine which after recognizing the bond pads picks up the chip and places it on 
an antenna structure in the panel. During the manual handling, the chip can be damaged 
but due to the size of the chip such damage would be difficult to see. It is difficult to 
interpret the wafer map, i.e. the location of good dies with the wafer manually. 
Conductive adhesive after BP41. Bond preparation process 
Figure  5-36 shows that even when deposited after the BP41. Bond preparation process 
the conductive adhesive achieves good interconnection quality between the solder bump 
and the copper surface. No visual or functional (i.e. chip capable of being read) 
difference is found between the chip being placed before or after the BP41. Bond 
preparation process. 
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Figure  5-36. Conductive adhesive interconnection after BP41. Bond preparation. 
Recommended practice 
The use of solder paste for the interconnection is unfeasible after the bond promotion 
process as the increased surface roughness and copper-azole structure prevent a good 
electrical and mechanical connection. 
When conductive adhesive is used, good interconnections are achieved either before or 
after bond promotion. Furthermore, as conductive adhesive is cured at a lower 
temperature (e.g. 180ºC) than the one required for solder paste reflow (e.g. 270ºC) the 
PCB core is subject to lower stress and the process demands lower energy consumption. 
The recommended practice however, is to place the chip before the BP41. Bond 
preparation process. The reason being that as part of such process the board is subject 
to a cleaning process. When the chip is placed after the bond preparation process the 
chip placement could cause contamination of an already cleaned board which could lead 
to problems in the reliability of the bonding process.  
A trial done using conductive adhesive with a fully automated pick and place process 
(i.e. pick up directly from the wafer using the die map and placement in the antenna 
structure (SIPLACE CA machine)) before BP41. Bond preparation process achieved a 
yield of 100% between the tags working and the tags to be assembled. 
5.4.2.4.2.1.2 Pad layout 
The land pattern refers to the shape and distribution of the area on the copper track 
available for the interconnection with the chip. From an electrical point of view the 
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RFID chip must be connected to the copper track on only two of its four pads (i.e. 
solder bumps). Two different land patterns were tested as shown in Figure  5-37. When 
two pads are used (see Figure  5-37 A)) only the solder bumps are in contact with the 
copper track and the chip is placed in a diamond like pattern with the solder bumps 
located diagonally opposite each other. When four pads are used (Figure  5-37 B)) both 
the support pads and the solder bumps on the chip are in contact with the copper 
structure. The chip is placed in a square pattern, with the two solder pads connected to 
the antenna structure. The other two are placed on isolated copper structures to provide 
additional support. 
 
Figure  5-37. Land pattern for RFID tag. A). Chip placed using only the solder bumps. B). Chip placed using 
both the solder bumps and stabilizing bumps. 
Figure  5-38 shows that the two pad land pattern configuration is not stable and as a 
consequence during bonding the ship is prone to tilting under the bonding pressure 
(𝑃𝑚𝑎𝑥= 300 psi). Besides the failure in the electrical connection this tilting in some 
cases was so extreme that the upper corner of the RFID chip punctured the top structure 
of the PCB. 
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Figure  5-38. RFID chip placed on two land pattern. 
As shown in Figure  5-39 when the four pad land pattern is used the added stability 
provided by the support pads prevented any displacement of the chip during bonding.  
 
Figure  5-39. RFID chip placed on four land pattern. 
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Recommended practice 
The use of a two land pattern is unfeasible as during bonding the chip is prone to tilting. 
The recommended practice is to use a four land pattern that uses both the solder and 
stabilizing bumps. 
5.4.2.4.2.1.3 Underfill 
The interconnection area between the chip and the copper structure is proportional to 
the size of the solder and stabilizing bumps (see Figure  5-40). Such a small area offers 
weak mechanical strength and can be prone to damage during handling and the 
subsequent manufacturing processes. As shown in Figure  5-40 after the underfill is 
cured the load bearing area increases. 
 
Figure  5-40. Mechanical stress bearing area before and after underfill material deposit. 
When no underfill was used all soldered chips were displaced from the board during 
transport and handling, a clear indication that the mechanical strength provided by the 
interconnection alone is not enough to withstand the manufacturing processes. 
 
Physical Architecture Implementation 
167 
Recommended practice 
The solder joint by itself does not provide enough mechanical strength to guarantee that 
the chip will not be displaced from the board during transport, handling and the bonding 
process. The recommended practice is to use an underfill to provide additional 
mechanical strength to the chip and copper structure joint. 
5.4.2.4.2.2 Integration procedure 
5.4.2.4.2.2.1 Copper surface 
Figure  5-41 shows that there are two stages at which the chip can be integrated with the 
copper substrate, either before or after the BP41. Bond preparation process. As 
mentioned previously the result of the process being an increase in the surface 
roughness of the copper structure. 
 
Figure  5-41. Possible stages for chip integration. A) Before BP41. Bond preparation process. B). After BP41. 
Bond preparation process. 
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Figure  5-42 shows the difference between good and poor wetting, the consequence of 
the latter being a poor interconnection. The larger roughness (e.g. 200) observed after 
the BP41. Bond preparation process could lead to poor wetting occurring. 
 
Figure  5-42. Effect of surface roughness on solder paste wetting. 
Recommended practice 
The increased surface roughness of the copper structure after the bond preparation 
process can prevent the interconnection from having good wetting. The recommended 
practice is to place the chip before the BP41. Bond preparation process. 
5.4.2.4.2.2.2 Recess hole 
Pre-preg layers are made up of single ply of woven glass cloth impregnated with epoxy 
resin. Although the epoxy, when heated above its glass transition temperature (typically 
𝑇𝑔  ≥ 190ºC) is capable of flowing around the chip the glass fibres in the glass cloth do 
not. During the bonding process these fibres exert a localised force over the chip which 
can lead to its physical failure via cracking or separation from the interconnection pads. 
In order to prevent glass fibres from being placed over the chip a recess hole was drilled 
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in the pre-preg layers at the locations of the chips. Four different hole sizes were tested: 
(i). 0.8mm, (ii). 1.2mm, (iii). 1.6mm and (iv). 2.0mm. Although 0.8mm is smaller than 
the chip’s diagonal length (0.93mm) this size hole was tested since the pre-preg does 
flow during curing. The maximum hole size was selected as twice the size of the chip’s 
diagonal length as this allows a large volume to allow encapsulation of the chip while 
still being filled by the epoxy. 
0.8mm recess hole size 
A 0.8mm recess hole is smaller than the chip’s diagonal length (i.e. 0.93mm) and as a 
consequence during bonding the force exerted by the glass fibres is enough to not only 
fracture the chip but also to bend the copper track (see Error! Reference source not 
found.). None of the tested samples survived the bonding process. 
 
Figure  5-43. Chip mechanical failure after bonding using 8mm recess hole. 
1.2mm recess hole size 
During the bonding process cores and layers are kept aligned using tooling holes or 
eyelets (Layhe 2002) commonly a tolerance of 160µm is achieved (Whitney, Sreetharan 
et al. 2011). Although the hole has a nominal diameter its real size is estimated to be 
about 50µm smaller (Leonida 1981). This is important as the alignment distance 
becomes tighter. 
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For the case of a 1.2mm nominal diameter hole the real size is expected to be 1.15mm. 
Perfectly aligned (i.e. the centre of the chip on the centre of the hole) the distance 
between the hole’s wall and the chip’s wall should be 108µm. 
 
Figure  5-44. Chip mechanical failure after bonding using 1.2mm recess hole. 
Figure  5-44 shows that achieving alignment between the hole and the chip is difficult 
and when misalignment happens the chip can be damaged by compression from the 
glass fibres in the pre-preg. The tests carried out using a 1.2mm recess hole gave a yield 
of 33% showing that despite the size of the hole being large enough to allow the chip’s 
encapsulation the alignment is hard to achieve. 
1.6mm recess hole size 
For the case of a 1.6mm nominal diameter hole the real size is expected to be 1.55mm. 
Perfectly aligned (i.e. the centre of the chip on the centre of the hole) the distance 
between the hole’s wall and the chip’s wall should be 308µm. 
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Figure  5-45. Misalignment between the chip’s edge and the 1.6mm recess hole. 
Figure  5-45 that although the misalignment tolerance has been increased from 108.3µm 
to 308.3µm there is still the possibility for the pre-preg layers to be placed over the chip. 
The tests carried out using a 1.6 mm recess hole gave a yield of 88% showing that a 
bigger hole does reduce the occurrence of misalignments with this fact in mind a larger 
hole one should be used. 
2.0mm recess hole size 
If a 2.0mm recess hole is used the tolerance expected is 0.5mm, more than 3 times the 
tolerance commonly achieved with tooling holes during bonding (e.g. 160µm) (Whitney, 
Sreetharan et al. 2011). As shown in Figure  5-46 even with a distance from the hole 
wall to the chip of 206.59µm the fibres are clear of the chip by a distance of 1.13mm. 
Given the size of the recess hole (2.0mm) there was a concern that the epoxy resin from 
the pre-preg system would not be capable of filling the void left by the hole during 
bonding. However as shown in Figure  5-46 after visual inspection no samples shown 
any evidence of the presence of voids. 
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Figure  5-46. Chip embedded with a 2.0mm recess hole. 
When a 2.0mm recess hole was used a yield of 100% was recorded. 
Recommended practice 
During bonding the board is subject to considerable pressure (e.g. 300psi), this load is 
transferred to the glass fibres in the pre-preg layers. If the fibre runs over the chip such 
load leads to its destruction. The use of a recess hole over the chip can prevent fibres 
from exerting a load on the chip. Two factors must be taken into account to determine 
the right size for the recess hole: (i). its size must be larger than the size of the chip’s 
diagonal (933µm) and (ii). its size must be large enough to accommodate the typical 
misalignment for the bonding process (160µm) but at the same time small enough for 
the epoxy resin to flow into the hole to prevent voids from forming during bonding. 
Clearly a 0.8mm recess hole is unfeasible as it is smaller than the chip’s size. Although 
both the 1.2mm and 1.6mm recess holes are large enough to encapsulate the chip they 
pose alignment constraints difficult to achieve with the equipment currently in use 
(tooling holes). The recommended practice is to use a 2mm recess hole which is large 
enough to allow encapsulation and accommodate a misalignment 3 times larger than the 
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typical misalignment for the bonding process but still small enough to avoid the 
formation of voids during bonding. 
5.4.2.4.2.2.3 Number of pre-preg layers 
Commonly the number of pre-preg layers used between core boards and cooper foils is 
two (Layhe 2002). A pre-preg type commonly used in industry is the 2116 pre-preg 
which single layer pressed thickness is 105µm. 
 
Figure  5-47. Embedded chip within the PCB construct using two pre-preg layers. 
Figure  5-47 shows the dimensions for the different components of the assembly (i.e. 
copper antenna structure, chip, solder bump). If two 2116 pre-preg layers are used the 
thickness after bonding is 210 µm enough to encapsulate the chip. 
Recommend practice 
The number of pre-preg layers used must be enough so that after bonding their pressed 
thickness is at least 192µm, the combined thickness of the chip, solder bump and copper 
antenna structure. The recommend practice is to use two 2116 pre-preg layers which 
allow a clearance of 18µm. 
5.4.2.4.2.3 Survivability to manufacturing processes 
5.4.2.4.2.3.1 Hot air solder level 
Hot air solder level is a particularly harsh process due to the high temperature involved 
(e.g. 270ºC) and the large heat transfer (e.g. 391 kW). According to IPC standards PCBs 
should be capable to withstand up to 6 repetitions of immersion in the HASL process. 
Each assembled panel (i.e. bonded after chip placement) was subject to HASL 
immersions until functional failure (i.e. not being able to read the tag). After each 
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immersion the tags were read to check for failures. The HASL immersions were done 
with a with pre-dip and a dip phase at an insertion speed of 195mm/s and a retraction 
speed of 175mm/s during a time of 1s and 4s for the pre-dip and dip phases respectively, 
the solder bath was kept at 270ºC. 
 
Figure  5-48. RFID chip failure after HASL process. 
Out of the 4 panels tests only 6 chips failed after 2 immersions the remaining went on to 
9 immersions without failing. Figure  5-48 shows that the failure occurred due to 
delamination of the layers. This delamination was so severe that the solder joint broke 
from the copper structure. As a very small number of samples exhibited failure a 
process related problem (e.g. copper surface, interconnection type) was discarded as the 
probable cause. The failure was attributed to the contamination of the PCB core from 
the adhesive tape used to secure the assembled panel during transport from the site were 
the chips were placed to the site were the PCBs were bonded. 
Recommendation 
Although the core is cleaned before bonding adhesive residuals can stay on the board. 
These can be the source of voids after the bonding process in which moisture can filter. 
It is recommended that for transport another mean rather than adhesive tape is used for 
securing the panels. If adhesive tape has to be used then it should not be placed directly 
on the panels. 
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5.4.2.4.2.3.2 Bonding under pressure 
The tests related to the placement parameters (i.e. interconnection type, pad layout, 
underfill) and integration procedures (i.e. copper surface, recess hole, number of pre-
preg layers) presented in section  5.4.2.4.2.1 and section  5.4.2.4.2.2 respectively were 
aimed at finding the appropriate parameters to allow the embedding of the chip within a 
PCB. It was shown that by: (i). using a conductive adhesive deposited before the BP41. 
Bonding preparation process, (ii). a four pad land pattern, (iii). underfill, (iv). 2mm 
recess hole and (v). two 2116 pre-preg layers it is possible to achieve 100% yield if only 
good dies are assembled and an automated pick and place is done. 
Recommendation 
The parameters just described allow a 100% yield however, an automated pick and 
place process where the die map is used and there is no manual handling of the chips 
must be enforced. 
5.4.2.4.2.3.3 Reflow 
Sample panels were subject to a typical lead free solder reflow temperature profile with 
a peak temperature of 270ºC for 8 minutes. Each panel was reflowed twice resembling a 
two sided PCA. No failure of either the functionality (i.e. able to read the tag) or the 
physical integrity of the panel was observed. 
5.4.2.4.2.3.4 Solder resist cure 
Two sample panels were subject to a solder resist cure process at a temperature of 
150ºC for 90 minutes no failures either physical or functional were observed. 
5.5 Chapter overview 
Traceability and controllability depend on both the capability of presenting the right 
information and the right place and time to the right person and of associating such 
information with corresponding products. Although this association can be kept by 
means of printed records doing so involves an error prone, unreliable and slow process 
which leads to risks in both traceability and controllability requirements specially in 
high cost and complexity manufacturing domains in which quality requirements 
demand historic records and failures have serious economic consequences. By allowing 
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a closer association with the product and providing automated retrieval, storage and in 
some cases update of information auto identification technologies help reduce the risks 
inherent in printed records allowing faster, easier and more reliable compliance for 
controllability and traceability requirements. 
Research question 5. What is the appropriate technology given the traceability 
and controllability requirements that guarantees reliable and robust operation 
in the application domains? 
This chapter has focused on the identification of an appropriate identification 
technology given the identified system requirements and the harsh environment 
conditions found in each of the application domains. After conducting a comparative 
analysis between the available auto identification technologies RFID was selected 
because: 
• It provides a broad range of traceable unit granularity levels from sets of 
products down to individual items. 
• Optics based technologies (e.g. barcode) have proved unsuccessful in 
application domains due to the line of sight requirement and their limited 
reliability in harsh environments. 
• Although it demands a considerable investment cost and a potential recurring 
cost if tags cannot be reused, RFID provides far more opportunities than other 
auto identification technologies. These opportunities include item level 
granularity, automated retrieval and update of information and the potential to 
be used as an intelligent product enabler. 
• It allows real time automated tracking of multiple items simultaneously. 
• It allows maintaining a physical relation between the data and the object it is 
referring to. Furthermore it allows information sharing between stakeholders 
without having to deal with IT integration issues. 
Research question 6. How can the performance of the chosen solution be 
guaranteed under the environmental conditions found in the application 
domains? 
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Although RFID was chosen as the appropriate technology to allow the sharing and 
presentation of information at the right place and time to the right person, its reliability 
under the environmental conditions found in the application domains had to be 
evaluated. After conducting different test the following characteristics, operation 
parameters and limitations were identified: 
I. Performance benchmark: 
• Although RFID is a non-line of sight technology, performance is dependent on 
the relative orientation between the reader antenna and the tag. Orientations in 
which a bigger tag antenna structure faces the reader antenna provide a better 
performance than other orientations where the area is smaller, even at the same 
distance between the tag and the reader antenna. 
• Given the inherent variability of RFID due to the environment, before any 
testing is carried out, a base level for the testing environment must be 
established. This base level consists of determining the 95% confidence 
prediction interval from the RSSI magnitude for a single tag at different 
distances under the same conditions in which the test will be carried out (see 
Figure  5-49). Once the test is carried out, results that fall outside this prediction 
interval can be attributed to the test parameters and not to the inherent variability 
of RFID systems. 
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Figure  5-49. RFID testing procedure. 
• Due to the effect it has on data transmission quality for a set distance between 
the reader antenna and tag, it is advisable to use the minimum reader output 
power that guarantees reliable readings rather than bigger reader output power as 
the data transmission quality is reduced. 
II. Engine assembly application 
• If the orientation in which the box is placed on the lane can be controlled, the 
best configuration is to place the tag on the side of the box, facing the reader 
antenna directly. If the orientation cannot be guaranteed the best location for the 
tag is on the outer bottom side of the box. In this location the variation between 
different antenna placements is the smallest. 
• The presence of the metal contents prevents the best tag placement from being 
one where the box side facing the antenna is the one where the tag is placed.  
This however cannot be generalized as the shape, number and distribution of 
components in the box will have an effect on the radiation pattern, signal 
reflection and interference. It is desirable for the tag placement to exhibit the 
smallest variation between different antenna placements. The tag should be 
placed on the outer bottom side of the box. 
• The proposed integration method between the tag and the component box is 
shown in Figure  5-50. It consists in the generation of a slotted cavity on the 
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bottom side of the box where the tag is placed. The tag is covered with epoxy 
resin to both secure and protect the tag from the harsh environment. 
 
Figure  5-50. Proposed integration process between the tag and the component box. 
 
III. Secure document and asset application 
• Although RFID can be used reliably to record document and asset transactions, 
there is no reader antennae configuration inside the cabinet capable of 
guaranteeing a 100% detection rate. As in this particular domain reliance on last 
stored location or transaction records is not an option, the use of a hand held 
reader that allows a faster physical verification of the document is a feasible 
option. 
• Even when a large number of tagged documents are close together, tag to tag 
interference has no considerable effect on RSSI magnitude. 
• The metallic drawer is destructively interfering the data transmission quality by 
absorbing the signal.  
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IV. Electronics manufacturing application 
• The chip placement process should be carried out before the BP41. Bond 
preparation process and conductive adhesive must be used for interconnection. 
In order to guarantee a 100% yield for the process, an automated pick and place 
process should be enforced to prevent damage of the chip during placement and 
to avoid using bad dies. 
• The number of pre-preg layers used must be capable of fully encapsulating the 
embedded component. For that reason, the pressed thickness of the pre-preg 
layers should be at least the same as copper track, chip’s solder bumps and chip 
combined height (192μm) . In this particular case the use of two pre-preg layers 
of 2116 reference with press thickness of 210μm is enough to guarantee 
complete encapsulation. 
• The use of underfill to secure the chip after placement is required as the 
mechanical strength offered by the solder joints is not capable to withstand the 
stresses observed during handling, transportation and the manufacturing process. 
• In order to prevent chip failure due to compression from the glass fibres in the 
pre-preg layer, a recess hole on the pre-preg layers over the area where the chip 
is placed is required. These holes should have a diameter of 2mm in order to 
leave an alignment tolerance while being small enough to be filled with resin 
during bonding. 
• Embedding of the chips did not have an adverse effect on the survivability of the 
PCBs to the harsh conditions encountered during manufacturing. The observed 
failures were traced back to contamination due to the use of adhesive tape for 
securing the panels during transport. Using other means of packaging resolves 
this issue. 
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6 Software Architecture Implementation 
6.1 Introduction 
Businesses require new ways to increase profit either by offering new services, 
expanding into a new market, joining new business partners, expanding their portfolio 
by buying other businesses or exploring new business models (e.g. outsourcing, product 
service systems, extended supply chains) (Tukker, Tischner 2006, Fogliatto, da Silveira 
et al. 2012). The realisation of these business strategies depends on not only the 
complexities of the market but also on Information Technology (IT). 
 
Figure 6-1. Chapter overview from problem definition to proposed solution. 
IT has brought automation to business processes by following a development cycle 
which focuses on addressing similar business requirements with independent underlying 
data structures (Hurwitz, Bloor et al. 2007) (see Figure 6-1) leading to a multiplicity of 
applications. 
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The development cycle consists of: (i). formalising business requirements after 
considering user expectation and the activities, resources and information involved (i.e. 
analysis phase), (ii). conceptual guidelines that the IT solution must adhere to (i.e. 
design phase) and (iii). software and hardware implementation (i.e. implementation 
phase). Poorly implemented responses to change results in the development applications 
that, despite performing the required task, encapsulate redundant functionality. These 
type of integration projects lead to tight coupling between applications that prevent fast 
response to ‘best practice’ change (i.e. agility) whilst also being expensive and time 
consuming. 
Following conceptual guidelines (e.g. object orientation, service orientation, component 
based development) in a given context is the goal of reusability and agility (Hurwitz, 
Bloor et al. 2007, Wang, Fung 2004). Current approaches, however, are based on 
developing a new application for each new set of requirements. Therefore, there is 
clearly a need (i). to establish up to what extent each of the available conceptual 
guidelines promote reusability and agility, (ii). to determine an appropriate the 
software architecture for distributed manufacturing control systems (taking into 
consideration the identified system requirements and identification technology) and (iii). 
to expose how such an architecture responds to changes in the application domains. 
These needs are addressed through the following research questions: 
Research question 7. How do available conceptual guidelines (e.g. OO, CBD, 
SOA) promote reusability and agility? 
Research question 8. What is the most appropriate software architecture for 
distributed manufacturing control? 
Research question 9. How does the proposed architecture respond to the 
changes observed in the application domains? 
In order to address these needs, Section 6.2 describes the change drivers for the 
software architecture. The different conceptual guidelines for software development are 
presented in Section 6.3 as well as the extent to which they could promote agility and 
reuse. The proposed software architecture is presented in Section 6.4 and its response to 
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the different types of changes observed in the application domains is shown in Section 
6.5. Finally, a chapter overview is presented in Section 6.6. 
6.2 Sources for change within the application domains and their effect on 
the architecture’s requirements 
Traceability and controllability have been identified as a generic set of business 
requirements recurrent in high cost and complexity manufacturing applications. Each of 
the applications addressed in this thesis have unique characteristics (i.e. data structure, 
business rules, focus) that the architecture must accommodate. Commonalities that exist 
between the applications do exist can be utilised to support reuse and agility, both 
within a particular application and for new applications. 
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Figure 6-2. Change sources and the requirements they pose on the software architecture. 
As shown in Figure 6-2, a software architecture that exploits the commonalities between 
applications enables reuse of the developed code and the process followed for each of 
the changes to the architecture to be supported. The nature of changes ranges from 
changes in the specific needs in the application domain (i.e. business processes), the 
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functionality offered by the architecture for different applications or products (i.e. 
market), the ability to integrate technological developments on the auto identification 
technology chosen to implement the physical architecture (i.e. technology) and the 
extension of the functionality required (i.e. functionality).  
6.2.1 Business processes 
Controllability and traceability of requirements, the focus and scope in the different 
applications vary as do the business processes followed to achieve them. For example, 
controllability in the automotive domain could be limited to comparing the identity of 
the component box with the list of boxes authorised for a lane. In the document tracking 
domain, it could involve checking for allowed associations between tagged documents 
and individuals. Similarly, while traceability is limited to a specific location and 
individuals, it can also involve stakeholders from all the supply chain (see electronics 
manufacturing domain case study in Section 7.2.3). 
Each of these business processes is controlled by specific business logic and involves 
specific information and resources. Encapsulating these particular characteristics by 
tightly coupling the software application and the business logic can limit integration 
with other business processes and increase the extent of the application affected by 
changes in the information, business logic or processes involved (Erl 2008, Erl 2005b). 
As shown in Figure 6-2, traceability and controllability functionality changes with the 
application. However, if the business rules, data involved and core processes are 
isolated, the focus can be reduced to identification, information gathering and 
determining decision steps. If the architecture is capable of maintaining these divisions, 
it has the potential to be (re-)used for different applications by making changes in the 
business logic or the information involved while maintaining the core application logic 
intact. This poses the following requirement on the architecture’s response to change: 
Requirement: 
• The architecture must maintain a separation between the business information 
and logic from the application logic (e.g. the logic is controlling RFID readers) 
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6.2.2 Technology 
The capability of maintaining a unique association between a product and its 
information is an important requirement to achieve both traceability and controllability 
(see Chapter 5). After comparing the different identification technologies available, 
Radio Frequency Identification (RFID) has been identified as suitable due to its 
survivability of the domain specific environmental conditions and its supported 
functionality match with the identified system requirements (see Section 5.3.2). 
With the increase in the number of businesses showing interest in or employing RFID 
for manufacturing control (McFarlane, Sarma et al. 2003a), production control (Wong, 
Leung 2010, Gaitan, Turcu et al. 2007), tracking (Crowl, Mares et al. 2006, Jiahao 
Wang, Zongwei Luo et al. 2007, Zhang Min, Li Wenfeng et al. 2007), counterfeiting 
(Bo Yan, Guangwen Huang 2008, Jeng, Li-Chung Chang et al. 2009) and logistics 
(Anjie Yang, Jianwei Yang 2011) the number of vendors offering RFID hardware (e.g. 
readers, reader antennae) has increased. Although the antennae differences between 
vendors are minimal, there are several differences at the reader level, for example, the 
number of antennae that can be connected to the reader, the type of connection used to 
transmit data to and from the reader (e.g. RS-232, Ethernet), the reader output power 
and the operating frequency2 and the availability of additional digital input/output ports. 
Furthermore, with the emergence of hand held readers which can integrate barcode 
reading, Global Positioning System (GPS) modules and mobile internet connections, the 
different options for readers and associated price range is wide (£350-1700), making the 
choosing a trade-off between the functionality required and the lowest price. 
Fortunately, even the most basic readers must comply with the mandatory Select, 
Inventory and Access commands defined by the EPC Class-1 Gen 2 standard 
(EPCglobal Inc. 2004). 
In order to access such functionality, vendors provide proprietary Application 
Programming Interfaces (API). However, these interfaces are not compatible with each 
other, forcing system integrators either to standardise the same type of reader or develop 
                                                 
2 According to the FCC (United States Federal Communications Commission) the frequency band UHF 
in United States is 902 MHz to 928 MHz while the ETSI (European Telecommunications Standards 
Institute) defines the UHF frequency band from 865 MHz to 868 MHz. 
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new applications that fulfil the same business requirements every time a new reader is 
used. 
Integration of the RFID tag is related not to the type of tag which, if compliant with the 
EPC Class-1 Gen 2 standard, must provide the same commands as the reader, but to its 
memory size and most importantly on how to structure and address the memory in such 
a way that the architecture can be used by both common and high memory size tags. 
Currently, the most common memory size is 512 bits. However, thanks to applications 
in the aerospace industry (Roberti 2012, Bachelor 2009) tags with memory size of up to 
32 kB are becoming available in 2013. High memory size tags (e.g. 2, 4, 8, 32 kB) can 
be up to 100 times more expensive than common 512 bits memory size tags (£0.20 for a 
512 bit tag, £20 for a 8 kB). In order to keep the architecture as flexible as possible 
irrespective of the tag being used, the developed data structure should be applicable to 
any EPC Class-1 Gen 2 compliant tag without the need to modify any aspect of the 
application. It is clear that a tag with a larger memory size will allow an increased 
amount of data to be stored. However, the way such data is organised and addressed 
should be the same as for low memory tags. 
The software architecture must be capable of responding to changes arising from a 
chosen technology. In this case, such changes originating from the variety of RFID 
readers and tags available pose the following requirements on the architecture’s 
response to change: 
Requirements: 
• Fast and standard integration of EPC Class-1 Gen 2 compliant readers. 
• Standard structure and addressing of the memory irrespective of the tags’ 
memory sizes. 
6.2.3 Functionality 
While business processes represent a source for change from the business logic and 
information points of view, functionality deals with changes that arise from the 
application logic. In this case, application logic relates to the operations responsible for 
the interaction with the reader and the data formats used to store the information within 
Software Architecture Implementation 
188 
the tag as shown in Figure 6-2. As there is a limited amount of memory size available 
but a considerable amount of business information that needs to be stored, a data format 
that reduces the information size while keeping its meaning is required. Furthermore, as 
RFID tags are capable of storing only hexadecimal characters (i.e. numeral system with 
base 16 ranging from 0-9 and A-F), information has to be transformed between a human 
readable and a hexadecimal format. 
Tag information represents a different product in each of the domains. However, for the 
reader, the data retrieved has no other meaning than simple hexadecimal values and the 
application logic should be the same irrespective of the domain and the stored data 
semantics. By keeping the application logic separate from the business context the 
reusability of the application is increased and changes in the technology on the business 
processes it supports can be minimised (Erl 2005b)(Erl 2008){{647 Erl, T. 2008}}. 
Achieving this separation poses the following requirements the architecture should fulfil: 
Requirements: 
• Maintain a separation between the business information and logic from the 
application logic in charge of reader control. 
• Provide data transformations so that the user can provide and visualise 
information in terms relevant to the involved domain without having to worry 
about how or where this data is being stored in the tag’s memory. 
6.2.4 Market 
The applications in this research involve a diverse range of products with no 
relationships between them. Nevertheless the same architecture must be capable of 
accomplishing the product needs. Since traceability and controllability are concepts 
independent of the components involved, the architecture must be capable of being 
customised for different types of component in an agile manner. 
The architecture must also support different tasks across different domains as shown in 
Figure 6-2. As an example, in the electronics manufacturing domain, where the product 
information has different uses depending on the stakeholder involved, while the 
manufacturer uses the identity, build-up and test results to support production tracking 
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and quality control, the recycler uses the same information to evaluate the valuable and 
hazardous components in the PCA. Therefore, presenting information in a relevant 
format according to the support task along with the capability of allowing the addition 
of new functionality without causing an impact on the previously existing functionality 
impose the following requirements on the architecture: 
Requirements: 
• Provide a standard method so new products can be integrated to the 
architecture. 
• Provide a standard output so new tasks can be supported by integrators without 
having to modify the architecture. 
6.3 Software architecture 
6.3.1 Definition 
There are several different software architecture definitions in the literature. For some, 
an architecture represents the distribution of code in specific functions (Shaw, Clements 
2006, Baragry, Reed 1998). For others it represents the components involved and the 
relationships between them (Rumbaugh, Blaha et al. 1991) or a guide for design 
decisions (Hurwitz, Bloor et al. 2007). The most common view of a software 
architecture definition derives from the definition of architecture used in civil 
engineering and architecture science as a blue print that allows mapping a plan of 
implementation (Baragry, Reed 1998). However, although there are different styles of 
building architectures, there is no way to relate the architecture to its implementation 
(Baragry, Reed 1998). In the same way, a software application can look the same, 
whether it follows object orientation or service orientation architecture. It is clear that 
for a comparison of the architectures, the software architecture definition and the 
aspects that it encompasses must be established. 
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Figure 6-3. Software architecture definition. 
As shown in Figure 6-3, the software architecture definition encompasses three aspects: 
a purpose, a role and a basis. The core purpose is to establish a path from a set of system 
requirements to a code implementation that fulfils the requirements. In order to achieve 
this purpose, a software architecture has a number of roles ranging from the structure 
followed, system components and their constraints to the relationships between them. 
As with any type of model, an architectural model provides a basis for the analysis of 
different aspects of the software (e.g. behaviour, distribution). Software architectures 
also have a role in allowing the understanding of the problem by both focusing on 
specific concerns that manage complexity and highlighting fundamental aspects by 
controlling the level of abstraction. Software architectures provide a measuring standard 
with which management can evaluate the accomplishment of the requirements (Erl 
2008). 
A software architecture model has two bases: (i). a conceptual one related to the 
principles that any instance of the architecture exhibits and (ii). a contextual one that 
relates to recommended solutions for instantiations of the architecture under specific 
environments (refer to Figure 6-3). 
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At the conceptual level, the software architecture aims to provide the software with 
specific characteristics (i.e. attributes or qualities) such as componentised, distributed or 
loosely coupled. These characteristics should be common to all the implementations of 
a particular type of architecture irrespective of the requirements it fulfils. These 
characteristics are achieved by following generalised, accepted and proven practices. 
These practices are the result of past experiences or industry wide acceptance (Erl 2008). 
When these practices are based on a specific approach to solving problems within a 
predefined boundary, they form the base of the conceptual paradigm. Object or service 
orientations are specific approaches to encapsulate solution logic in software 
applications, which follow a set of accepted rules (i.e. principles) to emphasise certain 
characteristics while de-emphasising others (Hurwitz, Bloor et al. 2007, Booch 2007). 
Successful application of an architectural model cannot be limited to conceptual 
knowledge of the actual implementation. Implementations are constrained by different 
factors (e.g. technology, business constraints, business priorities, cost, time). Patterns 
are documented solutions which follow a specific implementation paradigm. These 
patterns provide tested implementations to common concerns and example 
implementations, which can be customised to fit specific needs. When enterprise 
strategic goals and environments bind these patterns, they become standards. These 
standards are not to be confused with industry standards. Software architecture 
standards establish expected practices to be followed during the design of solution logic 
within a particular enterprise. Industry standards refer to industry wide regulations that 
by themselves do not guarantee a consistent software architecture to be achieved across 
the enterprise (Erl 2008). 
6.3.2 Available software architectures 
Software development is aimed at the design and implementation of automation tools to 
support business tasks. Automation tools are subject to requirements such as addressing 
a set of end user needs, the capability of being functional after market changes, business 
process, technology or functionality sources and the capability of achieving, 
maintaining and reusing the functionality in an economic way. 
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A common approach to address the complexity involved in the accomplishment of the 
reuse and agility needs is the “separation of concerns” theory (Erl 2005b). This theory 
states that large problems are more effectively solved when decomposed into set of 
smaller problems. This way, solution logic is portioned into concerned specific 
capabilities that if related can be grouped into a unit of solution logic (Erl 2005b). An 
example of this approach is shown in Figure 6-4 for the case of preventing the 
placement of component boxes in the wrong assembly lanes at an engine assembly line 
which can lead to failure during manufacture or operation (see Section 7.2.2.). 
The process of preventing component misplacement can be divided into four stages: (i). 
a detection stage where the component box type is identified; (ii). a verification stage 
where the expected component box types for the lane are established; (iii). a decision 
stage where authorisation for the component box to be placed in the lane is given or 
denied; and (iv). an execution stage where the operator is informed of the decision. Each 
of these stages demands its own specific data and functionality. If standards are 
followed for the development of the solution logic contained in each manageable unit, it 
is possible for each unit to be developed independently and integrated to accomplish the 
process. 
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Figure 6-4. Software architecture types. 
The rationality that guides the separation of concerns and by definition the units of 
solution logic differentiates one type of software architecture from another. The 
common paradigms that guide abstraction focus either on the “what” view or the “who” 
view. The paradigms focused on the “what” view are referred to as functional 
paradigms. The boundary for the entities that encapsulate logic is given by the function 
that they accomplish irrespective of who realises them (see Figure 6-4) and each unit is 
responsible for a particular process. Service Oriented Architectures (SOA) and 
Component Based Architectures (CBA) are types of architectures that follow a 
functional paradigm. Architectures such as Object Oriented Architectures (OOA) follow 
a physical paradigm or “who” view. The boundary for the solution logic unit is defined 
by the logical or physical entities involved in the process, rather than grouping 
functionality according to the accomplishment of a particular process. Physical 
paradigms group functionality based on which entity should be responsible for 
providing it. These architectural approaches have different effects on the extent to 
which solution tools promote reuse and accommodate change.  
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6.3.2.1 Object oriented architectures 
The motivation behind OOAs is the development of applications that have a direct 
correspondence with the real world problems addressed. This correspondence allows 
domain experts to participate in the development life cycle in terms familiar to them. 
For example, domain experts can participate in the design and evaluation of the 
application without knowing how the expected functionality will be achieved 
(Stroustrup 1988, Rumbaugh, Blaha et al. 1991). Domain experts and final users can 
have an active participation in the early stages of the application development cycle 
(Adiga 1989). 
 
Figure 6-5. Object oriented architectures. 
The correspondence between the real world and application views is achieved by the 
use of objects. Objects represent physical or logical entities relevant to the application’s 
domain. For automotive applications developed in this thesis, core objects are 
represented in Figure 6-5. These are an operator, a box and a rack. Objects have an 
inherent identity and characteristics that differentiate them from other objects. 
Information is held within the object as properties. Object behaviours (i.e. operations) 
Software Architecture Implementation 
195 
are also contained within them. Communication between objects is represented as a 
sequence of messages in which an operation is invoked and a response is expected. The 
order in which this sequence occurs corresponds with the sequence of events that occur 
between real life entities. 
Although the object by itself can have multiple attributable properties, only the ones 
relevant to the application addressed are exposed. This characteristic is known as data 
abstraction and is one of the principles of Object Orientation (OO) (Rumbaugh, Blaha 
et al. 1991). This principle allows control over the impact that change has on the 
application. If changes occur outside the scope of the application, they are irrelevant. If 
changes happen within the application, they are stored within the objects themselves. As 
an example, if an operator’s working hours need to be recorded (e.g. for accounting 
purposes), the change would only impact the operator object, not its interactions or its 
current behaviour.  
Data abstraction allows an optimised development for a specific application. However, 
specialised object views can lead to very specific data structures. For example, an object 
used in two applications with different data structures is an issue that has been reported 
as the cause for integration problems at intra and inter enterprise levels (D'Andrea, 
Aiello 2003). 
Domain experts have an active role in application development. Object orientation 
promotes an active role by means of the information hiding concept. This concept 
establishes that the algorithms used to achieve a desired functionality should be 
developed or chosen after the signature of the operation has been established. The 
operation’s signature defines the input and output parameters for the operation. 
Information hiding prevents implementation changes impacting on object’s established 
interactions. Impact is limited by the existence of tight couplings between objects.  
As mentioned previously, objects interact through messages. For an object to invoke 
another’s operation, a specific signature establishing a specific order and type for each 
of the input and output parameters must be followed. Although implementation details 
remain hidden, the existence of hardwired rules embeds dependencies on object 
interactions, limiting the agility offered by OOA. 
Software Architecture Implementation 
196 
Reuse in OOA is achieved by two types or relationships between objects: similarity and 
specialisation. Models used for the design and analysis of OO do not commonly refer to 
specific instances of an object (i.e. an object which properties have specific magnitude) 
but to generic templates referred to as classes (Rumbaugh, Blaha et al. 1991, Booch 
2007). Reuse based on similarity is based on the instantiation of objects from their 
classes. Changes are managed at class level and transferred to object level. Reuse based 
on specialisation is based on the existence of “type of” relationship between classes.   
Figure 6-5 shows the relationships between the operator, delivery and assembly line 
operator classes. Functionality and properties for the delivery and assembly line 
operator classes are composed of specialised and inherited characteristics from the 
operator class. Response to change can be managed either at a specific level within 
each class or at a general level through the inheritance relationship. Inheritance 
relationships demand a physical or logical connection between objects and do not allow 
control of the properties and methods passed on between them, leading to irrelevant 
data structure and functionality. 
6.3.2.2 Component based architectures 
Component-based development (CBD) is built on the principle of systems as assemblies 
of parts, each part responsible for a specific functionality and possessing the 
characteristics of being reusable, replaceable and customisable (Crnkovic 2002, Brown, 
Short 1997), conferring system flexibility in terms of functionality and reconfigurability 
(Wang, Fung 2004). 
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Figure 6-6. Component based architectures. 
Component-based design centres around the development of four elements (i.e. 
component, component framework, interface, contract) (Bellaachia) as shown in Figure 
6-6. 
A component is a unit of functionality that possesses a well-defined interface and 
hidden internals. The nature of the component is based on a concept that is recognisable 
and of value to its user (Bellaachia). A component is a precompiled building block it is 
a self-contained entity. Collins-Cope defines a component as a binary unit of 
deployment (e.g. .dll file, .class file) rather than a unit of instantiation (Collins-Cope 
2001).  
Integration between components is achieved via an interface, making it an architectural 
element that acts as a part of a larger whole and goes beyond the existence of 
appropriate data structures and functionality. Integration includes “piping details” such 
as control flow, messaging or behaviour. Integration platforms are provided by 
component frameworks providing development rules (“plug points”) that a component 
must adhere to in order to integrate. From a practical point of view, a component 
framework can be seen as the execution platform that facilitates components in running 
the application (Phaithoonbuathong 2009). 
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Interfaces provide access points to component functionality. A component can expose 
different interfaces depending on the context in which it operates. Although a 
component can implement a large collection of functionality, only a subset might be 
relevant to an application. An interface is the collection of operations with their 
signature which specifies a component’s functionality. 
As units of deployment components are expected to be reused. A contract formalises a 
component’s behaviour and characteristics so that new users can decide if the exposed 
functionality is the required one and if so, how it is obtained. According to Kiziltan et al, 
contracts in CBD are of either one of two types (i.e. usage or realisation) (Kiziltan, 
Jonsson et al. 2000). Usage contracts establish the expected interaction between 
components. They act as the formalisation of the interface and have relevance during 
run time execution. Realisation contracts are aimed at the exposure of component 
functionality, quality of service and behaviour, which are relevant aspects during system 
development. 
There are various disadvantages associated with CBAs. They include the time involved 
in their design, the potential ambiguity in the ability to promote reuse, the potential non-
compatibility between frameworks (Crnkovic 2002) and the lack of distinction between 
business process logic and the solution’s agnostic logic (i.e. multiple purpose 
logic).Business rules and business specific data structures are usually encapsulated in 
the implementation, making a component a domain specific construct (Wang, Fung 
2004), thus limiting its reusability and capability to respond to change given the 
dependencies between business and solution agnostic logic. 
6.3.2.3 Service oriented architectures 
Among the different definitions existing for services as business process abstractions, 
aggregations of functionality or intangible equivalents of economic goods, there is a set 
features common to all. Firstly, services are actions performed by an entity on behalf of 
another. Secondly, services are assets with an inherent value transferred from a provider 
to a recipient. Thirdly, services can participate in or be the result of other service 
compositions (O'Sullivan, Edmond et al. 2002). Services provide its recipient with an 
agreed result based on agreed requirements between the requester and the provider. 
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Access to a service requires only awareness of its existence and user demands only 
adherence to the exposed requirements. This loose relationship allows a recipient not to 
be tied to a sole provider. 
A service’s inherent value refers to the automation of business processes and its actions 
are business or computational tasks when related to software SOA architectures. In 
SOA, the main focus resides on the design and application’s development in which the 
automation logic is decomposed into self-governed and reusable units of logic called 
services (Erl 2005b). The logic is the sequence of steps that execute in predefined 
sequences according to business rules and runtime conditions (Erl 2008). The idea of 
decomposing automation logic into smaller units is not unique to SOA but is also 
enforced in CBD. However, rather than having a functional context, SOA has a business 
context such as a business task, a business entity or some other business logical 
grouping. According to Hurwitz et al (Hurwitz, Bloor et al. 2007) SOA aims to 
distinguish the development of business applications from other approaches that 
decompose logic. 
A business can be seen as an aggregation of domains, each with a particular 
responsibility, which supports a business service (e.g. product manufacturing, quality 
control, sales) as shown in Figure 6-7. Each of these domains fulfils its responsibilities 
by following a set of ordered business processes, which can be decomposed into 
discrete activities. The purpose of automation software is automating these discrete 
activities following specific business rules in order to support business processes. In 
SOA architectures, these enterprise specific business processes and knowledge are 
gathered in a specific layer known as the business layer. 
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Figure 6-7. Service Oriented Architectures and Web services. 
Business layer services are specific to the implemented business processes. They must 
be in alignment with an existing business model and independent from the technical 
solutions used to automate them. Activities in charge of managing the computational 
resources that support business layer services are gathered in the application layer. 
These services are aligned with specific technical solutions which provide support to 
business layer services. However, they lack the business knowledge required to 
automate a business process. SOA based applications are compositions of business layer 
services and application layer services as shown in Figure 6-7. By separating the 
automation logic, the general functionality provided by application services can be 
reused to support other business services. Location of services in a specific layer is not 
unique and depends on the use the service is being given. For example, a service can 
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allow retrieval of process parameters to support root-cause analysis within an enterprise, 
a business layer task, or simply allow retrieval of the product id which can be used by 
other enterprises for their own processes, an application layer task. 
As commercial services (i.e. intangible commodities), services in SOA architectures 
have three aspects that need to be considered during their design: 
1. The logic or purpose they represent; 
2. How they relate to each other while maintaining a loose relationship; 
3. How they communicate and interact with each other. 
Under SOA, design concerns are addressed following the set of Service Orientation 
(SO) principles (Cândido, Barata et al. 2009a): 
• Loose coupling: Relationships between services only requires that they retain 
awareness of each other; 
• Service contract: A communications and quality agreement for the service is 
defined by service descriptions and related documents; 
• Autonomy: Services have control over the logic they encapsulate; 
• Abstraction: Only the purpose of the service not how it is achieved is exposed 
by the service contract; 
• Reusability: Logic is divided into services with the intention of promoting reuse, 
this is enforced by the existence of a business and application layer; 
• Composability: Services must be capable of being composed into more complex 
services; 
• Statelessness: Retaining information specific to an activity should be 
discouraged; 
• Discoverability: Services are designed to be outwardly descriptive so that they 
can be found and assessed via discovery mechanisms. 
The most common technological platform used to create SOA architectures is Web 
Services (WS) (Cândido, Barata et al. 2009a, Kaur, Harrison et al. 2010, Chu Weijie, Li 
Weiping 2008, Zhao Wen, Wang Zhengfang et al. 2010). This technological platform, 
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however, is not the only way to achieve SOA architectures. Why the use of WS is not a 
synonym for SOA is the focus of the following section. 
6.3.2.3.1 Service oriented architectures and Web services 
WS appeared as a manifestation of the eBusiness movement of the late 90s as a web 
based distributed technology in which software applications communicated by means of 
a web interface (Hurwitz, Bloor et al. 2007, Erl 2005b). Given the diverse platforms 
used for application development (e.g. .Net framework, Java, Unix) and the range of 
proprietary protocols enforced, integration between distributed applications became an 
issue. Observing the potential eBusiness could provide as an alternative revenue source, 
corporations and software vendors promoted the idea of a standardised communications 
framework capable of overcoming the existing disparity between application 
environments. 
The WS standardised communications framework comprises tools capable of 
addressing two out of the three service design aspects (see previous page) and provides 
direct correlation to some of the SO principles. 
The Simple Object Access Protocol (SOAP), aimed at the communication and 
interaction design aspect, was designed to provide a standardised messaging framework 
responsible for information passing and functionality invocation. As a messaging 
framework, SOAP has a direct correlation with loose coupling and statelessness SO 
principles as it enforces intelligent heavy messages which rather than being data strings, 
possess format, meaning and context information. 
By providing a standard documented interface, the Web Service Description Language 
(WSDL) establishes a service’s identity and enables its invocation. Besides the clear 
correlation with the service contract SO principle, WSDL is also related to the 
abstraction principle as it allows management on the exposed service aspects. 
The Universal Description Discovery and Integration (UDDI), although it does not 
currently have major industry-wide acceptance as a standard (Erl 2005b), focuses on the 
creation of standardised service description registries from which service requestors can 
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find available services both within and outside organisations. As a centralised registry, 
UDDI has a direct correlation to the discoverability principle. 
Although the WS communications framework does provide support service design 
aspects, it has no influence on the logic each service represents or how this logic should 
be separated into business and application specific logic, aspects which make an 
architecture service oriented. This separation of logic can only be achieved after abstract 
business rules, business knowledge, execution steps and activities are grouped in 
business relevant contexts. Lack of logic separation results in lack of reusability as it 
represents the same limitations described for OO and CB architectures, i.e. limited 
functionality only deployable for the immediate purpose for which it was built. 
6.4 Proposed software architecture 
Given the focus on the development of business applications and the clear separation 
between business and application logic, SOA architectures are the appropriate choice 
for environments characterised by numerous change sources and complex business 
processes. Despite being commonly implemented by means of WS, the software 
architecture developed for this research uses object orientation as the technological 
platform. In addition to this platform, both the conceptual architecture (i.e. a model 
establishing the logic encapsulated in each service and how they relate and 
communicate) and the technical architecture (i.e. a model establishing the software 
constructs required to achieve the conceptual architecture) are based on SO principles. 
These two architectures along with the abstraction method followed to achieve them are 
presented in the following sections. 
6.4.1 Abstraction method for the architecture 
In order to achieve Short product lifecycles, development times, and production lead 
times (Molina, Rodriguez et al. 2005), system paradigms must be capable of providing 
both agility and flexibility to the enterprise. Although at a higher business level (i.e. at a 
management and strategic level) these capabilities are supported, the degree of agility 
and flexibility achieved by the whole enterprise is limited by the lack of response and 
communication at the shop floor level, given the computational and communication 
constraints existing at the shop floor (Cândido, Barata et al. 2009a). 
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Due to the emergence of embedded computing resource, there has been a trend to 
empower control devices with business process decision capabilities and direct 
communication with higher business levels, addressing the lack of agility and flexibility 
of the shop floor (Savio, Karnouskos 2008, Phaithoonbuathong 2009, Cannata, Gerosa 
et al. 2008, Kaur, Harrison et al. 2010, Jammes, Smit 2005). Although this approach 
allows a vertical integration between higher and lower business levels, it still lacks the 
capability of horizontal integration, a concept which has gained relevance due to the 
emergence of the new manufacturing paradigms. New market conditions force 
enterprises to establish temporal collaborative relationships with other enterprises to 
exploit business opportunities (i.e. virtual enterprises) which requires the sharing of 
information between partners (Kim, Lee et al. 2006). Although one could argue that at 
enterprise level this can be achieved, system integration is a time consuming and 
difficult task given the IT restrictions and proprietary applications between companies 
(Morel, Valckenaers et al. 2007a). 
In order to address both the vertical and horizontal integration requirements, the 
solution proposed in this research is the empowerment of the product with business 
decision and information capabilities. Because products currently lack the complete 
range of computational resources to achieve these capabilities, a middleware layer is 
proposed (see Figure 6-8). This layer is responsible for the processing and formatting of 
product information for presentation to higher business levels. The design of the 
middleware layer is the centre of the proposed technical architecture and is presented in 
Section 6.4.2. By giving the product the capability of providing information to support 
business processes it becomes the Information Service. By itself information cannot be 
considered business knowledge, but support for business processes, which makes it a 
part of the application service layer. 
As shown in Figure 6-8 the Information Service is responsible for providing three types 
of information (i.e. identification, local, global), all of which can be identified after 
business process modelling. 
• Identification information: Provides a unique identification for the product. If 
the Information Service is to be used only within an enterprise then this 
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identifier can be abstracted from the business process modelling. Usually 
enterprises have their own product-unique identifiers which can be used. 
However, if the service is expected to be used across enterprises then an agreed 
identifier must be created. For the electronics manufacturing application 
addressed in this research, this identifier was composed of a numeric code 
representing the manufacturer, the month and date of manufacture, the job 
number, the panel number, the board number on the PCB panel and a numeric 
code representing the electronics manufacturing domain. This identifier allows 
all actors involved in the supply chain to query detailed information not stored in 
the product itself if required via access to remote databases containing agreed 
data structure. 
• Local information: It encompasses operational (e.g. process times, test results, 
bake requirements) and physical (e.g. number of layers, dielectric material, type 
of solder finish) product characteristics used for the support of business 
processes within an enterprise. Local information is stored temporally in the 
product providing vertical integration between the shop floor and higher 
business levels. Before the product is passed to another stakeholder in the supply 
chain, local information can be deleted from the service. 
• Global information: It encompasses quality assurance information (i.e. test 
results) or product characteristics that have a direct influence on the results from 
the business processes of future stakeholders such as bake requirements to be 
followed prior to PCA processes, test compliance verification prior to product 
acceptance or valuable component identification prior to product recycling. 
Global information is stored permanently in the product providing horizontal 
integration between stakeholders, because access to the Information Service 
requires only the middleware there is no need for system integration at the 
enterprise level. 
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Figure 6-8. Proposed conceptual architecture. 
After formatting the information from the Information Service the middleware layer 
passes it on to the services located at the business service layer, as shown in Figure 6-8. 
For the requirements addressed in this research, two business services (i.e. traceability, 
controllability) were designed. 
The Traceability Service provides the access and presentation of historical records for 
business processes. This includes details of time, location and actors involved and 
circumstances under which the processes were carried out. The focus of the service is 
the provision of information to support business decisions, abstracted from the business 
processes modelling. Only a small portion of the traceability information, classified as 
global information in the Information Service, is stored in the product itself. The other 
portion is stored in an enterprise local database which can be made available for remote 
access. From this point of view the Information Service becomes an identification 
provider to which historical records can be assigned.  Interaction between the 
Traceability and Information services is performed on a request-reply basis used to 
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either retrieve the product identification to associate with historical records or store 
global information on the product. 
The Controllability Service is in charge of following the particular logic of each 
business process according to the current circumstances. It is where business rules are 
abstracted and the corresponding events are carried out. The circumstances are 
established based on the information provided by the Information Service and include 
parameters such as product identification, time and location. Because control activities 
might be required to be enforced both at discrete points in time or in a continuous 
manner, interaction between the Information and Controllability services is based on 
both a request-reply and continuous poll methods. 
6.4.2 Architecture description 
The proposed software architecture has been designed by using three layers (i.e. 
business, middleware, application) each one with a specific function as shown in Figure 
6-9. 
The Application layer, responsible for providing support to the business layer by 
management of computational resources, sits at the lowest level. An RFID system was 
chosen as the computational resource and its capability of storage and transfer of 
information within and across enterprises makes each RFID tag a physical instance for 
the Information Service described in Section 6.4.1. By adhering to EPC-Class 1 Gen 2 
(EPCglobal Inc. 2008) standards, a loose coupling between the Information Service and 
its physical representation is achieved while functionality is maintained irrespective of 
the compliant tag type being used. 
The Middleware layer located between the Business and Application layers serves as 
the mediator between these two layers. This layer is responsible for both the hardware 
control of the RFID system and the exposure of functionality and domain relevant 
information to the upper layers. Following the SO principle of abstraction this layer is 
designed to maintain a clear division between functionality and implementation, the 
functionality side holding two classes (i.e. Reader, Memory structure) and the 
implementation side holding two classes (i.e. Connection manager, RFID tag). 
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Figure 6-9.  Proposed technical software architecture. 
The RFID tag class serves as a software representation of its physical equivalent. Every 
time the reader detects one or more tags, a list of RFID tag class objects is generated. 
Although the information is contained within the tag and it populates the RFID tag class 
properties at this level, it has no business meaning. It is only a set of Hexadecimal 
values without a domain relevant format that are passed to the Connection manager for 
formatting. 
The Connection manager is responsible for the actual implementation of the RFID 
reader functionality in terms of connection and communication with the user and the 
tags. This functionality is usually provided by means of an Application Programming 
Interface (API). In order to allow different types of hardware to be used, the Connection 
manager can be implemented as an interface class which, after identifying the type of 
hardware being used, can call the appropriate implementation method. At the 
Connection manager level the implemented methods have no business meaning. This 
means that calling a write method would require parameters such as bank number, 
memory bank or word length, all which have no meaning for business domain but 
Software Architecture Implementation 
209 
which are relevant for RFID systems. This allows using the Connection manager for 
different applications without having to modify it as business configuration is addressed 
in functionality side of the Middleware layer. 
The Memory structure allows configuration of the information stored in the RFID tag in 
terms relevant to the business domain where it is being used. Parameters such as which 
information is being stored, its length and the type (i.e. numeric, alphabetical) are 
defined in this module. As mentioned previously, the information retrieved from the tag 
is a hexadecimal format with no business meaning. The Memory structure module is in 
charge of formatting it into business relevant information based on the set configuration 
parameters. By changing the Memory structure parameters, the Information Service can 
be used in different domains or applications. Furthermore, because used tags are EPC-
Class 1 Gen 2 (EPCglobal Inc. 2008) standard compliant, changing them has no impact 
on the system even if memory sizes larger than the current 512 bits are used. 
Besides the Memory structure, the other class found in the Middleware’s functionality 
side is the Reader class, responsible for providing both the functionality and business 
information to the Business layer. Such functionality includes the management of the 
connection with the physical hardware, the information retrieval from and storage to the 
Information Service. At this level the functionality is defined in terms of the business 
domain in which the system is being used. Although this allows users to have an 
intuitive interaction with the system it also means that for use in a different domain this 
class is the one where most changes are required. 
The Business layer, responsible for the automation of the business processes, sits at the 
highest level and is comprised of two entities (i.e. presentation, business rules) in charge 
of the business process logic and one entity (i.e. distributed database) in charge of 
maintaining state information. Responsible for enforcing control on the execution of the 
business processes and generating the appropriate visualisation of results according to 
the user, this layer can be seen as the front-end implementation. 
The information supplied by the Information Service is independent of any particular 
business process. However, historical records as required for traceability demand a 
detailed knowledge on how, when, who and where the business process (i.e. state 
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information) was carried out. If state information was included in the Information 
Service not only the SO principle of statelessness would be violated but it would also 
limit the use of the service to a single business process. Furthermore, state information 
is best kept within the enterprise, not only because it is of no interest to other 
stakeholders except to the enterprise where it is created (it can be considered part of an 
enterprise’s Intellectual Property (IP)) but also because it might have a much longer 
lifecycle than the product itself. A Distributed database tied to the Business layer is 
used to maintain state information. By providing a unique identification the Information 
Service is used to retrieve state information held in the database which can be used to 
support the automated business processes. 
The Presentation and Business rules entities encapsulate the business process 
automation and business knowledge. The Presentation entity is in charge of 
implementing the sequence of activities that comprise the business process. It is also 
responsible for presenting the appropriate information according to the user. The 
Business rules entity is where the criteria that determine the flow of a process are stored. 
When a decision on the outcome of a business process needs to be determined on a 
business rule, the Presentation entity accesses the Business rules entity and establishes 
the steps to follow by comparing the current state information with the criteria stored in 
the Business rules entity. By maintaining a separate entity for the business rules changes 
on them or additions to the existing ones can be done at one place only rather than at 
different locations in the application. 
6.5 Architecture’s response to change 
In Section 6.2, a set of four sources for change (i.e. business processes, technology, 
functionality, market) resulting in a set of requirements that the proposed architecture 
should be capable of achieving were presented. Accomplishing these requirements by 
the proposed architecture is now described and shown in Figure 6-10. 
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Figure 6-10. Proposed architecture's response to change. 
1. Business processes: 
The requirements abstracted from this change source were to maintain a 
separation between the business information and logic from the application logic 
(i.e. in charge of the reader control). As presented in Section 6.4 the proposed 
architecture concentrates the business related logic at the Business layer while 
the reader control is achieved at the Middleware layer. Although business 
information in particular state information is held in the Distributed database 
entity, the link between the Information Service and the Business layer in terms 
of business information correspondence is achieved by the Memory structure 
module and its formatting capabilities. 
Changes in business processes can lead to the emergence of new processes, 
users, business rules or information. As shown in Figure 6-10, new business 
processes are handled by the implementation of the required automation logic 
activities at the Presentation entity. If this business process requires new 
business rules then the criteria can be set at the Business rules entity. If new 
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state information is required for the business process then the appropriate data 
entries are defined at the Distributed database for the required information to be 
provided by the Information Service, then a new configuration for the Memory 
structure is carried out. 
2. Technology: 
The requirements abstracted from the technology change source were the fast 
and standard integration of EPC Class-1 Gen 2 compliant readers and a standard 
structure and addressing of the memory irrespective of the tag’s memory size. 
By introducing the Memory structure module information from any EPC Class-1 
Gen 2 tag can be formatted based on the definition of the where, how long and 
which type of information is being held by the tag as all compliant tags should 
have the same memory structure according to the standard irrespective of their 
size. 
Although all readers offer the same functionality (i.e. read, write, notification 
events), each implements it in a proprietary manner. By establishing an interface 
class such as the Connection manager, a new reader requires the implementation 
of the exposed methods at the interface class using the API provided for it (see 
Figure 6-10), because the Business layer deals with Reader class which is 
independent of the hardware used. Integration of a new type of reader is of no 
concern to the Business layer. 
3. Functionality: 
As described in Section 6.2.3, functionality change relates to the methods 
responsible for the interaction with the reader and the data format used to store 
the information within the Information Service, both of which provide support 
for the business processes. From these two characteristics the requirements 
derived from the functionality change source are the separation of business logic 
from the application logic in charge of reader control and the provision of data 
transformations. This allows the user to access the data in business relevant 
terms without having to worry about how or where this information is stored in 
the Information Service. 
Software Architecture Implementation 
213 
As mentioned earlier, data formatting between the information held in the tag as 
Hexadecimal values and the business relevant information is provided by the 
Memory structure module. Once the configuration parameters are defined the 
Information Service provides information in a business relevant format 
transparently to the user. The definition of the configuration parameters is 
carried out during the design of the application and the involvement of the user 
in this process is either in defining the need for particular information or 
approval of the relevant information after modelling of the appropriate business 
processes. 
Interaction with the reader is managed at the Reader class where new operations 
can be added to it if required. These operations can be based on either new 
combinations of the methods offered by the Connection manager or be 
completely new operations that need to be developed. In the first case, i.e. 
combination of existing functionality, the change is constrained within the 
Reader class only. 
If new operations are required, the change does affect the Connection manager 
module. As this module is implemented as an interface class care must be taken 
on how the new operation is implemented for each type of supported reader, as it 
is possible that not all of them offer the same capabilities (e.g. connectivity, 
events raised). 
4. Market 
Market changes demand that the architecture is capable of integrating new 
products and new tasks by using the support provided by the architecture’s 
output which in this case is provided by the Reader class.  
As shown in Figure 6-10, by separating the business logic from the application 
logic, the output of the Middleware layer can be used to support other business 
processes as it is not unique to a single process. Information particular to each 
process can be seen as state information and can be stored and managed within 
the Distributed database without alteration of the application logic. Even if the 
only the identification information from the Information Service is used when 
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associated with the state information, it can be used to address new requirements 
in which the alteration is constrained to the Presentation and Business Rules 
entities in order to accommodate the new users and business knowledge. 
In the case of new products, the functionality of the Middleware layer must be 
altered to accommodate change. The Memory structure should be modified to 
represent the new type of information to be provided by the Information Service. 
The Reader class should be modified so that its methods have relevance for the 
business domain in which the architecture will be deployed. The Middleware 
implementation side is not subject to change as at this side, information is based 
on non-business Hexadecimal format not affected by the what the Information 
Service represents (e.g. box, PCB). Furthermore, this capability of maintaining a 
separation between business and non-business related formats means that two 
applications involving different Information Services can be implemented using 
the same hardware reader. Sorting of the relevant services for each can be done 
based on the services’ identification information. 
6.6 Chapter overview 
The automation of business processes increases business efficiency while providing 
ways to explore new business models. The development of applications to accomplish 
automation have become one of the most significant limitations in terms of business’s 
response to change and costs due to the unstructured ways in which they are designed 
and developed. Despite the different existing conceptual guidelines which focus on 
providing structured design, reuse and agility have been limited. As discussed in the 
first part of this chapter, these limitations are: 
Research question 7. How do available conceptual guidelines (e.g. OO, CBD, 
SOA) promote reusability and agility? 
I. By adhering to models which resemble the real world, Object Oriented 
architectures provide an intuitive design process in which the entities (objects) 
and their relationships are understood clearly by both the designer and the 
business user. 
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By encapsulating data and functionality within themselves, objects manage to 
constrain the impact of change to the object level but only for a given 
application. This limitation is due to the lack of separation between object views 
(i.e. properties and methods) on the application logic. When referring to objects 
everything related to them must be contained within them. This can lead to the 
existence of completely different views for a given object, which eventually 
leads to integration issues when applications interact with each other. 
Despite promoting reuse, OOAs are based on the existence of a logical or a 
physical relationship between the objects and provide no control over which 
operations and data are reused. Object oriented architectures provide an intuitive 
way of designing and developing applications. However, tight coupling to a 
specific application limits their use in the design of business applications where 
requirements are ill defined at design time and are expected to support the 
development of new applications. Still, OOAs are used to implement other 
architectures provided their constructs follow the desired architecture’s 
principles. 
II. Component-based architectures focus on the development of systems from the 
assembly of reusable, replaceable and configurable parts, each part having a 
specific functional context and being a standalone unit of deployment.  
By promoting an established function, components can be used for any 
application in which its functionality is of value irrespective of what the 
application achieves, thus enhancing reusability. Components enforce the 
existence of an interface, a separation of functionality and implementation, 
which confines change to the component without impacting its relationships. 
Supported by a framework which provides a standard method for integration, 
component-based architectures can be expanded, however, at the expense of 
design times and potential reuse ambiguity.  Although these aspects do 
constitute a drawback for component-based architectures, the most significant 
issue comes from the lack of clear separation between the logic specific to a 
business process and the logic that manages computational resources that carry 
Software Architecture Implementation 
216 
out activities that support business processes. A loose coupling tight coupling 
between the business process and its implementation has to be detailed for an 
architecture to be able to respond to change and reuse its components. 
Service oriented architectures combine the best features of OO and component-
based architectures for the development of applications focused on the support 
of business processes. In order to do so, they are based on the use of services as 
units of automation logic encapsulated within a business of relevant context, 
such as a business entity, a business activity or a business process. 
In order to maximise reuse and to limit the impact of change, SOAs aim for the 
separation between the sequence of activities involved in the realisation of a 
business process and the activities involved in the management of computational 
resources that automate them into layers. 
By promoting a relationship based on awareness of existence (Erl 2005a), SOAs 
allow selection from different functionality providers according to a run-time 
context and not at design time. 
Adapting SOA involves a top down design which is a time consuming process. 
However, the clear separation of logic between business specific and non-
business specific allows SOAs to be well suited for the design of business 
applications in domains characterised by numerous change sources and expected 
to comply with future requirements in a standard and structured manner. 
As far as the implementation of the SOA is concerned, the use of Web Services 
does not guarantee the achievement of SO principles despite some of the Web 
Service standards corresponding with SO principles. 
Research question 8. What is the appropriate software architecture for 
distributed manufacturing control? 
After choosing to follow an SOA approach for the development of the required software 
architecture for this research, the architecture itself has been divided into a conceptual 
model and a technical model. 
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I. The conceptual model refers to the logic encapsulated in each service, how 
services relate and how services communicate. At the conceptual level a set of 
three services (i.e., Information, Traceability, Controllability) and a middleware 
layer providing interaction between the business and application layers is 
proposed. 
At the application layer the Information Service provides the capability to access 
and transport information which has business meaning but no business 
knowledge. In order to address both vertical and horizontal integration the 
Information Service is attached to the product and is accessed via the 
Middleware layer. The information stored in the Information Service has been 
classified into three types (i.e. identification, local, global), each having a 
different scope and lifetime.  
The identification information provides a unique identifier for each product 
which can be abstracted from the business modelling if the Information Service 
use is limited to a single stakeholder or has to be agreed if several stakeholders 
are involved. 
The local information provides the vertical integration as operational and 
product characteristics used for the support of business processes within an 
enterprise are provided by the Information Service. Local information is stored 
in the Information Service but can be removed once the product passes to 
another stakeholder in the supply chain.  
In a similar fashion global information serves as horizontal integration as quality 
assurance information or product characteristics that have a direct influence on 
the results from future stakeholder’s business processes are permanently in the 
Information Service and can be accessed at all times by using the Middleware 
layer. 
The Middleware layer provides the interaction between the business and 
application layers and is described in detail as part of the technical architecture. 
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At the highest level, the architecture includes the Business layer, responsible for 
the automation of the business processes based on the business knowledge and 
rules, which for this research contains two services (i.e. traceability, 
controllability). 
The Traceability Service provides the access and presentation of historical 
records for business process, the information required for these records is 
retrieved both from the Information Service directly or from a distributed 
database which entries are referenced against the identification information of 
the Information Service. Interaction between the Traceability and Information 
Services is handled by the Middleware layer following a request-response 
pattern used to either retrieve product identification or to store global 
information on the product. 
The Controllability Service provides the logic a particular business process 
follows according to the current context. It is where business rules are abstracted 
and event execution is carried out. Rather than being based only on a request-
response method of communication, the Controllability Service relies on a 
continuous poll from the Information Service to retrieve state information and 
compare it with the decision criteria stored. 
II. The technical model refers to the software constructs required to achieve the 
conceptual architecture. At the lowest level, the Information Service is 
implemented by the use of an RFID system as it provides the capability of 
storage and transfer of information across and within enterprises. By adopting an 
RFID system compliant of EPC Glass 1 Gen 2 standards independence from the 
tag being used is achieved. 
The Middleware layer is responsible for both the hardware control of the RFID 
system and the exposure of functionality and domain relevant information to the 
Business layer. It is divided into an implementation and a functionality side. 
At the implementation side, two classes representing the components of the 
RFID system are abstracted, namely the RFID tag class and the Connection 
manager class. The first class, the RFID tag, provides a software representation 
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for the physical implementation of the Information Service. However, at this 
level, the information contained in this class has no business relevance and is 
passed to the Connection manager for formatting. The connection manager is 
responsible for the actual implementation of the RFID reader functionality in 
terms of connection and communication with the user and the tags, by being 
implemented as an interface class, different types of hardware can be used 
transparently to the Business layer. Because at the Connection manager level 
implemented methods have no business meaning, a given implementation can be 
used for different applications without modification as the business 
configuration is addressed in the functionality side of the Middleware layer. 
In the functionality side, there are two classes for data formatting into business 
relevant information. The first class, the Memory structure, is implemented as a 
module which deals with the configuration of the information stored in the RFID 
tag. By altering this configuration, e.g. the information being stored, its length 
and type, the nature of the Information Service can be modified. The second 
class is the Reader class which constitutes the actual point of interaction 
between the Business and the Application layers. The functionality exposed by 
the Information Service by means of the Middleware is accessed by users using 
the Reader class. At this level, the functionality is defined in business terms and 
can be used for different domains. This class is potentially the one subject to the 
largest number of changes. 
At the highest level, the Business layer is responsible for the automation of the 
business processes. It comprises of a Presentation entity, a Business rules entity 
and a Distributed database. 
Because state information is particular to a specific business process it cannot be 
part of the Information Service. However, it is still required to maintain 
historical records the Traceability Service supports. The Distributed database 
provides a place where state information can be kept to support business 
processes and it can be accessed using the identification information from the 
Information Service.  
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The specific activities sequence for a business process and the different 
information displays for different application users are abstracted in the 
Presentation entity. Meanwhile, the criteria under which the process flow is 
decided upon are kept at the Business rule entity. By maintaining a separate 
entity for the business rules, modifications such as additions, deletions or 
updates can be done at one location rather than at different locations in the 
application. 
Research question 9. How does the proposed software architecture respond to 
the changes observed in the application domains? 
I. The proposed architecture allows changing business processes, adding new users, 
business rules and information.  
1. Changes in the business processes are handled at the Presentation entity, 
where the automation logic is abstracted. If new information 
visualisation is required (e.g. due to the involvement of new user) the 
front end is programmed at the Presentation entity. 
2. Changes in the business rules are handled by alteration of the Business 
rules entity as decision criteria are abstracted in this entity. 
3. State information changes are carried either in the Distributed database 
for the state information case or in the Memory structure module if the 
change is required at the Information Service level. 
II. Technology changes are related to the integration of RFID readers and tags. 
1. All EPC Class-1 Gen 2 compliant tags have the same memory structure 
irrespective of their memory size, therefore, the configuration parameters 
defined in the Memory structure module apply to any of them. 
2. The functionality implementation of a new reader is carried out by the 
Connection manager. An instance of this interface class should be 
developed using the proprietary methods from the API provided by the 
reader manufacturer. Because the Business layer deals with the Reader 
class which is independent of the hardware used, integration of a new 
type of reader is of no concern to the Business layer. 
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III. Functional changes relate to the methods responsible for the interaction with the 
reader and the data format used to store the information within the Information 
Service. In order to address these changes the architecture needs modification in 
either one of the classes present in the functionality side of the Middleware later. 
1. Changes in the data formatting are managed at the Memory structure 
module by the alteration or definition of new configuration parameters. 
2. Changes in the interaction with the reader are managed by the alteration 
of the Reader class. However, if the new operations are based on a 
combination of the implemented methods at the Connection manager, 
changes are performed at the Reader class and the Connection manager. 
IV. Market changes demand the capability to integrate new products and tasks other 
than the currently addressed ones by using the support provided by the 
architecture’s output. 
1. As new tasks have an effect on the business process logic, it is the 
Business layer that must be updated to accommodate new business tasks. 
The actual sequence of processes is abstracted in the Presentation entity 
while new business rules are abstracted in the Business rules entity. 
2. If a product’s business processes support the implemented business logic, 
the response to change is limited to the definition of another set of 
configuration parameters at the Memory structure module. If new 
business processes are required such as new tasks, change is required at 
the Business layer entities. 
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7 Research Cases Studies 
7.1 Introduction 
The results of this research have been based on addressing the monitoring requirements 
encountered in three industrial applications: (i). the management of secure documents 
and assets used during the manufacture of Printed Circuit Assemblies (PCA), (ii). the 
delivery of specific components to their corresponding lanes in an engine assembly line 
and (iii). the storage, transfer and presentation of product information for business 
process support across the Printed Circuit Board (PCB) lifecycle. 
As shown in Figure  7-1 currently these applications use either barcode or printed 
records for their support resulting in unsatisfactory results in terms of process time, 
reliability and support for business processes (e.g. PCB build up (e.g. number of layers, 
valuable components) at the end of life stage, PCB recommended baking temperature). 
Furthermore, even under normal conditions these solutions depend on users adhering to 
set rules yet they fail to monitor their fulfilment, this being the source for risk areas. 
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Figure  7-1. Chapter overview from As-Is business process analysis to achieved benefits. 
Taking into consideration the problems and limitations faced in each of the industrial 
application and the potential of the proposed system in this thesis there is a need to 
show the benefits allowed by the use of the proposed system in each of the applications 
and more generally to prove the reuse capabilities of the proposed system. 
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In order to address the identified needs the current situation and business processes (i.e. 
As-Is) along with the risk areas and issues from the current solutions are described in 
Section  7.2. The specific system implementation for each use case along with the 
achieved benefits are done in Sections  7.2.1,  7.2.2 and  7.2.3 for the secure document 
and asset management, component handling and PCB lifecycle monitoring respectively. 
The extent of the reuse of the system is analysed in Section  7.3. A chapter overview is 
presented in Section  7.4. 
7.2 Use case analysis 
 Secure document and asset management 7.2.1
In Contract Electronics Manufacturing (ECM), assets and their supporting documents 
are considered not only valuable intellectual property but also confidential, e.g. due to 
military or high value aerospace products they support. Managing transaction records, 
controlled access and location and at all times is of great importance, not only to limit 
risk but to follow mandatory protocols which non-compliance can lead to economic 
fines and loss of business. 
Currently CEM manufacturers rely on manual administrative processes that enforce: (i). 
controlled access to security sensitive documents and assets, (ii). historical records for 
current and previous document and asset possessors and (iii). inventory of held 
documents and assets. Such administrative processes although successful demand 
considerable time and effort and given the increase in secure documents and assets that 
need to be managed (e.g. in 2007 there were less than 100 secure documents by October 
2009 there were over 800 documents) have made the processes inefficient and high risk.  
As shown in Figure  7-2 the current system architecture uses printed logs referred to as 
trail sheets where document transactions between employees are recorded manually by 
employees with the highest security clearance called keyholders. Printed records have to 
be manually digitized by members of the Customer Data Management (CDM) staff. 
These digital copies are kept as Excel spreadsheets in a single computer located in the 
CDM office. Currently, there are 23 keyholders and 2 members in the CDM staff which 
besides digitizing printed records have to register new documents/assets in Excel 
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spreadsheets and periodically check the accuracy of the records and correct them if 
necessary. 
When being used to support manufacture activities (i.e. Work In Progress (WIP) stage) 
documents are kept either in a safe or combination lock cabinet, depending on its 
security level (i.e. Top secret, secret, confidential, restricted) in one of 6 possible 
designated areas. At all times the document must be kept with its issue and cannot be 
left unattended, that means that documents must be placed in authorized storage areas 
even for tea or toilet breaks. 
Each document or group or related documents (i.e. drawing pack) is accompanied by 
two types of printed trail sheets: (i). one kept in the CDM office which reflects the 
removal or arrival of the document from this office into or from Work In Progress (WIP) 
(i.e. Cradle to Grave trail sheet) and (ii). one kept in each of the designated storage 
areas (i.e. Production trail sheet) which reflect the transactions occurring during WIP. 
The fields for each type of trail sheet are shown in Figure  7-2. 
Only keyholders are allowed to remove documents from the CDM office and the 
transaction must be recorded in the Cradle to Grave trail sheet kept in the safe or 
cabinet used for the document’s storage. While in WIP if an employee needs a 
document he/she must request from a keyholder who has the obligation to check that the 
employee has a valid clearance level and record the transaction in the Production trail 
sheet stored in the WIP designated storage area where the document is held. Two 
criteria constitute a valid clearance level: (i). security clearance higher or at least equal 
to the document’s clearance level and (ii). valid (i.e. security clearance has an expiration 
date) security clearance. If needed the security clearance and clearance expiry date for 
an employee is required they can be retrieved by a keyholder from the Human 
Resources centralized database however, transactions commonly rely on trust that 
employees adhere to their valid security clearance levels. 
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Figure  7-2. Current system architecture secure document and asset management. 
An overview of the As-Is business processes is shown in Figure  7-3 using CIMOSA 
constructs (Kosanke, Vernadat et al. 1999) (i.e. Domain Process (DP), Business Process 
(BP), Enterprise Activity (EA)). Secure document and asset management is divided into 
three main processes (i.e. Domain Processes): 
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Figure  7-3. As is business processes overview secure document and asset management. 
• Registration (DP 1): New documents or drawing packs are registered in an 
Excel spreadsheet by a member of CDM staff, details describing the document 
(e.g. date of origin, type of document, owner, number of pages) are included in 
the record. The security clearance for the document is established at this point 
based on customer recommendations and stamped in all the document’s pages. 
Every document is assigned its own entry even if they are part of a drawing pack. 
One Cradle to Grave and five Production trail sheets, one for each of the WIP 
storage locations, are printed (BP11). For drawing packs the trail sheet includes 
a legend showing the documents included in the drawing pack for individual 
documents each one has its own trail sheet. 
After registration if the document is not required for WIP it is placed by CDM 
staff in the storage within CDM office where the Cradle to Grave trail sheet is 
also kept. Production trail sheets are manually placed at all storage locations 
(BP12). 
• Transaction record (DP2): When a document is needed for WIP it is booked by 
a keyholder who must update the Cradle to Grave trail sheet for each document 
removed (BP21). 
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During WIP if another employee needs the document he/she requests it from a 
keyholder who must check that the two criteria constituting a valid security 
clearance are fulfilled by the employee and update the Production trail sheet 
kept in the storage location (BP22). Once the employee has finished using the 
document he must return it to the keyholder who assigned it to him, this 
transaction is also registered in the Production trail sheet. If the document is not 
required immediately or at the end of the day the document is stored in one of 
the storage designated areas. 
When the document is not further required in WIP it is returned to the CDM 
office storage area where the Cradle to Grave trail sheet is updated (BP23). 
Finally, if no more customer orders needing the document are expected, the 
document is terminated (i.e. return to customer, destroy, declassify) according to 
the customer’s recommend actions. The termination is recorded in the Cradle to 
Grave trail sheet (BP24). Transaction records from the printed Cradle to Grave 
and Production trail sheets are digitized by CDM staff. 
• Muster (DP3): Randomly the accuracy of transaction records is verified by a 
government agency. In order to ensure that transaction records are accurate 
CDM staff checks that the location/possessor for each document is the one 
reported in the Production and Cradle to Grave trail sheets. This verification is 
done every month, 3 months and 6 months for Top-Secret, Secret/Confidential 
and Restricted respectively. 
After an inventory of the documents in CDM office and WIP is gathered from 
the Excel spreadsheets (BP31), CDM staff will visually confirm the 
correspondence between the current owner/location and the last dated record in 
the trail sheets (BP32). Whenever, there is a non-correspondence CDM staff 
queries all employees recorded in the trail sheets to establish where the trail was 
lost and update the transaction records accordingly (BP33). 
7.2.1.1 Issues and risks identified in the As-Is business processes 
As shown in Figure  7-4 there are certain issues and risk associated with the currently 
implemented solution, issues being related with characteristics which make the system 
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inefficient (e.g. time consuming tasks, redundant activities) and risks being related to 
those events not addressed by the system which occurrence lead to serious 
consequences (e.g. assuming a valid clearance when it is not, failing to notice the loss of 
a trail sheet). 
The issues encountered in the analysis of the As-Is business processes and brought up 
by members of CDM staff during meetings are: 
(i). Registration, transaction record and specially muster activities are time consuming 
tasks, updating the Excel spreadsheet can take up to 20 minutes for each document once 
it returns to the CDM office. According to CDM staff sometimes muster activities take 
them up to 3 weeks to complete.  
(ii). Given that transaction records for each document have to be digitized manually by 
CDM staff there is always the possibility of missing one or more records from the 
printed trail sheets or store a mistaken one, a document in average is subject to 60 
transactions before returning to CDM office. A solution that CDM staff was considering 
to speed up the process and prevent mistaken records is scanning of the printed trail 
sheets however this would prevent them from easy query of the entries. 
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Figure  7-4. System requirements abstracted from issues and risks of the As-Is business processes secure 
document and asset management. 
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The risks identified after the analysis of the As-Is business processes are the following: 
(i). Security criteria is verified mostly based on trust that the employee will respect the 
document access restrictions that apply to him and that will avoid accessing any 
documents until his/her clearance is updated once it has expired. Although keyholders 
should check for the security criteria being fulfilled most of them rely on the belief that 
the employee knows the rules and will adhere to them. Although there is no reason to 
believe that employees will not adhere to rules reliance on employee’s good behaviour 
constitutes a risk. 
(ii). Not only the access to documents without the required clearance or the deviation of 
the transaction records constitutes a security flaw, documents can also be subject to 
association or location rules. Location rules demands that a document is kept and 
accessed only at authorized locations, if required in WIP the document must be escorted 
by a keyholder to a WIP storage location and accessed by employees only inside that 
location. Association rules demand for a document group (i.e. Drawing Pack) to keep its 
members together at all times or it can also refer to an employee/keyholder to which a 
document is assigned to having the Drawing Pack with him/her at all times, as 
mentioned before during tea breaks or toilet breaks employees cannot leave the 
document on their desks they must return it to a designated storage area. Currently 
association rules are verified only when someone requests access or returns a document 
at any other point a document might be misplaced and no one would realize it. Similarly 
there is no verification that a document is being kept inside an authorized storage area 
(i.e. location rules) except when someone requests it, if a keyholder removes a 
document but fails to record the transaction the trail would be lost. Verification of 
security rules only at discrete points in time constitutes a risk for the non-compliance of 
the security rules. 
(iii). For every document/drawing pack there can be up to 5 printed trail sheets (i.e. one 
kept at the CDM office and one for each of the WIP storage locations). With so many 
documents and associated trail sheets which have to be moved around from WIP storage 
locations to the CDM office to digitize transaction records the possibility of misplacing 
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one of them is considerable. The number of trail sheets and their displacement amongst 
different locations becomes a risk for losing one of them. 
(iv). Although there is no reason to believe that someone would alter the transaction 
records stored in the printed trail sheets the possibility still exists, this can be considered 
a risk for the accuracy of the transaction records. 
7.2.1.2 Abstracted system requirements 
Using the HoQ (Hauser, Clausing 1988) the issues and risks have been used to define 
system requirements shown in Figure  7-4. Those requirements identified with customer 
importance of 5 are the ones that must be accomplished by the system, all others 
although desirable are not considered strategic needs that the system must fulfil. 
As shown in Figure  7-4 these requirements include operational, reliability and 
maintainability and scalability requirements related to the automated verification of 
security rules, automated record of transactions, protection of the integrity of transaction 
records, redundancy of transaction records and ease of records query. 
Operational requirements 
1. Enforce security clearance rules during transactions. 
2. Store a record for each transaction containing the employees involved, the date 
and location for the transaction. 
3. Store a registration record for each document, asset and employee. 
4. Provide a unique identity for each document, asset and employee. 
5. Provide tracing capabilities for documents, assets and employees. 
6. Allow query of registration and transaction log records. 
7. Prevent alteration of registration and transaction log records. 
Reliability and maintainability requirements 
1. Allow recovery of the transaction and transaction log records. 
Scalability requirements 
1. Allow registration of new documents, assets or employees by the user. 
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7.2.1.3 Proposed system architecture 
Data structure 
The proposed data structure for this application is shown in Figure  7-5, each 
document/asset possesses a unique identifier composed of: (i). character resembling if it 
the identifier is assigned to a document or an asset, (ii). drawing pack number which 
value is D00000 if the document is not part of any drawing pack, (iii). document/asset 
line number assigned by the centralized database where information is stored and (iv). 
identifier which value defines if the document/asset is subject to a location, association 
or both types of rule. The identifier is composed of two more terms which have no 
meaning in the application domain but which can be used for filtering (e.g. separate 
RFID tags assigned to documents from tags assigned to PCBs) by the RFID system (i.e. 
header) and verification of the integrity of the stored identification (i.e. key). The format 
and length of the unique identifier is shown in Figure  7-5. 
The fields currently stored in the Excel spreadsheets including both the registration and 
transaction log spreadsheets have been mirrored in the pmdocuments and pmassets and 
p2passetlog and p2pdocumentlog database tables respectively. These tables can be used 
for record query, transaction record and muster activities. Employee’s information (e.g. 
forename, surname, security clearance, security clearance expiration date) is stored in 
the employees database table. 
Not all information is kept in database tables the product itself has the stores 
information on its security clearance and storage location when not in use. Each 
employee is assigned a unique identification composed of: (i). header for filtering 
purposes, (ii). security clearance expiry date, (iii). key for information integrity check, 
(iv). clearance level and (v). employee identification number. Employee information to 
support simple control (see Section 4.3.2) processes (e.g. security criteria verification) is 
stored within the product in the form of forename, surname and clearance level. 
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Figure  7-5. Proposed data structure for secure document and asset management. 
Expert knowledge (i.e. knowledge and business rules) which for this application 
comprises: (i). location and (ii). association rules is stored in locationrules and 
associationrules database tables.  
System configuration which includes the definition of network parameters (e.g. IP 
address, access port) and RFID reader specific parameters (e.g. read or write 
functionality, login) are stored in the readers database table. The specific location for 
each of the antennae connected to each reader is stored in the readerantennalocation 
database table. This information when combined with the one stored in the 
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document/asset and expert knowledge is used to support complex control (see Section 
4.3.2) processes. 
Hardware architecture 
The proposed hardware architecture is shown in Figure  7-6, it is based on Ultra High 
Frequency (UHF 860 – 960 MHz) given the read range it allows (e.g. up to 10 metres), 
data rate (e.g. 400 tags/sec) and lower sensitivity to the relative orientation between the 
reader antenna and the tag antenna (Uysal, Emond et al. 2008, Ching, Tai 2009). 
As shown in Figure  7-6 commercial off the shelf UHF tags (Alien ALN-964) are used 
to identify each document, asset and employee. A commercial off the shelf UHF reader 
(Alien ALR-9900) connected to one circular right-hand polarized antenna (Alien ALR-
8696-C) is used to program tags with document, asset or employee information during 
the Registration (DP1) business process. 
Document/asset records, transaction logs, expert knowledge and system configuration 
information are stored in a centralized relational database. 
As shown in Figure  7-6 each of the authorized storage locations has a UHF reader 
connected to a reader antenna to support Transaction record (DP2) business processes. 
When a document is placed/removed from a storage area or assigned/returned to an 
employee the in housed developed software describes the procedure to follow, checks 
security criteria and stores the result of the transaction. 
To provide real time tracking capabilities each room door can be fitted with a reader 
antenna connected to a UHF reader, depending on the dimensions of the room more 
than one antenna can be used. Detection or lack of detection for tagged documents, 
assets and employees can be used to support real time enforcement of security rules. 
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Figure  7-6. Proposed hardware architecture for secure document and asset management. 
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Software architecture 
The proposed software architecture for this application is shown in Figure  7-7, as 
mentioned previously each document, asset and employee is identified with an RFID 
containing a unique id and some other entity information (see Section  7.2.1.3 data 
structure). This leads to the existence of three types of information service (i.e. 
document, asset, employee) within the application layer. 
 
Figure  7-7. Proposed software architecture for secure document and asset management. 
Within the implementation side of the middleware layer the connection manager is 
modified to implement the hardware reader implementation for the Alien ALR-9900 
reader chosen. The RFID tag class in the implementation side is not altered as the 
chosen tag is EPC-Class 1 Gen 2 (EPCglobal Inc. 2008) compliant. 
As shown in Figure  7-7, the memory structure in the functionality side of the 
middleware layer includes the definition of three types of memory structure, one for 
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each of the types of information service. As described in Section 6.4.2., the memory 
structure contains the logic that allows formatting tag retrieved data into business 
relevant information which in this case refers to document, asset and employee 
characteristics as defined in Section  7.2.1.3 data structure. 
The reader in the functionality side has been modified to provide methods in terms of 
entities relevant to the business domain, as a result the classes PMD (Protectively 
Marked Document), PMA (Protectively Marked Asset) and Employee are defined. The 
methods provided and the information presented to the business layer are defined in 
terms of these classes and their properties (e.g. security clearance, surname, forename, 
document line number). 
The front end logic (i.e. presentation of the information according to the user) is stored 
in the presentation entity within the business layer, as shown in Figure  7-7 the 
presentation logic includes: (i). add a new transaction, (ii). add a new document, (iii). 
add a new asset, (iv). add a new employee, (v). update employee information, (vi). track, 
(vii). query inventory, (viii). add a new RFID reader and (ix). synchronize database. 
The logic in charge of the verification of security criteria and association and location 
rules is stored in the business entity of the business layer. Finally, a centralized database 
containing the database tables described in Section  7.2.1.3 data structure is included in 
the business layer. 
Figure  7-8 shows code snippets for the setValue method used to store information in the 
document information service. Also shown are the PMD class properties which define 
the entities used and provided by the Middleware layer in terms relevant to the business 
domain, the first parameter for the setValue() method is an instance of the PMD class. 
The code in charge of the verification of security criteria can be seen in Figure  7-8C). 
Finally, Figure  7-8D) shows the implementation of the locationrules database table. 
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Figure  7-8. Secure document and asset management implementation code examples. 
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7.2.1.4 Proposed system adherence to requirements, expected benefits and 
limitations 
Adherence to system requirements 
The set of system requirements that the system must fulfil was presented in 
Section  7.2.1.2 how these are accomplished is shown in Figure  7-9. 
Operational requirements 
1. Enforce security clearance rules during transactions: as shown in Figure  7-9 the 
removal from CDM (BP21) or transaction record during WIP (BP22) processes 
require that the tagged keyholder, employee and documents are presented to the 
RFID reader at a storage location. The information retrieved from the presented 
tags is used by the system to check security criteria and authorize or deny access 
to the document/asset. If the transaction involves a drawing pack the presence of 
all the expected documents is checked before authorizing the transaction. The 
list of the documents that compose the drawing pack is retrieved from the 
pmdocuments database table. 
2. Store a record for each transaction containing the employees involved, the date 
and location for the transaction: once the security criteria is verified the 
transaction is recorded in either the p2pdocumentlog or p2passetlog database 
tables. The record includes the date of the transaction, location and the 
keyholder and employee involved. If the transaction involves a drawing pack 
entries are generated for each of the documents that compose it. 
3. Store a registration record for each document, asset and employee: whenever a 
new document, asset or employee needs to be registered a member of CDM staff 
provides the required information using the developed tool which after storing 
the unique identifier and other characteristics (see Section  7.2.1.3 data structure) 
in the RFID tag stores the entity’s and transaction information in the 
pmdocument/pmasset and p2pdocumentlog/p2passetlog database tables 
respectively. 
4. Provide a unique identity for each document, asset and employee: the 
document/asset and employee identification number are provided by the 
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database based on the number of entries already registered this guarantees that 
even if the exact same information is typed the user the identifier is unique. 
5. Provide tracing capabilities for documents, assets and employees: as shown in 
Figure  7-9 when an RFID detects a document, asset or employee the identifier is 
broken down into the terms described in Section  7.2.1.3 data structure. If the 
document is subject to a rule the identifier is used to retrieve its details from the 
associationrules or locationrules database tables. This information with the 
location of the reader and the list of other documents detected is used to support 
the verification of location and association rules. 
6. Allow query of registration and transaction log records: CDM staff has access to 
the information stored in the centralized database, the tool provides query 
options (e.g. search by customer, search by date, search by employee) to 
facilitate the query process. 
7. Prevent alteration of registration and transaction log records: the deployed front 
end controls the fields that the user can input. Access to the tool is also allowed 
only to keyholders which have to identify themselves using their employee card. 
Alteration of the records can only be done by directly manipulating the 
centralized database which access is password protected and limited only to 
CDM staff. 
Reliability and maintainability requirements 
1. Allow recovery of the transaction and transaction log records: as shown in 
Figure  7-9 database records are backed up with a mirror image stored in Excel 
spreadsheets. The backup process can be performed under request from CDM 
staff or can be event based (e.g. every day). If a specific version of the database 
needs to be recovered the Excel spreadsheets are used to generate the populated 
database tables. 
Scalability requirements 
1. Allow registration of new documents, assets or employees by the user: as 
described previously registration of new documents is performed by CDM staff 
resulting in the generation of a pmdocument and a p2pdocumentlog record and 
Research Cases Studies 
242 
the writing of an RFID tag with a unique identifier and other document 
characteristics (i.e. clearance level, storage location) to be placed on the 
document. 
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Figure  7-9. System requirements fulfilment for secure document and asset management. 
Research Cases Studies 
244 
Benefits achieved by the use of the system 
There are 2 types of benefits that are achieved by the use of the system: (i). efficiency 
and (ii). risk reduction.  
Efficiency benefits are easily quantifiable as they relate to gains in process times or 
alteration of the business processes required (e.g. elimination of redundant business 
processes, elimination of business processes altogether, elimination of used resources 
(e.g. employees, machines). Efficiency benefits can be quantified as the cost/time of the 
business processes can be modelled using Activity Based Costing (ABC) and discrete 
event simulation (Park, Kim 1995, Andersson, Skoogh et al. 2011). 
By contrast, risk reduction benefits are harder and sometimes impossible to quantify as 
they go beyond business processes and involve subjective factors such as potential loss 
of business, loss of customer belief in the product or to quantify because they involve 
consequences that go beyond business processes such as loss of business, fines or loss 
of customer belief in the product. 
A discrete event simulation of the As-Is and To-Be business processes was carried out 
using the software Arena (Version 13.0). Simulations were based on a 9 hour day and a 
working month of 20 days. A total of 10 replicates were performed, initializing the 
system (i.e. the number of documents and drawing packs is set to 0 before each 
simulation) and statistics between each simulation. The simulation time was set as 12 
months, the input parameters for the simulation were based on data provided by CDM 
staff. The arrival rate of documents and drawing packs used in the simulation was based 
on the number of documents registered through 2009. 
As shown in Figure  7-10 the reduction in the total cost involved in the document and 
asset management processes is 37%. This reduction is mostly attributed to the 
elimination of the muster (DP3) business process (see Figure  7-11). 
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Figure  7-10. Total cost reduction for document and asset management. 
Although from what is shown in Figure  7-11 the benefit achieved by the proposed 
system seems to have no impact on processes other that the muster (DP3) one when the 
wait time (i.e. time that a document/drawing pack waits in queue before being subject to 
a process) for other processes is analysed a reduction is observed (e.g. wait time for 
allocate new entities in CDM office had a reduction of 40%), this reduction being the 
consequence of CDM staff being more available to do other tasks. 
Being the only resources involved in the muster (DP3) process the biggest savings in 
terms of cost are expected on the members of CDM staff, this are 52% and 82% for the 
employee and manager respectively. The reason for such a big saving for the manager is 
that most of the muster activities are his responsibility while document registration is 
mostly done by the employee. 
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Figure  7-11. Time per process for document and asset management. 
The current system relies on subjective enforcement of security criteria, subjective 
because it depends on employees following a set protocol, employees writing down the 
correct information, employees not transferring documents between each other to save 
up time. In a domain where intellectual property is associated with security sensitive 
products (e.g. military, aerospace) loss of information can have serious consequences, 
as reported in a written communication with the ECM. After misplacing a PCA related 
document a PCA manufacturer was fined £2 million and the PCA which was in use in 
Royal Navy submarines had to be recalled from all of them at the expense of the 
manufacturer. The risk reduction benefit achieved by the proposed system, by means of 
constant monitoring of security criteria, instant data update and data protection, is the 
objective enforcement of business rules. 
Limitations of the proposed system 
Radio frequency identification performance is adversely affected by metallic 
surroundings (Dobkin, Weigand 2005), detection of tags can be prevented if this are 
placed close to metallic objects. Furthermore, detection can also become erratic when 
several tags are placed close to each other (Catarinucci, Colella et al. 2010). 
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In this application each document is attached to a tag, when placed in drawing packs the 
separation between tags can be as close as the thickness of a paper sheet which can lead 
to non-detection. During the exchange of drawing packs between employees this issue 
can be solved by visually inspecting the drawing pack for the missing one however, for 
the case of location and association rules verification this can prove a challenge for 
grouped documents, specially drawing packs. A decision on the procedure to follow if a 
document which should be part of a drawing pack is not detected has to be made. 
Performance is also affected by metallic surroundings since the area where transactions 
are done is a specific area (i.e. by storage locations) there is control over it. Potential 
interference sources can be avoided by either altering the area (i.e. placing a “shield” 
surrounding the reader antenna as done in library systems) or setting up the reader 
characteristics (e.g. output power, antenna type) to control the detection area. However, 
control on wider areas as required by location and association rules is more difficult 
given the size and numerous objects (e.g. desks, cabinets, people) that can be present. 
By placing the antennae over door the detection area is constrained at the expense of 
accuracy, a comprise between the two is required. 
The results from the tests carried out in Section 5.4.2.3.1 showed that there is no reader 
antenna placement inside the cabinet that guarantees a 100% detection rate for the 
stored documents. As a consequence a real time inventory must rely on the data stored 
in the distributed database tables. However, muster activities demand for a positive 
identification rather than an assumption. This means that those documents which are not 
positively detected still demand physical search in the storage cabinets. Until a better 
antenna configuration is found this task is unavoidable given the security constraints 
enforced on the documents. 
 Engine assembly material handling 7.2.2
Despite the economic downfall experienced in the last five years, the automotive 
industry continues to have strong sales. In UK a total of 2,044,609 new cars were sold 
in 2012, an increase of 5.3% when compared to 2011 and the biggest increase since 
2001(Burn 2013). In a domain with so many competitors maintaining a high market 
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share is the result of offering not only a functional but a reliable, affordable and unique 
product (Sánchez, Pérez 2005).  
Nowadays not only car manufacturers must provide the highest quality products but 
also they must provide traceability on them. The consequences of not doing so are 
publicly known thanks to the mass recalls that Toyota and other car manufacturers have 
been forced to do after some of their products have been proven unsafe or unreliable 
(Cutler 2013, Kim 2009). More than the actual cost of the recall operation is the loss of 
trust in the brand which has considerable economic consequences. Toyota had a loss of 
market share of 16% in the US market after the recall incidents (Abowd 2010). 
In order to accomplish the requirements of quality and traceability car manufacturers 
rely on flexible manufacturing techniques which performance is dependent on the 
required components being available at the right time and place and operations being 
carried out at a set rate. Given the high volumes observed in automotive manufacturing 
such set rate is narrow (e.g. operations in the assembly line must be done in a maximum 
of 28 seconds) and the consequences of disrupting it are high (e.g. downtime cost of 
£6000 per minute). Even if assembly line operators had the time to assess if a 
component is the right one many of them differ only from a functional point of view 
(e.g. power output). 
Currently car manufacturers rely on a manual process that guarantees: (i). coincidence 
between the component’s box and its assigned location at the assembly line and (ii). 
measure of the component’s stock levels at the assembly line. Although successful the 
process suffers from reliability issues given the limitations of the used technology in 
harsh environments (i.e. barcode) and the dependence on operator intervention. 
As shown in Figure  7-12 the current system architecture uses barcodes to identify each 
type of component. Each box is assigned a label containing an identifier provided 
directly by the car manufacturer to its suppliers. This identifier is printed both in human 
readable (i.e. alphanumeric characters) and barcode formats. Other product 
characteristics (e.g. box weight, manufacturer, product type) are also printed in the label, 
which is held in place by metallic cage on one of the box’s sides. Boxes are rented from 
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a third party and when sent back the label must be removed. Suppliers must print and 
place new labels before shipping components to the car manufacturer. 
 
Figure  7-12. Current system architecture engine assembly material handling. 
At the assembly line boxes are placed in racks (see Figure  7-12) composed of 6 or 8 
delivery lanes each assigned a type of component. Each lane has at its entry a sticker in 
which the type of component assigned to that lane is printed in both barcode and 
alphanumeric formats. A set of two lights (i.e. red, green) is placed over each lane to 
signal the delivery operator which lane the box should be placed in. Each rack is fitted 
with a hand held barcode scanner which serial output is connected to a Programmable 
Logic Controller (PLC) in which memory a table relating the barcode with the lane 
assigned to it is kept. By default the red light is kept on and is turned off as the green 
light is turned on to signal the delivery operator which lane the box should go in after 
the box’s barcode has been scanned. As an added safety measure some lanes have a 
solenoid placed at the entry of the lane that drops down when the green light is turned 
on. 
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At the exit of each lane the line a pick to light system indicates the assembly line 
operator shows which component is required for the engine being built. When a box is 
empty the assembly line operator places it in a single return lane and presses a “smart 
button” to update the stock levels at the assembly line. The “smart button” is a wireless 
node which sends an identifier assigned to the type of component which detection is 
used to update the stock levels. 
During deliveries delivery operators must place new boxes in the lane and remove the 
empty ones to be sent back to the third party box rental company. Delivery operators 
follow specific routes and stop only at specific racks. 
 
Figure  7-13. As is business processes engine assembly material handling. 
An overview of the As-Is business processes is shown in Figure  7-13, the developed 
system is focused on the assembly line stock control process (DP2) but a brief 
description of all domain processes is carried out. Material handling is divided into 
three main processes: 
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• Warehouse management (DP 1): New components arrive in crates containing 
groups of boxes, after checking the cargo against its manifest the warehouse 
employee prints a barcode which contains the storage location within the 
warehouse and the delivery route and rack in the assembly line where the box 
should be placed. Stock levels are update as the final activity of this process 
(BP11) 
Individual boxes are removed from the crate and taken to their storage locations 
in the warehouse by a warehouse employee. Some components are supplied in 
boxes larger than the delivery lanes, in such cases these components must be 
transferred to smaller boxes by warehouse employees before being placed in 
their warehouse storage areas (BP12). 
• Assembly line stock control (DP 2): Once the daily production schedule is 
known a printed pick list is handed to delivery operators. This list contains the 
required components at the assembly line, the required quantity and the racks 
where they should be placed (BP 21). 
Each delivery operator picks the required parts from their location in the 
warehouse and follows its assigned route. When he arrives to a rack where the 
part is supposed to be placed he takes the box off from the delivery trolley scans 
the barcode printed on the label at the entry of the lane with the barcode reader 
available in each rack, scans the label on the box and places the it on the lane 
which green light turns on (BP 22). If there are any empty boxes on the return 
lane he loads them to the trolley and takes them back to the warehouse so they 
can be sent back to the box rental company. 
The stock level at the assembly line is controlled by one of two delivery 
methods (BP23): (i). call delivery or (ii). standard delivery. Standard delivery is 
a scheduled delivery that occurs every twenty minutes to keep the stock levels at 
a minimum level, it creates a buffer for the plant to keep running should there be 
a problem with delivery. Call delivery is a requested delivery based on the 
situation at the assembly line. Every time a box is placed in the return lane the 
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assembly line operator should press a “smart button” inform of this occurrence. 
If the stock level falls below a certain level a delivery is done (BP23).  
• Engine shipping (DP 3): Finished engines are sent to transmission and car 
assembly plants across Europe. A rack capable of holding six engines is used for 
transport. Before loading, engine information (e.g. engine type, calibration data) 
is printed in a label and placed on the engine. Information is retrieved from the 
system using a unique engine identifier stored in an RFID (433 MHz) tag placed 
on the platen on which the engine travels through the assembly line (BP 31). 
Finally, engine racks are loaded into a lorry and sent to assembly plants (BP32).  
7.2.2.1 Issues and risks identified in the As-Is business processes 
Figure  7-14 shows the issues and risks associated with the current system. The issues 
are: 
(i). Barcode operation depends on the quality of the printed barcode. Scratches, 
misprints or any other defect on the printed label prevents correct operation. The 
environment in the assembly line and the warehouse is a harsh one and it is not 
uncommon for labels to peel off or get damaged. Furthermore, some suppliers do not 
provide printed labels with the required resolution in which case the barcode reader is 
incapable of decoding the barcode. Whenever a barcode is not readable, operators use a 
barcode printed on a paper sheet kept inside a folder close to the rack. This can be an 
issue as it can lead to a wrong box being placed in the lane. 
Even when barcode labels are of good quality and undamaged, operators might have to 
read the barcode several times because of the angle at which they are pointing the 
barcode scanner. 
(ii). Operators must scan two barcodes (i.e. box, lane) before placing the box in the lane. 
A box can weigh up to 7 kg and the operator must hold it while scanning the barcodes 
with the barcode reader, this is an awkward operation which can lead to operators 
following non-recommended practices (e.g. resting a box against the solenoid and 
placing another box against the lane before reading the barcode and effectively allowing 
two boxes in rather than only one). 
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Figure  7-14. System requirements abstracted from issues and risks of the As-Is business processes engine 
assembly material handling. 
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The associated risks are the following: 
(i). The system used does not have the capability to distinguish how many boxes are 
being placed in the lane, this becomes a risk in one of two ways: (i). an operator can 
place a box against the solenoid and then read the barcode from a second box. The 
solenoid assigned to the second box drops and both boxes are allowed in and (ii). in 
some racks more than one lane can be assigned to a single product. An operator can 
deliver two boxes at the same time by placing one box in each lane and dropping both 
solenoids with the scan of only one box’s barcode. 
For both risks the consequence is the same, the identity of one of the boxes is not 
verified. In the best case the assembly line operator will avoid using the mistaken 
component during the engine assembly in which case the consequence is measured in 
terms of the time and resources wasted. In the worst case the component is installed 
causing poor performance or test failure which demands additional business processes. 
(ii). As mentioned previously component delivery is done by one of two delivery 
methods (i.e. standard, call). The call delivery requires the assembly line operator to 
press the “smart button” to keep an up to date record of the stock control level. With an 
operation rate of 28 seconds it is possible for an employee to forget to press the button, 
in the best case this leads to discrepancies between the reported and real stock control 
levels. In the worst case this can lead to the assembly line being stopped which as 
mentioned before has a cost of £6000 per minute. 
(iii). The importance of traceability was highlighted previously yet it is kept only for a 
handful of components (e.g. turbo, fuel injector). If a failure occurs there is no way to 
determine which engines it affects, in the worst case scenario this can lead to a mass 
recall as the one experienced by Toyota (Kim 2009, Abowd 2010). 
7.2.2.2 Abstracted system requirements 
As shown in Figure  7-14 the abstracted requirements include: 
Operational requirements 
1. Restrict the number of boxes that can be placed in the lane during delivery. 
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2. Restrict the number of boxes that can be placed in the rack during delivery. 
Reliability and maintainability requirements 
1. Restore the system to a known state in case of failure without operator 
intervention. 
2. Capable of withstanding shop floor conditions. 
3. Capable of running continuously with minimum interruptions. 
Compatibility requirements 
1. Integrate transparently with the current control architecture. 
7.2.2.3 Proposed system architecture 
Data structure 
The proposed data structure is shown in Figure  7-15. Since the barcode for a product 
type is the same for all boxes storing that component using the barcode as a unique 
identifier is not possible. The following unique identifier was instead used (see 
Figure  7-15): (i). header which can be used to for filtering and (ii). date and time of tag 
programming. 
Because each rack PLC is programmed to compare the string input acquired from a 
serial input with specific product barcodes the information sent by the reader to the PLC 
must be a product barcode. The product barcode and other box information (e.g. 
provider, batch number) currently held in the printed label is stored in the user memory. 
The unique identifier and the product barcode are used to support simple control 
activities (see Section 4.3.2) which in this case refer to: (i). guarantee that the box is 
placed in the right lane, (ii). guarantee that only one box is placed in the lane and (iii). 
guarantee that only one box is placed in the rack. Using the list of detected tags the 
developed software can determine the quantity of boxes being delivered to the lane or 
rack, if it is more than one the software prevents the product barcode from being sent to 
the PLC. If only one box is detected its product barcode, retrieved from the tag’s user 
memory is sent to the PLC which shows the operator the lane where the box should be 
placed. Although the “lane selection” logic could be carried out by the developed 
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software this approach was avoided as the PLC logic is already in place and the 
industrial partner requested that the developed system would work as a plug-n-play 
system. 
 
Figure  7-15. Proposed data structure for engine assembly material handling. 
The correspondence between the reader, its antennas and the lanes they are assigned to 
is kept in readers and readerantenna database tables. Reader antenna information 
combined with the product barcode are used to update the stock level at the assembly 
line and support Call delivery Expert Knowledge. 
Hardware architecture 
The proposed hardware architecture is shown in Figure  7-16, it is based on UHF RFID. 
Each box is identified by a commercial off the shelf tag (Alien ALN-964) placed at the 
bottom of the box. A circular right-hand polarized antenna (Alien ALR-8696-C) is 
installed in each rack. A workstation running the developed software is placed by the 
rack’s PLC, this workstation has a serial (RS-232) output connected to the PLC. 
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Figure  7-16. Proposed hardware architecture for engine assembly material handling. 
Another workstation, reader and antenna set is used by suppliers to program the tagged 
boxes with their product barcodes. The product barcode can be typed in or read from the 
label using a barcode reader connected to RS-232 serial input of the workstation. 
The stock level control requires a second antenna to be placed at the return lane for each 
rack. 
Software architecture 
The proposed software architecture is shown in Figure  7-17, no alteration is done on the 
connection manager or RFID tag classes within the implementation side of the 
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middleware layer because the same reader and EPC-Class 1 Gen 2 (EPCglobal Inc. 
2004) compliant tag are used. 
A box information service is defined within the application layer as it allows transfer of 
component information between the supplier and the engine manufacturer, the data 
structure for the service has been described in Section  7.2.2.3 data structure. 
 
Figure  7-17. Proposed software architecture for engine assembly material handling. 
The memory structure and Reader classes have been modified in order to have business 
meaning. The box class which the reader provides to the business layer is defined. 
The front end logic comprised of: (i). box programming with the product barcode and 
product information, (ii). visualization of stock levels and (iii). delivery monitoring are 
implemented in the presentation entity. 
Finally, business rules dealing with the serial output to the PLC and call delivery are 
stored in the business rules entity. A centralized database containing stock levels and 
configuration information is connected to the business layer. 
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Figure  7-18. Engine assembly material handling application implementation code snippets. 
Figure  7-18 shows code snippets for the delivery monitoring and stock control logic. 
7.2.2.4 Proposed system adherence to system requirements, expected benefits and 
limitations 
Adherence to system requirements 
Figure  7-19 shows how the developed system addresses the system requirements. 
Operational requirements 
1. Restrict the number of boxes that can be placed in the lane during delivery. 
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2. Restrict the number of boxes that can be placed in the rack during delivery. 
 
Figure  7-19. System requirements fulfilment for engine assembly material handling. 
Both operational requirements can be accomplished if the serial output to the PLC is 
prevented when more than one box is placed on the rack. As each box has a unique 
identity, establishing how many of them are being placed on the rack is determined 
from the list of detected tags by the reader antenna. As shown in Figure  7-19 if 
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during component delivery (BP 22) a delivery operator presents more than one box, 
the serial output is prevented and a message informing the delivery operator of the 
issue is displayed. However, if a single one box assigned to that particular rack is 
presented the serial output is allowed and the stock level is updated. 
Reliability and maintainability requirements 
1. Restore the system to a known state in case of failure without operator 
intervention: reader configuration information (e.g. IP address, login), PLC 
serial communication settings (e.g. baud rate, stop bit) and the product code to 
rack correspondence information are kept in database tables. In case of a system 
failure, this information is retrieved by the software after booting up returning 
the system to a known state without the user having to modify any parameters. 
2. Capable of withstanding shop floor conditions: tests carried out to determine the 
best placement for the tag on the box and the effect of metal contents on 
readability (see Section 5.4.2.2) showed that the best placement for the tag is the 
bottom of the box. The tag can be secured in place and protected using an epoxy 
resin as described in Section 5.4.2.2.3. This location and securing method 
provides the best protection possible against shop floor conditions while 
maintaining reliable performance. 
3. Capable of running continuously with minimum interruptions: a small scale test 
to prove the reliability of the system under operating conditions was done at the 
assembly line. The test consisted on presenting a tagged box to the reader 
antenna and waiting for the solenoid in the right lane to drop down. A total of 
1000 boxes were presented and the no failed readings were observed. However, 
the test conditions were not completely accurate to the ones encountered during 
assembly as the tests were done during lunch break when only a few assembly 
line operators where present. Further testing is required to guarantee that 
operation is reliable under manufacturing conditions. 
Compatibility requirements 
1. Integrate transparently with the current control architecture: as described 
previously the current system uses a PLC with a serial input connected to a 
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barcode reader to drive the business logic. The user requested for the PLC to 
continue driving the lane indication logic (i.e. lights and solenoid activation) and 
the barcode to be available for backup, delaying the line has a cost of £6000 per 
minute. 
As the PLC does not care who send the serial message, a “black box” approach 
was followed (see Figure  7-19). The whole RFID based system was develop 
independently from the current system and interacts with it only by the serial 
output. No other modification than connecting the serial output to one of the 
serial inputs of the PLC is required. 
Benefits achieved by the use of the system 
Across the assembly plant there are only five places where engines can be pulled off or 
reinserted (PORI) from the assembly line. Whenever an engine fails a test the 
operations between the test point and the PORI are not carried out. After being pulled 
off from the assembly line the engine is fixed by an assembly line operator and placed 
back in the assembly line using the PORI from which it was taken. 
In order to be repaired engines might have to be disassembled which means that all the 
operations up to that point must be performed again, which constitutes a loss. The 
consequence of this loss can be measured as the cost of the operations that have to be 
repeated. In the worst case scenario the engine has to go through all the operations once 
again. The benefit provided by the system lies on preventing engine failures due to 
component misplacement. 
In order to quantify the provided benefit the risk of failure due to component 
misplacement has been calculated. The worst case scenario is assumed, meaning that all 
the operations before the PORI have to be repeated. As the cost for each operation is 
unknown a unit value was used. Risk was calculated following the definition presented 
by Ni et al (Ni, Chen et al. 2010): 
 𝑅𝑖𝑠𝑘 = 𝐶𝑜𝑛𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒 𝑋 𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑜𝑓 𝑜𝑐𝑐𝑢𝑟𝑒𝑛𝑐𝑒 (3) 
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The probability of occurrence used for barcode was set as 20%, according to McCathie 
and Michaek (McCathie L. 2005) barcode reliability drops down to 80% in industrial 
environments. For RFID the probability of occurrence was set to 1% taking into 
consideration the small scale tests carried out and the capability of the system to prevent 
more than one box to be placed in the rack at the same time. As shown in Figure  7-20 
the reduction in risk is considerable for all the PORI and increases as the number of 
operations increases. 
 
Figure  7-20. Risk reduction engine assembly material handling. 
The proposed system has the capability to time stamp the entry and exit of boxes to 
each lane. This information together with the time stamp from the engine platen tag can 
be used to determine the group of engines where a batch of components has been 
installed on. This would prove useful in a recall scenario as only a set of engines should 
be recalled. 
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Limitations of the proposed system 
The operation of the proposed system depends on the box being programmed with a 
unique identifier and other product information (e.g. manufacturer, product code). This 
activity together with the boxes being rented from a third party company lead to two 
issues: (i). who should program the tagged boxes and (ii). how to deal with boxes being 
rented to other customers. 
Currently the supplier is responsible for providing each box with its corresponding 
barcode. If the proposed system is implemented the supplier would be forced not only to 
incur in the cost for the required equipment (e.g. reader, antenna) but most importantly 
the cost of the activity itself. Eventually this cost would be transferred to the assembler 
through the component’s purchase price. 
The alternative option would be for the assembler to program the boxes sometime 
between the boxes arrival and their delivery to the assembly line. Although this would 
prevent any alteration in the supplier relationship it would demand the emergence of 
new business processes and require considerable resources, in average 35-40 lorries 
with 50 pallets each unload daily in the assembler’s site. 
Being boxes rented, any alteration needs to be cleared with the rental company and its 
customers. Although rental of an exclusive set of boxes is possible, exclusivity would 
come at an added cost. 
Before the proposed can be fully implemented an economic analysis to identify the best 
option is needed. However, key to addressing these issues is to show suppliers that the 
proposed system can be used to address problems in their own sites (e.g. traceability, 
warehouse management, logistics). As the system has not been tested under real 
manufacturing conditions tests at the assembler’s site will be carried out in a set of 
boxes owned by the assembler which travel on the engine platen and store some engine 
components (e.g. plastic covers). 
It has been highlighted previously that RFID can be adversely affected by metallic 
surrounding and the assembly line at the assembler’s site is full of metallic structures 
(e.g. racks). In order to guarantee a reliable operation that is detection of only the box 
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being presented to the antenna assigned to the antenna several RFID system parameters 
(e.g. antenna orientation, reader output power) must be customized. However, as this 
customization depends on the environment it can vary from one rack to the other. 
Although reliable operation is possible it demands a time consuming process of system 
parameters optimization. 
Currently the system updates the stock level based on the assumption that if a box is 
detected by the rack antenna the delivery operator will actually place it in its assigned 
lane. If for any reason this does not happen there will be a difference between the real 
and reported stock levels. A way to prove that the box has been placed in the lane is 
required, as the RFID reader provides Input ports the use of a contact or light sensor is 
possible. Although not currently implemented this would guarantee that detected tags 
have in fact been placed in the lane. 
Currently the system being a prototype is being driven by a workstation however not 
only its resources are being sub utilized but a workstation with a screen is not the most 
robust equipment for an assembly line. Given that most of the logic is being driven by 
the PLC and that PLCs are widely used in manufacturing exploring if the reader can 
communicate directly with the PLC is an option that needs to be explored. Nowadays 
PLC functionality includes C programming and web server implementations, given that 
the RFID reader can send data to a web server the same logic being run by the 
developed PC software can be implemented by the PLC. 
 Electronics manufacturing product’s lifecycle monitoring 7.2.3
The widespread of electronic products has led to electronics manufacturing being one of 
the biggest contributors in the world’s economy. According to Mason et al. electronics 
manufacturing accounts for at least 30% of gross income in countries like US and had 
sales for $375 billion in 2005 (Mason, Cole et al. 2002). Given the product volumes 
involved, the speed at which new products emerge and the broad technical knowledge 
required to support the product’s lifecycle stages, electronics manufacturing 
stakeholders have opted for specialization in the business activities they address. 
As shown in Figure  7-21 currently electronics manufacturing is characterized by the 
existence of product and information flows. The product flow being the transfer of the 
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physical product from one stakeholder to the next and the information flow being the 
transfer of product information used to support manufacturing activities. As shown in 
Figure  7-21 the information flow occurs both from the customer to the manufacturer 
and from the manufacturer to the customer. Information such as requirement, design 
information (e.g. CAD data, bill of materials, specifications) compose the backward 
flow while test results or product characteristics (e.g. number of layers, pre-preg 
material) compose the forward one. Despite the large volume of information generated 
at each stakeholder the volume of the forward flow is minimal, leading to risks in 
decision making activities and loss of traceability. 
Although each stakeholder implements manuals processes capable of (i). tracking 
capabilities for their products in WIP and (ii). guaranteeing that recommended 
manufacturing practices are being followed, such processes are limited to batch level at 
best and demand a large amount of paperwork which not only makes them laborious but 
also difficult their query. Furthermore, as information transfer between stakeholders is 
limited product traceability across the supply chain is close to non-existent. 
Currently product information within enterprises is kept using a mix of centralized 
databases, job packs and route cards. Customer order management, which includes 
billing, supply chain logistics for the required components, order schedule for 
production and production monitoring is done using an Enterprise Resource Planning 
(ERP) tool. Documentation used to provide support to manufacturing processes (e.g. 
bill of materials, customer instructions, process parameters) is gathered within job packs. 
To guarantee that products are manufactured according to a specific sequence of 
products each order is accompanied by a route card, a printed document that shows the 
processes that should be carried, the conditions under which such processes should be 
carried out and which provides batch level traceability about who performed the process 
and its results. 
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Figure  7-21. Current situation in electronics manufacturing. 
In order to keep a batch level tracking capabilities some manufacturers use printed 
barcodes on the route card. Operators are then responsible for scanning the barcode at 
the entry and exit of the operation. Other manufacturers rely on printed charts which 
show where different customer orders are in the manufacturing process; these charts are 
updated manually as the order progresses. 
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Figure  7-22. As is business processes electronics manufacturing. 
Figure  7-22 shows a broad overview of the As-Is business processes observed for 
electronics manufacturing. Printed Circuit Assembly (PCA) manufacturers receive an 
order request from an Original Equipment Manufacturer (OEM) for the manufacture of 
a specific product. Order processing (e.g. quotation, billing) is done by sales staff during 
the order management domain process (DP 51). When the order has been agreed the 
manufacturer schedules it and builds up a job pack. 
Before product manufacture product designs are subject to design checks, the required 
materials are identified and the process steps and conditions are documented in the 
route card (Product preparation (DP 52)). Part of the required materials is the PCB 
manufactured which is the result of the printed circuit board manufacturing business 
processes (DP 42). 
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Similarly to PCA manufacture order management is done during the order management 
domain process (DP 41). Bill of materials, route card generation, development of drill 
and artwork kits and material acquisition are done as a result of the product preparation 
domain process (DP 42). After inner layer production (DP 43), multi-layer assembly 
(DP 44) and outer layer production (DP45) domain processes the finished PCB is 
delivered to the PCA manufacturer. The PCA manufacturer then follows the route card 
(side one surface mount technology (DP 52), side two surface mount technology (DP 
53)) resulting in a finished PCA being delivered to the OEM customer. 
7.2.3.1 Issues and risks identified in the As-Is business processes 
The issues identified in the as is business processes can be seen in Figure  7-23 and can 
be described as: 
(i). Establishing the appropriate information granularity level should be the result of 
analysis that includes the product’s cost, criticality, lifecycle length, complexity and 
environment influences (e.g. legal mandates, customer preference) (Töyrylä 1999b). 
Despite PCBs and PCAs being expensive and complex products (e.g. £250000 for some 
military application PCA) which failure can have serious consequences (e.g. aeronautics) 
currently whenever product information is kept it is limited to batch level. If a query 
about a product is required then product information has to be inferred from the batch 
information. As information is assumed rather than known certainty of the decisions and 
observations made upon it is questionable. 
(ii). Currently manufacturing processes results and product information in stored in 
printed formats (i.e. job packs, route card) which are easy to handle while in WIP but 
hard to query if required. Even if all the information is digitized the task would be time 
consuming and error prone. 
The associated risk can be presented as: 
(i). Response to change depends on the right information being presented in the right 
format, at the right time and to the right person. Currently information is acquired and 
updated only at discrete points in time there is no guarantee that information used to 
support business decisions is the right one. Furthermore when available, information is 
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not presented in an individualized format leading to either slow response time due to the 
querying activities that must be done or selection of mistaken information. 
 
Figure  7-23. System requirements abstracted from issues and risks of the As-Is business processes electronics 
manufacturing. 
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7.2.3.2 Abstracted system requirements 
As shown in Figure  7-23 the abstracted system requirements include: 
Operational requirements 
1. Provide tracing capabilities to stakeholders regarding the state under which a 
process is performed (e.g. start/finish time, process parameters, test results) 
2. Allow product information sharing minimizing system integration between 
stakeholders. 
Reliability and maintainability requirements 
1. Capable of surviving the product’s supply chain. 
2. Capable of operating under shop floor conditions. 
Scalability requirements 
1. Propose an integration method applicable during the earlier stages of the 
product’s lifecycle to provide tracking and tracing capabilities. 
7.2.3.3 Proposed system architecture 
Data structure 
The data structure used for this application is shown in Figure  7-24. In order to 
maximize resource usage, minimize processing time and material waste PCBs are 
manufactured in panels which size is commonly 12”X18” or 18”X24”. Depending on 
PCB size, each panel contains several groups of PCB images (i.e. multi-panel). As the 
last step of PCB manufacture multi-panels are routed from the panel and supplied to the 
PCA assembler. Before the finished board is sent to the customer single PCAs are cut 
from each multi-panel. Given the physical separation between panel, multi-panel and 
single PCB and the need to keep information on all three of them the unique identifier 
proposed must have the capability to: (i). distinguish between panel, multi-panel and 
board while (ii). maintaining the relationship between them.  
Each board is identified by a unique identifier composed of: (i). supply chain id, (ii). 
key, (iii). enterprise code, (iv). PCB registration date, (v). PCB registration year, (vi). 
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PCB job number, (vii). panel number and (viii). board on panel number. The format for 
each the identifier fields are shown in Figure  7-24. 
The supply chain identifier is a number assigned to the supply chain to which the 
product is aimed for (e.g. automotive, consumer electronics). It is a number agreed upon 
by collaborating companies and prevents the same identifier being used by accident. It 
also can be used for filtering purposes. The key value is used to check the integrity of 
the identifier stored. The enterprise code is assigned to each of the members of each 
supply chain, besides being a PCB manufacturer identifier it can be used to filtering 
purposes. The PCB registration date and year refer to manufacture start date, although 
the PCB manufacture date is also stored as part of the product’s information storing 
them on the identifier allows them being used for filtering purposes (e.g. search for the 
PCBs from a particular manufacturer and date). The job number is abstracted from the 
identifier currently used by PCB manufacturers. The panel number and board on panel 
terms are used to manage the existence and relationship between panel, multi-panel and 
single PCBs. Shown in Table  7-1 are the combinations used for the panel and board on 
panel number terms, these examples shown how the identifier can be used to determine 
which the relationship between panel, multi-panel and PCB. 
Type Panel number Board on panel number 
Panel 1 00 
Multi-panel 1 10 
Single PCB 1 11 
Table  7-1. Panel number and board number on panel combinations. 
The decision of what information should be stored within the product was affected by 
two factors: (i). the RFID tag used to enable product identification has a limited amount 
of storage space of only 512 bits, (ii). the information that stakeholder’s considered 
useful for business processes support. A survey which included members from all stages 
of the PCB lifecycle (i.e. PCB manufacturer, PCA manufacturer, recycler) was done to 
identify the required information (Bindel 2011). As shown Figure  7-24 this information 
has been divided into a descriptive and quality segments being the descriptive the one 
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used to store product characteristics (e.g. manufacturer, manufacture date, number of 
layers) and the quality the one used to store test results. 
Detailed manufacturing information such as process parameters, rework results or 
process times are held in database tables and together with product information can be 
used to support different business activities (e.g. root-cause analysis, quality control, 
supply chain management). 
System configuration and management of the supply chain and enterprise codes are 
stored in the readers, supplychaininfo and supplychainenterprises database tables 
respectively. 
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Figure  7-24. Proposed data structure for electronics manufacturing. 
Hardware architecture 
Each PCB is identified using a UHF RFID chip (Alien Higgs 3) integrated with the 
board following the process described in Sections 5.4.2.4 and 5.5. Once the chip is 
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placed on the board the unique identifier and descriptive segment of the product 
information is stored in the board. While writing information, RFID readers demand 
that only one tag is programmed at a time. This can be achieved by removing all other 
tags from the antenna’s detection zone or exploiting the reader’s capability to address a 
single tag amongst a group of detected tags provided that the identifier for the tag in 
question is known. As the RFID chips used are placed directly from a wafer before they 
are electrically connected to the antenna there is no way to know the identifier they have 
and once they are placed in the PCB images there is no certainty about which image the 
identifier refers to. If random identifiers are chosen and programmed with the PCB 
identifier proposed for this application (see  7.2.3.3 data structure) the correspondence 
between panel, multi-panel and single PCB would be lost. For this reason a different 
type of antenna one with a range which guarantees that the tag being programmed is the 
one required is used. The antenna’s design is shown in Figure  7-25 and its operation is 
described in the research carried by Bindel (Bindel 2011). The antenna’s operation 
demands for it to being in contact with the PCB printed copper antenna structure and no 
further than 2cm away from the RFID chip (see Figure  7-25). 
Whenever required quality product information can be stored using a commercial of the 
shelf reader and antenna connected to a workstation running the developed software and 
connected to the centralized database to mirror the stored information. Broad tracking 
capabilities can be achieved using large range antennae while finer tracking capabilities 
such as knowledge on the manufacturing processes has been subject to can be achieved 
using short range (e.g. 20 cm) reader antennae (e.g. Feig ID ISC.ANT U75/50) placed at 
the entry and exit of manufacturing processes. 
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Figure  7-25. Proposed hardware architecture for electronics manufacturing. 
Software architecture 
The proposed software architecture for this application is shown in Figure  7-26, tagged 
PCBs serve as information service instances that provide product information within 
and across stakeholders. 
No alteration of the implementation side of the middleware layer is required as the same 
tag and reader as used for all other applications are used. The length, format and type of 
the descriptive and quality information stored in the information service are set in the 
memory structure class. 
The functionality provided to the business layer is developed in the Reader class in 
terms relevant to the electronics manufacturing domain and defined in terms of the 
properties of the PCB class. 
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Figure  7-26. Proposed software architecture for electronics manufacturing. 
The front end logic (i.e. presentation of the information according to the user) is stored 
in the presentation entity within the business layer, as shown in Figure  7-26 the 
presentation logic includes: (i). programming of a new PCB with its identifier and 
descriptive information, (ii).storage of PCB test results, (iii). PCB information query, 
(iv). PCB tracking, (v). storage of PCA test results, (vi). PCA information query and 
(vii). PCA tracking. 
The logic to support business processes is stored in the business entity of the business 
layer. Finally. a centralized database containing the information described in 
Section  7.2.3.3 data structure is included in the business layer. 
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Figure  7-27. Electronics manufacture application implementation code snippets. 
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Figure  7-27 shows code snippets for the implementation of the getValue() method 
which is used to retrieve information from the PCB information service. Data is 
presented to the business layer as an instance of the PCB class which properties are 
shown in Figure  7-27C). The memory structure for the PCB information service is also 
shown in Figure  7-27A). 
7.2.3.4 Proposed system adherence to system requirements, expected benefits and 
limitations 
Adherence to system requirements 
Figure  7-28 shows how the proposed system addresses the system requirements. 
 
Figure  7-28. System requirements fulfilment for electronics manufacturing. 
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Operational requirements 
1. Provide tracing capabilities to stakeholders regarding the state under which a 
process is performed (e.g. start/finish time, process parameters, test results): as 
shown in Figure  7-28 product information is retrieved from either the product 
itself or from the information in the centralized database. The unique identifier 
stored in the product is used as the search field to retrieve product related 
information. General information, such as the one stored in the descriptive and 
quality segments of the user memory, can be retrieved from the product while 
more detailed information about the business processes is retrieved from the 
centralized database. 
2. Allow product information sharing minimizing system integration between 
stakeholders: the PCB information service provides the information which has 
been identified by stakeholders as the one that should be collocated with the 
product. As retrieval and storage of such information demands only the use of 
the middleware layer there is no integration required between the different 
stakeholder’s IT systems. 
Reliability and maintainability requirements 
1. Capable of surviving the product’s supply chain: the survivability of tagged 
PCBs was tested against the harsh environment conditions encountered during 
PCB and PCA manufacturing (e.g. high temperature 270ºC, high pressure 300 
psi) (see Section 5.4.2.4.4). The proposed chip embedding method was found to 
be capable of withstanding them. 
2. Capable of operating under shop floor conditions: test in an industrial setting 
have not been carried out however, the environment conditions in terms of 
metallic surroundings expected are similar to the ones encountered in the 
automotive domain where it was found that reliable operation can be achieved 
by customizing RFID system parameters (e.g. antenna orientation, reader output 
power). 
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Benefits achieved by the use of the system 
The single and relevant benefit achieved by the use of the system is the continuous and 
product unique access to product information. Information which as shown in 
Figure  7-29 can be used to support traceability and control related activities both within 
and across enterprises. 
Within enterprises it can be used to locate products in real time using the list of detected 
tags which includes the reader antenna number and IP address of the reader, enough 
information to query the database for the corresponding location. Currently product 
tracking is limited to batch level and is known only at discrete points in time, either 
when a barcode in the route card is scanned or the location is reported by an employee. 
The accuracy of the location is limited and decisions made upon this information are in 
risk of being inadequate. 
As presented in the other two use cases, information within an enterprise can also be 
used to support control functionality, the association, location rules or in fact any other 
rule that which uses the product’s identification, its properties and location can be 
enforced objectively (i.e. without bias from the operator). 
Being stored in the product, information retrieval time is determined by the time 
required to interrogate the tag and the amount of information to be retrieved, an 
operation which usually does not exceed a couple of seconds for the case when all the 
memory contents are retrieved.  
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Figure  7-29. Observed benefits due to the use of the developed system for electronics manufacturing. 
The capability to transfer from product information across stakeholders allows for 
business processes which use information from previous supply chain stages are carried 
out under verified and not assumed information. For example, during PCA manufacture 
baking temperature can be selected based on the manufacturer’s recommended value 
rather than generic estimates. As products can be uniquely identified and information 
about them is available current business processes which do not necessarily rely on past 
information can be enhanced. For example, currently when finished PCBs are received 
at the PCA assembler site an employee must manually update the IT system to reflect 
the arrival of the products, a task that is time consuming and error prone. With the 
proposed system the retrieved product information can be used to update the IT system 
furthermore, the information can be used to enforce business rules such as raising a flag 
for those PCBs that have been subject to rework if required. 
 
Research Cases Studies 
283 
Limitations of the proposed system 
Although the proposed system does allow constant monitoring of products its accuracy 
is limited by the number of RFID readers and the read range of the antennae used, if a 
product is outside the read range product visibility is lost. Accuracy can be increased 
using more readers or using antennae with larger read range, the first option having as a 
consequence the increase in system cost and the second having as consequence a 
decrease in location granularity. A compromise is then needed between the product 
visibility desired and the system cost accepted. 
Radio frequency identification performance is adversely affected not only by metallic 
surroundings but also by the presence of several tags in the same detection area, as 
described before PCBs are manufactured in panels which can contain several PCB 
images. If a tagged PCB is not detected an operator might be forced to change the 
orientation between the panel and the reader antenna, if the tag is operational this action 
can eliminate the interference on the particular tag not being detected. A worst case 
scenario for this type of tag to tag interference is the one encountered when panels 
travel together one on top of the other, a case observed when finished PCBs are 
delivered to the PCA’s goods inward department. At this stage panels are not only held 
close together but also packaged in a sealed plastic bag, under such conditions 100% 
detection rate of all individual PCBs is unlikely. In this case the operator has to present 
each panel one at a time, an obvious drawback but still faster and less error prone than 
the current manual process. 
7.3 System reuse analysis 
From the proposed system the entities in the implementation side, those not related with 
any business logic are completely reusable for any application, once the proprietary 
hardware implementation for a specific reader type has been programmed in the 
connectionmanager, its functionality can be used for any application. The same applies 
to the software representation of the RFID tag, as long as the used tag is EPC-Global 
Class-1 Gen-2 compliant (EPCglobal Inc. 2008) no alteration of the RFIDtag class is 
required. 
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Figure  7-30. System reuse analysis. 
Although the information service instance is particular to each application, different 
instances share some common characteristics: (i). it always represents a product or 
resource involved in the business processes and (ii). the information it holds is always 
composed of a unique identifier segment and an entity characteristics segment.  
Establishing the appropriate granularity for the identifier is dependent on the traceability 
granularity required but a start point for it can be found on the identifiers used in the as 
is business processes. The relevant characteristics (e.g. security level, manufacturer) are 
abstracted from the analysis of the information used in the business processes to be 
supported, when the information involves more than stakeholder the information to be 
stored within the product can be abstracted after a consensus amongst the different 
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stakeholder, such approach was followed to determine the product information required 
in the electronics manufacturing use case (see Figure  7-30). 
Being used to define the information, its type and format the Memory structure in the 
functionality side of the Middleware layer does not have much reuse between different 
domains. Although the offered functionality is defined in terms relevant to the 
application, represented by classes which correspond to the resources and products in 
the application (e.g. asset, document, box) the methods exposed by in the Reader class 
always include: (i). retrieval of product information (GetValue), (ii). storage of product 
information (SetValue) and (iii). constant report of tags in the detection area 
(ReaderEvent). 
Being the layer responsible for the business logic and presentation logic implementation, 
the Business layer is almost entirely unique for each application. Some reuse is 
achievable if a business rule found in one domain has use in another one. For example, 
in terms of the logic that drives the location rule developed for the secure document and 
asset management application there is no difference if the entity being monitored is an 
asset, a box or a component. In that sense the logic can be migrated for use in an 
application like component loss prevention in the automotive domain.  
7.4 Chapter overview 
Currently manufacturers support their business processes with a wide range of tools and 
procedures (e.g. barcode, printed forms, route cards), some more technical than others. 
Although these tools fulfil the set requirements they do so in a slow and unreliable 
manner, the consequence being the lack of certainty in the information used to support 
the business requirements. 
After analysing the risks and issues surrounding the current systems implemented in the 
document and asset management, material handling and electronics manufacturing the 
benefits that can be achieved from the implementation of a custom manufacturing 
monitoring system can be summarized as: 
Research Cases Studies 
286 
• Reduction in the processing costs and time due to the elimination of business 
processes. For the secure document and asset management a saving of 37% in 
the total process cost is achieved. 
• Better use of resources as the process times decreases. A reduction of 52% and 
82% in cost for CDM employee and manager respectively was found when the 
proposed system is used. 
• Objective enforcement of business rules. All the required information for rule 
enforcement is stored within the system and retrieved without user intervention. 
Decisions are based on the available information and the programmed 
processing logic leaving out the user objective point of view. 
• Guaranteeing that a process is carried out according to the specified procedure 
reduces the potential risk of failure due to procedure’s non-compliance. Even if 
the process has a high reliability (e.g. barcode read rate is 80%) and the increase 
is relatively small (e.g. RFID read rate is 99%) the benefit can be large (e.g. 89% 
reduction in risk from going from barcode to RFID). 
• The use of the information service allows the colocation between the product 
and its information. This information can be used both within and across 
enterprises. Within enterprises it can be used to support control and traceability 
activities and rule enforcement. Across enterprises it can be used as a proof of 
quality and the provider of descriptive information to be used in future business 
processes. 
Agility in monitoring systems is not only limited to their capability to respond to 
changes in the application which it was originally developed for, but also to its 
capability to respond to new applications in its original or even new domain. Ideally one 
would aim for the system to be reusable without alteration for a new application or 
domain. Unfortunately, given the existence of application specific logic, information 
and functionality, this is a difficult task. Despite software paradigms promoting 
abstraction of separate layers for business and application logic (e.g. Service Orientation) 
new application and domains still require some changes. When complete reuse is not 
feasible knowing what can be reused in their present state and how to alter parts that 
need modification minimises response time. 
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The potential for reuse for the proposed system can be summarised as: 
• The proposed system us based on EPC Global Class 1 – Gen 2 protocol and any 
tag and reader compliant with this protocol can be used. Once the hardware 
implementation has been added to the connectionmanager the implementation 
side of the Middleware layer can be used across applications and domains with 
no alteration. 
• Information services represent business related entities and this limits the reuse 
potential between different domains. For different applications the identifier 
segment can be reused and if the required information is shared then no 
modification is required on the user memory segment. If new or different 
information is needed the change is reflected in the user memory segment. 
As new domains involve different business entities the information service must 
be completely altered however, the same approach can be followed to define 
required information. The identifier and user memory contents can be gathered 
from the As-Is business processes analysis, current identifiers should be the first 
choice for the unique id to be used. Entity information used during the business 
processes should be the first choice for user memory contents. 
• Although the Reader functionality offered to the presentation layer is defined in 
terms of the business entities relevant the particular application, a set of common 
methods can be identified, this are: (i). setValue, (ii). getValue and (iii). 
readerEvent. These methods provide enough capabilities to allow information 
transfer, storage, retrieval and report. Specific applications can use this 
functionality following business specific logic from the Presentation layer. 
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8 Conclusions and Further Research 
This research focuses on the observation that the acquisition, management, transfer and 
presentation of product information within and across enterprises is required to 
minimise risk and uncertainty of manufacturing processes and enable enterprise agility. 
In current best practice, information is gathered at batch level through slow and 
unreliable processes. As a consequence, item level information has to be assumed and 
the reliability of the decisions made based on it is questionable. This situation becomes 
more complex if the product and its information diverge as the product’s lifecycle 
progresses. 
Although it is possible to develop a monitoring system to allow information transfer and 
presentation for a particular application, if loose coupling regarding the business logic, 
application logic, data structure and used technology is not enforced, the system’s 
agility is limited. With this in mind, the main objective addressed in this research is 
stated as: 
Develop a manufacturing monitoring system where the product itself serves as the 
information provider and sole mean of integration for both within enterprises and 
across the supply chain, enabling seamless information transfer, hence enhancing 
response to change. 
8.1 Research objectives 
The specific research objectives have been defined as: 
1. To determine generic system requirements that the manufacturing monitoring 
systems must fulfil. 
2. To define an information structure capable of supporting with enterprises and 
across supply chain monitoring. 
3. To characterize the behaviour of Radio Frequency Identification performance in 
harsh environments. 
4. To define a reusable agile software architecture capable of responding to 
technology, market, business processes and functionality changes. 
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5. To implement the software architecture for monitoring applications in the 
automotive and electronics manufacturing domains. 
6. To optimize Radio Frequency Identification performance for each of the 
monitoring applications in the automotive and electronics manufacturing 
domains. 
7. To measure the benefits achieved from the use of the developed monitoring 
system in the automotive and electronics manufacturing domains. 
 Objective 1. System requirements identification 8.1.1
A generic approach to system design has been presented. It includes the definition of 
system requirements abstracted from the user needs, the system constraints and the 
system developer targets through qualitative research and business process modelling as 
described in Chapter 3. It also includes a comparative evaluation method to identify and 
quantify expected benefits. After following the generic system design approach it was 
shown that despite addressing different applications, monitoring systems focus on the 
fulfilment of a set of generic requirements. This objective addresses the following 
research questions: 
Research question 1. How can a generic design approach for distributed 
monitoring systems meet specific changing user needs in an agile and 
efficient manner? 
The formalisation of system requirements for different applications by means of 
a House of Quality (HoQ) showed that when grouped by importance level and 
functionality type, distributed monitoring systems address a set of two generic 
requirements: (i). traceability and (ii). controllability. 
To address specific applications, these requirements should be customised, 
taking into consideration the specific user needs, system constraints and system 
developer targets for the specific application. 
The existence of a set of generic requirements means that a system designed to 
accomplish them can be used in different applications by customising it to 
address each application’s specifics. 
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Research question 2. How can the benefits of using such distributed 
monitoring system be identified and quantified? 
A semi quantitative evaluation approach based on Risk Matrix has been 
proposed as an evaluation method enabling sound decision making to develop 
or not to develop the distributed monitoring system.  
A comparison of the consequence, efficiency and benefit magnitude is 
determined from discrete event simulation and input from the user and the 
designer in the form of qualitative research and planning matrix are used as 
inputs for the Risk Matrix. 
 Objective 2. Appropriate data structure identification 8.1.2
A data structure capable of addressing traceability and controllability requirements in 
electronics and automotive manufacturing has been presented. It consists of information 
segments stored both within and outside the product. The segments stored within the 
product are used for unique identification at the required traceability granularity level, 
information sharing across stakeholders and support of simple control activities (i.e. 
activities in which product information by itself is enough to determine the appropriate 
action to follow). Those segments stored outside the product (e.g. relational tables) hold 
enterprise specific information (e.g. process start times, process parameters), system 
configuration parameters (e.g. IP address, location, power settings) and the system’s 
Expert Knowledge (e.g. business rules) which when accessed with the product’s unique 
identifier support complex control activities (i.e. activities in which more than just the 
information held within the product is required to determine the appropriate action to 
follow). This objective addresses the following research questions: 
Research question 3. What are the specific demands on traceability and 
controllability within the electronics manufacturing and automotive domains? 
The historical records that compose traceability must take into account their use 
as vertical (i.e. within a stakeholder) and horizontal (i.e. across supply chain 
stakeholders) integrators. 
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As vertical integrators these historical records should exhibit characteristics 
that include: (i). appropriate granularity level, (ii). presentation of product 
information according to the user and (iii). presentation of information 
according to manufacturing system level. 
As a horizontal integrator, traceability represents the proof of interaction between 
stakeholders and the guarantee that expected reliability, authenticity and performance 
are achieved. Traceability must possess enough flexibility to update, modify or alter 
information sources and provide access to product information independent of a 
stakeholder’s level of integration. 
Control is the result of comparing the current condition with a desired condition. 
Its performance is dependent on how accurate the representation of the current 
condition is and the number of responses available to achieve the desired one.  
Controllability must offer an agile and simple way to modify business rules to 
respond to constant occurring changes. 
Not all control processes can be carried out using only product information. 
Control processes where information from sources other than the product must 
be taken into account are referred to as complex control. Those where only 
product information is enough are referred to as simple control. Controllability 
must provide enough information to support both. 
Research question 4. What data structure is appropriate to fulfil both the 
traceability and controllability requirements within the electronics 
manufacturing and automotive domains? 
The proposed data structure has been divided into two segments, one responsible for 
controllability and the other responsible for traceability. 
Information relevant to only one of the supply chain stakeholders (e.g. process 
parameters, operation start and end times, responsible operator) which should be kept 
within the stakeholder’s boundary is stored in relational tables. Their organisation 
allows for each table to be focused on a specific user and enterprise level. Conversely, 
information which is of interest for more than one stakeholder across the supply chain, 
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such as information guaranteeing the product authenticity or quality (e.g. test results) or 
information that establishes constraints on the processes to follow (e.g. valuable 
components, baking temperature) determines the conditions to follow, is kept within the 
product. The link between the information stored within the product and the relational 
tables is achieved by the use of a unique product identifier stored within the product. 
This identifier is chosen from data particular to each application and is used to define 
the granularity level for the stored information. 
Information that supports controllability has also been divided into information 
contained within the product and information contained in relational tables. While 
tables store Expert Knowledge which supports the complex control processes, the 
current product situation is established from the retrieval of the product identifier. 
Simple control processes are supported by the information kept within the product. 
While colocation between the product and its information is achieved by the storage of 
information within the product, agility for business rules changes is achieved as the 
alteration, deletion or creation of rules involves modification, deletion or creation of 
relational tables with no impact on the current Expert Knowledge. 
 Objective 3. Reliable operation in harsh environments 8.1.3
Radio Frequency Identification (RFID) has been presented as the appropriate 
technology to guarantee product-information colocation. Performance evaluation of 
RFID in the application domains (i.e. electronics manufacturing, automotive 
manufacturing) showed that reliable operation can be achieved if the system parameters 
(e.g. antenna location, reader output power, tag location) are customised for each 
application. This objective addresses the following research questions: 
Research question 5. What is the appropriate technology given the traceability 
and controllability requirements that guarantees reliable and robust operation 
in the application domains? 
Several examples of technologies capable of the automated retrieval of product 
characteristics (i.e. auto identification) exist. The technology most appropriate 
for each application depends on the requirements to be fulfilled. For the 
applications addressed in this research the requirements included: (i). variable 
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traceable granularity level, (ii). reliable operation in harsh environments, (iii). 
large ratio between cost and benefit, (iv). continuous and automatic visibility 
and (v). collocated and dynamic product information. After a comparative 
analysis between the available auto identification technologies, RFID was 
deemed the most appropriate as it possesses the following characteristics: 
• Capability of addressing different traceable unit granularity levels from product 
groups up to individual items. 
• Non-line of sight requirement and higher reliability in harsh environments than 
optics based technologies (e.g. barcode). 
• Opportunities for item level granularity, automated retrieval and update of 
information, real time tracking capabilities, intelligent product enabling and tag 
reuse which surpass the technologies costs. 
• Capability to allow real time automated tracking of multiple items 
simultaneously. 
• Guarantee of product-information colocation within and across stakeholders 
avoiding IT integration. 
Research question 6. How can the performance of the chosen solution be 
guaranteed under the environmental conditions found in the application 
domains? 
Radio Frequency Identification performance is affected by the environmental 
conditions found in the operating domain. Guaranteeing reliable operation of 
RFID requires observing its effects. 
I. Performance benchmark: 
• RFID performance is dependent on the relative orientation between the reader 
antenna and the tag. Orientations where a larger tag antenna structure faces the 
reader antenna allow better performance. 
• In order to prevent RFID testing to be affected by influences other than the 
effects being studied testing should be carried out in an area where reflection 
and external influences are prevented (e.g. anechoic chamber). 
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• For a set distance data transmission quality can suffer if a higher reader output 
power than the minimum power required to guarantee reliable reading is used. It 
is recommended then than for a set distance the minimum power required is 
used. 
 
Figure  8-1. Radio frequency identification testing procedure. 
II. Engine assembly material handling application 
• For the smallest RSSI magnitude variations, the best placement for the tag on 
the box is on the box side which faces the reader antenna or the box’s bottom 
side. 
• Despite having an effect which can be sometimes incremental, sometimes 
detrimental, the presence of metal contents does not alter the recommended tag 
placements on the box presented previously. 
• The integration method between the tag and the component box is shown 
Figure  8-2. After slotting a cavity on the bottom of the box the tag is placed and 
secure with epoxy resin. 
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Figure  8-2. Tag and box integration method. 
III. Secure document and asset management application 
• No reader antenna configuration inside the cabinet is capable of guaranteeing a 
100% detection rate. A hand held reader is a feasible option which speeds up the 
query process. 
• Tag to tag interference does not have a considerable effect over RFID 
performance, a two way ANOVA (F(2,18) = 2.2, p > 0.05) with replication of 
the RSSI magnitude showed no significant differences for the number of 
documents. 
• The metallic drawer is destructively interfering the data transmission quality by 
absorbing the signal. 
IV. Electronics manufacturing application 
The recommended chip placement method is shown in Figure  8-3, the following 
practices should be followed: 
• The placement should be carried out before the bond preparation and conductive 
adhesive must be used as the interconnection mean. If 100% yield for the 
process is to be guaranteed, automated pick and place from the wafer should be 
enforced to prevent chip damage during placement and use of only operational 
dies. 
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Figure  8-3. Recommended chip placement process. 
• The number of pre-preg layers used should be enough so that when pressed, 
their thickness should at least equal the combined thickness of the copper track, 
the chip’s solder bumps and the chip’s height. For the case addressed in this 
research, the 2 pre-preg layers with press thickness of 210 𝜇𝑚 is enough to 
guarantee encapsulation. 
• Underfill should be used after chip placement to provide added mechanical 
strength to the one offered by solder joints which by itself is prone to failure 
during handling, transportation and manufacturing processes. 
• During bonding glass fibres in the pre-preg can exert enough force to cause chip 
failure. Drilling the pre-preg on the area to be placed over the chip prevents its 
failure. The hole should have a diameter of 2 mm so than alignment tolerance is 
allowed while allowing resin to fill the void during bonding. 
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• Chip placement within the PCB does not have adverse effects on the 
survivability of the PCB to manufacturing processes. The failures observed 
during testing were traced back to contamination due to the use of adhesive tape 
for securing panels during transport. An alternate means of packaging resolves 
the issue. 
 Objective 4. Reusable agile software architecture 8.1.4
An agile software architecture for distributed manufacturing control has been presented. 
Conceptually it is composed of three services: (i). information service, (ii). traceability 
service and (iii). controllability service. 
The information service provides the capability to access and transport information with 
business meaning but not business knowledge. It is attached to the product and provides 
a unique product identifier (i.e. identification information), local information for 
vertical integration and global information for horizontal integration. 
Technically the architecture is composed of three layers: (i). application layer, (ii). 
middleware layer and (iii). business layer. The application layer is responsible for the 
management of used computational resources (RFID tag), the middleware layer for 
hardware control of the RFID system and the exposure of functionality to the business 
layer which is responsible for the automation of the business processes. This objective 
addresses the following research questions: 
Research question 7. How do available conceptual guidelines (e.g. OO, CBD, 
SOA) promote reusability and agility? 
I. Object oriented architectures: they adhere to models in which the entities 
used (objects) correspond to the entities and their relationships observed 
in the real world. They provide an intuitive design process clearly 
understood by the designer and the business user. 
Objects store within them both the data and functionality related to them which 
manages to constrain the impact of change to the object level. However, due to 
the lack of separation between object views (i.e. properties and methods) from 
the application logic, the constraint is limited to changes occurring in their own 
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application. In OOAs objects encapsulate within themselves everything related 
to them meaning different inconsistent views of the object can exist. This leads 
to integration issues should applications interact with each other. 
Despite promoting reuse, OOAs are based on the existence of a logical or a 
physical relationship between the objects and provide no control over which 
operations and data are reused; it is always all or nothing. Object oriented 
architectures provide an intuitive way of designing and developing applications. 
However, their tight coupling to a specific application limits their use in the 
design of business applications where requirements are ill defined at design time 
and are expected to support the development of new applications. 
II. Component based architectures: they focus on the development of systems from 
the assembly of reusable, replaceable and configurable parts. Each one has its 
own functional context and is a standalone unit of deployment. 
By promoting an established function, components can be used for any 
application in which such functionality can be used, irrespective of what the 
application achieves, thus enhancing reuse. Components promote the separation 
between the functionality and its implementation (i.e. interface) which confines 
change to the component without affecting existing relationships. 
Supported by a framework which provides a standard method for integration, 
component-based architectures can be expanded, however, at the expense of 
design times, also causing potential reuse ambiguity. However, the biggest issue 
comes from the lack of clear separation between the business process specific 
logic and the logic that manages computational resources which carry the out the 
activities that support the business processes. A loose coupling between the 
business processes the component automates and its state achieves the 
automation and is required for an architecture to respond to change and reuse its 
components. 
III. Service oriented architectures: they are based on the use of units of automation 
logic encapsulated within a business relevant context (i.e. services) such as a 
business entity, a business activity or a business process. 
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To maximise reuse and to limit the impact of change, the logic (i.e. sequence of 
activities involved in the realisation of a process) involved in the realisation of a 
business process is kept separate in its own layer from the logic involved in the 
management of computational resources that automates them.  
Relationships between services demand only awareness of existence, only the 
functionality offered and how to access it needs to be known. The details on how 
such functionality is achieved are irrelevant for the interaction. 
The clear separation of logic between business specific and non-business 
specific allows SOAs to be well fitted for the design of business application in 
domains characterised by numerous change sources. Although the most common 
implementation of SOAs is through the use of Web Services, its use does not 
guarantee by itself the achievement of SO principles, nor are Web Services the 
only possible implementation for SOAs. 
Research question 8. What is the most appropriate software architecture for 
distributed manufacturing control? 
The proposed SOA based architecture has been divide into two models: (i). conceptual 
and (ii). technical. The conceptual model refers to the logic encapsulated in each service, 
how services relate and how services communicate. The technical model refers to the 
software constructs required to achieve the conceptual architecture. 
I. Conceptual model: composed of a set of three services (i.e. Information, 
Traceability, Controllability) and a Middleware layer providing interaction 
between the business and application layers. 
The Information Service which lies in the application layer provides the 
capability to access and transport information which has business meaning (e.g. 
job number, panel number, board on panel number). In order to address both 
vertical and horizontal integration the Information Service is attached to the 
product and is accessed via the Middleware layer. The information stored in the 
Information Service is classified into three types (i.e. identification, local, 
global). 
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II. Technical model: at the lowest level, the Information Service is implemented by 
the use of an RFID system which provides the capability to store and transfer 
information across and within enterprises. Adopting a system compliant with 
EPC Class-1 Gen-2 standards allows independence of the tags used. 
Hardware control for the RFID system and functionality and information 
exposure to the Business layer are performed by the Middleware layer, divided 
into an implementation and a functionality side. 
Research question 9. How does the proposed software architecture respond to 
the changes observed in the application domains? 
I. Changes in business processes, new users, business rules and information 
1. Changes in the business processes are handled at the Presentation entity, 
where the automation logic is abstracted. If new information 
visualisation is required (e.g. due to the involvement of new user) the 
front end is programmed at the Presentation entity. 
2. Changes in the business rules are handled by alteration of the Business 
rules entity as decision criteria are abstracted in this entity. 
3. State information changes are carried either in the Distributed database 
for the state information case or in the Memory structure module if the 
change is required at the Information Service level. 
II. Integration of RFID readers and tags 
1. All EPC Class-1 Gen 2 compliant tags have the same memory structure 
irrespective of their memory size, therefore, the configuration parameters 
defined in the Memory structure module apply to any of them. 
2. The functionality implementation of a new reader is carried out by the 
Connection manager. An instance of this interface class should be 
developed using the proprietary methods from the API provided by the 
reader manufacturer. Because the Business layer deals with the Reader 
class which is independent of the hardware used, integration of a new 
type of reader is of no concern to the Business layer. 
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III. Changes in the functionality or business information offered to Business layer 
1. Changes in the data formatting are managed at the Memory structure 
module by the alteration or definition of new configuration parameters. 
2. Changes in the interaction with the reader are managed by the alteration 
of the Reader class. However, if the new operations are based on a 
combination of the implemented methods at the Connection manager, 
changes are performed at the Reader class and the Connection manager. 
IV. New products and tasks 
1. As new tasks have an effect on the business process logic, it is the 
Business layer that must be updated to accommodate new business tasks. 
The actual sequence of processes is abstracted in the Presentation entity 
while new business rules are abstracted in the Business rules entity. 
2. If a product’s business processes abide by the implemented business 
logic, the response to change is limited to the definition of another set of 
configuration parameters at the Memory structure module. If new 
business processes are required such as new tasks, change is required at 
the Business layer entities. 
8.2 General conclusion and research contributions 
The research presented in this thesis has proposed an agile monitoring system which 
uses the product as the container for the required information and sole point of 
integration. The system can be used for different applications and uses the best practices 
available to guarantee that information is stored and accessed from the product and that 
business and application logic are kept separate so that alterations on one have no 
impact on the other. 
The research outlined in this thesis contributes to the area of distributed monitoring 
systems. The results described in this thesis show how the use of such system can be 
adapted and developed to support high cost and complexity manufacturing applications. 
It has been demonstrated that the use of RFID as an intelligent product enabler and the 
use of a service oriented architecture to exploit the intelligent product’s capabilities 
allow the product to be the container of its own information and sole point of integration. 
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The contributions made in this thesis are shown in Figure  8-4: 
1. What needs should a monitoring system aim to fulfil? (Research gap 1). 
2. What information should be provided to support the needs of the monitoring 
system? How should this information be structured? (Research gap 2). 
3. How can reliable system operation and system survivability be guaranteed in 
harsh environments such as the ones encountered in manufacturing? (Research 
gap 3). 
4. How is an agile software architecture for monitoring systems structured? How 
does it respond to change? (Research gap 4). 
 
Figure  8-4. Contributions to distributed monitoring systems. 
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8.3 Future development of the present research 
Further research is suggested in (i). extending the product intelligence, (ii). enforcing 
proactive business processes and (iii). web based software implementation. 
Product intelligence 
In this research, the benefits achieved by the colocation of the product and its 
information to support business processes have been shown. However, at this point 
products serve only as information containers and the intelligence that supports the 
business processes is located within the network (i.e. Level 1 intelligent product (Wong, 
McFarlane et al. 2002b)) and access to it is limited by the reader’s read range. Despite 
past information being available to support activities in the Middle Of Life (MOL) stage, 
its information is not stored. 
If the product is given the capability to actively assess its environment (e.g. temperature 
sensors, accelerometers), respond to it and communicate directly with other resources 
(e.g. products, machines), the agility of the system can be enhanced. As access to 
intelligence is guaranteed, it is stored within the product, and response to change is 
managed by the entity subject to the change. Further research questions related to the 
hardware architecture required to implement such Level 2 intelligent products (Wong, 
McFarlane et al. 2002b), the communications architecture required to guarantee reliable 
communication between products and resources, the required intelligence (e.g. response 
to exceeding max values, response to incorrect handling processes) and how to manage 
the interaction between the product and the existing manufacturing tools (e.g. ERP, 
SCM) could be addressed. 
Proactive business processes 
A large volume of information is being acquired through the use of the proposed system. 
Process times, stock levels, product location in WIP, process parameters and test results 
are some examples of it. Currently this information is being used in a reactive manner. 
If an event takes place, the response depends on the stored information. 
Despite this approach being better than no response at all, a better solution would be to 
prevent the event from happening in the first place. For example: (i). if stock levels at 
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the assembly line are known and stock levels at the warehouse are also known, 
information which is easy to acquire if antennas were placed in the warehouse, this 
information combined with the expected customer orders could be used to issue 
component purchase orders to suppliers if required. (ii). A PCB could retrieve its baking 
information or a link to manufacture data and use it to set up the required equipment 
beforehand. (iii). Knowing the location in WIP, the system could prioritise the use of 
resources for an urgent customer order. 
The huge volume of information stored could also be analysed for knowledge. For 
example, a certain set of parameters that lead to premature failure could be identified. If 
the stored information is analysed from different views, it could serve as the support for 
new services. For example, a serviceability service aimed at the MOL stage could use 
any rework information to support failure during use. Service results could be reported 
back and used in the future during design of new products. 
Further research questions related to what information should be coordinated to support 
proactive business processes, how to manage the different views information can have 
in the different tools used, what other services could be abstracted from the stored 
information and how to implement automated retrieval of knowledge from the stored 
information could be addressed. 
Web service implementation 
If the ideal is to provide the product with intelligence and the capability to communicate 
directly with other resources, an open integration method is required. Web services 
provide such an integration method and have been used to allow communication with 
Level 2 intelligent products (Kärkkäinen, Ala-Risku et al. 2003). In this research the use 
of Web Services has been rejected, but the evolution of this technology for open 
integration and loose coupling cannot be ignored. Therefore, research related to 
implementing the proposed services as Web services in the optimal manner could be 
carried out. 
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Appendix A 
The following document shows the business modelling of the current business processes 
for the applications addressed in this research. 
As is business processes electronics manufacturing 
 
A- 1. Electronics manufacturing context diagram. 
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A- 2. DM4. PCB manufacture structure diagram. 
 
A- 3. DM4. PCB manufacture activity diagram. 
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A- 4. DM5. PCA manufacture structure diagram. 
 
A- 5. DM4. PCA manufacture activity diagram. 
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A- 6. DM6. PCA recycling structure diagram. 
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As is business processes engine manufacture 
 
A- 7. Engine manufacture context diagram. 
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A- 8. DM2. Supply chain logistics structure diagram. 
 
A- 9. DP1. Warehouse management activity diagram. 
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A- 10. DP2. Production line stock control activity diagram (BP21, BP23). 
 
A- 11. DP2. Production line stock control (BP22). 
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A- 12. DP3. Engine shipping activity diagram. 
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As is business processes secure document and asset tracking 
 
A- 13. PCA context diagram. 
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A- 14. DM3.Document and asset management structure diagram. 
 
A- 15. DP1. Registration activity diagram. 
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A- 16. DP2. Transaction log population activity diagram (BP21, BP23) 
 
A- 17. DP2. Transaction log population activity diagram (BP22). 
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A- 18. DP2. Transaction log population activity diagram (BP24). 
 
A- 19. DP3. Muster activity diagram. 
