Context: Knowledge level and productivity of the software engineering (SE) workforce are the subject of regular discussions among practitioners, educators, and researchers. There have been many efforts to measure and improve the knowledge gap between SE education and industrial needs.
INTRODUCTION
How good are our software engineering (SE) university programs? Questions such as this are sparked in the minds of many university educators (academics) who are educating SE university students and managers who are hiring SE university graduates.
Knowledge level and productivity of the SE workforce are the subject of regular discussions among practitioners, educators, and researchers, e.g., [1] [2] [3] . Both university educators and practitioners are striving to ensure that new hires and fresh SE graduates meet the needs of the industry and possess the "right" skills and knowledge to smoothly integrate into their new teams and start contributing to their projects after being hired. However, SE is a field in which talent differences are disproportionate [4, 5] . There are academic papers from the 1980s that have reported about the impact of developer productivity and skill set on software projects [4] , and the community has coined notions such as "10x" [5] , which is a concept used to describe the "best" software engineers who could be 10 times as productive as the low-skilled engineers. Companies such as IBM have developed sophisticated approaches and tools to quantitatively measure their developers' productivity [6] .
Furthermore, to improve the skill level and productivity of the SE workforce, companies usually have rigorous and formal training programs for their employees and for the external workforce [7] . Large companies such as IBM have systematically studied and shown that effective training has a direct impact on project success [8] . On the other hand, there are studies such as [9, 10] that have reported that many practitioners see the lack of proper skill sets in the new hires and thus many companies put major resource investments into the training of new hires. This raises questions on the quality and skill set of graduates and denotes a mismatch between what graduates have learned in their university education and what industry needs.
This article intends to add to the existing body of knowledge on the issue of knowledge gaps or skill deficiencies in engineers just entering the workforce by identifying the topics that are the most important in practice. We achieve the above goal by conducting assessment and improvement of SE undergraduate university programs based on data gathered from practitioners on what they had learned in university versus what they use in industry. We believe that educators need to instill in SE students both the theoretical foundations of SE/Computer Science (CS) and the latest industrial needs and trends (such as cloud computing and microservice architectures). Based on combined 50+ years of experience in industry and academia and experience in offering both university-level SE education and corporate training in several countries, the authors present a hybrid approach to identify the knowledge gaps of software engineers and to assess and improve SE courses and programs.
The remainder of this article is structured as follows. A review of background and the related work is presented in Section 2. We describe the study's goal, research questions, and research methodology in Section 3. Section 4 presents the results. We discuss a summary of the findings and provide the implication of findings for educators, new graduates, and managers in Section 5. Finally, in Section 6, we draw conclusions and suggest areas for further research.
BACKGROUND AND RELATED WORK
SE education and training are active areas among practitioners, educators, and researchers. A very large number of university programs are offered across the globe with a focus on CS, SE, and other areas of computing [11] . In parallel to formal university programs across the globe, many firms are specialized in offering training and certifications in various subareas of SE.
According to Evans Data Corp. [12] , the total worldwide population of formally educated software engineers will exceed 25 million by 2020. Furthermore, according to a 2012 report [13] , only 41% of practicing software engineers have CS-or SE-related degrees. These statistics project the number of software engineers (both formally trained and non-formally trained) to be about 61 million by the year 2020. Furthermore, companies spend a huge amount of resources on "proper" education and training of this massive number of professionals to keep their knowledge up to date. Thus, it is clear that proper education and training of software engineers in an effective and efficient manner are very important.
In terms of systematic approaches on what topics are be covered in training and how to train software engineers, a large number of experience reports and approaches are discussed annually in the area's flagship venue, the IEEE Conference on Software Engineering Education and Training (CSEE&T), which was held for its 31st year in 2019 (the first event was held back in 1987). Some studies related to SE education also appear in other similar venues such as the Software Engineering Education and Training (SEET) track of the ICSE conference and the ACM Technical Symposium on Computer Science Education (SIGCSE).
In addition to these venues, some researchers and academics collected and analyzed data from the software development industry to shed light on the opportunities for improving SE education. In a recent systematic literature review (SLR) [14] , the authors reviewed the body of knowledge in this area by synthesizing the findings of 33 studies in this area. By doing a meta-analysis of all those studies and using data from 12 countries and over 4,000 data points, the study provided insights that could be useful for educators and hiring managers to adapt their education and hiring efforts to best prepare the SE workforce. For brevity, we do not provide all results of the SLR [14] in this article, but only present a subset of those 33 papers and a brief summary of their results in Table 1 .
The works reported in [15] and [16] can be attributed as the pioneer studies that aim to identify the knowledge gap of software engineers conducted by Lethbridge. While [17] shares the same research objective with Lethbridge's studies, it criticizes the analysis method used in [15] and [16] . We provide more information on this in Section 3.5. The study [21] conducted a survey in South Africa using a taxonomy similar to [15] and [16] . [18] focuses on comparing gaps in technical and soft skills by interviewing 22 participants. [19] and [20] identified the areas in which the students struggle when beginning their careers. In both studies, the sample size was 23 and the method for data collection was face-to-face interviews. In [22] , the authors mined job ads to extract the skills needed and interviewed 26 professionals to find out knowledge deficiencies. [23] collected data from 283 participants to identify knowledge gaps. They used a taxonomy of topics based on the authors' earlier studies. The taxonomy used seems problematic since the granularity levels of the topics are different. For instance, among the least important skills are "hard sciences," "physics," "assembly," "soft sciences," "spiral development model," "extreme programming," "code generation tools," "calculus," "legal aspects," and "waterfall development model." In addition, they do not differentiate CS and computer engineering (CE) graduates from SE graduates.
In this study, the contributions differ from the related work in the following ways:
• We have selected the latest version of the Software Engineering Body of Knowledge (SWE-BOK) version 3 published in 2014 [24] as the basis to conduct a detailed granular analysis of all the SE knowledge areas (KAs) and subareas (sub-KAs). To the best of our knowledge, this is the first time that SWEBOK-2014 (version 3) has been used for identifying knowledge gaps of software engineers. This is the main novelty of our article compared to all the previous works.
• Another unique characteristic of this study is the use of sub-KAs to identify knowledge gaps. This enabled us to identify the gaps at a more fine-grained level and provide better guidance for curriculum improvement.
• We analyzed the knowledge gap (addressed by RQ 3) using the analysis methods used in [15] , [16] , and [17] and used paired-samples t-test to provide better statistical evidence.
3:4 V. Garousi et al. • We compared the software engineers who had formally received a SE degree with the software engineers from other computing or noncomputing disciplines.
RESEARCH GOAL AND RESEARCH APPROACH
We first present the study's goal and research questions. We then provide an overview of our research approach. This section then ends by presenting the design and execution of the opinion survey that we conducted to gather data for our empirical study.
Goal and Research Questions
Formulated using the Goal, Question, Metric (GQM) approach [25] , the goal of this study is to characterize the knowledge gap between SE education and the industrial needs. Based on the overall goal, we raised the following research questions (RQs):
• 
An Overview of Our Research Approach
The work that we report in this article is part of a larger research program that we have developed over the past few years, as shown in Figure 1 , to analyze and improve SE courses and programs. We, as educators and practitioners, have felt the need for assessment and improvement of SE curriculum, according to our active discussions with recent graduates who work in industry and also with managers who have hired our university graduates and are able to comment on their skill sets. This "hybrid" approach analyzes SE programs based on two important inputs: (1) SE bodyof-knowledge frameworks (the two well-known ones being the ACM SE 2014 [26] and SWEBOK [24] ) and (2) opinions about graduates' skills and industrial needs. We conducted and reported two studies in the former direction (1), based on SWEBOK in two recent papers [27, 28] . In one study [27], we analyzed and improved the SE undergraduate curriculum of a given SE degree program. One of the actionable recommendations for the SE programs in that study was to include more course materials about SE economics, e.g., cost-benefit and ROI analysis of various SE activities. In one of our earlier studies [28] , we assessed all of the 13 SE programs offered in Turkey with respect to SWEBOK and provided improvement recommendations to educators and department heads in those programs. The work that we report in this article corresponds to the bottom portion of the approach shown in Figure 1 , in which we survey the opinions of practitioners.
Survey Design
To survey the opinions of practitioners, we designed an online survey, containing nine questions. We show in Table 2 the structure of the questionnaire used for the survey. The questionnaire Figure 2 .
For the extent of university-level learning on each topic, we provided a 5-point Likert scale to participants, as shown in Table 3 . For the importance (usefulness) of each topic at work, we also used a 5-point Likert scale, as shown in Table 3 . Figure 3 shows a screenshot of the online survey, in which eight of the sub-KAs under the software requirements KA are shown. For transparency and replicability of our study, the survey questions (as presented to the respondents) and the raw data are available online in [29] and [30] , respectively.
To ensure that participants had a necessary understanding of the scope of SWEBOK KAs and sub-KAs, we provided a summary of SWEBOK (as shown in Figure 4) . The participants were able to access this summary text by clicking a link provided in question 9 ("click here" link shown in Figure 3 ).
After we prepared an initial version of the survey, as the pilot study, we asked five software engineers to fill out our survey. The objective of this pilot study was to check the clarity of the questions. Based on the feedback we received from the pilot study, we performed improvements in our survey.
Survey Execution
We shared the survey link via our social media accounts (Twitter and LinkedIn) to invite software professionals to fill out the survey. To increase the response rate, we also sent personal emails including the survey link to our industry network. This type of sampling is named convenience sampling, which is the dominant survey and experimental approach in SE [31] . The main drawback of convenience sampling is that it may result in a homogenous sampling frame and this sample may have limited generalizability to the broader population [32] . Therefore, we employed snowball sampling [33] to obtain a more heterogeneous sample. In the scope of snowball sampling, the participants in our industry network recruited other participants. We think that our industry network and snowball sampling enabled us to have a sample of participants graduated from various universities.
We targeted software engineers who participate in the development, operation, and maintenance of software professionally. We stated this objective at the beginning of our survey. In addition, we emphasized this objective in our email communications and social media posts. Since the authors have a network of software professionals both in industry and in academia, the respondents are assumed to be eligible to fill out our survey. The same is valid for the respondents who were reached via the network of the authors. Last but not least, the survey covers the SE topics in detail, so a person who does not have any experience in SE cannot fill out the survey properly. We assume that if a noneligible respondent has accessed our survey, he or she should have cancelled filling out the survey after he or she saw the content.
We used an online survey hosted on www.surveymonkey.com to receive responses from the participants at their convenience and hence increase the number of data points. The survey was open for responses between November 2016 and February 2017. We received a total of 132 (raw) data points, before preprocessing. When we reviewed that dataset, we found that the total number of valid responses was 129.
Data Analysis Method
As discussed above, we gathered ordinal data for the importance of SE topics and level of SE knowledge obtained in university education, using the Likert scale. These ordinal data can be treated as either nominal or interval data [34, 35] . An example of nominal data can be the degree obtained by students (such as BSc, MSc, PhD). Some examples of interval include experience of an engineer in years or lines of code written in a specific period. When ordinal data are treated as interval data, mean and standard deviation are appropriate. This way of treatment assumes that the difference between "(1)-Occasionally useful" and "(2)-Moderately useful" is equal to the difference between "(2)-Moderately useful" and "(3)-Very useful." On the other hand, when ordinal data are treated as nominal data [36] , the difference between "(1)-Occasionally useful" and "(2)-Moderately useful" is not assumed to be equal to the difference between "(2)-Moderately useful" and " (3) useful." In this case, it becomes possible to rank these values but not use the mean and standard deviation of them.
There is an ongoing debate on treating ordinal data as interval data [35, 36] . Some researchers claim that this is permissible with certain caveats [34] , e.g., assuming that the ordinal data are normally distributed. [37] and [38] both indicate that under equinormality, power for both the parametric and nonparametric is close, and may actually be greater for the nonparametric under violations of the normality assumption. [35] states that parametric statistics can be used with Likert data, with small sample sizes, with unequal variances, and with nonnormal distributions.
Lethbridge [15, 16] measured the importance and degree of learning using a Likert scale and analyzed the results (ordinal data) using techniques applicable for interval data. Lethbridge calculated the mean and standard deviation of ordinal data and formulated a knowledge gap as the difference between the importance of a topic and the degree of knowledge in that topic.
On the other hand, another pioneering study for exploring knowledge gaps of software engineers, Kitchenham et al. [17] , refuses Lethbridge's treatment of ordinal data. They preferred to use only proportions, which are also present in Lethbridge's study, to assess importance and learning level of topics in SE. For instance, the importance of a topic is calculated with the formula: Importance = number of subjects scoring three (3) or more/number of subjects. A 6-point scale, from 1 to 6, was used to measure importance and learning level. The knowledge gap was defined as the difference between importance and learning level, both of which are expressed in percentages. In this study, we used the approaches presented by Lethbridge [15, 16] and Kitchenham et al. [17] as well as paired-samples t-test. We measured knowledge gap by accepting Lethbridge's assumption for treating ordinal data as interval data and enriched it by applying paired-samples t-test. Paired-samples t-test is suitable for measuring the difference between the participants' perception of importance and learning level of each KA. In our case, we formed the following hypotheses to assess the knowledge gap for each KA and answer RQ 3.1:
The mean of importance for the participants equals the mean of learning level of the participants (there is no statistically significant difference between importance and learning level, and hence there is no knowledge gap).
• H 1 : The mean of importance for the participants does not equal the mean of learning level of the participants (there is a statistically significant difference between importance and learning level, and hence there is a knowledge gap).
After we calculated the t value, we then compared it to the critical t value with a degree of freedom (df) of 128 (df = n -1; hence 129 -1 = 128 in our case) from the t distribution table for a chosen confidence level (0.05 in our case). If the calculated t value is greater than the critical t value, then we reject the hypothesis H 0 (and conclude that the means are significantly different). By doing so, we used Lethbridge's analysis method and extended it using paired-samples t-test to test the significance of differences.
We adapted the formula of Kitchenham et al. [17] to our Likert scales (see Table 3 ) as below and used it to answer RQ 3.1:
Importance/Learning Level = number of subjects scoring more than zero (0) total number of subjects .
RESULTS
We first present the demographics of our dataset. We then answer each of the RQs defined in Section 3.1. Table 4 provides a summary of the demographic data. As their highest degrees, 83 of the respondents reported they had BSc degrees, while 39 had MSc degrees and 7 had PhD degrees; 20.9% of the participants (n = 27) held an SE degree from a university. The rest held degrees mostly from CS and CE departments. A minority had degrees from noncomputing disciplines, including electrical and electronics engineering, mathematics, and statistics. As displayed in Figure 5 , the work experience of the respondents indicates that 51.2% of them had 5 or fewer years of experience; 44.2% had work experience of 6 to 20 years.
Demographics
As Figure 6 displays, the large majority of the participants were undertaking more than one role concurrently: 87 of them were working as software developers/programmers, 24 as project managers, 15 as software architects, 13 as business analysts, 10 as consultants, and 7 as software testers. The other respondents reported being in other roles (e.g., higher-level management, requirements engineers, etc.).
In terms of work locations of respondents, 118 were based in different cities of Turkey and 11 reported their location to be in the United States. Although we do not have the data to verify, we think that that subset of respondents is (1) of Turkish origin and have done their studies in Turkey and then have moved to the United States or (2) of non-Turkish origin working in the United States.
RQ 1: Importance of SE Topics in the Workplace
For RQ 1.1, we present the importance data of SE topics from our study. For RQ 1.2, we compare how less and more experienced software engineers perceive the importance of SE topics. For RQ 1.3, we compare the importance of SE topics from our dataset with empirical data from the literature, as synthesized in the recent SLR study [14] . Figure 7 shows the importance ratings of the participants for each KA as a violin plot [39] . The thicker part means the values in that section of the violin have higher frequency, and the thinner part implies lower frequency. The white dot in each violin represents the median for the corresponding KA. Construction and design Understanding the Knowledge Gaps of Software Engineers 3:13 are the two top KAs with the highest importance ratings. Moreover, the data distribution for these two KAs is mostly above "(3)-Very useful" and the median is four. The least important KAs have been SE economics and SE models and methods with a median of two. The data distribution of these two KAs is scattered (the values are not highly concentrated around the median), which means that the perceived importance of these KAs varies too much. The other eight KAs have been generally rated as "(3)-Very useful." As shown in Figure 7 , the data distribution for these KAs is less scattered compared to SE economics and SE models and methods.
RQ 1.1: Importance Data of SE Topics from Our Study.

RQ 1.2: Comparing the SE Topic Importance Perceptions of Less and More Experienced Practitioners.
The level of experience might affect which KAs are being perceived as important. As software engineers gain more experience, they may assume more and diverse responsibilities. With these responsibilities, they can experience more aspects of SE. To understand the impact of experience on perceptions of KA importance, we divided our dataset into two groups in the following ways: (1) less experienced software engineers having 1 to 10 years of working experience and (2) more experienced software engineers having more than 10 years of working experience. Then we conducted independent samples t-test for comparing the importance of KAs perceived by less (n = 84) and more experienced (n = 45) practitioners. Independent samples t-test is an inferential statistical test that determines whether there is a statistically significant difference between the means in two separate groups.
There are three KAs for which the importance levels are significantly different between less and more experienced practitioners. As shown in Table 5 , more experienced practitioners consider SE economics, SE management, and SE professional practice as more important compared to less experienced ones. The reason for this can be that software engineers deal with economical and managerial aspects of SE more as they gain more experience and take over more responsibilities. In addition, software engineers, like most of the other professions, should use their soft skills more as they gain more managerial responsibilities [40, 41] . The SE professional practice KA includes knowledge on group dynamics, psychology, and communication skills, which are very important for software engineers with managerial responsibilities.
RQ 1.3: Comparing the Importance Data from Our Dataset with Empirical Data from the
Literature. In our earlier work [14] , we conducted a meta-analysis of 33 studies reporting empirical findings (mostly based on survey data) on the alignment of SE education with industry needs. In that meta-analysis study [14] , we mapped the importance data of KAs reported in those studies to SWEBOK KAs. By doing so, we were able to unify data from 12 countries and over 4,000 data points. To be able to unify data from various studies, we normalized the data of importance in each paper to the range of [0, 1].
It would be interesting and insightful to compare data from our current study with the unified data reported in [14] . Such a comparison provides insights on the KA importance data as gathered from our survey participants versus 4,000+ data points in [14] . Also, given the Turkish focus of our dataset, it could provide hints on any possible similarities or differences in how the importance of SE KAs is assessed in different geographical locations.
To be able to compare data from our dataset with the unified data reported in [14] , we normalized the importance ratings of this study. We divided the ratings by four (since our Likert scale is from zero to four) and obtained the normalized ratings between zero and one. Figure 8 shows the importance ratings from the data obtained in this study along the x-axis and the ratings reported in the literature (data from [14] ) along the y-axis. When we compare the normalized importance ratings of this study with the unified, normalized importance ratings present in the literature (reported by the SLR in [14] ), it is interesting that we can see a high correlation between these two. The Pearson correlation coefficient of the two data series is 0.76 and statistically significant, meaning that the findings obtained in this study are consistent with the findings obtained in the SLR study [14] . This denotes that there are similarities in how the importance of SE KAs is assessed in our population of Turkish software engineers versus the aggregated dataset if 4,000+ data points in [14] , which included survey data from software engineers in many different countries (e.g., United States and Canada).
RQ 2: Learning Topics in University versus Their Importance at Work
We looked at the provided data (importance and learning levels) for each individual SWEBOK KA and its sub-KAs. To get a broad picture on the opinions and for ease of presentation, our first analysis was to average the values of all the 129 data points to get a single metric value for each KA and sub-KA. Based on the above approach, the two scatter plots in Figure 9 depict the importance/usage of the topics at work versus how much they were learned in university education. The plots show both the coarse-grained (one value for each KA in Figure 9 (a)) and finegrained values (per sub-KA in Figure 9(b) ). For example, the eight sub-KAs of the requirements KA are shown as individual points in Figure 9 (b). We discuss next the most notable observations from Figure 9 . According to the KA-level data in Figure 9 (a), we observe that, among the 12 KAs of SWEBOK, construction, design, and then requirements skills, in order, are the most important/used at work, and also the most taught in university settings. The Pearson correlation coefficient of the two data series is 0.78. This measure denotes that, in general, the higher the importance/usage ratio of a KA, the higher the perception of its learning in university; i.e., if a respondent considers a KA more important, he or she thinks he or she has learned it quite well, and vice versa. This can be seen as a general positive comment for university programs that these students had studied in.
On the other hand, the participants, in general, have learned less about topics such as SE economics and software configuration management (SCM) in their university education (the two KAs with the least learning level in Figure 9(a) ), although the importance of these KAs has been rated as "moderately" or "very" useful at work by many participants. Such observations have implications for university educators to include more materials from those KAs in university courses. We had also observed such a situation and had made necessary recommendations in our earlier studies [27, 28] .
Furthermore, we see in Figure 9 (b) that the "cluster" of sub-KAs for each KA is not that spread apart and is relatively close to each other. This denotes that the participants rated the importance and learning levels of sub-KAs of a single KA quite similarly. From another viewpoint, among the SWEBOK KAs, we do not see any topic in general that has been taught too much in university but not used that often in practice. All the points in both plots of Figure 9 are under the 45-degree line, denoting that importance/usage ratios of all topics in general are higher than their degrees of learning in university. Also, the average perceptions of learning in most cases are below two out of four, which denotes the shortage of university learning in almost all topics. However, this is as expected and not a negative issue per se, since, given the large spectrum of topics and concepts in SE, covering all of them in detail is quite challenging (if not impossible) in university programs. As a result, most graduates usually learn the basics of many topics in university and improve their skills on their own in the workplace.
RQ 3: Knowledge Gaps: Areas That Need More Training
For RQ 3.1, we present the knowledge data from our study. For RQ 3.2, we compare how less and more experienced software engineers perceive their knowledge gaps on SE topics. For RQ 3.3, we compare the knowledge gap data from our dataset with empirical data from the literature, as synthesized in the recent SLR study [14] .
RQ 3.1: Knowledge Gap Data from Our Study.
As the next step, we wanted to quantitatively assess the knowledge gap for each KA to determine which areas need more training in university programs. First, we followed Lethbridge's approach [15, 16] and enriched it using paired-samples t-test. Table 6 shows the KAs along with the corresponding average knowledge gap. Our paired-samples t-test showed that there is a statistically significant difference between the importance of and learning level in each KA (Sig. (two-tailed) < 0.05).
Second, we used Kitchenham's approach [17] to identify knowledge gaps quantitatively. Table 7 shows the KAs ordered by knowledge gaps.
We used Spearman's rank-order correlation to measure the strength and direction of association between two rankings. The Spearman correlation coefficient between the rankings shown in Table 6 and Table 7 is 0.678 and there is a statistically significant association between these two rankings (p = 0.015 < 0.05). In line with statistical evidence, we can clearly see that software 3:18 V. Garousi et al. maintenance, SCM, and software testing all rank in the top five of both analyses and could be considered the three largest knowledge gaps as a result. The most observable difference in the results we obtained is that while "SE economics" is ranked first as the KA with the largest knowledge gap in Table 7 , its rank is seventh in Table 6 . To understand the reason behind this, we plotted the numbers used to calculate the knowledge gap based on Lethbridge's [15, 16] and Kitchenham's approach [17] as seen in Figure 10 (a) and Figure 10(b) , respectively. In both figures, we calculated the knowledge gap as the difference between importance and learning level (means in Figure 10 (a) and percentages in Figure 10(b) ) and sorted the KAs in descending order according to knowledge gap.
Kitchenham's approach [17] involves grouping the scores of importance into binary groups, namely "% of participants scored greater than zero" and "% of participants scored zero" according to the Likert scale described in Table 3 . Similarly, the scores of learning level are also consolidated into two groups, namely "% of participants scored greater than zero" and "% of participants scored zero." This approach does not discriminate if the respondent had an answer of (1) or (4) according to the Likert scale shown in Table 3 . Unlike Kitchenham's approach [17] , Lethbridge's [15, 16] analysis calls for calculating the mean of the scores and the scores in each group. The importance of SE economics is rated as 2.02 out of 4 in Figure 10 (a), whereas it is rated as 84% in Figure 10(b) . This means that even though 84% of the participants consider SE economics as occasionally or more important, its average is relatively low according to Lethbridge's analysis [15, 16] . Moreover, only 45% of participants reported an at least basic level of learning for the SE economics KA, while the learning level is 0.68 out of 4. The knowledge gap increases with a higher importance rate and lower rate of learning level (refer to Section 3.5 for formulas). Since we obtained a relatively high importance rate (84%) based on Kitchenham's analysis [17] compared to a relatively low mean of importance (2.02 out of 4) based on Lethbridge's approach [15, 16] and a relatively low learning level (45%) based on Kitchenham's analysis [17] , the knowledge gap ranking of the SE economics KA varied between these two analysis approaches. In this article, we focused on the top three common KAs with the highest knowledge gaps according to these two approaches.
The violin plot [39] in Figure 11 shows the data distribution and median for each KA. We can clearly see that the gap measure for all the KAs is negative, thus denoting that, for all the KAs, the 3:20 V. Garousi et al. general perception of respondents is that their university education level for each and every KA is "less" than the extent to which it is used in workplace. Moreover, the data distribution also shows that most of the participants agree on these knowledge gaps since data are highly concentrated on the left-hand side of Figure 11 , below the zero value in the x-axis. Quality, SCM, maintenance, and testing are the KAs with the lowest medians, and hence the KAs with the highest knowledge gaps.
In our discussions with several software engineers, we determined the root cause of such a perception to be the large spectrum and variability of SE technologies. For example, if a developer is fluent in C++ and Java based on solid university education in those languages, when he or she is given the task to maintain a Python code base, he or she has to learn new things about programming in Python. In general, we see that university education in SE cannot possibly cover all the SE topics in great depth, but instead should cover the fundamentals and instill the habit of self-learning in new engineers. Many practitioners also believe this, as discussed in various blogs and conferences, e.g., "Software engineers must continuously learn and integrate" [42] . We also observe from the data that, for software engineers, university education is important but not usually enough, as also mentioned by other sources [43] .
To gain insight on how SE education can cover the fundamentals more, we furthermore looked into the sub-KAs of each SWEBOK KA and calculated the quantitative knowledge gap level for each of the 67 sub-KAs. Table 8 displays the results of paired-samples t-test for the top 20 sub-KAs with the largest knowledge gaps.
We can see that 16 sub-KAs out of 20 are under SCM (seven sub-KAs), Software testing (five sub-KAs), and Software maintenance (four sub-KAs). Two sub-KAs ranked as 8th and 12th are from SE professional practice. One sub-KA from design is ranked as 16th and another sub-KA is ranked as 20th from the quality KA. Table 9 shows the analysis done for sub-KAs using Kitchenham's approach [17] . The first 10 sub-KAs in Table 9 are listed under two KAs, i.e., SCM (6 sub-KAs) and maintenance (4 sub-KAs). SE economics (four sub-KAs), testing (one sub-KA), quality (one sub-KA), and professional practice (two sub-KAs) are the additional KAs, some of whose sub-KAs are listed in the top 20.
The Spearman correlation coefficient between the rankings shown in Table 8 and Table 9 is 0.702 and statistically significant (p = 0.000 < 0.05). Therefore, we can conclude the rankings obtained Table 8 and Table 9 . For comparison purposes, we provided the rankings provided by each approach in Table 8 and Table 9 as the last column. These 14 sub-KAs are classified under four KAs, i.e., SCM, maintenance, testing, and professional practice. A noticeable difference is that Table 9 contains four sub-KAs from SE economics, while 
RQ 3.2: Comparing the Knowledge Gaps of Less and More Experienced Practitioners.
Software engineers may realize lack of knowledge in different SE topics as they gain more experience and take over more diverse responsibilities. To understand the impact of experience on knowledge gap, we divided our dataset into two groups in the following ways (as in RQ 1.2): (1) less experienced software engineers having 1 to 10 years of working experience and (2) more experienced software engineers having more than 10 years of working experience. Then we conducted paired samples t-test for comparing knowledge gaps of less (n = 84) and more experienced (n = 45) practitioners. Table 10 displays the rank, mean of knowledge gap, standard deviation, and t value for two groups. The arrows in the second rank column show the increase and decrease in ranking compared to the first rank column. The last column shows the difference between the means of two groups for each KA. More experienced practitioners think that there is more gap between their knowledge obtained from universities and needs in industry except for construction KA (all the values in the column named "mean difference" are positive except for construction KA). Maintenance is the KA with the largest knowledge gap for both groups. The top three KAs for which knowledge gaps are the largest are SE management, SE professional practice, and SE economics, with 1.04, 0.89, and 0.77 mean differences, respectively. As we point out in RQ 1.2, the reason for this can be that software engineers deal with economical and managerial aspects of SE more as they gain more experience and take over more responsibilities. In addition, software engineers, like most of the other professions, should use their soft skills more as they gain more managerial responsibilities [40, 41] . The SE professional practice KA includes knowledge on group dynamics, psychology, and communication skills, which are very important for software engineers with managerial responsibilities.
RQ 3.3: Comparing the Knowledge Gaps from Our Dataset with Empirical Data from the Literature.
To normalize the knowledge gap ratings of this study, we divided the ratings by four and obtained the normalized ratings between zero and one. Figure 12 shows the knowledge gap ratings from the data obtained in this study in the x-axis and the ratings reported in the literature in the y-axis. Note that we do not have the SE economics KA in Figure 12 , since we do not have a knowledge gap data for this KA in the SLR.
To get the empirical data of knowledge gaps from the papers reported in the literature, we used the data as synthesized in a recent SLR study [14] . We should note that the knowledge-gap data were not measured in the same way in each study in the literature, as the scales and exactly what was asked for varied between the studies. However, we found a way in the SLR [14] to somewhat "harmonize" and synthesize them. For details, refer to [14] . When we compare the knowledge gap ratings of this study with the unified, normalized knowledge gap scores present in the literature (reported by the SLR in [14] ), we can see a low correlation between these two. The Pearson correlation coefficient of the two data series is 0.26. One of the reasons behind this inconsistency might be the various methods used to calculate knowledge gap in the primary studies in our SLR. As we pointed out in Section 4.4.1, different methods might yield different results, as seen for the SE economics KA in this study. Therefore, it is important to use different methods and conduct a comparative analysis on the results, as we did in this study. We have not seen such a comparative analysis in the primary studies covered in the SLR we conducted.
RQ 4: Comparing the Data for Graduates with SE versus Non-SE Degrees
The majority of software engineers working in the field today have either CS or CE degrees. With the increasing importance of software, SE undergraduate degrees have been established starting from the 1990s. We wanted to see whether SE departments are more successful in delivering education compared to CS, CE, and the other departments. To this end, we conducted independent samples t-test for comparing the importance and learning level of KAs and sub-KAs perceived by practitioners with (n = 27) and without an SE degree (n = 102). Independent samples t-test is an inferential statistical test that determines whether there is a statistically significant difference between the means in two separate groups. According to the results, there is not any significant difference between the importance of KAs and sub-KAs perceived by SEs with and without an SE degree. In other words, all participants have a similar perception on the importance of topics independent from their degree.
When it comes to learning levels, in general, learning levels of SE graduates are higher than the graduates from the other departments for all of the KAs. As shown in Figure 13 , all the "♦" signs (which denote SE graduates) are above the square (" ") signs (which denote non-SE grads) with the same color according to the y-axis, i.e., learning level. Therefore, we can see that the learning levels for each KA are better for SE grads compared to the rest.
There are five KAs for which the learning levels are significantly different between practitioners with and without an SE degree. As shown in Table 11 , practitioners with an SE degree think that they were educated better in software testing, software requirements, software maintenance, SE models and methods, and software design. This might be explained by the fact that according to SE curriculum guidelines [26] , there should be dedicated classes for "Software Requirements Engineering," "Software Testing and Quality Assurance," and "Software Design." In CS and CE programs, these kinds of classes are either nonexistent or optional classes. When we comment on this analysis in conjunction with the findings of RQ 1 and RQ 2, we can say that SE departments place more emphasis on software testing and maintenance, which are identified with the highest knowledge gaps. On the other hand, SCM is not addressed differently in SE departments than other computing-related departments.
DISCUSSIONS
In the following subsections, we summarize the implication of our study and discuss threats to validity.
Implication of Findings and Recommendations for Educators,
New Graduates, and Managers We believe that our dataset and findings have actionable implications for the university educators and researchers, new graduates, and managers who hire new graduates. This is true not only in the region under study but also beyond. Although our sample population size was not that large and training/skill profiles of graduates and software engineers would vary in different parts of the world, readers will agree that getting survey data from large populations is not trivial and usually very effort intensive [44] . While our survey and its dataset provided one "snapshot" from one specific region (Turkey) on this important issue, our approach can be replicated in other contexts to assess the knowledge gaps of software engineers.
This survey can potentially be used by education researchers as a starting point to conduct further research in knowledge deficiencies for new graduates in SE. Unlike previous studies in this area, our survey results include fine-grained details about the knowledge gaps in the sub-KA level of SWEBOK that is shown in Table 8 and Table 9 .
By becoming aware of the general trends and what skills they will most likely need, new graduates will be able to sharpen their skills in those areas that were not well covered by their university program. These knowledge gaps can potentially be addressed by different methods such as internships, part-time jobs, certificate programs, or self-study.
Likewise, this survey can potentially help the managers to have an initial set of expectations of new graduates. The hiring managers can consider the general need for further training of new hires in the sub-KAs that have the highest knowledge gap. In one of our earlier studies, we presented an industrial summer school program [45] conducted by industry to address potential knowledge gaps in university education.
Based on our dataset, requirements engineering, design, and construction are perceived as the most important KAs in SE in industry. In the same way, the majority of curricula in universities today mainly focus on these three KAs. While this is a good sign for educating competent SEs for industry, we recommend that educators should address the knowledge gaps in their curricula. Based on our presented findings in Table 6 and Table 7 , the top three core knowledge gaps are mainly concentrated on three KAs in SWEBOK; software maintenance, software configuration management (SCM), and software testing; 16 and 13 out of the top 20 sub-KAs with the highest knowledge gap belong to these three KAs according to Table 8 and Table 9 , respectively.
In terms of curriculum design decisions, we would prefer not to advocate a certain curriculum design decision with respect to whether universities should focus on teaching topics that are found most important in positions new graduates hold or those topics important in positions that software engineers hold later in their career. However, we believe that it makes sense for university programs to focus slightly more on the former type of skills and topics, and to also instill skills for lifelong learning [46, 47] , so that software engineers can continue to learn new topics/technologies as they encounter them in their career. After all, universities cannot teach everything to students.
In general, the universities are expected to provide holistic education, and not expected to give a fully customized training that is customized for any individual company's business process. However, despite the fact that the practices of implementing these would change from company to company, the general principles and best practices are largely the same. We argue that there is still a great benefit to teach the basics of these three KAs in universities. In the following subsections, we provide our recommendations in software maintenance, software configuration management, and software testing KAs.
Software Maintenance.
Software maintenance is an important and inevitable activity ensuring that software continues to satisfy its objective over its intended lifetime [48] . The participants of our survey identified a high knowledge gap on this KA as shown in Table 6 and Table 7 . Moreover, the sub-KAs of the maintenance KA are identified within the top 20 sub-KAs with the highest knowledge gaps as displayed in Table 8 and Table 9 . In line with these findings, it has been pointed out in the literature that most SE courses involve developing software from scratch, whereas software engineers heavily work on the maintenance of software systems in the industry [49, 50] . To address this gap, there have been some efforts to design an SE course centered on a maintenance project [51] . The biggest challenge for teaching software maintenance has been identified as finding proper projects and codebases appropriate for undergraduate students [51] . To overcome this challenge, the use of open source software [50, 51] and outputs of previous years' students' projects [49] have been proposed. Based on the findings of [50] , it is possible to use largesize open source software in course projects. On the other hand, the authors of [49] preferred to use a medium-sized, student-produced codebase with real software bugs.
When it comes to the main topics of software maintenance, students can be introduced with the fundamentals (role and scope, need for software maintenance, definitions, and categories of maintenance as covered by Section 5.1 of SWEBOK) and the key issues (technical and management issues identified by Section 5.2 of SWEBOK). Maintenance process and activities (Section 5.3 of SWEBOK) can be introduced by using a standard such as the "Software Maintenance Maturity Model" [52] . After building a base with core concepts, students can apply the techniques (Section 5.4 of SWEBOK) by using the tools (Section 5.5 of SWEBOK) for maintaining software. A catalog of refactoring techniques proposed by Fowler [53] can be used as structured teaching material. These techniques can be applied by students in course projects as presented in [54] . There are also some SE books [55] that organize the content of an SE course around maintenance. [55] proposes a flow of topics that consists of basic concepts, impact analysis, maintenance of software applying some techniques and using some tools, and verification of the changes made.
In summary, some researchers have identified the knowledge gap in the software maintenance KA and put some efforts into filling this gap. These efforts can be organized around the titles proposed by SWEBOK to enrich the current SE courses with a body of knowledge on software maintenance.
Software Configuration Management (SCM).
Due to its nature, through the lifecycle of a software, many different kinds of changes occur. These changes have important consequences to the success of software; thus, they need to be explicitly managed with an SCM process. According to ISO/IEC/IEEE 24765 [56] , "SCM is a discipline applying technical and administrative direction and surveillance to: (1) identify and document the functional and physical characteristics of a configuration item, (2) control changes to those characteristics, (3) record and report change processing and implementation status and verify compliance with specified requirements."
Although it is a crucial process in SE, the participants of our survey identified a high knowledge gap regarding SCM as shown in Table 6 and Table 7 . In a more fine-grained level, 7 out of the top 20 sub-KAs with the highest knowledge gaps as displayed in Table 8 and Table 9 are related to SCM. These seven sub-KAs correspond to all sub-KAs of SCM. Since almost all of the programming assignments and term projects have only one version (final version), the concepts related to SCM are almost never taught in universities [57] . On the contrary, in industry, almost all software has versions, and these versions have to be explicitly maintained.
The core of the SCM process is handled by version control systems such as Git, SVN, Microsoft TFS, and AWS Code Commit. Although their specific functionality and the commands that they provide to the users might be different, the general logic of the version control systems is very similar from one tool to another. The concepts of pushing a commit, check-in, and check-out from a version control system, baselines, labels, and tags are shared among all the tools. So we strongly believe that students should be introduced with the fundamentals of software configuration identification (Section 6.2 of SWEBOK), software configuration control (Section 6.3 of SWEBOK), software configuration status accounting (Section 6.4 of SWEBOK), software configuration auditing (Section 6.5 of SWEBOK), and software configuration management tools (Section 6.7 of SWEBOK) using version control systems.
According to the survey respondents, the highest knowledge gap is measured in the software release management and delivery sub-KA (Section 6.6 of SWEBOK). With the recent increase in the industry of shorter releases and agile software development trends, the products are expected to have more frequent deliveries. This is addressed by DevOps frameworks and tools [58, 59] , which is rarely taught in universities.
In the SE education literature, we only have found one example of a separate software configuration management class. Asklund and Bendix [57] reported their experiences on giving a 7-week undergraduate-level full course dedicated to SCM. The majority of the concepts in SCM are closely related to software maintenance (IEEE 14764 describes software configuration management as a critical element of the maintenance process [60] ) and the knowledge gaps could be addressed with a single class related to these two subjects.
Software
Testing. According to SWEBOK [24] , software testing is the dynamic verification of a program to check if the program behaves expectedly using a finite set of test cases. The main goal of this verification activity is to identify the potential defects in a program.
Although it is a crucial process in SE and closely related to the quality of the software produced, the participants of our survey identified a large knowledge gap on Software Testing as shown in Table 6 and Table 7 . In a more fine-grained level, 5 out of the top 20 sub-KAs with the highest knowledge gaps as displayed in Table 8 are related to software testing.
Generally, the majority of curricula in universities today mainly focus on the initial phases of the software development lifecycle, namely: requirements engineering, design, and implementation [61] . The testing-related knowledge is usually acquired while working on solutions related to an implementation-oriented course. On the contrary, in the industry, testing is considered a profession on its own, and there is an official title called "software test engineer." According to a survey conducted in North America [62] , 6 out of 15 universities provide software testing courses, and there is an increasing trend in providing testing-related courses.
In the preparation of a software testing class, students can be introduced with the fundamentals (testing-related methodology, key issues, and relationship of testing to other activities as covered by Section 4.1 of SWEBOK) and the test processes and different levels of testing (as identified by Section 4.5 and Section 4.2 of SWEBOK). After building a base with core concepts, students can apply the test techniques (Section 4.3 of SWEBOK) by using the software testing tools (Section 4.6 of SWEBOK) for testing software.
In short, this knowledge gap can be addressed by Software Testing or Software Verification and Validation classes that are taught preferably by industry professionals as adjunct faculty.
Limitations and Potential Threats to Validity
Our study is subject to a number of threats to validity categorized in the following ways: (1) internal validity is the extent to which a piece of evidence supports a claim about cause and effect, and (2) external validity is the applicability of the conclusions to other environments.
Internal Validity.
In our survey design, one of the important decisions is the selection of the knowledge categories. In this study, we used SWEBOK, a well-known and established standard in the industry. To minimize the possible misunderstanding of the sub-KAs in SWEBOK, we provided a summary of SWEBOK KA descriptions in the survey as described in Section 3.2. To further check the consistency of our survey, we initially conducted a pilot survey study with five engineers. Based on the feedback received from this pilot study, we performed minor modifications in our survey.
After we received the responses, we conducted reliability analysis in order to check the internal consistency of the responses. These analyses are performed by one of the authors and later reviewed by the remaining two authors. Related to the reliability analysis, Cronbach's alpha revealed high internal consistency of the responses about the importance of and perceived learning in all knowledge areas with 0.980 and 0.986 values, respectively.
Another piece of evidence for internal consistency can be the correlation between the responses given for a KA and its corresponding sub-KAs. The participants rated the importance and learning level for each KA and its corresponding sub-KAs separately (as shown in Figure 3 for the requirements KA). We expect that there should be a statistically significant correlation between the ratings of a KA and its corresponding sub-KAs. To assess this, we used the Pearson correlation coefficient to calculate correlations of importance and learning level of each sub-KA with its corresponding parent KA. All of the correlations are statistically significant at the 0.01 level (two-tailed). Pearson correlation coefficient values range from 0.408 to 0.903 for importance and 0.524 to 0.922 for learning level. This supports the internal consistency of our data. In addition, such a consistency can be an input for researchers on survey design for the same purpose. They might only assess the importance and learning level based on KAs and keep the size of the survey limited if they do not require data at a more detailed level. This might increase the number of data points, since the number of questions impacts participation in (and completion of) surveys.
We used parametric analysis to analyze our data since it is perfectly appropriate to summarize the ratings generated from Likert scales using means and standard deviations, and it is perfectly appropriate to use parametric techniques [63] , like paired and independent samples t-test in our case. [63] reports that it is also perfectly appropriate to use parametric techniques to obtain a more powerful and nuanced analysis of data. It is obvious that the distances between each pair of points on our 5-point scale are not equal. Parametric analysis treats these distances as equal and this is appropriate as stated by many researchers. Moreover, we do not use the means as absolute values; rather, we rank the means and draw conclusions by comparing these means. Another threat to validity can be associated with the calculation of knowledge gap. It is obvious that the corresponding items of importance perception and learning level, for instance, "3-Very useful" and "3-Learned a lot, " are not equal. Therefore, taking the difference of importance perception and learning level is not correct from a mathematical perspective. On the other hand, we again do not use the differences as absolute values and use rankings to draw conclusions. In addition, we also compared our results on knowledge gap with another method [17] present in the literature and drew conclusions based on two methods. We did not use nonparametric techniques since we accepted the "intervalist position" [63] in this study and used parametric techniques, which are consistent with this view.
Some researchers claim that data obtained via Likert scale should be normally distributed if they are analyzed using parametric techniques [34] . Some researchers oppose this and claim that parametric statistics can be used with nonnormal distributions [35] . We checked Skewness and Kurtosis z-values [64] for each dataset obtained from the questions using a Likert scale and saw that most of the responses are normally distributed.
External Validity.
Related to the external validity threats, the profile and the representativeness of the participants are important issues. In our study, the majority of the participants (118 out of 129) are located in Turkey and all of them received a bachelor's degree from a university in Turkey. However, we can argue that the majority of the participants are working in companies that have established partnerships with international companies, which means that the participants' backgrounds and their required knowledge level for different skills are similar compared to the international participants. At the same time, we should accept that cultural issues vary across countries and can have an impact on the results.
Another potential threat to validity in this study is the selection bias in participant selection. We tried to mitigate this by randomizing participant selection by combining convenient sampling and snowball sampling. We reached our industry network via email and social media accounts. Convenience sampling has some drawbacks, like its potential for leading to a homogeneous sampling frame and producing results that have limited generalizability to the broader population [32] . To minimize these drawbacks, we also employed snowball sampling and tried to reach a more heterogeneous sample via our industry network. In snowball sampling, referrals may not be effective in identifying diverse participants and only identify participants meeting specific characteristics. We also observe that convenience sampling is the dominant survey and experimental approach in SE [31] . Snowball sampling can also be effective in increasing the size of the sample [32] .
Nearly half of the participants (51.2%) had five or fewer years of experience; the majority had under 10 years of experience (65.1%). This might have some impact on the results drawn out of our dataset. We can expect that some topics would be more important as one's career progresses. We addressed this in Section 4.2.2 and saw that more experienced practitioners (10+ years of experience) tend to consider three KAs (SE economics, SE management, and SE professional practice) significantly more important than less experienced ones (≤10 years of experience). This difference supports the fact that less experienced practitioners likely have not been in roles that require some of the key SE skills, and hence their experience has an impact on their importance perception. Therefore, we should accept that our analysis reflects the opinions of less experienced software engineers. The positive side of this can be that recent graduates may recall what was covered during their university education better.
Another threat to validity can be that perceived importance at work may be impacted by what was stressed in degree programs of less experienced practitioners. The reason for this can be that they might have a good memory of what was covered in their education and they likely have not been in roles that require some of the key SE skills at work. We can address this threat with our analysis for RQ 4. Although there are overlaps between the courses delivered in SE and non-SE departments (CS, CE, etc.), SE departments offer more specific courses addressing SE topics in a more detailed way. On the other hand, according to our results, there is not any significant difference between the importance of KAs and sub-KAs perceived by SEs with and without an SE degree. In other words, all participants have a similar perception on the importance of topics independent from their degree, and hence we can conclude that the impact of the curricula on importance perception should be limited.
Limitations.
We were able to compare the importance and learning-level perceptions of SE and non-SE graduates as presented in Section 4.5. Some computing degrees, such as CS and CE, include courses that relate to SE. We could not explore the difference between those with degrees in SE, CS, and CE since we do not have sufficient data points to allow a comparison. Moreover, we could have analyzed the difference between graduates of departments related and not related to computing if we had sufficient data points. These are the limitations of this study and can be the subject of our further work.
SWEBOK is one of the few comprehensive resources that classifies SE topics and is still expected to undergo revisions (we used the third version). We used SWEBOK KAs and sub-KAs to represent SE topics. This is another limitation of this study since we cannot claim that SWEBOK covers all SE topics or has a perfect classification. It is difficult to cover all SE topics since the field is very dynamic and new topics are emerging quite regularly, e.g., Agile methods, domain-specific languages, DevOps, test-driven development, and continuous integration. We could have formed a taxonomy, but it would be difficult to validate such a taxonomy. Regarding the classification, SWEBOK's sub-KAs were not formed to have a standard level of detail. While some sub-KAs, such as "test levels," have a narrow scope, some others, such as "SE methods," cover a much wider scope. Also, the sub-KA "practical considerations" under the requirements KA seems fuzzy or broad. We also realize that this could be a drawback of SWEBOK, which could possibly limit the implications of our study's findings. On the other hand, we can observe that the same problems would still exist in the case of any custom taxonomies formed via interviews [22] or other research methods [23] (as we presented briefly in Section 2).
Despite its drawbacks, we can see that SWEBOK is also being used for surveying SE practices and curricula assessment and development. One of the authors of this article surveyed SE practices used in Turkey and classified based on SWEBOK KAs [65] . [66] classified testing techniques based on SWEBOK's testing sub-KA. [67] surveyed games used for SE education and classified the findings based on SWEBOK. [68] proposed an SE curricula development and evaluation process using SWEBOK.
Another limitation is that we did not separate learning SE topics in university education versus "on the job." It is obvious that university education often focuses on fundamental SE topics and many software engineers learn a wealth of additional SE knowledge "after" they graduate and while working in companies.
CONCLUSIONS AND FUTURE WORK
As discussed earlier, the work reported in this article is part of a larger hybrid approach that we have developed over the past few years, to analyze and improve SE courses and programs. Our hybrid approach is based on two important inputs: SE body-of-knowledge frameworks (the two well-known ones being the ACM SE 2014 and SWEBOK) and opinions about graduates' skills and industrial needs. Focusing on the former aspect related to SE body-of-knowledge frameworks, we reported two studies based on SWEBOK in two recent papers [27, 28] , and the work in this article contributed to the latter aspect.
Based on our survey dataset, this article aims to raise awareness on the notion of quality in educating the software engineers of tomorrow by identifying the topics that are the most important in practice. We quantified the extent of learning of each SWEBOK KA in university settings versus their extent of use in industry by software engineers. Unlike previous related studies, we provided the knowledge gap information on a fine-grained level that is a sub-KA level in SWEBOK. We also quantified the knowledge gaps in each KA to identify the areas that need more training. We identified three key KAs (software maintenance, software configuration management, and software testing) with the highest knowledge gap according to the survey results. We have provided actionable recommendations for each KA to potentially address the knowledge gaps. Moreover, we also observed that the graduates with an SE degree obtain better education in five KAs (testing, requirements, maintenance, SE models and methods, and design) compared to the rest of the participants (who have a degree in a computing or noncomputing discipline except SE).
In terms of the road ahead, since we have observed the large number of studies on skill profiles of software engineers, we would like to raise the need for systematic syntheses and reviews in this important area. This study is not the first and certainly is not the last work in analyzing skill profiles of software engineers. Thus, we would like other researchers and practitioners to consider our approach and replicate or extend it in future studies. Further upcoming studies with larger datasets could provide more generalizable insights into this important issue.
