One of the recent advances in the investigation of nonlinear parabolic equations with a measure as forcing term is a paper by F. Petitta in which it has been introduced the notion of renormalized solutions to the initial parabolic problem in divergence form. Here we continue the study of the stability of renormalized solutions to nonlinear parabolic equations with measures but from a different point of view: we investigate the existence and uniqueness of the following nonlinear initial boundary value problems with absorption term and a possibly sign-changing measure data
Introduction
First, let us consider the nonlinear parabolic problem u t − div(a(t, x, u, ∇u)) = µ in Q := (0, T) × Ω, u = 0 on (0, T) × ∂Ω, u(0) 
where Ω is an open bounded subset of R N , N ≥ 2, T > 0 and Q is the cylinder (0, T) × Ω, the operator of Leray-Lions u → −div(a(t, x, u, ∇u)) is pseudo-monotone defined on the space L p (0, T; W 1,p 0 (Ω)) with values in its dual L p (0, T; W −1,p (Ω)), p > 1 and 1 p + 1 p = 1. Recall that the hypothesis on p (i.e., p > 2 − 1 N+1 ) is motivated by the fact that, if p ≤ 2 − 1 N+1 then N p+p−N N+1
≤ 1 this implies that, in order to obtain the existence of a solution for p close to 1, it is necessary to go out of the framework of classical Sobolev spaces (see [DMOP, Example 2.16 ] that can be easily extended in parabolic case). It is well known that, if the datum µ belongs to L p (Q), the parabolic problem (1.1) admits a unique variational solution u ∈ L p (0, T; W 1,p 0 (Ω)) and to C(0, T; L 2 (Ω)) (see [L1, L2] ). In the general case where the datum µ is a Radon measure with bounded variation on Q, it is known that there exist at least one solution to (1.1) in the sense of distributions [BDGO, BG] . As a matter of fact, this notion of weak solutions does not guarantee the uniqueness, even for linear equations [Pr1, Se] . The uniqueness of the solutions can be obtained in the linear case for general data, using the definition by duality [S] , this Stammpacchia's framework heavily concern the case p = 2 and a(x, ∇u) = A(x)∇u where A is a uniformly elliptic matrix with L ∞ (Ω)−coefficients is extended in parabolic case when the linear operator is strongly monotone, Lipschitz continuous with respect to ∇u and the datum µ belongs to M 0 (Q) in [Pe1, Section 9 ] and continue to work for general measure data in M b (Q) (see Petitta's ideas [Pe3] ). These results are generalized in the nonlinear case and for measures in L 1 −data, in L 1 (Ω) + W −1,p (Ω) or in M 0 (Q) for bounded measure on Q that does not charges the sets of zero parabolic p−capacity using the notion of renormalized solution in [BM, DP, DPP] and using the notion of entropy solution in [Pr2] . In [Pe1, PP] it was introduced and studied a notion of renormalized solution for general measure data: the key observation is that every Radon measure µ with bounded variation can be decomposed as µ = µ 0 + µ s , µ 0 ∈ M 0 (Ω), µ s ∈ M s (Q) (see [Pe1, Lemma 2.1] ). In addition, a measure µ belongs to M 0 (Q) if, see [DPP, Theorem 1 .1] and [PPP1, Proposition 1.1], and only if [KR, Theorem 2.6] , it belongs to L 1 (Q) + L p (0, T; W −1,p (Ω)) + L p (0, T; V), while µ s is concentrated on a set of p−capacity zero. Then, it is reasonable to assume that a good definition should imply that the solution has a very large absolute value only where the datum is very concentrated, that is on the support of µ s . Finally, the renormalized solution is a special type of solutions in the sense of distribution. The definition proposed in [Pe1] is the following: a renormalized solution to (1.1) is a measurable function u with all translations u − g in the space L q (0, T; W 1,q 0 (Ω)) ∩ L ∞ (0, T; L 1 (Ω)) for every q < p − N N+1 and all truncations T k (u − g) in the energy space L p (0, T; W 1,p 0 (Ω)) ∩ L ∞ (0, T; L 1 (Ω)) and such that for every S ∈ W 2,∞ (R) (S(0) = 0) with S has compact support on R, we have for every functions ϕ ∈ L p (0, T; W 1,p 0 (Ω)) ∩ L ∞ (Q), ϕ t ∈ L p (0, T; W −1,p (Ω)), with ϕ(T, x) = 0, such that S (u − g)ϕ ∈ L p (0, T; W 1,p 0 (Ω)), g is the time derivative part of µ 0 andμ 0 = µ − g t − µ s = f − div(G). Moreover, for every ψ ∈ C(Q) we have where µ + s and µ − s are respectively the positive and the negative parts of the singular term of the measure µ with respect to the p−capacity. The existence of solutions to (1.1) is obtained as a consequence of a stability result. Namely, every Radon measure µ = µ 0 + µ s can be approximated, essentially by convolutions, by a sequence (µ n ) of measures in L p (0, T; W −1,p (Ω)). By classical results, for every n there exists a unique variational (and hence renormalized) solution u n of
Moreover, thanks to the linearity of the convolutions, the measure µ n can be split in several terms which have good convergence properties as n goes to +∞. With this model in mind, the approach followed in [Pe1] is to consider sequences (µ n ) of Radon measures with bounded variation on Q having a splitting which converges to a Radon measure µ (see Definition 2.2), and to prove that the corresponding renormalized solutions (u n ) converge in suitable topologies to a renormalized solution to (1.1). The proof in [Pe1] is rather technical, and it can be split into two parts. As a first step, the equation solved by u n is used in order to obtain some a priori estimates, and hence a weak limit u of (u n ), which is the candidate to be the solution to (1.1). In particular it is easily proved that, up to a subsequence, every truncation T k (u n ) converges to the corresponding truncation T k (u) in the weak topology of L p (0, T; W 1,p 0 (Ω)). The second part, which is the hardest one, is devoted to showing that the sequence of truncations converges, in fact, in the strong topology of L p (0, T; W 1,p 0 (Ω)). In this paper, the starting point will be the end of the first point of the proof in [Pe1] (the a priori estimates), and the goal will be to pass to the limit in n using the equation solved by the truncations of u n (see Definition 2.3). The major advantage of this approach is that we can perform the passage to the limit without using the strong convergence of the truncations in L p (0, T; W 1,p 0 (Ω)).
Preliminaries
2.1. Notations. Throughout this paper Ω will be a bounded open subset of R N , N ≥ 2, p and p will be real numbers with p > 1 and 1 p + 1 p = 1. The duality pairing between the Sobolev space W 1,p 0 (Ω) and its dual W −1,p (Ω) will be denoted by ·, · . In what follows, |ζ| and ζ · ζ will denote respectively the Euclidean norm of a vector ζ ∈ R N and the scalar product between ζ and ζ ∈ R N . The characteristic function of a set E ⊆ R N will be defined as
The operator.
Let a : (0, T) × Ω × R × R N → R N be Carathéodory function (that is, a(·, ·, s, ζ) is measurable on Q for every (s, ζ) in R × R N and a(t, x, ·, ·) is continuous on R × R N for almost every (t, x) in Q). Assume that there exist two positive constants c 0 , c 1 , and a nonnegative function b 0 (t, x) ∈ L p (Q), such that, for every ζ, ζ ∈ R N with ζ = ζ , the following properties hold
3) Thanks to hypotheses (2.1) − (2.3), the map u → −div(a(t, x, u, ∇u)) is a coercive, continuous, bounded and monotone operator defined on L p (0, T; W 1,p 0 (Ω)) with values in L p (0, T; W −1,p (Ω)); hence by the standard theory of monotone operators (see, e.g., [L1] ), for every F in L p (Q) and u 0 ∈ L 2 (Ω) there exists a variational solution u of the problem u t − div(a(t, x, u, ∇u)) = F in Q := (0, T) × Ω,
Remark 2.1. Note that, the entropy solution u of problem (1.1) exists and is unique as shown in [DPP] if µ ∈ M 0 (Q) (see also [DP] ). Moreover, the solution is such that |a(t, x, u, ∇u)| ∈ L q (Q) for all q < 1 + 1 (N+1)(p−1) , even if its gradient may not belong to any Lebesgue space, this notion can not be generalized directly to the case of a general, possibly singular, measure in M b (Q).
Proposition 2.1. Let µ ∈ M 0 (Q) with compact support and let (ρ n ) be a sequence of mollifiers. Then (ρ n * µ) is equidiffuse.
Capacity.
For every Borel set B ⊆ Q, its p−capacity cap p (B, Q) with respect to Q is defined by
where the infimum is taken over all the functions u ∈ W such that u ≥ 1 almost everywhere in a neighborhood of B. We say that a property P (t, x) holds cap p −quasi everywhere if P (t, x) holds for every (t, x) outside a subset of Q of zero p−capacity. A function u defined on Q is said to be cap p −quasi continuous if for every > 0 there exists B ⊆ Q with cap p (B, Q) < such that the restriction of u to Q\B is continuous. It is well known that every function in W has a unique cap p −quasi continuous representative, whose values are defined cap p −quasi everywhere in Q (see [DPP, Pe1] 
Truncations.
For every k ∈ R + = (0, +∞), we define the truncation function T k : R → R by T k (s) = max(−k, min(k, s)), s ∈ R.
Let us consider the space of all measurable functions, finite a.e. in Q, such that T k (u) belongs to L p (0, T; W 1,p 0 (Ω)) for every k > 0. It is easy to see that every function u in this space has a cap p −quasi continuous representative, that will always be identified with u. Moreover, there exists a measurable function v : Q → R N such that ∇T k (u) = vχ {|u|<k} a.e. in Q, for every k > 0, and v is unique up to almost everywhere equivalence (see [B6, Lemma 2.1]). Hence it is possible to define a generalized gradient ∇u of u, setting ∇u = v. If u ∈ L 1 (0, T; W 1,1 0 (Ω)), this gradient coincides with the usual one, while for u ∈ L 1 (0, T; L 1 loc (Ω)), it may differ from the usual distributional gradient of u.
Measures.
We define M b (Q) as the space of all Radon measures on Q with bounded total variation, and C b (Q) as the space of all bounded, continuous functions on Q, so that Q ϕdµ is defined for ϕ ∈ C b (Q) and µ in M b (Q). The positive, the negative and the total variation parts of a measure µ in M b (Q) are denoted by µ + , µ − , and |µ|, respectively. Given a measure µ in M b (Q), and a Borel set E ⊆ Q, the measure µ E is defined by (µ E)(Q) = µ(E ∩ B) for any Borel set B ⊆ Q. We say that a sequence (µ n ) of measures in M b (Q) converges tightly (or, equivalently, in the narrow topology of measures) to a measure µ in
(2.5) for every ϕ ∈ C b (Q). If (2.5) holds only for all the continuous functions ϕ with compact support in Q, then we have the usual weak* convergence in M b (Q) (We point out that, at least for nonnegative measures, tight convergence is equivalent to weak* convergence provided the masses converge, that is, µ n converges tightly to µ is and only if µ n converges to µ weakly* in M b (Q) and µ n (Q) converges to µ(Q)).
In order to localize some integrals near the support of the singular measure µ s with respect to p−capacity. Let us consider the space
)+L 1 (Q) and used to estimate the cut-off functions in order to treat the singular term of the measure. The cap p −quasi continuous representative of a function in W ∩ L ∞ (Q) has good integrability properties w.r.t a measure in M 0 (Q) as stated in the following result Proposition 2.2. Let µ 0 be a measure in M 0 (Q) and let u be a function in W. Then u is measurable with respect to µ 0 . If u further is in L ∞ (Q), then u belongs to L ∞ (Q, µ 0 ), hence to L 1 (Q, µ 0 ), and u L ∞ (Q,µ 0 ) = u L ∞ (Q) .
Proof. The proof can be performed arguing as in [DMOP, HKM] in the elliptic case.
An easy consequence of Proposition 2.2 and of the Dominated Convergence Theorem is the following result Proposition 2.3. Let µ 0 be a measure in M 0 (Q) and let (u n ) be a sequence of functions in W ∩ L ∞ (Q), bounded in L ∞ (Q) and converging to a function u cap p −quasi everywhere. Then (u n ) converges to u µ 0 −almost everywhere, and
The structure of a measure belonging to M 0 (Q) is described by the following theorem
(2.6)
Note that the reverse of Theorem 2.1 is also true, that is, if µ 0 have a decomposition ( f , G, g) then it is diffuse (see [PPP1,  Example 1] and [PPP2, Proposition 3.1] for g ∈ L ∞ (Q) and [KR, Theorem 2.6] for any conditions on g). On the other hand, every measure in M b (Q) admits a decomposition as follows
In conclusion, every measure µ ∈ M b (Q) can be decomposed (not in a unique way) as
, we consider a special type of approximating sequence (µ n ) as in [Pe1] and defined as follows
and let (µ n ) be a sequence of measures in M b (Q). We say that (µ n ) has a splitting ( f n , G n , g n , λ ⊕ n , λ n ) converging to µ as n tends to +∞, if for every n the measure µ n can be decomposed as
8)
and the following properties hold:
s in the narrow topology of measures. Remark 2.2. It is easy to see that, if (µ n ) has a splitting converging to µ, then (µ n ) converges weakly* in M b (Q) to µ, so that there exists M > 0 such that |µ n (Q)| ≤ M for every n.
Remark 2.3. From the definition of the splitting we have that the part µ n,0 of µ n absolutely continuous with respect to the p−capacity is given by
(2.9) On the other hand, the singular part of µ n can be estimated by
(2.10) Remark 2.4. If we decompose the measures µ n , λ ⊕ n , λ n , respectively as,
n,0 )), with µ n,0 , λ ⊕ n,0 and λ n,0 in M 0 (Q), and µ n,s , λ ⊕ n,s and λ n,s in M s (Q), then clearly λ ⊕ n,0 , λ n,0 , λ ⊕ n,s , λ n,s are nonnegative, µ n,0 = f n − div(G n ) + g n + λ ⊕ n,0 − λ n,0 and µ n,s = λ ⊕ n,s − λ n,s . In particular we have
Remark 2.5. Let (ρ n ) be a sequence of L 1 (Q) functions converging to ρ weakly in L 1 (Q), let (σ n ) be a sequence of functions belonging to L ∞ (Q), bounded in the same space and converging a.e. on Q to a function σ. Then, as a consequence of the Egorov theorem [Eg] , one obtains
This property will be often used in Section 4.
Renormalized solutions.
We are now in position to introduce the notion of renormalized solutions for general measure data.
if the following conditions holds
Let W be the set of all functions u ∈ L p (0, T; V) whose derivative u t ∈ L p (0, T; V ) (see (2.4)). Clearly every function v ∈ W ∩ L ∞ (Q) with v(T) = 0 is an admissible test function, so that we can define the renormalized solution u as a solution of
Notice that for every h ∈ C 2 (R) such that h and h are bounded and for every v ∈ W such that w = h(u), the function ϕ = wζ is admissible in (c), where ζ ∈ W 1,∞ (0, T) with compact support in (0, T). The following result is an extension of the result proved in [PPP2, Sect. 4] 
are the positive and the negative parts of the singular term of the measure µ. Then u satisfies
for every S ∈ W 2,∞ (R) such that S has compact support on R and S(0) = 0 and for every ϕ ∈ C ∞ c (Q).
Some remarks on the truncations
Our strategy will be to associate to every renormalized solution a sequence of parabolic problems solved by its truncations. If u is a solution in the sense of distributions to problem (1.1) obtained by approximation (in particular if u is a renormalized solution, see [PPP1, Theorem 1.2] , then the truncations of u are solutions in the sense of distributions to parabolic problems of the same form with suitable measure data (see [PP, PPP1, PPP2] )). The following result gives some details on the form of these measure data. To simplify the proof, we consider just the p−Laplacian operator and nonnegative diffuse measures, for more general operators and general measures (see Section 4).
The following Proposition gives a useful estimate on the solutions introduced in Section 1. 
Let µ be a measure and (ρ n ) a sequence of mollifiers (see Figure 1) satisfying
We define for every (t, x) ∈ R × R N , the measure µ n as a convolution
Now, let us fix σ > 0 and define the function S k,σ : R → R by (see Figure 3 )
We denote by u n the solution of (1.1) with datum µ n , we multiply the equation solved by u n by S k,σ (u n )ϕ with
Thus, using (3.2) the right-hand side of (3.1) remains bounded in L 1 (Q) as σ → 0, then we deduce that
Recall that by Proposition 2.2, the sequence (µ n ) is equidiffuse. Then by Proposition 3.2 we can fix k > 0 to obtain the right-hand side of (3.3) smaller than for every n ≥ 1. In particular, (ν k n ) remains uniformly bounded in M b (Q) as n → ∞. Passing to a subsequence, we may assume that (ν k n ) converges weak* in M b (Q) to some measure ν k as n → ∞. By a classical results of [BDGO] , there exists a function u ∈ L 1 (Q) such that u n → u and ∇u n → ∇u a.e. in Q. In particular
. It follows from Proposition 3.1 that ν k is a diffuse measure. Moreover, from (3.3) and the lower semi-continuity of the norm with respect to the weak* convergence, we obtain
This conclude the proof of Lemma 3.1.
The following Lemma, proved in [Pe1] , gives a useful estimates on the cut-off functions ψ δ introduced in [DMOP] .
Lemma 3.2. Let µ s be a nonnegative measure in M s (Q) concentrated on a subset E of zero p−capacity. Then, for every δ > 0, there exist a compact set K δ ⊆ E such that
Remark 3.1. Note that (i) In [PPP2] it has proved that u is a renormalized solution if and only if for every nonnegative measure µ ∈ M b (Q) ∩ L p (0, T; W −1,p (Ω)) and u 0 ∈ L 2 (Ω), there exist a solution of (1.1) in the usual weak sense. Indeed, in this case u ∈ W and satisfies the capacitary estimate
where C > 0 is a constant depending on µ M b (Q) , u 0 L 1 (Ω) and p. (ii) In [PPP2, Lemma 2.1], it is shown that since u ∈ W, the solution u is identified with its cap p −quasi-continuous representative, obtaining the well-defined quantity cap p ({|u| > k}). 
The stability result
, n ∈ N, be a sequence of Radon measures having a splitting ( f n , div(G n ), g n , λ ⊕ n , λ n ) converging to µ as n tends to +∞. Let u n be a renormalized solution to the problem u n t − div(a(t, x, u n , ∇u n )) = µ n in Q := Ω × (0, T), u n = 0 on (0, T) × ∂Ω, u n (0) = u n 0 in Ω.
(4.1)
Then there exists a subsequence of (u n ) (resp. (u n − g n )), still denoted by u n (resp. (u n − g n )), which converges almost everywhere to a renormalized solution of (1.1) with datum µ. Moreover, for every k ∈ R + the truncations (T k (u n )) (resp. (T k (u n − g n ))) converges to T k (u) (resp. T k (u − g)) in the weak topology of L p (0, T; W 1,p 0 (Ω)), and the gradient (∇u n ) (resp. ∇(u n − g n )) converges to ∇u (resp. ∇(u − g)) a.e. in Q.
Proof. Let u n be a renormalized solution to (4.1), that is T k (u n ) ∈ L p (0, T; W 1,p 0 (Ω)) and satisfies
, with ϕ(T, 0) = 0. As in [Pe1, Sect. 6] , we can prove that there exist a subsequences (still denoted by (u n )) (resp. (u n − g n )) and a measurable function u (resp. u − g), which is finite almost everywhere in Q, such that the following properties holds:
(i) (u n ) (resp. (u n − g n )) converges to u (resp. u − g) a.e. in Q;
(ii) For every k ∈ R + , the sequence (T k (u n )) (resp. (T k (u n − g n ))) converges to T k (u) (resp. T k (u − g)) in the weak topology of L p (0, T; W 1,p 0 (Ω)); (iii) (∇u n ) (resp. (∇(u n − g n ))) converges to ∇u (resp. ∇(u − g)) a.e. in Q; (iv) a(t, x, u n , ∇u n ) converges to a(t, x, u, ∇u) in the strong topology of L q (0, T; W 1,q 0 (Ω)) for every q < p − N N+1 , while a(t, x, T k (u n ), ∇T k (u n )) converges to a(t, x, T k (u), ∇T k (u)) in the weak topology of (L p (Q)) N for every k ∈ R + .
In the flow of the arguments in [Pe1] , the next step involves a long and technical proof of the strong convergence of (T k (u n − g n )) to T k (u − g) in L p (0, T; W 1,p 0 (Ω)), which is needed in order to pass to the limit in the equations solved by u n and to obtain that u is a renormalized solution of (2.12). As a consequence of Theorem 4.1, we obtain the following result Theorem 4.2. Let (u n ) (resp. (u n − g n )) and u (resp. u − g) be the functions defined in Theorem 4.1. Then for every k ∈ R + , the sequence T k (u) (resp. T k (u − g)) converges to T k (u) (resp. T k (u − g)) in the strong topology of L p (0, T; W 1,p 0 (Ω)).
Proof. See [Pe1, Theorem 5] .
We now propose a different passage to the limit that uses the equations solved by (T k (u n )) and that does not need the strong convergence of the truncations. While the same problem was studied in [PP] for nonnegative data, here we want to generalize this result to changing sign measure data.
Proof of Theorem 4.1 (continued) :
Step 1. Estimates in L 1 (Q). By Theorem 2.2, there exists two measures µ 0 ∈ M 0 (Q) and µ s ∈ M s (Q) concentrated on a set of zero p−capacity such that µ n = ρ n * µ = µ n 0 + µ n s with µ n 0 = ρ n * µ 0 and µ n s = ρ n * µ s such that the truncates T k (u n ) satisfies
where ·, · denotes the duality between V and V . On the other hand, if we consider the function h k,σ (s) : R → R defined by (see Figure 5 )
Choosing v = h k,σ (u n )sign(u n ) as test function in (4.1), we obtain 1 σ Q a(t, x, u n , ∇u n ) · ∇u n sign(u n )χ {k<|u n |<k+σ} dxdt
dx which easily implies the estimate in L 1 (Q) on the energy term 1 σ {k<|u n |≤k+σ} a(t, x, u n , ∇u n ) · ∇u n sign(u n ) dxdt ≤ C, for every n ≥ 1, then there exist a bounded measure λ n k such that, as σ goes to zero 1 σ a(t, x, u n , ∇u n ) · ∇u n χ {k<|u n |<k+σ} λ n k weakly* in M b (Q).
Step 2. Equations for the truncations. To prove (c), we consider the primitive function T k,σ (s) and ϕ ∈ C ∞ c (Q), notice that T k,σ (s) converges pointwise to T k (s) as σ goes to zero. We multiply by T k,σ (u n )ϕ in (4.1) to obtain T k,σ (u n ) t − div(S k,σ (u n )a(t, x, u n , ∇u n )) = S k,σ (u n )µ n + 1 σ a(t, x, u n , ∇u n ) · ∇u n sign(u n )χ {k<|u n |<k+σ} in D (Q) which yields as σ goes to 0 T k (u n ) t − div(a(t, x, u n , ∇u n χ {|u n |≤k} )) = (µ n 0 + µ n s )χ {|u n |≤k} + λ k n in D (Q) using µ n 0 = µ n 0 χ {|u n |≤k} + µ n 0 χ {|u n |≥k} , we obtain T k (u n ) t − div(a(t, x, T k (u n ), ∇T k (u n ))) − µ n 0 = µ n s χ {|u n |≤k} − µ n 0 χ {|u n |≥k} + λ k n in D (Q). Let us set ν k n = µ n s χ {|u n |<k} − µ n 0 χ {|u n |≥k} + λ k n , from the fact that µ n 0 and µ n s are equidiffuse measures, we have that there exist a constant M > 0 such that µ n s + µ n 0 ≤ M for every n ∈ N * . Then for every k ∈ R + there exist C > 0 (possibly depending on k) such that
and hence there exist ν k ∈ M(Q) which is the weak* limit in M b (Q) of the sequence ν k n since χ {|u n |<k} converges to χ {|u|<k} a.e. in Q and weakly* in L ∞ (Q) for every k ∈ R + , Then from convergences (i) − (iv), we obtain
Let us consider the next identity obtained by subtraction
. We can pass to the limit in n, using the basic compactness convergences (i) − (iv) to get
Fixed k ∈ R + , let us now consider the sequence ψ δ of cut-off functions in C ∞ c (Q) such that 0 ≤ ψ δ ≤ 1 and S−converging to the null function as δ → 0, we put ψ δ ϕ with ϕ ∈ C 1 c (Q) as test function in (4.4) to obtain
So that, passing to the limit in δ,
(4.5)
Step 3. The limit of ν k . Let us now consider the measures µ n 0 and µ n s . Choosing as test function in (4.1) the function h k,σ (u n )(1 − ψ δ ), where ψ δ ∈ C ∞ c (Q) and h k,σ is defined in Figure 5 , we obtain 1
Passing to the limit as δ goes to 0 and recall that u n (resp. a(t, x, u n , ∇u n )) converges strongly to u (resp. a(t, x, u, ∇u)) in L 1 (Q), we obtain Q H k,σ (u n (t, x))(ϕ δ ) t dxdt = ω(k) and Q a(t, x, u n , ∇u n ) · ∇ψ δ h k,σ (u n )dxdt = ω(n, k),
for fixed δ > 0 and by the equi-diffuse property of the measure µ n 0 we get
On the other hand, Lemma 3.2 implies that
and hence 1 σ {k<|u n |≤k+σ} a(t, x, u n , ∇u n ) · ∇u n ϕ(1 − ψ δ ) = ω(σ, n, k, δ).
which easily implies that there exists ν k ∈ M(Q) such that
for almost every k ∈ R + . Hence we can apply an easy density argument in ϕ ∈ C(Q), obtaining that for every ϕ ∈ C ∞ (Q), there exists a sequence of cut-off functions such that
this implies that the sequence of measures ν k converges in the narrow topology of measures to a measure µ s . In addition, the singular part µ s of µ can be estimated by for every ϕ ∈ C ∞ c (Q) and hence, the measure µ s is concentrated by the energy of the approximating solutions.
Equation with absorption
In this part, we shall continue the study of the stability of renormalized solutions to nonlinear parabolic equations with measures. But from a different point of view, here we investigate the existence and uniqueness of the following nonlinear initial boundary value problems with absorption term and diffuse measure data
for positive constants b 0 and b 1 ) such that b(u 0 ) is an element of L 1 (Ω) and h : R → R is a continuous function such that h(s)s ≥ 0 for every |s| ≥ L with L ≥ 0 (odd functions for example). Equations (5.1) could be viewed as a generalization of the usual equations (1.1). It's a rather typical nonlinear problems (called standard porous medium models) with lower order term. Problems of this kind are interesting from the purely mathematical point of view (see [V] ). Besides, they have potential applications in various fields such as continuous mechanics [L2] , population dynamics [BM] and image processing [GSZW] , etc. Perhaps for these reasons, such a field has attracted more and more attention and has a development in recent years, see [BPR, AA2, AA3] and the large amounts of references therein. Note that the interest of problems as (5.1) (with b = 1 and smooth data) is studied in [BCW] in connection with the study of conservation laws and in the theory of non-Newtonian fluids. A complete setting of the theory, in the parabolic case with smooth data, was developed over the years starting by seminal papers [BR1, BPR] , until the remarkable improvements given in [BF] (µ ∈ L 1 (0, T; L p (Ω)) and h = 0). Again in the parabolic case where h(s) = −div(Φ(t, x, s)) is a lower order term with Φ induces a lack of coercivity was settled in [BRM] (see also [ABR] for (x, u)−dependence of the function b). The case of possibly diffuse measure as data in (5.1) is, by far, are limited. If µ s = 0 and b(u) = b(x, u) we refer to [MR1] (see also [BRM, MR2, AA3] ) for a complete account on generalized porous medium equations in the context of renormalized solutions. Moreover the case of unbounded nonlinearities has been treated in [BGR, BR2] and parabolic equations with natural growth terms have been obtained in [AR] (see also [BP1] and references therein for primary results). Finally, concerning the Stefan model case, for suitably smooth data f and µ, the existence of solutions to problems as in (5.1) was investigated in [BP2] . In order to deal with nonlinear equations where the source term is a diffuse measure; the authors in [BPR] introduced a renormalized formulation that is based on the representation (2.6). However, in context with the elliptic case, such representation, as well as the formulation suggested in [DPP] , is not suitable to handle the case of absorption terms as in (5.1). The main reason is that a solution of b(u) t − div(a(t, x, u, ∇u))
The same approach for problem (1.1) would transform the absorption term h(u) into h(b −1 (v + g)). However, since no growth restriction is made on h, this term can be easily handled if g is not bounded. In this part, we overcome this obstruction by developing the approach of Section 4 to deal with absorption term. In this way, we establish new properties of renormalized solutions (related to different type of definitions) and new results for parabolic equations (5.1). The next definition in certainly closer to the one used in [AA2] and to the one of the existing formulations in Section 4.
. Now, recall the definition of distributional solution of (5.1) and notice that such a definition makes sense for any measure µ, not necessarily diffuse, even if in our context we are always dealing with diffuse and singular measures. ] × Ω). We then have Proposition 5.1. If u is a renormalized solution of (5.1), then for every k > 0 and τ ≤ T,
where Θ k (s) = s 0 T k (t)dt. Therefore, b(u) ∈ L ∞ (0, T; L 1 (Ω)), |∇u| p−1 and a(t, x, u, ∇u) are in L r (Q) for any r < N+p N+1 . Moreover, u is a distributional solution.
We obtain in this way a new approach to solve standard porous medium problems involving measures Theorem 5.1. Let µ ∈ M 0 (Q) and b(u 0 ) ∈ L 1 (Ω). Let h : R → R be a continuous function satisfying h(s)s ≥ 0 for every |s| > L for some L ≥ 0. Then, (5.1) admits a renormalized solution (which is, in particular, a distributional solution). If in addition h is nondecreasing, then the renormalized solution is unique.
Proof. The proof of Theorem 5.1 strongly relies on an estimate developed in [AA3, Proposition 5.2] .
Proposition 5.2. Given µ ∈ M 0 (Q) ∩ L p (0, T; W −1,p (Ω)) and b(u 0 ) ∈ L 1 (Ω), let u ∈ W be the weak solution of (5.1). Then
where C > 0 is a constant depending on µ M 0 (Q) , b(u 0 ) L 1 (Ω) , b 0 L p (Q) , α, β, p and Ω.
Proof. See [AA2, Proposition 2.2] . Now, the existence of solution is obtained as limit of solutions u n corresponding to a smooth approximation µ n of the measure µ. In this procedure, the difficult point is to prove the L 1 −convergence of the lower order term h(u n ). When the sequence (µ n ) is strongly (or even weakly) converging in L 1 (Q), this is usually deduced (see [GM] ) from the estimate
using the equi-integrability of (µ n ). In our case, we extend this idea in the following sense: the level sets {|b(u n )| > k} are proved to have uniformly small capacity (Proposition 5.2) and the sequence (µ n ) is chosen to be equi-diffuse (Definition 2.1) (coupling the capacitary estimate with the equi-diffuse property of (µ n ), the righthand side of (5.2) is uniformly small, implying the L 1 −convergence of (h(u n ))). Finally, when h is nondecreasing, we obtain uniqueness by proving that the L 1 −contraction property holds for renormalized solutions.
Approximation scheme and a priori estimates.
In order to prove the existence of a renormalized solution, we consider the convolution µ n = (ρ n * µ) introduced in Lemma 3.1. In this way, we use the equi-diffusion property (Proposition 2.1) and we will state basic a priori estimates on the approximating solutions and the convergence results in a slightly more general form which can be applied in case of lower-order terms. Consider the following scheme of approximation
where b(u n 0 ) is a sequence converging strongly to b(u 0 ) in L 1 (Q) and h n (u n ) is a sequence of smooth functions, bounded in L 1 (Q), that converges strongly in L 1 (Q) to h(u). The existence of such approximation is obtained by standard convolution arguments stated in Sections 2,4. As usual for nonlinear operators with measure data, we will need the following proposition that collects some known results in the literature.
Proposition 5.3. Let µ ∈ M 0 (Q), b(u n 0 ) ∈ L 1 (Ω), with sup |µ n |(Q) < ∞ and b(u n 0 ) L 1 (Ω) < ∞. Let (u n ) be a sequence of renormalized solutions of (5.3). Then there exists C > 0 such that u n L ∞ (0,T;L 1 (Ω)) ≤ C,
for every n and for every k > 0. Moreover there exists a subsequence, still denoted by (u n ) and a measurable function u such that the following convergence hold (i) u n (res. b(u n )) converges to u (resp. b(u)) a.e. in Q;
(ii) u, b(u) belongs to L ∞ (0, T; L 1 (Ω)) and for every k > 0, the sequence (T k (b(u n ))) converges to T k (b(u)) ∈ L p (0, T; W 1,p 0 (Ω)) in the weak topology of L p (0, T; W 1,p 0 (Ω)); (iii) ∇u n converges to ∇u a.e. in Q; (iv) a(t, x, u n , ∇u n ) converges to a(t, x, u, ∇u) in the strong topology of the space L q (0, T; W 1,q 0 (Ω)) for every q < p − N N+1 ; (iv) |∇u n | p−2 ∇u n converges to |∇u| p−2 ∇u strongly in L 1 (Q).
Proof. Estimates (5.4) are classical sine the work [BPR] . The a.e. convergence of (u n ) can be proved using properties of truncations and the Marcinkiewicz estimates, see e.g., [BM, AA1] . The a.e convergence of (∇u n ) is proved in [BDGO] when b = 1 and the later technical points can be found in [P] .
First of all, we need to show the existence of renormalized solution to (5.1). The proof which is based on the Theorem 4.1, is quite standard but we sketch it for completeness.
Proposition 5.4. Let a satisfies (2.1) − (2.3) and u n , h n (u n ) and µ n are defined as before. Then, for any fixed n ∈ N, there exists a renormalized solution u such that (i) − (iv) holds true up to a subsequences and u is a renormalized in the sense of Definition 5.1.
Sketch of the proof.
Step 1. Basic estimates. Both sequences (µ n ) and (h(u n )) are bounded in L 1 (Q). Therefore, the solutions u n satisfy the estimates recalled in Proposition 5.3 and up to a subsequence (i) − (iv) holds. Moreover, Proposition 5.2 applies and gives the estimate
(5.5)
Finally, for σ ≥ 0, consider the function h σ (s) = 1 σ (T k+σ (s) − T k (s)), which is a piecewise inner odd function vanishing for |s| ≤ k and constant for |s| > k + σ. Let ζ (t) = 1 − 1 T (t − T + 2 ) + , where ≥ 0; this function belongs to W 1,∞ (0, T) and has compact support in [0, T]. By using h σ (u n )ζ as test function in (5.3) and letting → 0, we have 1 σ {k<|b(u n )|<k+σ} a(t, x, u, ∇u) · ∇u n dxdt + Q h n (u n )h σ (u n )dxdt Step 2. Equation satisfied by truncations. For σ > 0 small, consider the functions S k,σ (s) (see Figure 6 ) and T k,σ (s) given by Recall that T k,σ (s) converges pointwise to T k (s) as σ → 0. Given ϕ ∈ C ∞ c (Q), multiply the equation solved by u n by S k,σ (b(u n ))ϕ. We then have T k,σ (b(u n )) t − div(S k,σ (b(u n ))a(t, x, u n , ∇u n )) + S k,σ (b(u n ))h n (u n ) = S k,σ (b(u n ))µ n + 1 σ a(t, x, u n , ∇u n ) · ∇u n sign(b(u n ))χ {k≤|b(u n )|<k+σ} in D (Q).
Let Λ k n,σ = S k,σ (b(u n ))(µ n − h n (u n )) + 1 σ a(t, x, u n , ∇u n ) · ∇u n sign(b(u n ))χ {k<|b(u n )|<k+σ} with this notation, we have (T k (b(u n ))) t − div(S k,σ (b(u n ))a(t, x, u n , ∇u n )) = λ k n,σ in D (Q). (5.8) Thanks to estimate (5.6), and since |S k,σ | ≤ 1, the functions Λ k n,σ are bounded in L 1 (Q) uniformly with respect to σ and n. Indeed, to be more precise, (5.6) and the definition of S k,σ imply the estimate Step 3. Limit as n goes to infinity. Applying Proposition 5.3 to the sequence (u n ), there exists a function u ∈ L 1 (Q) such that b(u) ∈ L ∞ (0, T; L 1 (Ω)), T k (b(u)) ∈ L p (0, T; W 1,p 0 (Ω)) for all k > 0 and, up to a subsequence, u n → u, b(u n ) → b(u), ∇u n → ∇u almost everywhere in Q.
Let now (σ n ) be a sequence of positive numbers converging to 0, as n → ∞. Using the definition of S k,σ (s), ∇u = 0 a.e. in {|b(u) = k|} and a(t, x, u, 0) = 0, we deduce that S k,σ (b(u n ))a(t, x, u n , ∇u n ) → a(t, x, T k (u), ∇T k (u)) a.e. in Q.
Since S k,σ n (b(u n ))a(t, x, u n , ∇u n ) is bounded in L p (Q), it also follows that S k,σ n (b(u n ))a(t, x, u n , ∇u n ) a(t, x, T k (u), ∇T k (u)) weakly in L p (Q).
By properties of convolution, clearly we have µ n * µ in the weak* topology of measures. Finally, since the sequence (Λ k n,σ n ) is bounded in L 1 (Q), there exists a bounded measure λ k such that, up to a subsequence, (Λ k n,σ n ) n converges to λ k in the weak* topology of (C(Q)) . We deduce from (5.8) that u satisfies Since, by Proposition 2.1, the sequence (µ n ) is equidiffuse, thanks to the uniform estimate (5.5), we deduce that lim k→∞ sup n {|b(u n )|>k} |µ n |dxdt = 0.
By the equi-integrability of (b(u n 0 )) and (h(u n )), the two terms with h(u n ) and b(u n 0 ) satisfy lim k→∞ sup n {|b(u n )|>k} |h n (u n )|dxdt = 0, lim k→∞ sup n {|b(u n )|>k} |b(u n 0 )|dxdt = 0.
Then by (5.9), we have λ k M 0 (Q) ≤ lim inf k→∞ Λ k n,σ n M 0 (Q) ≤ k → 0.
We conclude that λ k satisfies (4.2), and hence, u is a renormalized solution.
Uniqueness of renormalized solutions.
As far as the notion of renormalized solution of (5.1) is concerned, we follow the result of [AA2] . Namely, a modification of L 1 −contraction principle of [AA2, Theorem 6.1] replacing µ with µ − h(u) as right-hand side.
Lemma 5.1. Let u 1 , u 2 be two renormalized solutions of problem (5.1) with data (b(u 1 0 ), µ 1 ) and (b(u 2 0 ), µ 2 ) respectively. Then,
for almost every τ ∈ (0, T).
We conclude by the following result Theorem 5.2. Let h be nonincreaing, then there is at most one renormalized solution to (5.1).
Proof. The uniqueness of solution in (5.1) can be proved in the lines of the papers [PPP2, AA2] .
