We propose a slight modification of the Berlekamp-Massey Algorithm for obtaining the minimal polynomial of a given linearly recurrent sequence. Such a modification enables to explain it in a simpler way and to adapt it to lazy evaluation.
P (x) is the polynomial of the smallest degree such that Let suppose that the minimal polynomial of S(x) has degree bound n. Under such hypothesis, the Berlekamp-Massey Algorithm only requires the first 2n coefficients of S(x) in order to compute the minimal polynomial. Such coefficients define the polynomial S = 2n−1 i=0 a i x i . A large literature can be consulted nowadays in relation to the Berlekamp's Algorithm. The (original) Berlekamp's Algorithm was created for decoding BoseChaudhuri-Hocquenghem (BCH) codes in 1968 (see [1] ). One year later, the original version of this algorithm has been simplified by Massey (see [5] ). The similarity of the algorithm to the extended Euclidean Algorithm can be found in several articles, for instance, in [2] , [3] , [6] , [9] and [10] . Some more recent interpretations of the Berlekamp-Massey Algorithm in terms of Hankel Matrices and Padé approximations can be found in [4] and [7] .
The usual interpretation of the Berlekamp-Massey Algorithm for obtaining P (x) is expressed in pseudocode in Algorithm 1.
Algorithm 1 [The Usual Berlekamp-Massey Algorithm]
Input: n ∈ N. The first 2n coefficients of a linearly recurrent sequence defined over K, given by the list [a 0 , a 1 , . . . , a 2n−1 ]. The minimal polynomial has degree bound n. Output : The minimal polynomial P of the sequence.
Start Local variables : R, R
In practice, we must apply the simplification of the extended Euclidean Algorithm given in [3] , to find exactly the Berlekamp-Massey Algorithm. Such simplification is based on the fact that initial R 0 is equal to x 2n . Although Algorithm 1 is not complicated, it seems to be no easy to find a direct and transparent explanation for the determination of the degree of P . In the literature, we think there is a little confusion with the different definitions of minimal polynomial and with the different ways of defining the sequence. Here, we introduce a slight modification of the algorithm which makes it more comprehensible and natural. We did not find in the literature such a modification before the first submission of this article (May 2004). However, we would like to add that you can also find it in [8] , published in 2005, without any reference.
Some good reasons to modify the usual algorithm
By the one hand, as it can be observed at the end of Algorithm 1, we have to compute the (nearly) reverse polynomial of V 1 , in order to obtain the right polynomial. The following example helps us to understand what happens:
Hence, the right degree of P is given by the degree of the last R 1 plus one because
We would like to obtain directly the desired polynomial from V 1 .
Moreover, by the other hand, in Algorithm 1 all the first 2 n coefficients are required to start the usual algorithm, where n only provides a degree bound for the minimal polynomial. Consequently, it may be possible that the true degree of P is much smaller that n and so, less coefficients of the sequence are required to obtain the wanted polynomial.
So, we suggest a more natural, efficient and direct way to obtain P . Our idea is to consider the polynomial S = 2n−1 i=0 a i x 2n−1−i as the initial R 1 . Observe that in this case, using the same notation as in Algorithm 1, the same example shows that it is not necessary to reverse the polynomial V 1 at the end of the algorithm.
Furthermore, when n deg(P ), the algorithm can admit a lazy evaluation. In other words, the algorithm can be initiated with less coefficients than 2n and if the outcome does not provide the wanted polynomial, we increase the number of coefficients but remark that it is not necessary to initiate again the algorithm because we can take advantages of the computations done before. We will explain this application of the algorithm in Section 3.
Next, we introduce our modified Berlekamp-Massey Algorithm in pseudocode (Algorithm 2): Now we prove our result. Let a = (a n ) n∈N a n−2 a n−1 · · · · · · a 2n−2 a 2n−1 a n−1 a n · · · · · · a 2n−1 a 2n−2
are provided by the unique solution of the linear system 
As an immediate corollary of Proposition 1, we have the following result. 
Corollary 2 Using the notation of Proposition 1, a vector
if and only if the polynomial
Proof By Proposition 1 the dimension of Ker(
is a generating polynomial of a, for d ≤ j ≤ n − 1, we obtain that 
Hence, it turns out that finding the minimal polynomial of a is equivalent to solving (3) for the minimum degree of P . Moreover, it's well known that -the extended Euclidean Algorithm, with x 2n and S, provides an equality as (3) when the first remainder of degree smaller than < n is reached. Let denote such remainder by R k , -if we consider other polynomials P (x), U (x) and R (x) such that
That proves that our modification of Berlekamp-Massey Algorithm is right.
Lazy Evaluation
Our modified Berlekamp-Massey Algorithm admits a lazy evaluation, which may be very useful in solving the following problem.
Let f (x) ∈ K[x] be a squarefree polynomial of degree n. Let B be the universal decomposition algebra of f (x), let A be a quotient algebra of B and a ∈ A. Thus, A is a zero-dimensional algebra given by
where f 1 , . . . , f n define a Gröbner basis. Our aim is to compute the minimal polynomial of a, or at least, one of its factors. However, the dimension of A, denoted by m, over K as vector space is normally too big to manipulate matrices of order m. Therefore, we apply the idea of Wiedemann's Algorithm, by computing the coefficients of a linearly recurrent sequence, a t = φ(x n ), where φ is a linear form over A. Moreover, since the computation of x t is usually very expensive and the minimal polynomial is likely to have degree smaller than the dimension, we are interested in computing the smallest possible number of coefficients in order to get the wanted polynomial.
Hence, we first choose l < m. We start Algorithm 2 with l and [φ(x 0 ), . . . , φ(x 2l−1 )] as input, obtaining a polynomial as a result. Now, we test if such a polynomial is the minimal one. If this is not the case, we choose again another l , l < l ≤ m, and we repeat the process with 2l coefficients. However, in this next step, it is possible to take advantages of all the quotients computed before (with the exception of the last one), such that Euclidean Algorithm starts at R 0 =
, where U 0 , V 0 , U 1 and V 1 are Bezout coefficients computed in the previous step. Manifestly, repeating this argument again and again, we obtain the minimal polynomial.
The following pseudocode tries to facilitate the understanding of our lazy version of Berlekamp-Massey Algorithm.
Obviously, the choice of l is not unique. Here we have started at l = m/4, adding two coefficients in every further step. In practice, the particular characteristics of the given problem could help to choose a proper l and the method of increasing it through the algorithm. Of course, the simplification of the Euclidean Algorithm in [3] must be considered to optimize the procedure. 
